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PREFACE TO THE SECOND EDITION 

With the first edition out of print, we decided to arrange for republi­
cation of Denumerrible Markov Ohains with additional bibliographic 
material. The new edition contains a section Additional Notes that 
indicates some of the developments in Markov chain theory over the 
last ten years. As in the first edition and for the same reasons, we have 
resisted the temptation to follow the theory in directions that deal with 
uncountable state spaces or continuous time. A section entitled 
Additional References complements the Additional Notes. 

J. W. Pitman pointed out an error in Theorem 9-53 of the first 
edition, which we have corrected. More detail about the correction 
appears in the Additional Notes. Aside from this change, we have left 
intact the text of the first eleven chapters. 

The second edition contains a twelfth chapter, written by David 
Griffeath, on Markov random fields. We are grateful to Ted Cox for 
his help in preparing this material. Notes for the chapter appear in the 
section Additional Notes. 

J.G.K., J.L.S., A.W.K. 
March,1976 
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PREFACE TO THE FIRST EDITION 

Our purpose in writing this monograph has been to provide a syste­
matic treatment of denumerable Markov chains, covering both the 
foundations of the subject and some topics in potential theory and 
boundary theory. Much of the material included is now available only 
in recent research papers. The book's theme is a discussion of relations 
among what might be called the descriptive quantities associated with 
Markov chains-probabilities of events and means of random variables 
that give insight into the behavior of the chains. 

We make no pretense of being complete. Indeed, we have omitted 
many results which we feel are not directly related to the main theme, 
especially when they are available in easily accessible sources. Thus, 
for example, we have only touched on independent trials processes, 
sums of independent random variables, and limit theorems. On the other 
hand, we have made an attempt to see that the book is self-contained, 
in order that a mathematician can read it without continually referring 
to outside sources. It may therefore prove useful in graduate seminars. 

Denumerable Markov chains are in a peculiar position in that the 
methods of functional analysis which are used in handling more general 
chains apply only to a relatively small class of denumerable chains. In­
stead, another approach has been necessary, and we have chosen to use 
infinite matrices. They simplify the notation, shorten statements and 
proofs of theorems, and often suggest new results. They also enable one 
to exploit the duality between measures and functions to the fullest. 

The monograph divides naturally into four parts, the first three con­
sisting of three chapters each and the fourth containing the last two 
chapters. 

Part I provides background material for the theory of Markov chains. 
It is included to help make the book self-contained and should facilitate 
the use of the book in advanced seminars. Part II contains basic results 
on denumerable Markov chains, and Part III deals with discrete poten­
tial theory. Part IV treats boundary theory for both transient and re­
current chains. The analytical prerequisites for the two chapters in this 
last part exceed those for the earlier parts of the book and are not all 
included in Part I. Primarily, Part IV presumes that the reader is 
familiar with the topology and measure theory of compact metric 
spaces, in addition to the contents of Part I. 

vi 



VIJ Preface 

Two chapters-Chapters 1 and 7-require special comments. Chap­
ter 1 contains prerequisites from the theory of infinite matrices and 
some other topics in analysis. In it Sections 1 and 5 are the most impor­
tant for an understanding of the later chapters. Chapter 7, entitled 
"Introduction to Potential Theory," is a chapter of motivation and should 
be read as such. Its intent is to point out why classical potential theory 
and Markov chains should be at all related. 

The book contains 239 problems, some at the end of each chapter 
except Chapters 1 and 7. 

For the most part, historical references do not appear in the text 
but are collected in one segment at the end of the book. 

Some remarks about notation may be helpful. We use sparingly 
the word "Theorem" to indicate the most significant results of the 
monograph; other results are labeled "Lemma," "Proposition," and 
"Corollary" in accordance with common usage. The end of each proof 
is indicated by a blank line. Several examples of Markov chains are 
worked out in detail and recur at intervals; although there is normally 
little interdependence between distinct examples, different instances of 
the same example may be expected to build on one another. 

A complete list of symbols used in the book appears in a list separate 
from the index. 

We wish to thank Susan Knapp for typing and proof-reading the 
manuscript. 

We are doubly indebted to the National Science Foundation: First, 
a number of original results and Simplified proofs of known results were 
developed as part of a research project supported by the Foundation. 
And second, we are grateful for the support provided toward the 
preparation of this manuscript. 

Dartmouth College 
Massachusetts Institute of Technology 

J. G. K. 
J. L. S. 
A. W. K. 
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CHAPTER 1 

PREREQUISITES FROM ANALYSIS 

1. Denumerable matrices 

The word denumerable in the sequel means finite or countably 
infinite. Let M and N be two non-empty denumerable sets. A 
matrix is a function with domain the set of ordered pairs (m, n), where 
mE M and n E N, and with range a subset of the extended real number 
system-the reals with +00 and -00 adjoined. We call the sets M 
and N index sets. The matrix is called a finite matrix if both M and N 
are finite sets. 

To say that the m-nth entry of the matrix is x or is equal to x, we 
mean that the value of the function on the pair (m, n) is x. A matrix 
is said to be non-negative if all of its entries are non-negative, and it is 
said to be positive if all of its entries are positive. We agree to use 
upper-case italic letters to stand for matrices. If A is a matrix, we 
denote the m-nth entry of A by Amn. Some examples of matrices are 
as follows: 

(1) If all entries of a matrix are equal to zero, we say that the matrix 
is the zero matrix, denoted by O. 

(2) A matrix for which M and N are the same set is called a square 
matrix. The entries corresponding to m = n are diagonal entries; other 
entries are off-diagonal entries. 

(3) A square matrix whose off-diagonal entries all equal zero is a 
diagonal matrix. The diagonal matrix obtained from a square matrix 
A by setting all of its off-diagonal entries equal to zero is denoted A dg • 

(4) A diagonal matrix whose diagonal entries are all equal to one is 
called the identity matrix, denoted by I. 

(5) A matrix whose second index set contains only one element is 
called a column vector. If we wish to distinguish a column vector from 
an arbitrary matrix, we shall denote the former by a lower-case italic 
letter. 
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(6) A matrix whose first index set contains only one element is called 
a row vector. If we wish to distinguish a row vector from an arbitrary 
matrix, we shall denote the former by a lower-case Greek letter. 

(7) If A is a matrix defined on index sets M and N, define a matrix 
AT, called the transpose of A, to have index sets Nand M and to have 
entries given by (AT)nm = Amn. The transpose of the transpose of A is 
simply A. 

(8) The column vector all of whose entries are equal to one is denoted 
1; the row vector with all entries one is F. A matrix other than a row 
or column vector which has all entries equal to one is denoted by E. 

(9) If A is an arbitrary matrix and c is a real number, cA is the 
matrix whose entries are given by (cA)mn = cAmn. 

(10) The matrix -A is defined to be the matrix (-I)A. 
(II) A constant (column) vector is a vector of the form c1 for some 

extended real number c. 
(12) A bounded vector is a vector all of whose entries are less than or 

equal in absolute value to some finite real number c. 

Two matrices A and B are equal, written A = B, if they have the 
same index sets and if Amn = Bmn for every m and n. Inequalities are 
defined similarly. For example, A > B if A and B have the same 
index sets and if Amn > Bmn for every m and n. In particular, non­
negative matrices are those for which A ;::: 0, and positive matrices are 
those for which A > o. 

Addition of matrices is defined for matrices A and B having the same 
index sets M and N. Their sum 0 = A + B has the same index sets, 
and addition is defined entry-by-entry: 

The sum 0 = A + B is well defined if no entry of 0 is given by 00 - 00 

or by - 00 + 00. We leave the verification of the following properties 
of matrices with index sets M and N to the reader: 

(I) A + 0 = A for every A. 
(2) For every A having all entries finite, A + (-A) o. 
(3) For any matrices A, B, and 0, 

A + (B + 0) = (A + B) + 0 

if the indicated sums on at least one side of the equality are 
well defined. 

Up to now, we have imposed no orderings on our index sets, and in 
fact nothing we have done so far necessitates doing so. We shall define 
even matrix multiplication shortly in a way that requires no ordering. 
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There is, however, a standard way of representing matrices as rec­
tangular arrays, and for this purpose one normally orders the index 
sets with the usual ordering on the non-negative integers. The 
elements of the index sets are thus numbered 0, 1, 2, ... either up to 
some integer r if the index set is finite or indefinitely if the index set is 
infinite. Under such orderings of its index sets, a matrix A is repre­
sented as 

C" 
AOl A02 

""") A10 All A12 ... 
A= 

A 20 A21 A22 

We note that other representations are possible if at least one of the 
index sets is infinite; such representations come from ordering the 
index sets with an order type other than that of the non-negative 
integers. We shall meet another order type with its corresponding 
representation at the end of this section. We point out, however, that 
orderings are completely irrelevant as far as the fundamental properties 
of matrices are concerned, and we shall have little occasion to refer to 
them again. 

For any real number am, define am + and am - by 

am + = max (am, 0) 

am - = - min (am, 0). 

The sum of denumerably many non-negative terms LmEM am + or 
LmEM am - always exists independently of any ordering on M. There­
fore, we say that LmEM am = LmEM am + - LmEM am - is well defined if 
not both of LmEM am + and LmEM am - are infinite. 

Definition I-I: Let A be a matrix with index sets K and M, and let 
B be a matrix with index sets M and N. Suppose the sums 

2: AkmBmn 
mEM 

are well defined for every k and every n. Then the matrix product 
C = AB is said to be well defined; its index sets are K and N, and its 
entries are given by Ckn = LmEM AkmBmn. Matrix multiplication is not 
defined unless all of these properties hold. 

Most of the propositions and theorems about matrices that we shall 
deal with are statements of equality of matrices A = B. Such state­
ments are really just assertions about the equality of corresponding 
entries of A and B, and a proof that A equals B need only contain an 
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argument that an arbitrary entry of A equals the corresponding entry 
of B. With this understanding, we see that the proof of the additive 
properties of matrices is reduced to a trivial repetition of the properties 
of real numbers. Propositions about multiplication, however, when 
looked at entry-by-entry involve a new idea. 

Let A be a matrix with index sets M and N and let m and n be fixed 
elements of M and N, respectively. The mth row of A is defined to be 
the restriction of the function A to the domain of pairs (m, s), where s 
runs through the set N. Similarly the nth column of A is defined to 
be the restriction of the function A to the domain of pairs (t, n), where 
t runs through the elements of the set M. We note that the mth row of 
a matrix is a row vector and that the nth column is a column vector. 
With these conventions matrices can be thought of as sets of rows or as 
sets of columns, and addition of matrices is simply addition of corre­
sponding rows or columns of the matrices involved. Furthermore, the 
k-nth entry in the matrix product of A and B is the product of the kth 
row of A by the nth column of B and is of the form 2meM 7Tmfm' where 7T 

is a row vector and f is a column vector. That is, propositions about 
matrix multiplication, when proved entry-by-entry, may sometimes be 
proved by considering only the product of a row vector and a column 
vector. 

Because of the correspondence of row vectors to rows and column 
vectors to columns, we shall agree to call the domain of a row vector or 
a column vector the elements of a single index set. 

Connected with any definition of multiplication are five properties 
which mayor may not be valid for the structure being considered. All 
five of the properties do hold for the real numbers, and we state them 
in this context: 

(1) Existence and uniqueness of a multiplicative identity. The real 
number 1 satisfies el = Ie = e for every e. 

(2) Commutativity: ab = ba 
(3) Distributivity: a(b + e) = ab + ae 

(a + b)e = ae + be 
(4) Associativity: a(be) = (ab)e 
(5) Existence and uniqueness of multiplicative inverses of all 

non-zero elements. 

We can easily settle whether the first two properties hold for matrix 
multiplication. First, the identity matrix I plays the role of the 
multiplicative identity, and the identity is clearly unique. Second, 
commutativity can be expected to fail except in special cases because it 
is not even necessary for the index sets of two matrices to agree properly 
after the order of multiplication has been reversed. 
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The validity of the third property, that of distributivity, is the 
content of the next proposition. 

Proposition 1-2: If A, B, and C are matrices and if AB, AC, and 
AB + AC are well defined, then A(B + C) = AB + AC. Similarly 
(D + E)F = DF + EF if DF, EF, and DF + EF are all well 
defined. 

PROOF: We prove only the first assertion. We may assume that A is 
a row vector 7T and that Band C are column vectors I and g. Then 

7TI + 7Tg = L 7Tml m + L 7Tmg m 
meM meM 

= L (7Tml m + 7Tm gm) 
meM 

= 7T(j + g). 

The fourth and fifth properties are related and nontrivial. Associa­
tivity does not always hold, but useful sufficient criteria for its validity 
are known. For an example of how associativity may fail, let A be a 
matrix whose index sets are the non-negative integers and whose entries 
are given by 

1 -1 0 0 0 

0 1 -1 0 0 

0 0 1 -1 0 
A 

0 0 0 1 -1 

0 0 0 0 1 

Then 
F(A1) = 0, 

whereas 
(FA)1 = 1. 

All the products involved are well defined, but the multiplications do 
not associate. 

We shall not consider the problem of existence of inverses, but 
uniqueness rests upon associativity. For suppose AB = BA = AC = 
CA = I. Since AC = I, we have B(AC) = B, and since BA = I, we 
have (BA)C = C. Therefore, B = C if and only if B(AC) = (BA)C. 
With this note we proceed with some sufficient conditions for 
associativity. 
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Lemma 1-3: Let blj be a sequence of real numbers nondecreasing 
with i and with j. Then limj limj bjj = lim; limj bjj, both possibly 
infinite. 

PROOF: In the extended sense limj bjj = L j exists and so does 
limj bjj = L j*. Now {Lj} is nondecreasing, for if L j > Li+k' then for i 
sufficiently large bjj > L;+k ~ bj.i+k' which is impossible. Similarly 
{Lj*} is nondecreasing, so that lim; L j = Land limj L j* = L* exist in the 
extended sense. If L 1= L*, we may assume L* > L and hence L is 
finite. Then there exists an i such that L j* > L. Hence 

L j* > L 
~ L j for all j 
~ bjj for all j. 

Thus bit is bounded away from its limit onj, a contradiction. 

Following the example of Lemma 1-3, we agree that all limits referred 
to in the future are on the extended real line. 

Proposition 1-4: Non-negative matrices associate under multi­
plication. 

PROOF: Since we are interested in each entry separately of a triple 
product, we may assume that we are to show that 1T(Aj) = (1TA)f, 
where 1T ~ 0, A ;::: O,f ;::: 0, 1T is a row vector,f is a column vector, and 
the index sets are subsets of the non-negative integers. Then 

1T(Af) = L L 1TmAmnfn 
m n 

and 

n m 

Set bij = 2~ = ° 2~ = 0 1T mAmnfn = 2~ = ° 2~ = 0 1T mAmnfn and apply Lemma 
1-3 to complete the proof. 

If A is an arbitrary matrix we define A + and A - by the equations 

(A +)mn = max {Amn' O} 

(A - )mn = - min {Amn' O}. 

Then A = A + - A -, A + ;::: 0, and A - ;::: 0. For row and column 
vectors, the matrices 1T+, 1T-, f+, and f- are defined analogously. 
We note that if Af is well defined, then so are Af+ and Af-. Powers 
of matrices are defined inductively by AO = I, An = A(An-l). The 
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absolute value of a matrix A is IA I = A + + A - . Proposition 1-4 now 
gives us five corollaries. 

Corollary 1-5: Matrices associate if the product of their absolute 
values has all finite entries. 

PROOF: We are again to prove that 17(Af) = (17A)f, and we do so by 
setting 17 = 17+ - 17-, A = A + - A -, and f = f+ - f-, applying 
distributivity, and using Proposition 1-4 on the resulting non-negative 
matrices. 

Corollary 1-6: Finite matrices with finite entries associate. 

PROOF: The result follows from Corollary 1-5. 

Corollary 1-7: If A and B are non-negative matrices andfis a column 
vector such that A(Bf) and (AB)f are both well defined, then A(Bf) = 
(AB)f. In particular, if C is a non-negative matrix, if n > 0, and if 
cnf and C(cn -If) are well defined, then Cnt = C(cn -If). 

PROOF: Consider f+ and f- separately and apply Proposition 1-4. 
For the second assertion, set A = C and B = cn -1. 

Similarly one proves two final corollaries. 

Corollary 1-8: If A, B, C, and D are non-negative matrices such that 
either 

(1) ABD, AB, and BD, or 
(2) ACD, AC, and CD 

are finite-valued, then (A(B - C))D = A((B - C)D). 

Corollary 1-9: If A, B, and C are matrices such that either 

(1) A has only finitely many non-zero entries in each row, 
(2) C has only finitely many non-zero entries in each column, or 
(3) B has only finitely many non-zero entries, 

and if (AB)C and A(BC) are well defined, then 

(AB)C = A(BC). 

Some of these conditions are cumbersome to check, but there is a 
simple sufficient condition. Suppose that we write a general product 
as TI~= 1 (Aj - B j ), with Aj ~ 0 and B j ~ o. If all the 2n products 

A lA 2 · .. An, BlA2 ... An' ... , BlB2 ... Bn 
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are finite, then we see from Proposition 1-2 and Corollary 1-5 that we 
may freely use distributivity and associativity. 

The effect of matrix multiplication on matrix inequalities is sum­
marized by the next proposition, whose proof is left to the reader. 

Proposition 1-10: Matrix inequalities of the form A ;::: B or B :s; A 
are preserved when both sides of the inequality are multiplied by a non­
negative matrix. Inequalities of the form A > B or B < A are 
preserved when both sides are multiplied by a positive matrix, provided 
the products have all entries finite. 

Next we consider the problem of "block multiplication" of matrices. 
The picture we have in mind is the following decomposition of the 
matrices involved in a product: 

(AI A2)(Bl B2) = (01 O2). 
A3 A4 B3 B4 0 3 0 4 

More specifically, let K, M, and N be index sets and let K', M', and N', 
respectively, be non-empty subsets of the index sets. Impose orderings 
on K, M, and N so that the elements of K', M', and N' precede the 
other elements, which comprise the complementary sets K', £I', and 
it. Let A, B, and ° be matrices such that 

(1) A is defined on K and M, 
(2) B is defined on M and N, and 
(3) AB = ° is well defined. 

Let matrices AI' A2 , A 3 , and A4 be defined as the restriction of the 
function A to the sets 

(1) K' and M' for Al 
(2) K' and £I' for A2 
(3) K' and M' for A3 
(4) K' and £I' for A 4 • 

Pictorially what we are doing is writing A as four sub matrices with 

A = (AI A 2 ). 

A3 A4 

We perform the same kind of decomposition for Band ° and obtain 

The proposition to follow asserts that the submatrices of A, B, and ° 
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multiply as if they were entries themselves_ Its proof depends on the 
fact that matrix multiplication is defined independently of any ordering 
on the index sets_ 

Proposition 1-11 : AlBl + A2Ba = 0 1 

AlB2 + A2B4 = O2 

AaBl + A4Ba = Oa 
AaB 2 + A4B4 = 0 4, 

PROOF: We prove only the first identity since the others are similar. 

(01)1j = Oji = 2: AimBmi = 2: AimBmi + ~ AimBmi 
meM meM' meM' 

= (AlBdij + (A 2B a)ij' 

Notice that if the submatrix Al has at least one infinite index set, 
then the representation of A by 

A = (AI A2) 
Aa A4 

is not the standard one 

(

AOO AOI 

A = ~10 All 
.. '). ... 
' .. 

The ordering on the index sets of A is not of the same type as that of 
the non-negative integers. We recall once more, however, that the 
fundamental properties of matrices are independent of any orderings on 
the index sets. It is only the representation of a matrix as an array 
which requires these orderings. 

Limits of matrices play an important part in the study of denumer­
able Markov chains. We shall touch only briefly at this time on the 
problems involved. 

Definition 1-12: Let {A(k)} be a sequence of matrices. We say that 
A = limk ... oo A(k) exists if Amn = limk ... oo (A(k»)mn exists for every m and 
n. 

Notice that limits of matrices are defined entry-by-entry. No 
uniformity of convergence to the limiting matrix is assumed. 

The type of problem that arises is as follows. Let 'TT be a row vector 
and let {f(k)} be a sequence of column vectors converging to a column 
vector f. Is it true that {'TTj<k)} necessarily converges to 'TTJ 1 The 
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answer to this question is in the negative unless some additional 
hypothesis is added. What is being attempted is an interchange of the 
order of two limit operations-one from the series which defines 
{7TJ<kl} and the other from the limit as k tends to 00. Such an inter­
change can be justified only under special circumstances, and we shall 
obtain later in this chapter some sufficient conditions as special cases of 
theorems of measure theory. 

2. Measure theory 

Let X be an arbitrary non-empty set of points and let ofF be a family 
of subsets of X. We say that ofF is a field of sets if 

(1) the empty set 0 is in ofF, 
(2) whenever A is a set of ofF, the complement of A, denoted A, is in 

ofF,and 
(3) whenever A and B are sets of ofF, so is their union, denoted 

AuB. 

A field of sets ofF is called a Borel field if it has the additional property 
that whenever An E ofF for n = 1, 2, 3, ... , so is U;:,= 1 An. 

The intersection of sets A and B is indicated by A n B, and the 
difference A n B is denoted A-B. From the above definitions the 
reader can easily establish the following result. 

Proposition 1-13: If ofF is a field of sets, then ofF contains 0 and X 
and is closed under complementation, finite unions, finite intersections, 
and differences. If ofF is a Borel field, then ofF is closed under de­
numerable intersections. 

Proposition 1-14: For any class of sets Cf? of the points of a set X, 
there exists a unique smallest Borel field containing Cf? 

PROOF: The family of all subsets of X forms a Borel field containing 
Cf? Form the intersection of all Borel fields which contain Cf? and call 
the resulting family of sets ofF. Let A be in ofF; then A is in all Borel 
fields containing Cf? and so is A. Hence A is in ofF. A similar argument 
applies to intersections and denumerable umons. Thus ofF is the 
smallest Borel field containing Cf? 

Definition 1-15: A function p from a field of sets ofF to the extended 
real number system is called a set function. If p(A) ;::: 0 for every A 
in ofF, p is said to be non-negative. If p(A u B) = p(A) + p(B) when­
ever A and B are in Y; and A n B = 0, p is said to be additive. 
Suppose An is in Y; for n = 1, 2, 3, ... , and suppose Ai n Aj = 0 
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whenever i #- j. If p(U:'= 1 An} = L:'= 1 p(An} holds whenever U:'= 1 An 
is a set of .'F, then p is said to be completely additive. In discussing 
set functions, we shall assume that there are no two sets A and B in 
.'F such that p(A} = +00 and p(B} = -00, and we shall assume that p 
is not identically infinite. 

An additive set function p has the properties that 

(I) p(0} = 0, 
(2) p(U~= 1 An} = L~= 1 p(An} for disjoint sets {An}, and 
(3) p(A u B} + p(A (I B) = p(A} + p(B}. 

If p is non-negative and additive and if A is contained in B, then 
p(A} :$ p(B}. To see this, set 0 = B (I A so that A and C are disjoint 
and A u C = B. Then p(A) + p(C} = p(B} by additivity, and the 
result follows at once. We shall now establish two facts about 
completely additive set functions. 

Proposition 1-16: Let p be an additive set function defined on a field 
of sets .'F. Let {An} be a sequence of sets in.'Fsuch that Al C A2 C",, 
and suppose A = U:'= 1 An is in.'F. If p is completely additive, then 
limn _ oo p(An} = p(A}. Conversely, if limn _ oo p(An} = p(A} for all 
such sequences, p is completely additive. 

PROOF: Set BI = Al and Bn = An (I An-I' Then An = U~= 1 Bk 
disjointly, and by additivity p(An) = L~= 1 p(Bk}· But A = U:'= 1 Bk 
and by complete additivity p(A} = L:'= 1 p(Bk}. The proof of the 
converse is left to the reader. 

A consequence of this proposition is the following: 

Corollary 1-17: Let p be an additive set function defined on a field 
of sets .'F in such a way that p(A} < 00 for every A. Let {An} be a 
sequence of sets in.'F such that Al :::> A2 :::> A3 :::> ... and n:,= 1 An = 0. 
If p is completely additive, then limn _ oo p(An} = 0. Conversely, if 
limn _ oo p(An} = ° for all such sequences, then p is completely additive. 

A non-negative completely additive set function on a field of sets .'F 
is called a measure. The set of points X with a measure defined on its 
field .'F is called a measure space. We shall usually denote measures by 
fL or v. If there is no ambiguity about what measure is involved, we 
shall frequently refer to X by itself as the measure space. 

If X is a measure space with field of sets .'F and measure fL, then X 
is a set in .'F, and we define fL(X} to be the total measure of the space. 
A probability space is a measure space of total measure one. 
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We give four examples of measure spaces. 

(1) Let X be any set, let IF = {0, X}, and define ,.,,(0) = 0 and 
,.,,(X) = a ~ O. Then X is the trivial measure space. 

(2) Let X be Euclidean n-space, let IF be the Lebesgue measurable 
sets, and let,." be Lebesgue measure (the natural generalization of 
length, area, or volume). 

(3) Let X be the set of six possible outcomes for tossing a die. 
Assign weight I to each of the six points in the space, and for any subset 
of X assign as a measure the sum of the weights of the points in the 
set. Then IF is the family of all subsets of X, and X is a probability 
space. 

(4) Let X be a denumerable index set, and let 77 be a non-negative 
row vector with X as its index set. Assign as a weight to each point 
of X the value of the corresponding entry of 77. For any subset of X 
assign as a measure the sum of the weights of the points in the set. 
Then IF is the family of all subsets of X, and X is a measure space 
with total measure 771. 

The sets of a field on which a measure ,." is defined are called the 
,.,,-measurable or simply the measurable subsets of X. In the construc­
tion of a measure on a field, it is possible for a non-empty set A to be 
assigned measure zero. In example (2) above, for instance, every 
denumerable set and even certain uncountable sets are sets of measure 
zero. Suppose B is a subset of such a set A. If B is measurable, then 
,.,,(B) ~ 0 since,." is a measure. But 

since B C A and A is of measure zero. Thus, a measurable subset of a 
set of measure zero is of measure zero. But there is no reason why such 
a set B has to be measurable. However, one can agree to add all 
subsets of sets of measure zero to a field and extend the resulting family 
of sets to the smallest field containing the family. Such an extended 
field is called an augmented field. It consists precisely of all sets of the 
form (0 - D) u E, where 0 is a set in the original field and D and E 
are subsets of a set of measure zero. Therefore the augmented field of 
a Borel field is again a Borel field. Note that in any augmented field 
every subset of a set of measure zero is measurable and has measure 
zero. In later chapters of this book all fields will be augmented. 

If a statement about the points of a measure space X fails to be true 
only for a set of points which is a subset of a set of measure zero, we 
say tha t the statement holds for almost all points of X or that it is true 
almost everywhere (abbreviated a.e.). 
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Proposition 1-18: Let I-' be a measure defined on a field of sets ~. 
If {An} is a sequence of sets in~, if A is in~, and if A C Un An, then 

I-'(A) ::; ~>(An)' 
n 

PROOF: Write Bn = An - (U~:t A k ). The sets Bn are disjoint in 
pairs, and consequently the sets A n Bn are also disjoint. Further­
more, Un Bn = Un An so that 

A = A n (yAn) 

= An (y Bn) 

U (A n Bn). 
n 

By hypothesis I-' is a measure. It is therefore completely additive and 

I-'(A) = 21-'(A n Bn) 
n 

::; 21-'(Bn) since A n Bn C Bn 
n 

::; 2 I-'(An) since Bn CAn· 
n 

To conclude this section we shall establish a result known as the 
Extension Theorem. The proof follows the proof of Rudin [1953]. 

Theorem 1-19: Let ~ be a field of sets in a space X and let v be a 
measure defined on~. Suppose X can be written as the denumerable 
union of sets in ~ of finite measure. If f§ is the smallest Borel field 
containing ~, then v can be extended in one and only one way to a 
measure defined on all of f§ which agrees with v on sets of ~. 

Before proving the theorem, we need some preliminary lemmas and 
definitions. The property in the statement of the theorem that X is 
the denumerable union of sets of finite measure is summarized by saying 
that v is sigma-finite. 

Let v be a measure defined on a field of sets ~ in a space X, and 
suppose X = U;"= 1 An with An E ~ and v(An) < 00. For each subset 
B of X, define I-'(B) = inf {2: v(Bn)}, where the infimum is taken over all 
denumerable coverings of B by sets {Bn} of ~. 

Lemma 1-20: The set function I-' is non-negative. If A and Bare 
subsets of X such that A C B, then I-'(A) ::; I-'(B). If 0 is a set in ~, 
then 1-'(0) = v(O). 
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PROOF: We see that p. is non-negative because p. is the limit of non­
negative quantities. If A C B, then p.(A) ~ p.(B) because every 
covering of B is a covering of A. Let 0 be in §'. Then {O} is a cover­
ing of 0 and p.(O) ~ v(O). And for any covering {On}, 

v(O) ~ L: v(On) 
n 

by Proposition 1-18. Therefore, 

v(O) ~ inf L: v(On) = p.(O). 
n 

Lemma 1-21: If {An} is an arbitrary sequence of subsets of X and if 
A = Un An' then p.(A) ~ Ln p.(An)· 

PROOF: Let E > 0 be given. Let {Bk<n}} with k = 1,2,3, ... be a 
denumerable covering of An such that Bk<n} is in §' and Lk v(Bk<n}) ~ 
p.(An) + Ej2n. This choice is possible by the definition of p.. Then 
since all the B's form a covering of A, we have 

p.(A) ~ L: L: v(Bk<n}) 
n k 

~ L: p.(An) + E 
n 

and the assertion follows. 

We define a set theoretic operation EB for subsets of X by 

A EB B = (A n 13) u (B n A). 

The set A EB B is called the symmetric difference of A and B. A point 
is in A EB B if it is in A or B but not both. We leave the details ofthe 
proof of the next lemma to the reader. 

Lemma 1-22: The subsets of a space X form a ring under the opera­
tions EB and n with additive identity 0 and multiplicative identity X. 
Every set is its own additive inverse. 

Define a distance d between subsets of X by d(A, B) = p.(A EB B). 
We note that d has the properties 

and 

Since 

we have 

d(A, A) = p.(0) = 0 

d(A, B) = p.(A EB B) = d(B, A). 

A u B = (A EB B) u B, 

A C (A EB B) u B 
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and by Lemmas 1-20 and 1-21 

/L(A) :s; d(A, B) + /L(B). 

Replacing A by A EB Band B by 0 EB B, we obtain the triangle 
inequality 

d(A, B) :s; d(A, 0) + d(O, B). 

Lemma 1-23: For any subsets AI' A 2, B I , B 2, A, and B, of X, 

d((AI U A 2), (Bl u B 2)) :s; d(AI' B I ) + d(A2' B 2) 

d((AI r. A 2), (BI r. B2)) :s; d(Av B I ) + d(A2' B 2) 

d(B, A) = d(B, A). 

PROOF : We prove only the first and third assertions. First we 
observe that (AI U A 2) EB (BI U B 2) C (AI EB B I ) U (A2 EB B 2). For 
suppose x E (AI U A 2) EB (BI U B2). We may assume without loss 
of generality that x E Al U A2 but x f/= BI U B 2. If x E AI' then 
x f/= BI so that x E Al EB B I . Similarly if x E A 2, then x E A2 EB B2 
and the containment is established. The first assertion of the lemma 
now follows by applying Lemmas 1-20 and 1-2l. For the third part, 
we have 

and 

so that 

B EB A = (A r. B) U (A r. B) 

B EB A = (A r. B) U (A r. B) 

BEBA=BEBA. 

Definition 1-24: Convergence of sets in measure is defined by saying 
that An ---+ A if limn -+", d(An' A) = o. Let ff* be the collection of all 
subsets A of X for which there exists a sequence {An} of sets in ff 
having the property that An ---+ A. Let t§* be the family of denumer­
able unions of sets in ff*. 

Lemma 1-25: If {An} and {Bn} are sequences of sets in ff such that 
An ---+ A and Bn ---+ B, then An U Bn ---+ A U B, An r. Bn ---+ A r. B, 
and An ---+ A. Therefore, ff* is a field of sets. For any On ---+ 0, 
limn /L(On) = /L(O). 

PROOF: Since by Lemma 1-23 

d((An U B n), (A U B)) :s; d(An' A) + d(Bn> B) 

d((An r. Bn), (A r. B)) :s; d(An' A) + d(Bn' B) 

d(An' A) = d(An' A), 
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we have An U Bn ~ A u B, An n Bn ~ A n B, and An ~ A. The 
limit of p.{Cn) is established by the inequalities 

p.{Cn) ~ d{Cn, C) + p.{C) 
and 

Lemma 1-26: p. is additive on ff*. 

PROOF: Let A and B be disjoint sets in ff* and pick {An} and {Bn} 
in ff such that An ~ A and Bn ~ B. Then since v is additive on ff 
and since p. agrees with v on sets of ff, we have 

p.{An U Bn) + p.{An n Bn) = p.{An) + p.{Bn). 

By Lemma 1-25, 

or 
p.{A u B) + p.{A n B) = fL{A) + fL{B) 

fL{A u B) = fL{A) + fL{B). 

Lemma 1-27: If A = Un An with A in t§* and {An} a sequence of 
disjoint sets in ff*, then fL{A) = 2n fL{An). 

PROOF: Since A J (AI U A2 U A3 u· .. u A k ), we have, by Lemma 
1-20, fL{A) ~ fL{AI u A2 u· .. u A k ), and by Lemma 1-26 the right 
side equals 2~; I fL{An) for each k. Hence 

and equality holds by Lemma 1-21. 

Lemma 1-28: If A is in t§* and if fL{A) is finite, then A is in ff*. 

REMARK: If A is in ff*, then fL{A) is not necessarily finite. 

PROOF OF LEMMA: Write A = Un An with {An} in ff*, An disjoint 
sets, and set Bn = U~; I A k. Then 

d{A, Bn) = fL{[A n Bn] U [A n Bn]) 

= fL( U A k ), 
k;n+1 

which by Lemma 1-27 
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Since the last expression on the right is the tail of a convergent series, 
we have Bn - A. Since Bn E ff'"*, we can find Ln in ff'" such that 
d(Ln, Bn) ;S; lin. Then d(Ln, A) ;S; lin + d(Bn, A), and hence Ln - A. 
Thus A is in ff'"*. 

REMARK: If A E ~* with iL(A) finite, then A is in ff'"*; hence for every 
E > 0 there is a Bin ff'" such that iL(A EEl B) ;S; E. Conversely, if there 
exists such a Be for any E, then B 1/n _ A so that A E ff'"* and, a 
fortiori, A E ~*. These observations give a characterization of the sets 
A in ~* for which iL(A) is finite. 

Lemma 1-29: iL is completely additive on ~*, and ~* is a Borel field. 

PROOF: Suppose 

is the union of disjoint sets {An} in ~*. Then iL(A) ~ iL(An) for every n 
by Lemma 1-20, so that we may assume iL(An) < 00 for every n. The 
complete additivity of iL now follows from Lemmas 1-28 and 1-27. For 
the proof that ~* is a Borel field, we see clearly that ~* is closed under 
denumerable unions. It remains to be proved that ~* is closed under 
complementation. Since v is sigma-finite, let 

X = UAn 
n 

with An in §" and iL(An) = v(An) < 00. Let B in ~* be given and 
suppose B = Uk Bk with Bk in §"*. Since 

An (') B = U (An (') Bk) 
k 

and since An (') Bk is in §"*, An n B is in ~*. But by Lemma 1-20, 

iL(An n B) ;S; iL(An) 

and we have assumed that iL(An) < 00. Thus by Lemma 1-28, 
An n BE§"*, and since §"* is a field, 

An n (X - (An n B)) = An n 11 
is in ff'"*. Therefore 

11 = X n 11 = U (An n 11) 
n 

is in ~*, and the proof is complete. 

We are now in a position to prove the Extension Theorem. 

PROOF OF THEOREM 1-19: Existence of the extension of v to a measure 
iL defined on ~* is proved by Lemmas 1-20 and 1-29. Since, by 
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Lemma 1-29, <§* is a Borel field containing §', <§* contains "§. The 
extended measure restricted to sets of <§ has the desired properties. 
For uniqueness, suppose 1-" is another measure on <§ that agrees with v 

on §'. Since, by sigma-finiteness, X is the union of sets An in §' of 
finite v-measure, we may assume that X is a disjoint union of sets of 
finite measure by letting Bn = An - Uk<n A k. Let 0 be any set in 
<§; we want to show 1-"(0) = 1-'(0). By definition, 

1-'(0) = inf {~ v(On)} 

with the infimum taken over covers {On}, where On is in §'. For any 
fixed cover {On}, we have 

Therefore 

Writing 

1-"(0) ::;; inf {~V(On)} = 1-'(0). 

1-"(0) = 21-"(0 n Bn), 
n 

we see that it is sufficient to show that 

But 

Now we know that 1-" is dominated by 1-': 

I-"(C n Bn) ::;; I-'(C n Bn) ::;; I-'(Bn) < OCJ. 

If 

we obtain the contradiction 

3. Measurable functions and Lebesgue integration 

Let §' be a Borel field of sets in a set X. The measurable sets of X 
are the sets of §'. 

Definition 1-30: Let f be a function with domain X and with range 
the extended real number system. The function f is said to be a 
measurable function if for each real number c the set {x I f(x) < c} is 
measurable. 
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The content of the next proposition is that the property f(x) < c may 
be replaced by any of the conditions f(x) ~ c, f(x) > c, or f(x) ~ c. 
Therefore, if f is a measurable function, then the set 

{x I c ~ f(x) ~ d} 

is measurable; either or both of the signs ~ may be replaced by <, 
and the set is still measurable. 

Proposition 1-31: The following four conditions are equivalent: 

(1) {x I f(x) < c} is measurable for every c. 
(2) {x I f(x) ~ c} is measurable for every c. 
(3) {x I f(x) > c} is measurable for every c. 
(4) {x I f(x) ~ c} is measurable for every c. 

PROOF: From 

and 

{x I f(x) ~ c} = /)1 {x I f(x) < c + ~}, 

{x I f(x) > c} = X - {x I f(x) ~ c}, 

{x I f(x) ~ c} = JS1 {x I f(x) > c - ~} 

{x I f(x) < c} = X - {x i f(x) ~ c}, 

we see that (1) implies (2), that (2) implies (3), that (3) implies (4), and 
that (4) implies (1). 

Proposition 1-32: Every constant function is measurable. 

PROOF: If f(x) = a identically, then {x E X I f(x) < c} is either 0 

or X. 

In analogy with our procedure for matrices in Section 1, we define 
f+ andf- by 

f + (x) = max {f(x), O} 

f - (x) = - min {f(x), O}. 

Proposition 1-33: Iff is measurable, then so are f+, f-, and If I· 

PROOF: {x I f+ ~ c} = {x I j ~ c} U {x I 0 ~ c} 

{x I f- ~ c} = {x I f ~ -c} U {x I 0 ~ c}. 



20 Prerequi8ites from analY8i8 

The set {x I 0 2!: c} is either 0 or X and is therefore measurable. For 
If I we have 

{x IIII ~ c} = {x I -c ~ I(x) ~ c}. 

Proposition 1-34: Let I and g be measurable functions whose values 
are finite at all points. Then I + g and I· g are measurable. 

PROOF: We prove only the assertion about 1+ g. Order the 
rational numbers and call the nth one r n' Then 

00 

{x I (j + g)(x) > c} = U ({x I/(x) > c + rn} n {x I g(x) > -rn}), 
n;l 

so that 1+ g is measurable. 

Corollary 1-35: If I is measurable, then so is cl for every constant c. 

Proposition 1-36: Let Un} be a sequence of measurable functions. 
Then the functions 

(1) sup In (x) 
n 

(2) inf In(x) 
n 

(3) lim sup In(x) 
n 

(4) lim inf In(x) 
n 

are all measurable. 

PROOF: The assertions follow from the observations that 

00 

{x I sup In(x) > c} = U {x I In(x) > c}, 
n;l 

00 

{x I infln(x) < c} = U {x Iln(x) < c}, 
n;l 

lim sup In(x) = inf sup Im(x) 
n n m>n 

and 
lim infln(x) = sup inf/m(x). 

n n m>n 

The supremum of finitely many functions is their pointwise maxi­
mum. Therefore the maximum and minimum of finitely many 
measurable functions are both measurable. 

Corollary 1-37: If Un} is a sequence of measurable functions and if 
I = limn In exists at all points, then I is measurable. 
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We shall give three examples of measurable functions. 

(1) Let ~ be the family of sets on the real1ine which are either finite 
unions of open and closed intervals or complements of such sets. 
Then ~ is a field of sets. Let C§ be the smallest Borel field containing 
~. All continuous real-valued functions are measurable with respect 
to the Borel field C§. 

(2) Let X be a space for which BI is the family of all subsets of X. 
Then every function f defined on X is measurable. 

(3) Let X be the union of a sequence of disjoint sets {An}, and let BI 
be the family of all sets which are unions of sets in the sequence. 
Then a function f is measurable if and only if its restriction to the 
domain An is a constant function for each n. In particular, if BI = 
{X, 0}, then the measurable functions are the constant functions. 

Let A be any subset of X. The characteristic function of A, denoted 
XA(X), is defined by 

{
I if x E A 

XA(X) = 
o otherwise. 

A function that takes on only a finite number of values is called a 
simple function. It may be represented, uniquely, in the form 

(*) 

where the en are the distinct values the function takes on and the sets 
An are disjoint. The simple function is measurable if and only if all 
of the sets A l , A 2 , ••• , AN are measurable. 

Proposition 1-38: For any non-negative function f defined on X, 
there exists a sequence of non-negative simple functions {sn} with the 
property that for each x E X, {sn(x)} is a monotonically increasing 
sequence converging to f(x). Iff is measurable, the {sn} may be taken 
to be measurable. 

PROOF: For every n and for 1 ~ j ~ n2n set 

{ Ij-l j} 
Ani = X 12'1 ~ f(x) < 2n 

and 
Bn = {x I f(x) ~ n}. 

Then 
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increases monotonically with n to f. If f is measurable, then so are 
{Ani} and Bn; thus Sn is measurable. 

If p. is a measure defined on a Borel field fJI of subsets of X, we denote 
the measure space by the ordered triple (X, fJI, p.). In (X, fJI, p.) let E 
be a set of the family fJI, and suppose S is a non-negative, measurable 
simple function, represented as in (*) above. Since S is measurable, 
An is measurable and p.(An '"' E) is defined for every n. Set 

N 

IE(s) = L cnIL(An '"' E). 
n=1 

For any non-negative measurable function f, define the Lebesgue 
integral of j on the set E with respect to the measure p. by 

IE jdp. = sup IE(s), 

where the supremum is taken over all simple functions s satisfying 
o :::; s :::; j. We note that the value of the integral is non-negative 
and possibly infinite. It can be verified that if s is a non-negative 
measurable simple function, then 

IE sdp. = IE(s). 

If j is an arbitrary measurable function, then by Proposition 1-33, 
IE j+dp. and IE j-dp. are both defined. If the integrals of j+ and f­
are not both infinite, we define the integral of j by IE jdp. = IE j+dp. -
IE j-dp.. The function j is said to be integrable on the set E if 
IE j+dp. and IE j-dp. are both finite. 

Following our examples of measure spaces and measurable functions, 
we give three examples of integration. A fourth example will arise in 
Chapter 2. 

(1) Let fJI = {0, X} and suppose p.(X) = l. Only the constant 
functions are measurable and 

L cdp. = 0; Ix cdp. = c. 

(2) Let X be the real line, let C# be the Borel field of sets constructed 
in the first example of measurable functions, and let p. be Lebesgue 
measure. Continuous functions are measurable, and it can be shown 
that the value of the Lebesgue integral of a continuous function on a 
closed interval agrees with the value of the Riemann integral. More 
generally one finds that every Riemann integrable function is Lebesgue 
integrable, but not conversely. 
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(3) Let X be the denumerable set of points described in Example 4 
of measure spaces, and let 17 be a non-negative row vector defined on X. 
Then 17 defines a measure on X. If I is an arbitrary column vector 
defined on X, then I is a function on the points of X. Furthermore, I 
is measurable since all subsets of X are measurable sets. The reader 
should verify that the integral of lover the whole space X with respect 
to the measure 17 is the matrix product 171 and that the condition for the 
integral to be defined is precisely the condition for the matrix product 
to be well defined. Because of this application of Lebesgue integra­
tion, we often speak of column vectors as functions and non-negative 
row vectors as measures. We shall return to this example in Section 5 
of this chapter. The proof of the next proposition is left to the reader. 

Proposition 1-39: The Lebesgue integral satisfies these seven 
properties: 

(I) If c is a constant function, 

E cdp. = cp.(E). 

(2) If I and g are measurable functions whose integrals are defined 
on E and if I(x) ~ g(x) for all x E E, then 

IE fdp. ~ IE gdp.. 

(3) If/is integrable on E and if c is a real number, then c/is integrable 

and fE cldp. = c fE Idp.. 
(4) If I is measurable and p.(E) = 0, then fE Idp. = O. 
(5) If E' and E are measurable sets with E' C E and if I is a function 

for which fE Idp. is defined, then fE' Idp. is defined. In particular, 

r I+dp. ~ r I+dp. 
JE' JE 

and 

(6) If I/(x)1 ~ c for all x E E, if p.(E) < 00, and if I is measurable, 
then I is integrable on E. 

(7) If I is measurable on E and if III ~ g for a function g integrable 
on E, then/is integrable on E. 

Corollary 1-40: If I is a non-negative measurable function with 
fE Idp. = 0, then I = 0 a.e. on E. 
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PROOF: The subset of E where f(x} ~ lin must have measure zero 
since otherwise f would have positive integral by (I) and (2) of Prop­
osition 1-39. The set where f -# 0 on E is the countable union on n of 
these sets. 

4. Integration theorems 

We shall make frequent use of four important facts about the 
Lebesgue integral. We develop these results as the four theorems of 
this section. 

Theorem 1-41: Let f be a fixed measurable function and suppose that 
Ix fdp, is defined. Then the set function p(E} = IE fdp, is completely 
additive. 

PROOF: If we can prove the theorem for non-negative functions, we 
can write f = f + - f - and apply our result separately to f + and f - . 
We therefore assume that f is non-negative. We must show that if 
E = U;:,= 1 En disjointly, then p(E} = 2:;:'= 1 p(En}. Iff is a character­
istic function XA' then p(E} = IE xAdp, = p,(A n E} and the complete 
additivity of p is a consequence of the complete additivity of p,. If 
f is a simple function, the complete additivity of p is a consequence of 
the result for characteristic functions and of the fact that the limit of a 
sum is the sum of the limits. Thus, for general f we have for every 
simple function s satisfying 0 :$; s :$; f, 

L sdp, = n~l Ln sdp, :$; n~l p(En} 

by property (2) of Proposition 1-39. Hence 

p(E} = s~p L sdp, :$; n~l p(En}· 

We now prove the inequality in the other direction. By property (5) 
of Proposition 1-39, p(E} ~ p(En} for every n since f = f+. Thus if 
p(En} = +00 for any n, the desired result is proved. We therefore 
assume p(En} < 00 for every n. Let E > 0 be given and choose a 
measurable simple function s satisfying 0 :$; s :$; f, 

and 
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This choice is possible by the definition of the integral as a limit. Then 

P{EI U E 2 ) = f fdJ-L;::: f sdJ-L = Ll sdJA + L2 sdJ-L 
El UE2 El UE2 

;::: r fdJ-L + r fdJ-L - E J El J E2 

Hence 

By induction, we obtain 

and 
p{E) ;::: P{El) + ... + p{En) for every n. 

Hence 
00 

p{E) ;::: L p{En)· 
n=l 

The proofs of two corollaries of Theorem 1-41 are left as exercises. 
These results use only the additivity of the integral and not the 
complete additivity. 

Corollary 1-42: Iff is measurable, if IE fdJ-L is defined, and if 

J-L{E E8 F) = 0, 

then IF fdJ-L is defined and IE fdJ-L = IF fdJ-L. 

Corollary 1-43: If IE fdJ-L is defined, then 

Hfis integrable on E, then so is If I· 

Let f and g be two functions whose integrals on E are defined. 
Suppose the set A = {x EEl f{x) =I g{x)} is of measure zero; that is, 
suppose f and g are equal almost everywhere on E. Writing E = 
A u (E n A), we find by applying Corollary 1-42 twice, 

L fdJ-L = r fdJ-L = f gdJ-L = L gdJ-L. 
EnA EnA 



26 Prerequisites from analysis 

Functions which differ on a set of measure zero thus have equal 
integrals. Therefore, when we are thinking of a functionf defined on X 
in terms of integration, it is sufficient that f be defined at almost all 
points of X. And, if we agree to augment Borel fields of sets by adjoin­
ing subsets of sets of measure zero, we see that if f and g differ on a 
set of measure zero and iff is measurable, then g is measurable. With 
the convention of augmenting the field, we obtain from Corollary 1-37, 
for example, the result that if {In} is a sequence of measurable functions 
such that 

f(X) = lim fn(x) 
n-+oo 

almost everywhere, then f is measurable. Similarly the theorems to 
follow would be valid with convergence almost everywhere if the 
underlying Borel field were augmented; the necessary modifications in 
the proofs are easy. 

We now state and prove the Monotone Convergence Theorem, which 
is due to B. Levi. 

Theorem 1-44: Let E be a measurable set, and suppose {In} is a 
sequence of measurable functions such that 

and 
f(X) = lim fn(x). 

n- 00 

Then 

r fdp. = lim r fndp.. 
JE n-+CO JE 

PROOF: Since the {In} increase with n, so do the {IE fndp.}. Therefore 

k = lim r fndp. 
n-+oo JE 

exists. Since f is non-negative and is the limit of measurable functions, 
we know that IE fdp. exists, and since fn ~ f, we have 

for every n. 
o < c < 1, 
O~8~f. 

Therefore, k ~ IE fdp.. Let c be a real number satisfying 
and let s be a measurable simple function such that 
Set 

En = {x EEl fn(x) ~ cs(x)} 
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so that El C E2 C E3 C .... Then E = U:=l En. For any n we 
have 

Since the integral is a completely additive set function (Theorem 1-41), 
we have by Proposition 1-16 

lim c r sd/-, = c r sd/-,. 
n-+oo JEn JE 

Thus, as n -+ 00, 

k ~ c LSd/-,. 

Letting c -+ 1, we have k ~ IE sd/-" and taking the supremum over all 

s, we find k ~ IE fd/-'. 

Proposition 1-45: Suppose h = f + g with f and g integrable on E. 
Then h is integrable on E and 

IE hd/-, = L fd/-' + L gd/-,. 

PROOF: We first prove the assertion for f and g non-negative. For 
simple functions the assertion is trivial. Iff and g are not both simple, 
apply Proposition 1-38 to find monotone sequences of non-negative 
measurable simple functions {tn} and {un} converging to f and g. Then 
{sn = tn + un} converges to h, and since 

L snd/-, = L tnd/-, + LUnd/-" 

the result follows from Theorem 1-44. Next, if f ~ 0, g =:; 0, and 
h = f + g ~ 0, we have f = h + (- g) with h ~ ° and (-g) ~ 0, so 
that 

L fd/-, = IE hd/-, + L ( -g)d/-, 

or 

L hd/-, = L fd/-, + IE gd/-,. 

Since the right side is finite and since h ~ 0, h is integrable. For an 
arbitrary h ~ 0, decompose E into the disjoint union of three sets, one 
where f ~ ° and g ~ 0, one where f ~ ° and g < 0, and one where 
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f < 0 and g ~ o. Theorem 1-41 then gives the desired result. Finally, 
for general h, write h = h + - h - and consider h + and h - separately. 

Corollary 1-46: Let E be a measurable set, and suppose Un} is a 
sequence of non-negative measurable functions with 

00 

f(x) = 2: fn(x). 
n=l 

Then 

r IdlL = ~ r IndlL. 
JE n=l JE 

PROOF: The result follows from Proposition 1-45 and Theorem 1-44. 

Proposition 1-47: If I is a non-negative integrable function, then for 
every E > 0 there is a 8 > 0 such that, if IL(E) < 8, then 

LldlL < E. 

PROOF: Set In = min (j, n). By Theorem 1-44, 

lim f IndlL = f IdlL· 
n x x 

Since I is integrable, we may find an N such that 

Ix (j - IN )dlL < i 
by Proposition 1-45. Let 8 = E/(2N). If IL(E) < 8, then 

L IdlL = L (j - IN )dlL + L I NdlL by Proposition 1-45 

~ Ix (j - IN)dlL + NIL(E) by Proposition 1-39 

< E. 

Our third theorem for this section is known as Fatou's Theorem. 

Theorem 1-48: Let E be a measurable set, and let Un} be a sequence 
of non-negative measurable functions. Then 

r lim inf IndlL ~ lim inf r IndlL. 
JE n n JE 
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In particular, if f(x) = limn fn(x), 

r fd/L ~ lim inf r fnd/L. 
JE n JE 

PROOF: Set gn(x) = infk2!n fk(X), Then 0 ~ (l!(x) ~ g2(X) ::; .. " and 
gn is measurable on E. We have gn(x) ~ fn(x) and 

lim gn(x) = lim inf fn(x). 
n n 

By Theorem 1-44, 

r lim inf fndp. = r lim gndp. = lim r gnd/L. 
JE n JE n n JE 

The result now follows from the inequality IE gnd/L ::; IE fndp.. 

The fourth basic integration theorem is the Lebesgue Dominated 
Convergence Theorem. 

Theorem 1-49: Let E be a measurable set, and suppose Un} is a 
sequence of measurable functions such that for some integrable g, 

Ifni ~ g for all n. If f(x) = limn fn(x), then limn IE fnd/L exists and 

i fd/L = lim r fnd/L. 
E n JE 

PROOF: By property (7) of Proposition 1-39, f is integrable and so is 
fn for every n. Apply Fatou's Theorem first to fn + g ;:: 0 to obtain 

IE (f + g)d/L :::;; lim inf IE (fn + g)d/L or 

r fdp. ~ lim inf r fnd/L. 
JE n JE 

Apply the theorem once more to g - fn ;:: 0 to obtain 

r (g - f)d/L ::g; lim inf r (g - fn)d/L 
JE n JE 

or 

or 

Therefore limn IE fnd/L exists and has the value asserted. 
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Corollary I-50: Let E be a set of finite measure and suppose Un} is a 
sequence of measurable functions such that Ifni ;s; c for all n. If 

I(x) = limn In(x), then IE Idp. = limn IE Indp.. 

Much of the discussion of this section has dealt with the following 
problem: A sequence of integrable functions In converges a.e. to a func­
tion I; we want to be able to conclude that Iindp. tends to Ildp.. First 
we should note that at almost all points In + --* I + and In - --* I - , and 
hence it is sufficient to check the convergence of the integral separately 
for these two sequences. Thus we may consider the case In ~ 0 alone. 
For non-negative functions Fatou's inequality is the only general 
result; one cannot conclude equality without a further hypothesis. 
Two sufficient conditions are given by monotone and dominated 
convergence. 

But if we restrict our attention to a space of finite total measure, then 
we can give a necessary and sufficient condition. 

Definition I-51: A sequence Un} of non-negative integrable functions 
is said to be uniformly integrable if for each E > 0 there is a number k 
such that 

J Indp. < E 

{xlfn(x»k} 

holds for every n. 

Equivalently we may require that the inequality holds for all suffi­
ciently large n. For suppose it holds for n > N and for the number c. 
Then since each In is integrable, there is a kn depending on n (and, of 
course, E) such that 

J fndp. < E 

{xlfn(x»kn } 

and we may choose k = sup {kl' k 2 , ••• , k N , c}. 

Proposition I-52: If Un} is a sequence of non-negative integrable 
functions tending to f and if fL{E) < 00, then IE fndfL --* IE fdfL if and 
only if the Un} are uniformly integrable. 

REMARK: The sequence Un} need converge to f only almost every­
where for the proposition to be valid, providedf is assumed measurable. 
This measurability condition is always satisfied if the underlying Borel 
field is augmented. 
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PROOF: We shall use the notationj'kl for the function truncated at k; 
that is, j'kl(X) = inf U(x), k). Let 

An = L fdp. - L fndp. 

Bk = L fdp. - L j'kldp. 

Onk = r j'kldp. - r fn(kldp. 
JE ~E 

Dnk = L fndp. - L fn(kldp. = J Un - k)dp.. 
{xl!n >k} 

We have 
An = Bk + Onk - D/. 

Clearly j'k) increases monotonically to f, so that Bk tends to 0 by 
monotone convergence. Sincefn --+ f, fn(k) --+ j'k). Butfn(k) is bounded 
by k. Thus, on the totally finite measure space E, limn On k = 0 by 
Corollary 1-50. Hence by choosing a large k and then a sufficiently 
large n (depending on k), we can make the first two terms on the right 
side as small as desired. If the functions are uniformly integrable, 
then we can find a large k (perhaps larger than the one already chosen) 
for which Dnk will be small for all n. Hence, for all sufficiently large n, 
the left side is small. Thus the integrals converge. 

Conversely, suppose that An --+ O. Then there is a k such that for 
all sufficiently large n, D/ < €/2. Thus for all n sufficiently large, 
we have 

€/2 > J Un - k)dp. 
{XI!n >k} 

~ J Un - k)dp. 
{xl!n > 2k} 
1 

J fndp., > -- 2 
{xl!n>2k} 

since fn - k > tin on the set in the last two integrals. Taking 2k as 
the number in the equivalent definition, we see that we have uniform 
integrability. 

5. Limit theorems for matrices 

We have already said that if 1T is a row vector and if {f(k)} is a sequence 
of column vectors converging to f, then it is not necessarily true that 
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TTj<kl converges to TTl. Our object in this section is to obtain sufficient 
criteria to justify saying that TTl = limk .... <Xl TTj<kl. 

In the examples of Lebesgue integration, we noted that non-negative 
row vectors are measures and column vectors are functions. Functions 
are integrated by forming the matrix product of the measure and the 
function. Thus, the theorems of Section 4 immediately give us the 
following four results. In each of them it should be borne in mind 
that: 

(1) There is a corresponding result if row vectors are thought of as 
functions and column vectors are thought of as measures. 

(2) These results imply corresponding results about matrices which 
are not just row or column vectors. (Recall the discussion in 
Section 1 about proving matrix equalities entry-by-entry.) 

Proposition 1-53: Let TT ~ 0 be a row vector and suppose {f(kl} is a 
sequence of column vectors converging entry-by-entry to I and 
satisfying 

PROOF: This result is a restatement of the Monotone Convergence 
Theorem as it applies to matrices. 

Corollary 1-54: Let TT ~ 0 be a row vector and suppose {f(kl} is a 
sequence of non-negative column vectors such that 

<Xl 

1= L j<kl. 
k=l 

Then 
<Xl 

TTl = L TTj<kl. 
k=l 

PROOF: This corollary is immediate from Corollary 1-46. 

Proposition 1-55: Let TT ~ 0 be a row vector and suppose {f(kl} is a 
sequence of non-negative column vectors. Then 

TT(lim infj<k») ~ lim inf (TTj<kl). 
k k 

PROOF: This is Fatou's Theorem. 
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Proposition 1-56: Let TT ~ 0 be a row vector such that TT1 is finite. 
If {f(k)} is a sequence of column vectors such that lJ<k) I ~ c1 and 
I = limk J<k) exists, then 

TTl = lim TTJ<k). 
k 

PROOF: The result follows from Corollary 1-50. 

A harder problem arises with a sequence of non-negative row vectors 
TT(k) converging to a row vector TT. It is not sufficient for TT(k)1 ~ M 
and III ~ c1 in order for TTl = limk TT(k)/. For set 

TT(1) = (1 0 0 0 · .. ) 
TT(2) = (0 1 0 0 · .. ) 
TT(3) = (0 0 1 0 · .. ) 

and take I = 1. Then TT = 0 so that TTl = 0, while limk TT(k)1 = l. 
We give two sufficient conditions for 

TTl = lim TT(k)/; 
k 

our integration theorems do not provide us with quick proofs, however. 
The second proposition is closely related to the Silverman-Toeplitz 
Theorem on summability methods. 

Proposition 1-57: If {TT(k)} is a sequence of non-negative row vectors 
converging to TT, if I is a column vector such that 0 ~ I ~ c1 for some 
c, and if TT1 = limk TT(k)1 with TT1 finite, then 

TTl = lim TT<k>J. 
k 

PROOF: Take I as a measure and {TT(k)} as a sequence of non-negative 
functions and apply Fatou's Theorem. We have 

TTl ~ lim inf TT<k)j. 

With c1 - I as a measure and {TT(k)} as a sequence of functions, Fatou's 
Theorem gives 

TT(c1 - f) ~ lim inf TT<k)(c1 - f). 

Since TT1 is finite and lim TT(k)1 = TT1, we find 

- TTl ~ lim inf ( - TT(k)f) 
or 
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Proposition I-58: Let {7T(k)} be a sequence of row vectors converging 
to 7T and satisfying 17T(k)11 :::; M. Suppose f is a column vector with 
the property that for any D > 0 only finitely many entries of f have 
absolute value greater than D. Then 

7Tf = ,lim 7T(k>j. 
k 

PROOF: The entries of f are clearly bounded, say by c. Numbering 
the entries, we have for every N 

N 

l7Tf - 7T(k)fl :::; 2: l7Tj - 7T~k)llfjl + 2: (hi + 17T~k)I)lfJ 

Let € > 
j > N. 
j:::; N. 

j=1 j>N 

o be given. Choose N sufficiently large that Ifjl < €/4M for 
Choose k sufficiently large that l7Tj - 7T~k)1 < €/2cN for 
Then l7Tf - 7T(k)fl < €, and the result is established. 

As we noted in Section 1, results about general denumerable matrices 
can be reduced to results about row and column vectors. In particular, 
the propositions of the present section apply equally well to sequences 
of the forms {A(k)f} and {7TACk)}. 

6. Some general theorems from analysis 

In this section we collect a variety of results from analysis which we 
shall need in later chapters. We prove o.nly some of them. At first 
reading the reader may find it wise to skip this section, returning to it 
later as the material is required. 

a. Stirling's formula. Stirling's formula gives an asymptotic 
expression for m! The approximation is 

where the symbol - indicates that the ratio of the two quantities tends 
to one as m increases. For a proof, see Courant and Hilbert [1953], 
pp. 522-524. Stirling's formula immediately gives an approximation 

for the binomial coefficient (r:) for large n. The coefficient (~) is 

a' 
defined as b!(a ~ b)! 

Lemma 1-59: For r > 1, 

(r:) _ c ;n Cr _rTIy_If, 
where c is a constant depending on r but not on n. 
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The multinomial coefficient (b, c, ~ .. , d) is defined to be b!c! ~: . d!" 

b. Difference equations. An nth order linear difference equation 
with constant coefficients is an expression of the form 

Yk+n + cn-lYk+n-l + ... + ClYk+l + COYk = r k , 

where Yk and r k are functions defined on the integers and where the 
Cn-l, ... , Co are complex numbers. The equation is homogeneous if 
r k = 0 and nonhomogeneous otherwise. For a nonhomogeneous 
solution, we refer to any single function Yk satisfying the equation as a 
particular solution, and we call the set of functions satisfying the same 
equation with rk = 0 the homogeneous solution. The totality of solu­
tions to any difference equation is known as the general solution. 

Proposition 1-60: Every solution of the difference equation 

Yk+n + Cn-lYk+n-l + ... + COYk = 0 

is a linear combination of n fixed functions, obtained as follows: If a 
is a root of multiplicity q of the characteristic equation 

xn + cn_lxn - l + ... + Clx + Co = 0, 

then q of the functions are 

Conversely, each of these functions is a solution of the difference 
equation. Furthermore, each solution of the equation 

Yk+n + Cn-lYk+n-l + ... + COYk = rk 

is the sum of a fixed particular solution and some solution of 

Yk+n + Cn-lYk+n-l + ... + COYk = o. 
Conversely, every ~uch sum is a solution of the nonhomogeneous 
equation. 

For a proof of this proposition, see Hildebrand [1956], pp. 202-203. 

c. Cesaro summability and Abel summability. Let {an} be a sequence 
of real numbers. Define bn to be the arithmetic mean of the first n 
terms of the sequence {an}. The sequence {bn} is called the sequence of 
Cesaro averages of the sequence {an}. The sequence {an} is said to be 
Cesaro summable if its sequence, {bn}, of Cesaro averages has a limit. 
If A (n) is a sequence of matrices, the sequence of Cesaro averages B(n) 
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is defined entry-by-entry: BI']> is the Cesaro average of AW, A\~), ... , 
Ali'). The basic fact about Cesaro summability is the following 
proposition. 

Proposition 1-61: If a sequence {an} converges to a limit L, then the 
sequence of Cesaro averages {bn} converges and its limit is L. 

PROOF: Let j be the column vector whose nth entry is an - L, and 
let 7T(n) be the row vector defined by 

Then 

Now 17T(nJI1 
tending to O. 
limn bn = L. 

7T(n) = {I In for 1 ~ j ~ n 
i 0 for n > j. 

bn = 7T(n)j + L. 

1, limn 7T(n) = 0, and j is a column vector with entries 
Hence by Proposition 1-58, limn 7T(nj = O. Therefore 

The converse of Proposition 1-61 is false. The sequence {an} defined 
bya2n = 0, a2n + 1 = 1 does not converge, but it is Cesaro summable. 

Let {cn} be a sequence of real numbers. (In most applications the 
partial sums Co + ... + Cn are assumed bounded.) If the limit 

exists, the limit is called the Abel sum of the series L Cn and the series 
is said to be Abel summable. Abel's Theorem is the following result. 

Proposition 1-62: If the series L Cn converges to a finite limit L, then 
it is Abel sum mabie and its Abel sum is L. 

PROOF: Since the partial sums converge to a finite limit, the Cn are 
bounded and L cntn converges absolutely for t < 1. Let {tk } be any 
sequence of positive reals less than one and increasing to one. Let j 
be the column vector whose nth entry is (co + ... + cn) - L, and let 
7T(k) be the row vector defined by 

7Tlk) = (1 - tk)tk i . 

Then 
7T(k>j = 2: cntk n - L. 

Now 17T(kl I1 = 1, limk 7T(kl = 0, and j is a column vector with entries 
tending to O. Hence by Proposition 1-58, lim 7T(k)j = O. That is, 

lim 2: cntkn = L. 
k-+ 00 
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This equality for every such sequence {tk} implies that 

lim 2: entn = L. 
tTl 

37 

d. Convergent subsequences of matrices. A bounded sequence of 
real numbers has a subsequence which converges to a finite limit. We 
shall obtain a generalization of this result to matrices. 

Proposition 1-63: Let {A(n)} be a sequence of matrices with the 
property that for some pair of real numbers e and d, eE ~ A (n) ~ dE 
for all n. Then there exists a subsequence of matrices {A(n.)} which 
converges in every entry. 

PROOF: Since there are only denumerably many entries in each 
matrix, they can be numbered by a subset of the positive integers. 
Select a subsequence {A~n)} which converges in the first entry. Let 
A~2), A~3), A~4), ... be a subsequence of A~2), A~3), ... which converges 
in the second entry. In general, let A~), A~+1), . .. be a subsequence 
of A~~l' A~_\l), ... which converges in the mth entry. Finally set 

Then {Atnv)} converges in every entry. 

Corollary 1-64: Let {A(n)} be a sequence of matrices with the property 
that eE ~ A (n) ~ dE for all n. Then limn A (n) = A exists if and only 
if limy A(nv) = A for every convergent subsequence {A(nv)}. 

-
PROOF: The necessity of the condition is trivial. For the sufficiency 

suppose lim Ali) does not exist. Then lim inf Ali) < lim sup Ali). 
Pick a subsequence of {Dn)} that converges in the i-jth entry to 
lim sup Ali), and do the same for lim inf Ali). Apply Proposition 1-63 
to extract subsequences convergent in all entries from these sequences, 
and the result follows at once. 

e. Sets of positive integers closed under addition. The greatest 
common divisor of a non-empty set of positive integers is the largest 
integer which divides all of them. If the set consists of {nl' n2' ... }, 
its greatest common divisor is denoted (nl' n2' ... ). 

Lemma 1-65: If T is a set of positive integers with greatest common 
divisor d, then there exists a finite subset of T for which d is the 
greatest common divisor. 
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PROOF: Let n i = kId be an element of T. If ki = I, {nl} is the 
required set. If not, choose n2 such that n i t n2. Then (nl' n2) = 
k2d with k2 < k1• If k2 = I, {nl' n2} is the required set. Otherwise, 
find na such that k2d t na, and set (nl' n2, na) = kad with ka < k2· 
Continuing in this way, we obtain a decreasing sequence of integers 
kl' k2' ... bounded below by 1. It must terminate, and then we have 
constructed the finite set. 

Lemma 1-66: Let T be a non-empty set of positive integers which is 
closed under addition and which has the greatest common divisor d. 
Then all sufficiently large mUltiples of d are in the set T. 

PROOF: If d ¥: I, divide all the elements in T by d and reduce the 
problem to the case d = 1. By Lemma 1-65 there is a finite subset 
{nl' ... , ns} of T with greatest common divisor 1. Then there exist 
integers Cl> ••• , Cs with the property 

If we collect the positive terms and the negative terms and note that T 
is closed under addition, we find that T contains non-negative integers 
m and n with m - n = 1. Suppose q ~ n(n - 1). Then q = an + b 
with a ~ n - 1 and 0 ::s; b ::s; n - 1. Thus 

q = (a - b)n + bm 
and q is in T. 

f. Renewal theorem. The Renewal Theorem, one of the important 
results in the elementary theory of probability, can be stated purely 
in terms of analysis. 

Theorem 1-67: Let Un} be a sequence of non-negative real numbers 
such that L!n = 1 and!o = 0, and suppose the greatest common 
divisor oUhose indices k for which!" > 0 is 1. Set p. = L n!n, Uo = 1, 
and Un = L~;;;6 u"!n-'" If p. is infinite, then limn un = 0, and if p. is 
finite, then limn Un = 1/p.. 

For a proof, see Feller [1957], pp. 306-307. 

g. Central Limit Theorem. Identically distributed independent 
random variables are defined in Sections 3-2 and 6-4. The mean of a 
random variable is its integral over its domain, and its variance is the 
integral of its square minus the square of its integral, a quantity which 
is always non-negative. 
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Theorem 1-68: Let {Yn} be a sequence of identically distributed 
independent random variables with common mean I-'- and with common 
finite variance a2 > o. Set 8m = Yl + ... + Ym. Then for all real a 
and f3 with a < f3, 

lim pr[a < 8 m ~I-'- < f3] = ([>(f3) - ([>(a) , 
n-+co a m 

where 

For a proof, see Doob [1953], p. 140. 



CHAPTER 2 

STOCHASTIC PROCESSES 

1. Sequence spaces 

We shall introduce the concept of a stochastic process in this chapter 
and develop the basic tools needed to treat the processes. Before the 
formal development, we shall indicate the intuitive ideas underlying 
the formal definitions. 

We imagine that a sequence of experiments is performed. The 
outcomes may be arbitrary elements of a specified set, such as the set 
{"yes," "no," "no opinion"}, the set {heads, tails}, the set {fair, 
cloudy, rainy, snowy}, or a set of numbers. The experiments may be 
quite geDt:lral in nature, but we impose some natural restrictions: 

(1) The set of possible outcomes is denumerable. (This restriction 
is natural for the present book. It would be removed in a more 
general treatment of stochastic processes.) 

(2) The probability of an outcome for the nth experiment is com­
pletely determined by a knowledge of the outcomes of earlier experi­
ments. Here "probability" is used heuristically, to motivate the 
later precise definition. 

(3) The experimenter is, at each stage, aware of the outcomes of 
earlier experiments. 

We shall first consider a sequence of n experiments, where n is 
specified at the beginning. Later we shall consider a denumerably 
infinite sequence of experiments. In each case we assume that the 
experiments do not stop earlier. However, this is an unimportant 
restriction; a process that terminates may be represented in our 
framework by allowing the outcome "stopped." The following are 
examples of such sequences of experiments: 

(1) A sociologist wishes to find out whether people feel that television 
is turning us into a nation of illiterates. He asks a carefully selected 
sample of subjects and receives the answer "yes," "no," or "no 
opinion" in each case. 

40 
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(2) A gambler flips a coin repeatedly, recording "heads" or "tails." 
(3) A meteorologist records the daily weather for 23 years, classifying 

each day as "fair," "cloudy," "rainy," or "snowy." 
(4) A physicist tries to determine the speed of light by making a 

series of measurements. (Since each measurement is recorded only to 
a certain number of decimal places, the possible outcomes are rational 
numbers, and hence the set is denumerable.) 

(5) A physicist makes a count of the number of radioactive particles 
given off by an ounce of uranium. A measurement is made every 
second, and the outcome of the nth measurement is the total number of 
particles given off until then. 

The exact way in which probabilities are determined from an experi­
ment is a deep problem in the philosophy of science, and it will not 
concern us here. We will assume that the nature of the experiment 
yields us certain probabilities, namely the probability that the nth 
experiment results in an outcome c, given that the previous experiments 
resulted in outcomes co, C1, ••• , Cn-I. We then design a probability 
space in which one can compute the probability of a wide variety of 
statements concerning the experiments and in which the specified 
(conditional) probabilities turn out as given. 

The elements of our probability space Q are sequences of possible 
outcomes for the experiments (either sequences of length n, for a finite 
series of experiments, or infinite sequences). The elements of the Borel 
field fJ6 of measurable sets will be the truth sets of statements to which 
probabilities are to be assigned. (The truth set of a statement about 
the experiments is the set of all those sequences in Q for which the 
statement is true.) A measure p, is constructed, and the probability 
of a statement is the measure of its truth set. In particular, p,(Q) = 1 
in a probability space, and hence the probability of a logically true 
statement is l. 

Let us first consider the case where n experiments are performed. 
The possible outcomes are conveniently represented by a tree, with 
each path through the tree representing a sequence of possible out­
comes. In the diagram n equals 3, Q has 8 elements, and fJ6 consists 
of all subsets of Q. 

The numbers on the branches, known as branch weights, represent 
the conditional probabilities mentioned above. For example, P2 is the 
probability of heads, given that the first toss came up heads, while 
1 - Pa is the probability that tails is the outcome that follows two 
heads. The weight assigned to the path HHT is taken to be the 
product of the branch weights, PIP2(1 - Pal. The measure p,(A) of a 
set of paths A is the sum of the weights of the paths in A. In the usual 
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setup for coin tossing, each p is !, and the weights of the paths are 
each 1. 

The branch weights may be arbitrary non-negative numbers, but the 
sum of the weights of branches starting from a given branch-point must 
be one. 

After we define conditional probabilities, it will be easy to verify 
that the numbers written on the branches do indeed turn out to be the 
desired conditional probabilities (see Kemeny, Mirkil, et al. [1959], 
Chapter 3). 

Let us suppose that we have constructed a tree Qn for a series of n 
experiments. We consider k additional experiments, obtaining a tree 
Qn+k. We wish our probabilities to be consistent in the sense that a 
statement p about Qn has the same probability when computed in 
either measure space. Our method of computing measures has this 
consistency property. This assertion is easily verified for k = 1, and 
the result follows by induction. 

In constructing an infinite tree Q for a sequence of experiments, our 
measure is required to have the property that a statement about the 
first n outcomes has the same probability as if computed with respect 
to the finite tree Qn. (Of course, the same probability may be com­
puted with respect to Qn+k' but the result is the same by consistency.) 
This convention assigns probabilities to many simple statements. We 
can then show that the probability of a much larger class of statements 
is uniquely determined. We will now consider the problem abstractly. 

Let S be a denumerable set; S is called the state space. Let Q be the 
set of all infinite sequences of elements of S. A typical element w of 
Q is represented as 

where Co, Cl , C2 , ••• are elements of S. The points w of Q are called 
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paths, the whole space Q is called a sequence space, and the value Cn 

on a path w is called the nth outcome on w. The function xn{w), 
defined from Q to S by 

is called the nth outcome function, and the nth outcome is said to occur 
at time n. 

Let .'F n be the family of all unions of sets in Q of the form 

{w I xo{w) E So 1\ x 1{w) E Sl 1\ ... 1\ xn{w) E Sn}, 

where So, Sl' ... , Sn are subsets of the state space S. (Notice that the 
sets of .'F n arise from the class of all subsets of the tree Qn described 
above.) It is clear that for each n, .'F n is a Borel field. Let .'F be the 
family of sets defined by 

00 

.'F. = U .'F n. 
n=O 

Each set in .'F is a set of paths for which a finite number of outcomes 
are restricted to lie in certain subsets of S. All other outcomes are 
unrestricted. The reader should verify that .'F is a field of sets. In 
Section 3 we shall see that .'F is not a Borel field; in the meantime, we 
let c§ be the smallest Borel field containing .'F (Proposition 1-14). 
After we have defined a measure on C§, the Borel field f!lJ which we are 
seeking will be the augmented field obtained from C§ by adding subsets 
of sets of measure zero. 

The sets of .'F are known as cylinder sets. If a cylinder set C is a 
set in .'F n' we note that C may be written as the denumerable union 

C = U Br' 
i 

of (disjoint) basic cylinder sets 

B/nl = {w I xo{w) = Co 1\ X1{W) = c1 1\ ... 1\ xn{w) = cn}. 

A basic cylinder set in .'F n is the set of all possible continuations of a 
single path in Qn. We let v{Bi<nl) equal the product of the branch 
weights on this path in Qn. 

Recalling that the probability measures we assigned to Qn were 
defined consistently, we can show that v is uniquely defined on the sets 
of .'F. It has the properties that v{Q) = 1 and that the restriction of 
v to .'F n is a measure for every n. 

We will next show that v can be extended to a measure fL on the 
smallest Borel field containing .'F. This result will be a consequence of 
Theorem 2-4. First we prove a series of lemmas. In each case .'Fn , 

.'F, and v are as defined above. 
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Lemma 2-1: Let v be a set function defined on §' = U §' n in such a 
way that the restriction of v to §' n is a measure for every n. Then 
v is non-negative and additive. 

PROOF: Non-negativity is trivial. For additivity, let A and B be 
disjoint sets in §'. Then A E §' m and BE §'n, say. Since the §'; are 
nested, A and B are both in §'" where r = sup (m, n). Since v is a 
measure when restricted to §'" 

v{A u B) = v{A) + v{B). 

We shall in fact establish that v is completely additive, a result due 
to Kolmogorov. 

Lemma 2-2: Suppose '00 :) 0 1 :) O2 :) ... is 'a sequence of sets in §' 

such that On E ~n and limn v{On) > o. Then for every m there is a 
basic cylinder set Bj<m> in ~ m such that 

(I) lim v{On n Bj<m» > 0 
n 

(2) Bj<m> COm. 

PROOF: By complete additivity of von §'" where r = sup (m, n), we 
have v{On) = 2:1 v{On n Br» with v{On n Br» monotonically de­
creasing in n. Then 

o < lim v{On) = lim L v{On n Br» = L lim v{On n Br»· 
n n lin 

The interchange of limit and sum is justified by dominated convergence 
as follows: The functions of j, namely v{On n B/m», satisfy 

v{On n Br» ~ v{Oo n B/m», 

and we know that 2:1 v{Oo n Br» = v{Oo) is finite since v(Q) = l. 
Thus, since a denumerable sum cannot be positive unless one of the 

terms is positive, we have for some j = i 

lim v(On n B/m» > o. 
n 

Hence (1) is satisfied. But the terms in the sequence v{On n B/m» 
monotonically decrease to a positive limit, so that 

v(Om n B/m» > o. 
Now Om E ~ m and is thus the union of basic cylinder sets. Since 
Om n B/m> cannot be empty, we must have B/m> COm. 
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Lemma 2-3: Suppose A o :::> AI' .. is a sequence of sets in ff such 
that An E ffm and limn v(An) = L > O. Then there exists a sequence 
{B(n)} of basic cylinder sets such that 

(1') B(n) is a basic cylinder set of ffn. 
(2') lim v(Am 11 B(n») > O. 

m 
(3') For n > 0, B(n) C B(n-l). 
(4') B(n) CAn. 

REMARK: Property (3') indicates that we are actually constructing a 
single path by adjoining branches one at a time. 

PROOF OF LEMMA: The construction is by induction. For n = 0 
apply Lemma 2-2 to the sequence {An} and the integer m = O. The 
B/O) that the lemma gives is B(O). Property (2') follows from (1), 
(3') is vacuous, and (4') follows from (2). Suppose tha.t we have 
constructed B(O), ... , B(n); we want B(n+l). Let 

C _ {Ak for k < n 
k - Ak 11 B(n) for k ~ n. 

The sequence of sets {Ck} is decreasing and Ck E ff k; we have 

lim v(Ck ) > 0 
k 

by (2') of the inductive hypothesis. Applying Lemma 2-2 to {Ck} and 
the number m = n + 1, we obtain a basic cylinder set B/n+l), which 
we take as B(n+l). By (2), 

Hence (1'), (3'), and (4') hold. By (1), 

o < lim v(Ck 11 B(n+1») = lim v(Ak 11 B(n) 11 B(n+l») 
k k 

= lim v(Ak 11 ]J<n+ 1») by (3'). 
k 

Hence (2') holds. 

Theorem 2-4: Let g be a sequence space, let ffn be the Borel field 
of sets generated by all statements 

X o = Co /\ ••• /\ Xn = Cn , 

and let ff = Un ff n' Suppose for every n there is a probability 
measure Vn defined on ff n with the property that the restriction of 
Vn+l to ffn is vn. Let v be the set function on ff whose restriction to 
ff n is Vn for all n. Then v is a measure. 
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PROOF: By Lemma 2-1 and the contrapositive of the second half of 
Corollary 1-17, it is sufficient to show that if Ao :) Al :) A2 :) ... is 
a decreasing sequence of sets in ~ with limn v(An} = L > 0, then 
nn An =F 0. Since every set in ~n is a set in ~n+I' we may assume 
that An E ~ n by repeating the same set several times in the sequence 
and by adding, if necessary, the set Q a finite number of times at the 
beginning of the sequence. The hypotheses of Lemma 2-3 are satisfied. 
We then have nn B(n) = {w}, where w is a single path of Q. For every 
n, wE B(n) C An; hence wE nn An and nn An =F 0. 

Applying Theorem 1-19 we extend the measure v defined on ~ 
uniquely to a measure fL defined on the Borel field '§. Augmenting 
the field '§, we obtain the Borel field fJB with which we shall work. 
The extended measure fL is called tree measure and satisfies fL(Q) = l. 
This completes our construction of the sequence space (Q, fJB, fL). 
From now on when we refer to a sequence space we shall mean (Q, fJB, fL) 
constructed in the indicated manner. 

2. Denumerable stochastic processes 

We turn now to the definition of a denumerable stochastic process. 
After the definition we shall show that every sequence space defines in 
a natural way a stochastic process and that every denumerable sto­
chastic process can, in a way to be described shortly, be considered as a 
sequence space. 

Let S be a denumerable set, which will be called the state space, and 
let (Q, fJB, fL) be a probability space. Points of Q will be denoted w. 

Definition 2-5: Let Un} be a sequence of functions with domain Q 
and range in S, and let {fJBn} be a sequence of Borel fields. The pair 
Un, fJBn) is called a denumerable stochastic process on Q if these two 
conditions are satisfied: 

(1) fJBo C fJBI C fJB 2 C ... ; and for every n, fJBn C /?J. 
(2) For every fixed n and for each S E S, the set {w I in(w) = s} is a 

set in fJB n' 

The second condition in the definition is a measurability requirement 
on in' If we were to think of the family Y' of all subsets of S as a Borel 
field, our condition would be equivalent to the demand that the 
inverse image under in of any set in Y' be a set in iJ4n. 

First we shall show that every sequence space defines a stochastic 
process in a natural way. Let (Q, fJB, fL) be a sequence space. We 
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take the outcome functions Xn as the sequence of functions and {~n} 
as the sequence of Borel fields. It is clear that 

is a set of ~n and that ~o C ~1 C ... C ~ C rJ C f!lJ. The pair 
(xn' ~ n) therefore is a stochastic process and is referred to simply as 
{xn }. We have thus shown that the outcomes of a sequence of 
experiments with a denumerable range form a denumerable stochastic 
process. 

When we begin to discuss Markov chains, we shall wish to confine 
ourselves to stochastic processes defined on a sequence space. There­
fore, our second task is to show that the restriction to sequence space is 
actually no restriction at all; this will indicate that our treatment of 
denumerable Markov chains is completely general. 

Let Un' f!lJn) be a denumerable stochastic process on Q' with state 
space S. Let p,' be a measure on Q'. We shall construct a sequence 
space (Q, f!lJ, p,) in such a way that the behavior of the process Un' f!lJn) 
on Q' may be studied completely by studying the stochastic process 
{xn} on Q. 

Define Q to be the space of all sequences of elements of S, and let rJ 
be the Borel field obtained by the construction in Section 2-1. We 
shall establish a correspondence between paths of Q and subsets of Q', 
and we define a measure p, on rJ. 

The correspondence we choose is 

w ~ {w' I io(w') = xo(w) II ... II in(w') = xn(w) II ... }. 

To assign a measure to Q, we must assign a measure to cylinder sets, 
such as 

A = {w I xo(w) ESo II ... II xn(w) ESn}. 

Noticing that the set A', defined by 

A' = {w' I io(w') E So II ... II in(w') E Sn}, 

is a set in f!lJ n and is therefore p,' -measurable, we define 

p,(A) = p,'(A'). 

The measure p, can then be extended to a measure defined on all of f!lJ, 
and the construction of the space (Q, f!lJ, p,) is complete. We thus see 
that an arbitrary stochastic process defined on Q' may be considered 
as a process on a suitable sequence space Q in which the in are out­
come functions. The probability of any statement concerning the in 
can be computed in the sequence space. 
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3. Borel fields in stochastic processes 

Probabilities are numbers assigned to statements about stochastic 
processes. We may now formally define the probability of a statement 
to be the measure of the statement's truth set. In symbols Prep] = 

I-'(P), where P = {w I pl. If the set P is not a set in the Borel field 
on which I-' is defined, then Pr[p] is undefined. Statements for which 
Pr[p] is defined are called measurable statements. 

In a stochastic process we see that a Borel field of sets represents a 
state of knowledge. The more sets there are in the Borel field, the more 
statements there are that we know how to assign probabilities to. Let 
us analyze briefly what this fact implies about Definition 2-5. 

In a denumerable stochastic process we are given an increasing 
sequence of Borel fields flIn such that flIn C flI for every n. The field 
flIn represents the state of knowledge of the process up to time n. The 
fact that the Borel fields are increasing means that our knowledge of 
the process never decreases as time goes on, and the fact that all flIn 

are contained in flI means that our total knowledge of the process 
necessarily includes knowledge of what happens in a finite number of 
steps. 

Similarly, condition (2) in the definition is an abstract formulation 
of the requirement that in a stochastic process the present does not 
depend upon the future. We conclude, therefore, that our definition 
satisfies the conditions imposed at the beginning of Section 1. 

We shall apply this insight about the role of Borel fields to a specific 
example to show that the field §' in Section 1 is not the same as the 
Borel field C§. Let Q be the sequence space constructed when S is taken 
as a two-element set. Measures 2-(n+1) are assigned to each set B of 
paths of the form 

B = {w I Xo = Co A •.. A xn = cn}· 

This measure is eventually extended to a measure I-' on the Borel field 
flI, and we obtain I-'(Q) = 1. The state space for this example is often 
taken as S = {heads, tails}, and the model for the stochastic process is 
the tossing of a balanced coin. 

For the coin-tossing process a well-known example of a statement 
whose truth set is not in the field §' but is in the Borel field C§ is involved 
in the Strong Law of Large Numbers (which we shall consider in more 
detail in Chapter 3). Let k and n be integers and let r n be the fraction 
of the first n outcomes which are heads. Let p be the statement about 
rn that 

1 1 1 1 
2 Te < r n < 2 + Te· 
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Consider the statement q about k > 0 that 

(Vk)(3N)(Vn)(n > N ~ p). 

We write the statement in this form to demonstrate that its truth set 
is in ~. In words, the statement q asserts that for any k > 0 there 
exists an N such that if n > N, then Irn - 11 < Ijk. That is, q says 
that limn .... 00 rn = t. The truth set ofthe statement q is in ~ but not~, 
because the notion of limit cannot be expressed in terms of finitely 
many of the rn' The Strong Law of Large Numbers asserts that 

Pr[q] = 1. 

4. Statements of probability zero or one 

In a probability space (Q, fJ6, f-L) a statement with truth set Q is 
logically true, whereas a statement with truth set 0 is logically false. 
However, the Strong Law of Large Numbers asserts not that a certain 
set is Q but that it has measure one. A statement whose truth set 
has measure one is said to be almost always, almost everywhere, almost 
surely true, or true a.e. Correspondingly, a statement with truth set 
of measure zero is almost surely false, and the negation ,.., p of a 
statement p which is almost surely false is almost surely true. 

Two useful propositions are related to the subject of almost sure 
statements. 

Proposition 2-6: Let {Pn} be a denumerable set of statements and let 
q be the statement that Pn holds for all n. If Pr[Pn] = 1 for all n, 
then Pr[q] = 1. 

PROOF: Let {Pn} be the truth sets of the statements {Pn}. Applying 
Proposition 1-18, we have 

80 that 

Pr[q] = I. 

The second result is one of the Borel-Cantelli Lemmas. 

Proposition 2-7: If {Pn} is a sequence of statements for which 
L Pr[Pn] is finite, then with probability one only finitely many of the 
Pn are true. 
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PROOF: Let qn be the statement that all of the statements Pn' Pn+l" .. 
are false. Let E > 0 be given. Choose N large enough so that 
'L:'=N Pr[Pn] < E. Then 

1 - Pr[qN] = Pr[at least one of PN' PN+l" .. occurs] 
= Pr[PN V PN+l V •.. ]. 

By Proposition 1-18 the right-side is 

Hence, 

co 

~ 2: Pr[Pn] < E. 
n=N 

Pr[finitely many Pn are true] = Pr[nYl qn] 

;;:: Pr[qN] 
> 1 - E. 

Since this inequality holds for every E > 0, the probability must be 1. 

5. Conditional probabilities 

Let (.0, PA, 1-') be a probability space. If P and q are statements 
such that Pr[q] "I: 0, the conditional probability of P given q, written 
Pr[p I q], is defined by 

Pr[p I q] = Pr[p A q]/Pr[q]. 

If Pr[q] = 0, we shall normally agree that Pr[p I q] = O. (Alterna­
tively, we might leave Pr[p I q] undefined if Pr[q] = O. Such a con­
vention would be adopted in a more general context.) 

The case Pr[q] = 0 is not very interesting. Suppose Pr[q] "I: 0, and 
let Q C .0 be the truth set of q. If Q is taken as a space of points, then 
PA' = {B' I B' = Q n B, BE PA} is a Borel field of sets in Q. For any 
set B' in PA' we define a set function II by 

II(B') = p.(B'). 
I-'(Q) 

The reader should verify that II is a measure on !16'. Furthermore, 
~'(Q) = I-'(Q)/I-'(Q) = 1. Therefore, (Q, PA', II) is a probability space. 
We may thus speak of the probabilities of statements relative to Q, 
and we see that their values coincide with conditional probabilities 
given q and relative to Q. That is, conditional probabilities possess 
the same properties as ordinary probabilities. 

We shall apply this notion of conditional probability to the sequence 
space considered in the preceding sections. In this space the sets of !16n 

are denumerable disjoint unions of sets of the form 

Bn = {w I Xo E So A ... A xn E Sn}. 
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Since the state space 8 is denumerable, each of the sets 8 0 ,81 , ••. , 8 n 

is denumerable and Bn is the denumerable union of disjoint sets of the 
form {w I Xo = Co A ••• A xn = cn}. By definition of conditional 
probability, 

Pr[xo = Co A .•• A xn- 1 = cn- 1 A xn = Cn] 

= Pr[ xn = cn I Xo = Co A •.. A xn - 1 = cn - 1] 

x Pr[xo = Co A ... A x n- 1 = cn-d. 
By induction, we find 

Pr[xo = Co A ... A xn = Cn] = Pr[xo = co]· Pr[x1 = c1 I Xo = co] 

x Pr[x2 = c2 I Xo = Co A Xl = cd 

x Pr[xs = Cs I Xo = Co A Xl = c1 A x 2 = C2 ] 

x ... x Pr[ xn = cn I Xo = Co A ... A xn - 1 = cn - 1]. 

We have established the following result. 

Proposition 2-8: The measure on a sequence space IS completely 
determined by 

(1) the starting probabilities, Pr[xo = co], and 
(2) the transition probabilities, 

Pr[xn = Cn I Xo = Co A ... A xn- 1 = Cn- 1]. 

Conditional probabilities, as we anticipated, have their place in tree 
diagrams. To each branch we may assign a conditional probability. 
We see now the abstract formulation of the fact that the probabilities 
of statements like Xo = Co A Xl = c1 A ... A xn = en are computed 
simply by multiplying together the appropriate branch weights. 

on H 

T 
S={H,T} 
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Two statements p and q are said to be probabilistically independent 
if Pr[p A q] = Pr[p]Pr[q]. A stochastic process defined on sequence 
spa.ce is called an independent process if the statements 

and 
Xo = Co A ... A xn - 1 = cn - 1 

are independent for all n 2: 1 and for all Co, c 1, ... , cn. Coin tossing is 
an example. 'Ve shall see that an independent process is a special 
kind of Markov process. If, in addition, for each C the probability 
that Xn = C does not depend on n, then the process is called an 
independent trials process. 

6. Random variables and means 

Let (Q, f!J, I-') be a probability space. A measurable function f with 
domain Q and range in the extended real-valued number system is 
called a random variable. We may apply all the properties of the 
measurable functions in Section 3 of Chapter 1. 

If f(w} is an extended-real-valued function defined on the space Q 
of a stochastic process and if Q has the property that for some n, f(w} 
is measurable with respect to the Borel field f!Jn , then f is a random 
variable because f!Jn C f!J. Such a function is said to be f!Jn-measurable. 
For the special case in which Q is sequence space, a function f is f!Jn-

measurable for some n if its values depend only on a bounded number 
of outcomes. 

In terms of sequence space, we give two examples of random 
variables. 

(I) Define a function u/n) by 

u.(n) = {I 
J 0 

if Xn = j 
otherwise. 

Since the value of ur) depends only on outcome n, the function ur) 
is f!Jn-measurable and is therefore a random variable. Letting nj = 
'L:= 0 ur) and noting that the limit of a sequence of random variables 
is a random variable, we see that nj is a random variable. The func­
tion nj(w) counts the number of times that the outcome j occurs on the 
path w; it will appear again after we introduce Markov chains. 

(2) Let tj be the time to reachj. That is, define tj{w) to be the first 
time n along path w such that xn{w) = j. If j is never reached, set 
tj = + 00. Then tj is a random variable because it is the limit on n of 
the function tr) = inf (tj' n), which is f!Jn-measurable. 
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Definition 2-9: A random time t is a random variable satisfying these 
two properties: 

(1) Its range is in the non-negative int'3gers with {+oo} adjoined. 
(2) For each integer n the set {w I t(w) = n} is a set of fA". 

The random variable t; defined in the second example above is an 
example of a random time. 

The mean of a random variable f, denoted M[f], is defined by 
M[f] = In fdp., where M[f] exists if and only if In fdp. exists and where p. 
is the measure associated with the probability space. Since means are 
Lebesgue integrals, they satisfy all the properties of Lebesgue integrals. 
In particular, if {f,,} is a sequence of non-negative random variables, 
then by Corollary 1-46, 

ML%o f,,] = ,,~ M[f,,]. 

In addition, if g" is a sequence of random variables with the properties 
that Ig,,1 ~ c for every n and that g" converges to g, then 

M[g] = lim M[g,,] 
,,-+co 

by Corollary 1-50. An important application of these facts is the 
following result. 

Proposition 2-10: In a sequence space, 

PROOF: 

co 

M[nj] = ~ Pr[x" = j]. 
,,=0 

M[nj] = M [,f ur)] 

= ~M[ur)] 
" 

= ~ i ur)dp. 
" n 

= ,f I Idp. 
(QlIX,,(QI)=i} 

= ~ Pr[x" = j]. 
" 

7. Means conditional on statements 

Suppose (D, fA, p.) is a probability space on which a denumerable 
stochastic process is defined. We say that a denumerable family of 
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subsets f4 = {RI' R2 , ••• } is a partition of n if the sets R j are disjoint, 
exhaustive, and measurable. Each such subset R j is called a cell of the 
partition; we allow the possibility that a cell may have measure zero. 
The reader should notice that the sets {0 , R I , R2 , ••• } together with 
all possible denumerable unions form It Borel field which we shall call 
f4*. Since the sets in f4 are measurable, we see that f4* C f1B. 

Two examples of partitions are typical. 

(1) Let the process be coin tossing, and define a partition by 

RI = {w I xo(w) is a head}, R2 = {w I xo(w) is a tail}. 

More generally, let f4 consist of disjoint exhaustive measurable sets 
which are in f1B n for some fixed n. 

(2) Suppose f is a random variable whose range is denumerable. 
If the range is {aJ, define Rj = {w I f(w) = aJ Then {Rj} is a 
partition. 

A denumerable set of statements {qj} about a stochastic process is 
said to be a set of alternatives if the truth sets Qi of the statements form 
a partition. Since the integral is a completely additive set function, 
we obtain, for every random variable f whose mean exists, the relation 

M[f] = f L. fdfl-. 

Let p be a statement with measurable truth set P. If f is a random 
variable and if Pr[p] 'f 0, then the conditional mean of f given p, 
written M[f I p], is defined by 

M[f I p] = Pr~P] L fdfl-. 

If Pr[p] = 0, then M[f I p] is defined to be zero. (In a more general 
setting, M[f I p] is not defined when Pr[p] = 0.) 

Proposition 2-11: If M[f] exists and {qj} is a set of alternatives with 
truth sets {Qj}, then 

M[f] = L Pr[q;] . M[f I qj]' 
j 

PROOF: By definition of conditional mean, we have 

Summing both sides of the equation on i gives the result immediately. 
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Corollary 2-12: Let p be a statement with measurable truth set P, 
and let {qi} be a set of alternatives with truth sets Qi. Then 

Pr[p] = 2: Pr[qi] . Pr[p I qd = 2: Pr[p A qil 
i i 

PROOF: Let f be the characteristic function of the set P and apply 
Proposition 2-11. 

8. Problems 

1. For coin tossing, show that 
(a) the probability of getting only finitely many" heads" is 0; 
(b) there will be infinitely many "heads" a.e. 

2. Consider the experiment of selecting "1 " with probability t, "2" with 
probability t, or "3" with probability 1. If this experiment is repeated 
infinitely often, show that the probability of selecting" 1 " only finitely 
often is O. 

3. In Problem 2, let PAn = ffn. Which of the following!n form a denumer· 
able stochastic process (fTp PAn) ? 
(a) !n = the nth outcome. 
(b) !n, = time at which nth "3" is selected. 
(c) !n = 8n, = sum of the first n numbers selected. 

8 - a 
(d) !n, = ~;-, where a and e are constants. 

ven 

4. Show that the following converse of the Borel-Cantelli Lemma is false: 
If 2 Pr[pn,] = + 00, then the probability that only finitely many Pn are 
true is less than 1. 

5. Start with 4 jacks and 4 queens from a bridge deck. Find the prob­
ability of drawing two cards, both of which are jacks. Then compute 
the conditional probability of the same on each of the following 
conditions: 
(a) One card drawn is a jack. 
(b) One card drawn is a red jack. 
(c) One card drawn is the jack of hearts. 
(d) The first card drawn is the jack of hearts. 

6. For coin tossing, define three random variables which are not measurable 
with respect to any finite tree Qn,. 

7. Let inAw) be the number of times on path w that a j occurs before the 
first i occurs (if i = j, take Inj{W) = 0). Prove that Inj is a random 
variable, and develop an infinite series representation for M[tl ] in terms 
ofit. 

8. In coin tossing, let t be the first time that" heads" comes up. 
(a) Is t a random time? 
(b) Find M[t]. 
(c) Find M[t I first outcome is "tails"]' 
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9. In a randomly selected two-child family, let f = the number of boys. 
Find 
(a) M[f]. 
(b) M[f I first child is a boy]. 
(c) M[f there is at least one boy]. 

10. For coin tossing, let f = the number of "heads" in the first three tosses. 
Let q, be the statement that there were exactly i "heads" in the first 
two tosses (i = 0, 1,2). Find M[f], M[f I qo], M[f I ql]' and M[f I q2]. 
Verify that the first ofthese is a linear combination of the last three with 
appropriate probabilities as weights. 

II. Let {ql} be a set of alternatives and let f be a non-negative random 
variable. Prove that if M[f I qd > M[f], then there is an alternative qj 
such that M[f I qj] < M[f]. 

12. Let X be the unit interval. Let ~ consist of all finite unions of finite 
intervals (with or without endpoints). We classify a point as an interval 
of length O. The measure to be constructed in this problem is called 
Lebesgue measure, and the Borel field is the class of all Borel sets. 
(a) Show that ~ is a field. 
(b) Show that every set A in ~ can be written as a finite disjoint union 

of intervals AI, A 2 , ••• , A". 
(c) If A is decomposed as in part (b), we define 

n 

v(A) = 2: l(A k ), 

k=1 

where l denotes length. Show that v is consistently defined and that 
v is a non-negative additive set function. 

(d) Show that if A is a finite union of intervals and if £ > 0 is given, 
then there is a fini~ union K of closed intervals and a finite union G 
of open intervals such that K C A, A C G, and 

v(K) + £ ~ veAl ~ v(G) - £. 

[Note: An open interval here means a set which is the intersection of 
X with an open interval of the real line.] 

(e) Let A and An, n = 1,2, ... , be finite unions of intervals with the A" 
disjoint and with U An = A. Use parts (c) and (d) and the Heine­
Borel Theorem to prove that, for any £ > 0, 

v(A) :s; 2: v(An) + £. 

(f) Deduce from part (e) that v is completely additive on ~. 
(g) Apply Theorem 1-19 and describe the resulting measure space. 
(h) Using complete additivity, prove that a denumerable set of points 

has measure O. 
(i) Why does the proof of (h) not show that every set has measure o? 
(j) Show directly from the definition 

p.(B) = inf [2: v(A,J] 

that every denumerable set of points has measure o. 
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13. Let (Q, f!J, /L) be the unit interval with Lebesgue measure. If x E Q, let 
f(x) = x2 • Let p be the statement "x :::; t." 
(a) Show that f is a random variable. 
(b) Find M[f]. 
(c) Find M[f I p) and M[f I "'p). 
(d) Relate your answer in (b) to the solution of (c). 



CHAPTER 3 

MARTINGALES 

1. Means conditional on partitions and functions 

In this chapter we consider a natural abstraction of the idea of a 
fair game in gambling. We shall give several applications of the basic 
result, the Martingale Convergence Theorem. 

We begin by defining what we mean by the conditional mean of f 
given a partition fJl of the domain. Let (Q, f!lJ, f.L) be a measure space. 
We shall normally assume f.L(Q) ~ 1, but such an assumption is not 
necessary as long as f.L is finite. 

Definition 3-1: Let wE Q and let rj be the statement that w is in a 
cell R j of fJl. If f is a random variable, then the conditional mean of 
f given fJl, written M[f I fJl], is defined to be a function of w whose value 
at every point in the cell R j is the constant M[f I rj ]. 

Next, we observe that if M[f] exists and is finite, then M[f I fJl] 
exists and is finite. For, on cells of measure zero, the conditional mean 
is defined to be zero. If f.L(Rj ) > 0, then 

M[ If I I fJl] = M[ If I I R j] = f.L(~j) L1 Ifldf.L ~ f.L(~j) M[ If I ] < co. 

The next proposition provides an equivalent definition of the mean 
of f given Pi. 

Proposition 3-2: M[f I fJl] is characterized almost everywhere by 
these two properties: 

(1) M[f I fJl] is constant on each cell of fJl. 

(2) fR; fdf.L = fR j M[f I fJl]df.L. 

PROOF: We must show that M[f I fJl] has these two properties and 
that any random variable satisfying these properties is equal to the 

58 
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conditional mean of f given fJI a.e. Set g = M[f I fJI], and suppose 
first that g is known to be a conditional mean. Then g satisfies (1) by 
definition. If p.(Rj ) = 0, both sides of (2), are O. If not, equality 
again follows from the definition of M[f I fJI]. 

Conversely, if a function g satisfies (1) and (2), then it agrees with 
M[f I fJI] on all paths in cells of positive measure; that is, it agrees with 
M[f I fJI] a.e. 

We give two examples of conditional means. 

(1) Let the stochastic process be coin tossing and let 

RI = {w I xo(w) is a head} 

R2 = {w I xo(w) is a tail}. 

Let f be the total number of heads on the zeroth and first tosses. Then 

M[f I fJI] = {~ on RI 
"2 on R2 

and 
M[f] = (!)(i) + (!)(!) = l. 

(2) For any stochastic process and for any denumerable-valued 
random variable f, let fJI be the trivial partition {Q}. Then 

M[f I fJI] = M[f] 
on every path w. 

A partition fJI is said to be contained in f/, written fJI C f/, if every 
cell of 1Jl is a union of cells of f/. If fJI C f/, then fJI is the "coarser" 
subdivision, and f/ is called a refinement of fJIl. 

Proposition 3-3: Conditional means satisfy these properties: 

(1) M[M[f I f/] I fJI] = M[f I fJI] if fJI C f/. 
(2) M[M[f I f/]] = M[f] for any f/. 
(3) If g is constant on each cell of fJI, then M[g I fJI] = g a.e., and if 

M[fg] exists and is finite, then M[fg I fJIl] = gM[f I fJI]. 
(4) If f and g assume only finite range values and if M[f I fJI] and 

M[g I fJI] both exist and are finite, then M[f + g I fJI] exists, is 
finite, and is given by 

M[f + g I fJI] = M[f I fJI] + M[g I fJI]. 

PROOF: For (1) it is sufficient to show that 

r M[M[f I f/] I fJI]dp. = r M[f I fJI]dp. 
JRj JRj 
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since both functions are constant on cells of (JI. Applying property (2) 
of Proposition 3-2 three times, we have 

r M[M[f I 9'] I (JI]dlL = r M[f I 9']dlL JBj JB, 
= f f M[f I 9']dlL 

SICBI 

= f f fdlL 
SICBI . 

= r fdlL 
JBJ 

= Sa M[f I (JI]dlL· , 
The proofs of (3) and (4) use the same technique and are left to the 
reader. Property (2) follows from (1) with (JI taken as the trivial 
partition {D}. 

Definition 3-4: The cross partition (JI ® 9' of two partitions (JI and 
9' is the family of sets defined by 

(JI ® 9' = {Rj ("\ Sj I Rj E (JI, Sf E 9', R j ("\ Sj # 0}. 

}'or example, 

C]) = 

R s 
Since the intersection of measurable sets is measurable and since the 

sets {Rj ("\ Sf} are disjoint and exhaustive, a cross partition is a partition. 
In Example 2 of Section 2-7 we noted that every denumerable­

valued random variable determines a natural partition of D. We 
call the partition associated with the denumerable-valued random 
variable g, (Jig. In terms of the natural partition induced by g, we 
define the conditional mean of f given g, by 

1\I[f I g] = 1\I[f I (Jig]. 

Then M[f I g] is constant on sets where g is constant, and on the set 
where g = c for some constant c, M[f I g] has the value 1\I[f I g = c]. 

Observing that the operation of forming the cross partition of two 
partitions is both associative and commutative, we define more 
generally 

1\I[fn+l I fo A··· A fn] = M[fn+l I (JIfo ® ... ® (JIfn]. 
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If p is a statement with truth set P, we define 

Pr[p I fo /\ ... /\ fn] = M[Xp I fo /\ ... /\ fn], 

where XP is the characteristic function of the set P. 

61 

A sequence of random variables {fn} is said to be independent if, for 
every n and for every A, 

Pr[fn + 1 E A I fo /\ ... /\ fn] = Pr[fn + 1 E A] 

almost everywhere. The reader should show that if {fn} is a sequence 
of independent random variables, then 

M[fn+l I fo /\ ... /\ fn] = M[fn+d· 

In the special case in which, for each A, Pr[fn E A] does not depend on 
n, the random variables are said to be identically distributed. 

2. Properties of martingales 

With the background of Section 3-1, we proceed to define martingales 
and to give several examples of them. We still work with the prob­
ability space (Q, f!1J, /L) and a denumerable set of states S. We 
assume, however, that the set S is a subset of t:l" .. ,;tended real number 
system. 

Definition 3-5: Let Un} be a sequence of denumerable-valued random 
variables, and suppose fIlo C fill C ... is an increasing sequence of 
partitions of Q. The pair (fn' fIln) is called a martingale if three 
conditions are satisfied: 

(1) M[lfnl] is finite for each n. 
(2) fn is constant on cells of fIln. 

(3) fn = M[fn+l I fIln]· 

If (1) and (2) are satisfied and (3) is replaced by fn ~ M[fn+l I fIln], then 
(fn' .cJln ) is a supermartingale. If (1) and (2) are satisfied and (3) is 
replaced by fn ~ M[fn+l I fIln], then (fn' fIln) is a submartingale. 

For a martingale, condition (3) in Definition 3-5 implies condition 
(2), but for a supermartingale or a submartingale it does not. 

When we defined partitions in Section 2-7, we noted that every 
partition fIln determines a Borel field fIln * and that the Borel field 
satisfied fIln* C f!1J. Since fIln C fIln+l implies fIln* C ,fIln+l*' we see 
that a martingale is a stochastic process. The reader should notice 
that the condition that fn is constant on cells of fIln is equivalent to the 
condition that fn is measurable with respect to fIln *. 

Throughout the discussion of martingales, it is convenient to keep in 
mind the idea of a fair game, which we shall introduce as our first 
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example below . We shall see that the fair game is a special case of 
the following situation. Let fOI f1, ... be a sequence of denumerable­
valued random variables defined on a probability space such that 
MUfilJ is finite. Setting ~n = ~fo 0· .. 0 ~fn, we see that the 
sequence {~n} is clearly increasing. Therefore, only condition (3) of 
Definition 3-5 need be satisfied for (fn' &In) to be a martingale. In 
particular, we see that such a sequence of random variables forms a 
martingale if and only if 

M[fn+1 I fo A f1 A ... 1\ fn] = fn· 

When the partitions ~n are obtained from the &lfn in the way we have 
just described, we agree to refer to the pair (fn' ~n) simply as {fn}. 

We shall give three examples of martingales at this time. More 
examples will appear after we introduce Markov chains. 

(I) Let {y n} be a sequence of independent rand·om variables with 
denumerable range and let Sn = Yo + ... + Y n represent the nth 
partial sum. Then {sn} with its partition obtained from the &lSn in the 
natural way is a martingale if and only if M[Yk] = ° for every k. We 
have 

M[ Sn + 1 I So 1\ ... 1\ sn] = M[y n + 1 + Sn I So 1\ ... A Sn] 

= M[Yn+1 I So A ... 1\ Sn] 

+ M[ SIt I So 1\ ... 1\ Sn] 

= M[y n + 1 I So A . . . 1\ Sn] + SIt 

= M[y" + 1 I Yo A . . . 1\ y,,] + SIt 
= M[y" + 1] + Sn by independence 

= SIt if and only if M[Yn+1] = 0. 

A special case in which the Yk have identical distributions is the 
sequence of plays of a game of chance. A fair game is one in which the 
expected fortune M[ Sn + 1] at any time n + I is equal to the actual 
fortune Sn at time n. Matching pennies is a fair game, whereas roulette 
is unfair. A game like roulette that is favorable to the house is a 
supermartingale. From the calculation above, we see that a game is 
fair if and only if the mean amount won in each round is zero. 

(2) A particle moves on a line stopping at points whose coordinates 
are integers. At each step it moves n units to the right with prob­
ability {Pn}, where n = ... , - 2, - 1,0, 1,2, ... , only finitely many of 
the Pn are different from zero, Pn -# ° for some negative value and some 
positive value of n, and LPn = 1. The particle's position after j 
steps is Xj. Set f(8) = Lk p k 8k , and consider the positive roots of the 
equation f(8) = 1. Since 1"(8) > 0 for 8 > 0, there are at most two 
roots of the equation, and sincef(1) = 1, either one or two roots exist. 
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As 8 ---+ ° or 00,/(8) ---+ 00. Hence either 1 is a minimum point or there 
are two positive roots. If 1 is a minimum point, thenf'(I) = 0, and 
hence {x;} is a martingale, and if r is a root other than 1, then {rX/} is a 
martingale. The details of verifying these assertions are left to the 
reader. We shall need to use these results later. 

(3) Let n be the closed unit interval [0, 1] on the real line, let the 
measure of an interval be its length, and let flln be the partition 
{[O, 2- n], (2- n, 2·2- n], ... , ((2n - I)2- n, In. Let 1 be a monotone 
increasing function on [0, 1] and let fn be a function which is constant 
on the interval (c2- n, (c + I)2-n] and whose value at any point in the 
interval is 

2n(f((c + I)2-n) - l(c2- n)). 

Thus fn is an approximation to the derivative f', if it exists. The 
reader should verify that (fn' flln) is a martingale. 

3. A first martingale systems theorem 

In the first example in the preceding section, we saw that martingales 
bear some relation to gambling. A fair game is a martingale, a game 
favorable to the house is a supermartingale, and a game favorable to 
the player is a submartingale. A gambling system is a device to take 
advantage of the nature of a game of chance in order to increase the 
player's expected fortune. Systems theorems are theorems which 
prove that certain classes of gambling systems do not work. For our 
first systems theorem, which we shall need in the proof in the next 
section, we require a lemma. 

Lemma 3-6: Let {flln} be an increasing sequence of partitions and 
let {fn} be a sequence of random variables. Suppose Rk is a set in the 
Borel field fll k *. 

If (fn' flln) is a submartingale, then IRk fk + 1dl-' ~ IRk fkdl-'. 

If (fn' flln) is a martingale, then IRk fk+ 1dl-' = IRk fkdl-'. 

If (fn' flln) is a supermartingale, then IRk fk + 1dl-' :S; IRk fkdl-'. 

PROOF: We shall prove only the first assertion. By Proposition 3-2, 

IRk fk + 1dl-' = IRk M[fk + 1 I fllk]dl-' , and since {fn> flln} is a submartingale, 
we know that 

M[fk + 1 I fllk] ~ fk • 

The result follows immediately from integrating this inequality. 

Proposition 3-7: Let (fn' flln) be a submartingale, and suppose that 
{En} is a sequence of random variables such that En(W) = 1 or ° for every 
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wand such that the set {w I En(W) = I} is a set in flln *, the Borel field 
generated by flln• Define 

In = fo + Eo(fl - fo) + EI(f2 - fI ) + ... + En-I(fn - fn-I)' 

Then (In' flln) is a submartingale and M[ln] .:::; M[fn]. 

REMARK: Analogous results hold for martingales and for super­
martingales, but we need only what is proved here. 

PROOF OF PROPOSITION: We first show that M[ln+I I flln] 2: In. We 
have 

M[ln+I I flln] = M[ln + En(fn+I - fn) I flln] 

= M[ln I flln] + M[En(fn+I - fn) I flln] 

= In + M[En(fn+I - fn) I fll n]· 

Since {w I En(W) = I} is the union of cells of flln' En is constant on cells 
of flln. Thus by Proposition 3-3, the above expression 

= In + EnM[(fn+I - fn) I flln] 

= In + En(M[fn+I I flln] - fn), 
which is 

2: In 

because (fn' flln) is a sub martingale and En is non-negative. It remains 
to be shown that M[fn - In] 2: 0; we prove the result by induction on n. 
For n = 0, fo = 10 and M[fo - 10] = O. Suppose we have proved that 
In (fk - Ik)dj-L ~ O. Then we have Ik+I = Ik + Ek(fk+I - fk), and 
when we subtract both sides from f k + 1 , we get 

fk+I - Ik+1 = fk+1 - Ik - Ek(fk+I - fk) 

= (I - Ek)(fk+1 - fk) + (fk - Ik). 
Thus 

In (fk+1 - Ik+1 )dfL 2: In (1 - Ek)(fk+1 - fk)dj-L by hypothesis 

J (fk + 1 - fk)dj-L 
{£k(W)=O} 

2: 0 by Lemma 3-6. 

To see the connection of Proposition 3-7 to gambling systems, we 
again consider Example 1 of Section 3-2. We take the partial sums 
Sn as the fn' and we observe that the differences Sk - Sk -1 in the 
definition of sn are simply the random variables Y k' The sn become 
modified fortunes, fortunes changed by not playing in every round of 
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the game. When Ek = 1, the player participates in the k + 1st game; 
and when Ek = 0, he does not. The whole set of E'S, therefore, 
represents a gambling system; the condition that the set of paths for 
which En(W) = 1 be the union of cells of gtn is the condition that the 
system not depend on any knowledge of the future. For the special 
case in which the process is a submartingale, the expected fortune after 
time n + 1 is greater than or equal to the fortune at time n and the 
game is favorable for the player. The content of Proposition 3-7 is 
that the player's expected fortune after time n + 1 would not have 
been increased by a system which caused him not to play in certain 
rounds. 

4. Martingale convergence and a second systems theorem 

In this section we shall prove two theorems which will be of great use 
in our treatment of Markov chains. The two results will indicate the 
value of recognizing martingales when they appear in our later work. 

Definition 3-8: Let {fn} be a sequence of random variables defined on 
points w, and let rand s be numbers with r < 8. An upcrossing of 
[r,8] is said to occur between n - k and 'It for the point W if these 
conditions are satisfied: 

(1) fn-k(w) :$ r 
(2) r < fn-k+m(w) < 8 for 0 < m < k 
(3) fn(w) ;::: 8. 

The reader should notice that no two upcrossings overlap. 

------------------------~~-----s 

Mter three preliminary results, 
Martingale Convergence Theorem. 
Up crossing Lemma. 

we proceed with a proof of the 
Proposition 3-11 is known as the 

Lemma 3-9: If (fn, gtn) and (gn, gtn) are sub martingales, then so is 
(sup (fn, gn), gtn)· 
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PROOF: 

J ifnid", + J igni d", < 00. 

Ifni'" Ignl Ifni < Ignl 

The function sup (fn' gn) is clearly constant on cells of flln if fn and gn 
each are. Furthermore, 

and 

so that 

Lemma 3-10: If (fn' flln) is a martingale, M[fn] = M[fn- 1]. If 
(fn' flln) is a supermartingale, M[fn] .$ M[fn _ d. If (fn' flln) is a sub­
martingale, M[fn] 2: M[fn - d. 

PROOF: The result is immediate from Lemma 3-6 when Rk is taken 
as Q. 

Proposition 3-11: Let (fj' fllj) be a sub martingale, and let (3(w) be 
the number of upcrossings of [r, 8] between times 0 and n. Then 

PROOF: Consider first the special case fk 2: 0 for 0 .$ k .$ nand 
r = O. Let Ik be defined as in Proposition 3-7 with the €'s to be 
specified. For a given path w, define, by induction on m, €m(w) = 1 
whenever fm(w) = 0, and let €m+k(W) = 1 as long as fm+k(W) < 8. As 
soon as fm(w) 2: 8, require that €m(w) = 0 until m is large enough so 
that fm(w) = 0 again. Then 1m measures the increase in the sequence 
fo(w), ... , fn(w) during up crossings (plus a possible "partial upcrossing" 
at the end) and is greater than or equal to the minimum increase in 
each upcrossing multiplied by the number of upcrossings. That is, 

8'(3(w) .$In(w). 
Hence 

which by Proposition 3-7 is 
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Therefore, 
M[~] :$ (l/s)M[fn] 

and the special case is proved. For a general sequence {fn} and general 
r, consider the function (fk - r) +, which is the supremum of the zero 
function and the function fk - r. It is readily verified that constant 
functions are martingales and that the difference of a submartingale and 
a martingale is a submartingale. Thus (fk - r, fJtk ) is a submartingale 
and by Lemma 3-9 ((fk - r)+, fJtk ) is a submartingale. Applying the 
special case proved above to (fk - r)+ and upcrossings of [0, 8 - r], we 
find 

(8 - r)M[~] :$ M[(fn - r) +] 

:$ M[lfn - rl] 

:$ M[jfnl + IrlJ 

= M[jfnlJ + Irl 

and the proof ofthe Upcrossing Lemma is complete. 

Theorem 3-12: If (fn' fJtn) is a submartingale with the property that 
M[lfnl] :$ K < 00 for all n, then 

lim fn(w) 
n--<Xl 

exists and is finite for almost all points w. 

PROOF: Failure of almost-everywhere convergence means that there 
exists a set of points w of positive measure for which the sequence 
diverges. At least one of two things must happen. Either fn(w) for 
each fixed w in a set of positive measure oscillates infinitely often 
above . and below rationals r(w) and 8(W) with r(w) < s(w), or else 
Ifn(w)1 diverges to +00 on a set of positive measure. We consider the 
cases separately. 

(1) Suppose Ifn(w)1 diverges to +00 on a set E of positive measure m. 
Then by Fatou's Theorem 

r lim inf Ifn(w)ldp. :$ lim inf r If,,(w)ldp. 
JE " n JE 

:$ lim inf i If,,(w)jdp. 
" a 

= lim inf M[jf"l] 
" 

:$ K. 
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But lim inf Ifn(w}j = +00 on E, and E has positive measure m. Thus 
the left side of the inequality is infinite, and we have arrived at a 
contradiction. 

(2) Suppose fn(w) oscillates infinitely often above and below rationals 
r(w) and 8(W) on a set of positive measure m. Order the set of all pairs 
of rationals (which is a denumerable set) and call the kth pair qk' 
Consider the denumerable family of sets Ak defined by Ak = {w I fn(w) 
oscillates infinitely often above and below the rationals of the pair qk}' 
It is possible for more than one set to have the same point in it, but, on 
the other hand, every point w for which fn(w) oscillates infinitely often 
is in some A k • Therefore, 

and there must exist a t for which p.(At) > 0. That is, for every w in a 
set At of positive measure, fn(w) oscillates infinitely often above and 
below fixed rationals rand 8 with r < 8. Let ~n(w) be the number of 
upcrossings of [r, 8] by fo(w), ... , fn(w). By Proposition 3-11, 

M[~n] ~ M[I!n~ ; Irl 

~ _K_+----!,.I r-!I 
8 - r 

= c for every n. 

Furthermore, the ~n are non-negative and increasing with n to a func­
tion ~, so that M[~] = lim M[~nJ ~ c by the Monotone Convergence 
Theorem. But M[~] = + 00 since there are infinitely many upcrossings 
on a set of positive measure. This contradiction establishes the 
Martingale Convergence Theorem. 

Corollary 3-13: Every non-negative supermartingale converges to a 
finite-valued function almost everywhere. In particular, every non­
negative martingale converges almost everywhere. 

PROOF: If (fn' &in) is a non-negative supermartingale, then ( - fn' &in) 
is a submartingale. Since fn ~ 0, 1- fn 1 = fn and hence M[i - fn 1 J ~ 
M[foJ by Lemma 3-10. Therefore, { - fn} converges almost everywhere 
by Theorem 3-12, and so does {fn}. 

We postpone a discussion of applications of Theorem 3-12 and 
Corollary 3-13 to the next section. We shall find that the corollary is 
used more frequently than the theorem itself. 
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A random time which is finite almost everywhere is called a random 
stopping time or simply a stopping time. If t is a stopping time, then 
the set n:= 1 {w I t{w) ~ n} has measure zero. If {fn} is a sequence of 
random variables, we define a function ft almost everywhere by 

Since 
co 

{wlft{w} < c} = U {{w I t{w} = n} ('\ {w I fn{w} < c}), 
n=l 

ft is a random variable. 

Lemma 3-14: If {fn' 8ln} is a martingale and if t is a stopping time for 
which In ftd/L exists, then for any n 

PROOF: We have 

which by Lemma 3-6 

f fnd/L + f ftd/L. 
USn} U> n} 

Theorem 3-15: If {fn' 8ln} is a martingale and if t is a stopping time, 
then M[ftJ = M[foJ if 

{I} M[lftlJ < 00, and 

(2) li~ f fnd/L = O. 
U>n} 

REMARK: Analogous results hold for submartingales and for super­
martingales. Inequalities replace the equality in the conclusion. 
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PROOF OF THEOREM: By (1), fa ftdp. exists, so that Lemma 3-14 
applies. Thus, for any n, 

which by Lemma 3-10 

= 50 fodp. -

Using condition (1) together with Corollary 1-17 and the complete 
additivity of the integral as a set function, we see that 

lim 
n 

Corollary 3-16: Suppose (fn' ~n) is a martingale defined on a space Q 
of finite total measure and t is a stopping time. If Ifni :::; K for all n, 
then M[ftJ = M[foJ. 

PROOF: We must show the two conditions of Theorem 3-15 are 
satisfied. For (1) we have 1ft I :::; K by definition, and hence f t is 
integrable. For (2) we have 

:::; J Kdp. 
It> n} 

= Kp.({w I t(w) > n}) 

---+ 0. 

In terms of gambling systems, the result of Lemma 3-10, namely that 
for martingales M[fnJ = M[foJ, states that the expected fortune at any 
fixed stopping time is equal to the initial fortune if the game is fair. 
That is, the fairness of a game is not altered by deciding in advance to 
stop playing at some fixed time. But what about a system where the 
player stops according to how the game is going? The system he 
adopts is represented by the random time t, and Theorem 3-15 and 
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Corollary 3-16 give sufficient criteria for the game still to be fair. 
Corollary 3-16 by itself is a general result; it covers the situation, for 
example, where the game stops if either the player or the house goes 
bankrupt. If the game does stop under such circumstances, the 
corollary states that the fairness of the game is not altered by any 
gambling system whatsoever. Similar remarks apply to super­
martingales. If the amount of money that a player has is limited, no 
system that he adopts for stopping according to how the game is going 
will make an unfair game favorable. 

The following proposition is useful in proving that certain random 
times are stopping times. 

Proposition 3-17: Let (fn' Gln ) be a martingale, let t be a random 
time, and let fn be the stopped process with 

fn(w) = fmin(n.t(w»(w). 

Then (fn' Gln) is a martingale. 

PROOF: We first note that M[ I fn I] < 00 since I fn I ::; 2} = 0 I f} I and 
each f} is integrable. Next, let R be a cell in Gln with Il-(R) of- o. In R 
we have 

M[fn+l I Gln] = Il-(~) L fn+1dll-

= Il-(~) [ f fn+ldll- + f fn+1dll-] 
Rn{i';n} Rn{t> n} 

= Il-(~) [ f fndll- + f fn+ldll-] 
Rn{t';n} Rn{t> n} 

by definition of fn. Since (fn' Gln) is a martingale and {t > n} is in 
Gln , the above expression by Lemma 3-6 is 

= Il-(~) [ f fndll- + 
Rn{bn} 

= Il-(~) [ f fndll- + 
Rn{bn} 

= Il-(~) L fndll-. 

The last expression equals fn since fn is constant on R. 

The application of Proposition 3-17 is this: Let (fn' Gln) be an integer­
valued martingale, and let S be a set of integers. Let the martingale 
almost surely have the property that it can be constant from some time 
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on only for values in S (and possibly for no values). We stop fn the 
first time it takes on a value in S. That is, we let t be the first time 
that fn is in S, and we introduce the stopped process tn. If the values of 
tn are bounded from below or from above, then the "stopped process," 
is almost sure to stop. The proof proceeds as follows. 

First, assume that tn 2:: o. Then (tn' fJln) is a non-negative martin­
gale, by Proposition 3-17, which must converge a.e. to a finite value 
depending on w. Since by hypothesis these values must be in S for 
a.e. w, the process {tn} almost surely stops. Next, if {tn} is bounded 
below, apply the result for non-negative martingales to tn plus a 
suitable constant. Finally, if tn :S c, apply the result for {tn} bounded 
below to {-tn}. 

These results are used in the next section in Examples 1 and 4. In 
Example 1 a fair game is stopped when it leaves a certain finite set, 
whereas in Example 4 it is stopped when a positive value is reached for 
the first time. By the above argument these random times are 
stopping times. 

Proposition 3-18: Let fJlo C fJl1 C ... be an increasing sequence of 
partitions and let fJl* be the smallest augmented Borel field containing 
the field U fJln *. Let f be a random variable measurable with respect 
to fJl* and having finite mean, and set gn = M[f I fJln]. Then (gn' fJln) 
is a martingale, and 

n .... oo 

almost everywhere. 

PROOF: We may assume that f 2:: 0 since the general case follows by 
considering f+ and f- separately. Then gn 2:: 0 and M[lgnl] = 
M[f] < 00 by conclusion (2) of Proposition 3-3. Since, in addition, 

M[gn+l I fJln] = M[M[f I fJln+d I fJln] 
= M[f I fJln] by (1) of Proposition 3-3 

= gn' 

we see that (gn' fJln) is a non-negative martingale. By Corollary 
3-13, g = lim gn exists a.e. We shall prove that g = f a.e. 

First we prove that the gn are uniformly integrable. Let E > 0 be 
given. Choose, by Proposition 1-47, S > 0 small enough so that 
/-,(E) < S implies IE fd/-, < E. Now 

N /-,( {gn ~ N}) :S M[gn] = M[f] 
or 
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Choose N large enough so that the right side is less than S_ Then for 
all n we have 

f fd,." < €-

(gn <!N) 

Since 

by Lemma 3-6, we conclude the gn are uniformly integrable. 
Let E be any subset of PAn *. For m ~ n, 

By uniform integrability and Proposition 1-52, 

Therefore 

for all E in U PAn *. The two sides of this last equation, considered as 
set functions, are equal on U PAn *. By the uniqueness half of Theorem 
1-19 they must be equal on PA*. That is, f and g are measurable with 
respect to PA* and satisfy 

L fd,." = L gd,.". 

Taking E successively to be the set where f ~ g and the set where 
f :s; g and applying Corollary 1-40, we find that f = g a.e. 

5. Examples of convergent martingales 

Four examples will serve at present to illustrate Theorems 3-12 and 
3-15. Each of the first three refers to the correspondingly numbered 
example in Section 2. 

EXAMPLE 1: The sequence {sn} of nth partial sums of the independent 
random variables Yn forms a martingale if M[Yn] = 0. Suppose the Yn 
have identical distributions and mean zero, suppose they assume only 
the values 0, 1, and --I, and suppose that the process is stopped when­
ever sn{w) = M or sn{w) = - N. {Mean zero implies that the outcomes 
+ 1 and -1 are equally likely.} The player of the fair game is ruined 
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if sn(w) ever equals -N and he breaks the bank if sn(w) = M. Set 

p = Pr[player breaks the bank] 
and 

q = Pr[player is eventually ruined]. 

By the remarks following Proposition 3-17, P + q = 1. In this 
situation, Corollary 3-16 applies and 

o = M[so] = M[st] = p.M + q( -N) 
= pM + (1 - p)(-N) 

or 
N 

P=M+N 
and 

M 
q = M + N· 

EXAMPLE 2: With the particle moving on the line, suppose there is an 
r > 0 which is a root of the equationf(s) = 1. We shall assume that 
r < 1. Then {rXn} is a non-negative martingale, and by Corollary 3-13, 
{rXn} converges to a limiting function a.e. Since Xn is integer-valued, 
this convergence means either 

(1) for almost all w,thereisanN such that ifn ~ N,thenxn = xN,or 
(2) limxn = +00. 

Now X N = X N + 1 = X N + 2 = ... = XN+k means that the particle fails to 
move for k consecutive steps. Since such a thing happens with 
probability POk < 1, the probability that Xn = X N for all n ~ N is 
zero. Thus case 1 is eliminated, and we have established that lim Xn = 
+00 a.e. That is, for any k and for almost all w, xn(w) = k for only 
finitely many n. 

EXAMPLE 3: When the fn's are the difference quotients of a monotone 
function f, the pair (fn' &In) forms a non-negative martingale. By 
Corollary 3-13, fn converges to a limiting function at almost all points. 
The limiting function will turn out to be the derivative off. However, 
our argument considered only nested partitions, and hence it provides 
only part of the proof of the existence of l' a.e. 

Next we consider an example where Theorem 3-15 is not applicable. 

EXAMPLE 4: Suppose that a player plays the fair game of Example 1 
and that he stops the first time that he is ahead. The process is 
stopped when sn(w) = 1. We have already seen that this is a stopping 
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time. Then So = 0, and St = 1 a.e. Hence M[so] = 0 oF 1 = M[stJ. 
Why is the theorem not applicable 1 Condition (1) is clearly satisfied. 
However, 

o = f sndp' = f sndp' + f sndp.. 
Usn} U>n} 

The first term equals the probability that 1 has been reached and tends 
to 1. Hence the second term tends to -1, not to O. Thus condition 
(2) is violated. 

In practice this gambling strategy cannot be implemented, since the 
gambler would need infinite capital to be able to absorb arbitrarily 
large losses. 

6. Law of Large Numbers 

The Strong Law of Large Numbers, which may be derived from the 
Martingale Convergence Theorem, is formulated as follows. 

Theorem 3-19: Let {Yn} be a sequence of independent identically 
distributed random variables with finite mean a = M[Yk]' If Sn = 
Y1 + ... + Yn and s* = sn/n, then 

Pr[lim sn * = a] = 1. 
n 

We shall prove the theorem for the special case where the random 
variables have finite range; say, Pr[Yk = j] = Pi for a finite number of 
j's. For more generally applicable proofs the reader is referred to the 
bibliography. (See Feller [1957], pp. 244-245, for an elementary proof 
in the case Yn is denumerable-valued; and see Doob [1953], pp. 334-342, 
for a general proof using the Martingale Convergence Theorem.) 

We introduce a useful tool, the generating function 

It is a well-behaved function. satisfying '11(1) = 1 and '11'(1) = a. Let 

tk 
f(k, n) = '11(t)n 

for some t > 0 to be specified. We shall show that {f(sn' n)} is a mar­
tingale. The conditional mean off(sn+1' n + 1) given Sn = k is 
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Since M[f(so, 0)] = 1 < 00, {j(sn' n)} is a martingale, and it is clearly 
non-negative. Thus, by the Martingale Convergence Theorem, 
!(sn, n) converges to a finite limit a.e., where 

!(sn, n) = f;B,./cp(t)n = [es.*/cp(t)]n. 

Fix E > 0, let b = a + E, and form the function g(t) = tb/cp(t). Since 
g(l) = 1 and g'(l) = b - a > 0, we have g(to) > 1 for some sufficiently 
small to greater than 1. If Sn *(w) ~ b, we have 

[to1n .(01) /cp(to)] ~ g(to) > 1, 

and hence if sn *(w) ~ b for infinitely many n, then !(sn(w), n) has a 
subsequence tending to +00. By the convergence of!, we conclude 
that 

lim sup Sn *(w) :::;; b = a + E 

a.e. Similarly, by choosing a suitable t < 1 we would find that 

lim infsn*(w) ~ a - E 

a.e. Since E is arbitrary, Sn * converges to a with probability one. 

7. Problems 

1. Show that if {f,J are denumerable-valued independent random variables, 
then 

Show also that 

Pr[fo E Ao " fl E Ai " ... " f" E An] = Pr[fo E Ao]· ...• Pr[fn E A'll 

2. Let {fll} be a sequence of denumerable-valued independent random 
variables and let {gil} be a sequence of Borel-measurable functions 
defined on the real line. Show that {gn(fn)} is a sequence of independent 
random variables. If the fn are identically distributed and all the gn's 
are equal to g, show that the g(fSs are identically distributed. 

3. Verify that Examples 2 and 3 of Section 2 are martingales. 
4. Prove that if (fn, Bln ) and (gn, BlII ) are martingales, then so is (fn + g,p Bln ). 

Does the same hold for (fngll , BlII) 1 
5. Prove that if (fn, Bln ) and (gn, Bln ) are non-negative supermartingales, 

then so is (min (fn, gil)' Bln }. 

6. Prove that if (f,p Bln ) is a martingale, then (If'll, BlII) is a submartingale. 
If the fn form a martingale on their cross partitions, do the If'll form a 
submartingale on their own cross partitions? 

7. Let (fn, Bln ) be a submartingale. Prove that, for any c > 0, 

cPr [max f; ~ cJ :s; M[lf"ll 
t:s;n 

[Hint: Take as stopping time the first time c is surpassed, or n, whichever 
comes first.] 
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8. Prove that every submartingale can be written as the sum of a martingale 
and an increasing submartingale. [Hint: If (xn,91n ) is given, put 
fo = 0, fn = M[xn 19In - 1] - xn- 1 , zn = fo + ... + fn' and Yn = Xn -zn·] 

9. Consider the following stochastic process: A white and a black ball are 
placed in an urn. One ball is drawn, and this ball is replaced by two of 
the same color. Let fn be the fraction of white balls after n experiments. 
(a) Prove that {fn} is a martingale. 
(b) Prove that it converges. 
(c) Prove that the limiting distribution has mean t. 
(d) Prove that the probability of ever reaching a fraction! of white 

balls is at most i. [Hint: Use Problem 7.] 
10. We consider an experiment with each outcome one of two possible out­

comes H or T. We have two different hypotheses A and B as to how the 
underlying measure for a stochastic process should be assigned. For a 
given sequence HHT ... H we denote by pl\(HHT . .. H) the assignment 
under hypothesis A and by rl\(HHT ... H) the assignment under 
hypothesis B. Let In be defined by 

In(HHT .. . H) = Pn(HHT .. . H). 
rn(HHT .. . H) 

(a) Show that if the measure is defined by hypothesis B, then {fn} is a 
martingale and hence converges a.e. 

(b) Specialize to the case of tossing a biased coin. Let hypotheses A 
and B be that the probability of heads is, respectively, P and r. 
Show that if the measure is defined by hypothesis B, then {fn} 
converges to 0 a.e. if P # r. 

Problems 11 to 13 concern a type of stochastic process employed by psychol­
ogists in learning theory. The state space consists of the rational points on 
the unit interval, and we are given two rational parameters, 0 < b :s; a < 1. 
From a point x the process moves to bx + (1 - a) with probability x, or to 
bx with probability 1 - x. It is started at an interior point xo. 

11. Show that if b = a, then {xn} is a martingale. 
12. Prove that the process converges either to 0 or to 1, and compute the 

probability of going to 1 as a function of the starting position Xo. 

13. Show that if b < a, then {xn} is a supermartingale and the process 
converges to 0 a.e. 

Problems 14 to 18 concern the notion of conditional mean given a Borel 
field and show how it generalizes the notion of conditional mean given a 
partition. It will be necessary to know the Radon-Nikodym Theorem to 
solve Problem 14. Let (D, [fI, IL) be a probability space in which every 
subset of a set of measure zero is measurable. 

14. If f is a random variable such that M[lflJ < ex> and if ~ is a Borel field 
contained in [fI, show that there exists a function M[f 1 ~] defined on D 
satisfying 
(i) Mrf 1 ~] is measurable with respect to ~', the augmented field 

obtained from ~. 
(ii) If G is a set in ~, then fG fdlL = fG M[f 1 ~]d/L. 
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Show that M[f I ~] is unique in this sense: Any two functions satisfying 
(i) and (ii) differ only on a set of JL-measure zero. We can therefore 
define any determination of M[f I ~] to be the conditional mean of f 
given ~. 

15. Show that if ~ is the Borel field generated by a partition 91, then 
M[f I ~] = M[f 191] a.e. Show that if ~ = 31, then M[f I ~] = f a.e. 

16. State and prove a result for these conditional means in analogy with 
Proposition 3-3. [Hint: In (3), the condition that g be constant on cells 
of 91 should be replaced with the condition that g be measurable with 
respect to ~.] 

17. Generalize the definition of martingale in Definition 3-5, using these 
conditional means. Verify that the statements and proofs of Lemma 3-6, 
Proposition 3-7, Lemmas 3-9 and 3-10, Proposition 3-11, Theorem 3-12, 
and Corollary 3-13 apply with only minor changes to this generalized 
notion of martingale. Perform the same verification for Lemma 3-14, 
Theorem 3-15, Corollary 3-16, and Proposition 3-17. 

18. Prove the following generalization of Proposition 3-18: Let ~o C ~l C ... 
be an increasing sequence of Borel fields in 31, let ~ be the least Borel 
field containing U ~n' and let f be a random variable with M[lfll < 00. 
Then (M[f I ~ n], ~ n) is a martingale, and 

lim M[f I ~n] = M[f I ~] 
n-oo 

a.e. 



CHAPTER 4 

PROPERTIES OF MARKOV CHAINS 

1. Markov chains 

During all of our discussion of Markov chains, we shall wish to 
confine ourselves to stochastic processes defined on a sequence space. 
We have shown that an arbitrary stochastic process may be considered 
as a process on a suitable Q in which the outcome functions in are 
coordinate functions. We see, therefore, that in a sense no generality 
is lost by discussing Markov chains in terms of sequence space. 

Definition 4-1: Let (.0, f!lJ, p.) be a sequence space with a denumerable 
stochastic process {xn} defined from .0 to a denumerable state space S 
of more than one element. The process is called a denumerable 
Markov process if 

Pr[xn + 1 = Cn + 1 I Xo = Co A ••. A xn- 1 = cn - 1 A xn = Cn] 

= Pr[xn + 1 = Cn + 1 I xn = cn] 

for any n and for any Co, ••• , Cn + 1 such that 

Pr[xo = Co A .•. A xn = Cn] > O. 

The condition that defines a Markov process is known as the Markov 
property. If a denumerable Markov process has the property that for 
any m and n and for any Cn' Cn + 1 such that Pr[ Xm = cn] > 0 and 
Pr[xn = cn] > 0, 

Pr[xn + 1 = Cn + 1 I Xn = cn] = Pr[xm + 1 = Cn + 1 I Xm = cn] 

holds, then the process is called a denumerable Markov chain. The 
condition that defines a Markov chain is called the Markov chain 
property. 

All Markov chains that we shall discuss will be denumerable. From 
Proposition 2-8 we immediately have the following result. 

79 
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Proposition 4-2: The measure on the space for a Markov chain is 
completely determined by 

(1) the starting probabilities, Pr[xo = i], and 
(2) the one-step transition probabilities, the common value of 

Pr[xn+ 1 = j I Xn = i] for all n such that Pr[xn = i] > O. 

If S is the set of states for a Markov chain, we customarily denote 
representative elements of S by i, j, k, ... , and O. For any Markov 
chain we define on the set S a row vector 7T and a square matrix P by 

7Tt = Pr[xo = i], 

Pjj = Pr[xn+ 1 = j I Xn = i], where Pr[xn = i] > O. 

The vector 7T is the starting distribution, and the matrix P is the 
transition matrix for the chain. They satisfy the properties 7T ~ 0, 
7T1 = 1, and P ~ O. If Pr[xn = i] = 0 for all n, then the ith row of 
P is not covered by the above definition, and we shall agree to take 
P ij = 0 for all j in this case. 

The definition of P implies that, for each i, (P1)i = 1 or O. It will 
be convenient, however, to think of Markov chains from a point of view 
which allows P to be any matrix with P ~ 0 and P1 :0; 1. To do so, 
we shall admit the possibility that some of the paths in the sequence 
space are of finite length. Intuitively a path of finite length is one 
along which the Markov chain can" disappear"; the process disappears 
from state i with probability 1 - (P1 )i' Mathematically paths of 
finite length can be introduced as follows: Suppose a Markov chain with 
state space S has a distinguished state 0 for which 7To = 0 and Poo = l. 
We shall sometimes identify entry to state 0 with the act of disappearing 
in a process with state space S - {O} which also will be called a Markov 
chain. The transition matrix for the new Markov chain is the same as 
the original one except that the Oth row and column are omitted. Any 
path in the original process which has 0 as an outcome is now thought of 
as a path of finite length which terminates before the first occurrence of 
O. The original process can be recovered from the new process by 
re-introducing state 0 to the state space and by requiring that the 
transition probabilities to state 0 in the original process be the same as 
the probabilities of disappearing in the new process. With these con­
ventions a Markov chain determines a vector 7T and a matrix P with 
7T ;,:: 0, 7T1 = 1, P ~ 0, and P1 :0; 1. 

Conversely, if 7T is a row vector defined on S for which 7T ~ 0 and 
7T1 = 1 and if P is a square matrix defined on S for which P ~ 0 and 
P1 :0; 1, then 7T and P define a unique Markov chain with state space S 
by Theorem 2-4. If (P1)j < 1, then the process has positive probability 
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equal to 1 (P1)j of disappearing each time it is in state j. Whenever 
convenient, the act of disappea.ring may be thought of as entry to an 
ideal state adjoined to S. 

Any state i of a Markov chain P for which PH = 1 is said to be an 
absorbing state. If outcome i occurs at some time, the process is said 
to enter the absorbing state and to become absorbed. It is easily seen 
that once the process has been absorbed, it is impossible for it to leave 
the absorbing state. 

If P is a Markov chain with starting distribution TT and if q is a state­
ment about the process, we denote the probability of q by Pr,,[q]. If 

{
I when k = i 

TTk = 0 otherwise, 

we may alternatively write Prj[q]. Similarly if f is a random variable, 
we write Mn[f] or Mj[f], depending on the starting distribution. With 
this notational convention, we are free to discuss a whole class of 
Markov chains at once. The class contains all chains whose transition 
matrices are some fixed matrix P, and two chains of the class differ 
only in their starting distributions. Most of our treatment of Markov 
chains will be on this more natural level, where a matrix P, but no 
distribution TT, is specified. 

We conclude this section with a simple but useful proposition. Its 
proof is left to the reader. 

Proposition 4-3: If P is a Markov chain, then for n ~ 0, 

Prj[xn = j] = (pn)jj 
and 

Prn[Xn = j] = (TTpn)j. 

We shall use the notation P\1j> for (pn)jj, the n-step probability from 
ito j. 

2. Examples of Markov chains 

We give ten examples of Markov chains; we shall refer to all of them 
from time to time. 

EXAMPLE 1: Weather in the Land of Oz. 
The Land of Oz is blessed by many things, but good weather is not 

one of them. They never have two nice days in a row. If they have a 
nice day, they are just as likely to have snow as rain the next day. 
If they have snow (or rain), they have an even chance of having the 
same the next day. If there is a change from snow or rain, only half of 
the time is this a change to a nice day. 
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The weather is conveniently represented as a Markov chain with the 
three states S = {Rain, Nice, Snow}. The transition matrix becomes 

R 

P=N 

S 

R N S 

(! o 

EXAMPLE 2: Chain with a set of states E made absorbing. 
Let P be an arbitrary Markov chain with S the set of states. Let a 

subset E of S be specified. We modify the original process by requiring 
that if the process is ever in a state j of E, it does not leave that state. 
The new process is also a Markov chain; its transition matrix P' differs 

• from the P-matrix in that P;j = 1 and P;i = 0 for every j E E and for 
every i -# j. The new process is called the chain with E made 
absorbing. 

EXAMPLE 3: Finite drunkard's walk. 
A drunkard walks randomly on a street between his house and a 

lake, starting at a bar in the middle. He has some idea of which way 
is home. The steps along the way are labeled by the integers from 0 
to n; the bar, some integer i between 0 and n, is the starting state, and 
the drunkard moves one step toward home (state n) with probability p 
and one step toward the lake (state 0) with probability q = 1 - p. 
States 0 and n are absorbing. We assume that p -# 0 and p -# 1. 
The transition matrix is 

0 1 2 3 n- 1 n 
0 1 0 0 0 0 0 

1 q 0 P 0 0 0 

P= 2 0 q 0 p 0 0 

n- 1 0 0 0 0 0 p 

n ° 0 0 0 0 1 

The reader should verify that if p = !, then {xn} is a martingale and 
that if p -# !, then {(q/p)Xn} is a martingale. 

EXAMPLE 4: Infinite drunkard's walk. 
For this process, which is an extension of the one in Example 3, the 

states are the non-negative integers, and state 0 is absorbing. For 
each i > 0, we have 

Pi,i+l = p, Pi.i-l = q; and p + q = 1. 
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We assume P =F 0 and q =F o. The transition matrix is 

0 I 2 3 

0 

(~ 
0 0 0 

""") p= I 0 P 0 ... 
2 q 0 P 

... 
If P = t, then {xn} is a martingale, and if P =F t, then {(qjp)Xn} is a 
martingale. 

EXAMPLE 5: Basic example. 
A sequence of tasks is to be performed in a certain order, each with 

its own probability of success. Success means that the process goes 
to the next state; failure means that the process must start over at state 
o. Thus the states are the non-negative integers, and with each 
positive integer i we associate two probabilities PI and qi such that 
Pi + ql = 1. The value Pi is the transition probability from state 
i-I to state i, and ql is the transition probability from state i-I to 
o. Thus PI is the probability of succeeding in the ith task. We 
aSsume that PI < I for infinitely many i, and we normally assume that 
Pi > 0 for every i. The transition matrix is 

0 I 2 3 

0 r PI 0 0 

""") p= I q2 0 P2 0 ... 
2 q3 0 0 P3 

\: ... 
In connection with this example, we define a row vector f1 by 

f10 = I 

I 

f1! = TI Pk· 
k=1 

Then f1i is the probability of i successes in a row after the process starts 
at o. The reader should verify that a necessary and sufficient condition 
for f1 = f1P is that limi-+ao f1i = o. This Markov chain will be referred 
to hereafter as "the basic example." 

EXAMPLE 6: Sums of independent random variables. 
The states of a Markov chain P are the elements of an index set I on 

which an operation of addition is defined in such a way that I becomes 
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an abelian group. A probability distribution {Pt} defined on I satisfies 
Pi ~ 0 and 2Pt = l. The Markov chain P is defined by PH = Pi-t. 

The name of this Markov chain is derived from thinking of per­
forming independent experiments which have probability Pt of outcome 
i. The states of the chain are the partial sums of these results, and 
the sum changes from i to j with probability p t•t + k = Pk if j = i + k. 

For the case in which the index set I is the set of integers with the 
usual concept of addition defined on them, martingales arise as in 
Example 1 of Section 3-2. We shall apply these ideas in Chapter 5. 

EXAMPLE 7: Two classes of random walks. 
We shall be concerned especially with two kinds of random walks. 

The symmetric random walk in n-dimensions is defined to be a sums of 
independent random variables process on the lattice of integer points 
in n-dimensional Euclidean space. The transition probability from 
one lattice point to another is (2n)-l if the two points are a Euclidean 
distance of one unit apart; the transition probability is zero otherwise. 
Thus, from each point the process moves to one of 2n neighboring 
points with probability (2n)-l. 

A second kind of random walk with which we shall be concerned is a 
sums of independent random variables process on the integers with 
Pj.l+ 1 = P and Pj,j-l = q for every i. We shall call this process the 
p-q random walk. If P = q = i, then {xn} is a martingale, and if 
P :F i, then {(qJp )Xn} is a martingale. 

EXAMPLE 8: General random walks on the line. 
The state space for a random walk on the line is the set of integers, 

and for each integer i, three probabilities Pi> qj, and rj with Pi + qj + 
T j = 1 are specified. A Markov chain is defined by 

PU + 1 = Pi 
p t •j - 1 = qi 

P i •t = Tj' 

The drunkard's walk and the p-q random walk are both special cases. 
An important case of random walks on the line which we have not 

discussed yet is the reflecting random walk. For this chain the process 
is started at a state which is a non-negative integer, and the assumption 
is made that qo = O. The process never reaches the negative integers, 
and the state space may just as well be taken as {O, 1,2, ... }. 

EXAMPLE 9: Branching process. 
The state space is the set of non-negative integers, and a fixed 

probability distribution P = {Po, Pl' P2' ... } is specified. Suppose the 
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mean L: kpk of pis m. Let {Yn} be a sequence of non-negative integer­
valued independent random variables with common distribution p, and 
set Sn = Yl + ... + Yn' Let prJ = Pr[sn = j]. Then the branching 
process is defined to be a Markov chain with transition probabilities 
Pjj = Pj(/)' 

The usual model is the following. A species of bacteria has the 
distribution P representative of the number of offspring one such 
bacterium has before it dies. The value of Yk represents the number of 
offspring the kth bacterium has while it is alive, and Sn represents the 
total number of bacteria produced by n bacteria in one generation of 
the colony. The rth position, x" of the stochastic process is the 
number of bacteria in the rth offspring generation. 

As we have noted, the branching process is a Markov chain. Let 
{xn} be the outcome functions for the chain started in state 1 (that is, 
with one bacterium in the colony initially), and suppose the mean m is 
finite. Then {x"/m"} with its natural partition forms a martingale. 
The reader should verify that M[ixn/mnll is finite; we shall show that 
M[Xn+l/mn+l I x1/m /\ ... /\ xn/mnJ = xn/mn. First we note that 

M[snJ = L M[yd = nm, 

so that if we know that the process is in state r, then the mean state 
that it is in after the next step is rm. Then 

M[Xn+l/mn+l I x1/m /\ ... /\ xn/mnJ 

= M[xn+1/mn+l I xn/mn] by the Markov property 

= M[Xn+l/mn+l I xn] 

= (l/mn+l)M[xn+l I xn] 

= (ljmn+l)xnm by the remarks above 

= xnjmn. 

EXAMPLE 10: Tree process. 
Let {x,,} be a denumeraple stochastic process defined on sequence 

space, and let S be the set of states. Define a set T to be the set of all 
finite sequences of elements in S. Define a new stochastic process as 
follows: If t and u are elements of T for which 

and 

define 

Pr[Yn+l = u I Yn = tJ = Pr[xn+l = C,,+l I Xo = Co /\ .... A. Xn = Cn]. 
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The process {Yn} defined from the same space to the set T is a Markov 
chain; the entire history of the original process up to time n is con­
tained in the knowledge of the value of the nth outcome function Yn for 
the new process. 

An example of a tree process is obtained by considering an individual's 
voting history in successive years. Letting D and R represent the 
political parties, we see that his possible histories can be conveniently 
represented as a tree: 

The chain is in each state-D, R, DD, DRR, etc.-at most once. 

3. Applications of martingale ideas 

Let P be the transition matrix for a Markov chain. A column vector 
f is said to be a P-regular function, or simply a regular function, if 
f = PJ. The function is superregular if f ~ Pf; it is subregular if 
f ~ Pf· 

The reader should convince himself that the regularity of a function 
is a condition of the following form: At each point of the domain, the 
value of the function is equal to the average value of the function at 
neighboring points. By neighboring points we mean those states that 
it is possible for the process to reach in one step, and by average value 
we mean the average obtained by weighting the function values at 
neighboring points by the transition probabilities to those states. A 
function f is said to be regular at a point j if fj = (Pj)j. 

Regular measures may be defined analogously with regular functions. 
A non-negative row vector 7T is a regular measure if 7T = 7T P; it is 
superregular if 7T :2: 7T P and subregular if 7T ::; 7T P. 

Let h be a P-regular function and let h(xn) denote hj if Xn = j. 
Suppose M[lh(xnllJ is finite. We shall show that (h(xnl, f%nl is a 
martingale, where f%n is the cross partition f%xo ® f%x , ® ... ® f%Xn 

determined by the outcome functions x o, Xl' ..• ,Xn for the Markov 
chain. It is sufficient to show that 
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On the cell of the cross-partition where Xo = i, __ . , Xn = j and where 
Pr[xo = i 1\ •.• 1\ Xn = j] > 0, 

M[h(xn+l) I Xo 1\ ••. 1\ xn] = M[h(xn+l) I Xo = i 1\ •.. 1\ Xn = j] 

= 2: Pr[ x" +1 = k I Xo = i 1\ ... 1\ Xn = j] . hie 
Ie 

= 2: P ilehle by the Markov chain property 
Ie 

= hj since h is regular 

= h(xn)· 

Thus (h(xn), Bfn) is a martingale. Similarly, superregular functions are 
associated naturally with supermartingales and sub regular functions 
correspond to submartingales. The proofs differ from the above proof 
only by insertion of the appropriate inequality sign in the next to the 
last step. 

Most of our applications of martingale ideas we shall leave to the 
next few chapters. We shall, however, settle some things about 
branching processes at this time. Let {xn} be the outcome functions 
for a branching process started in state 1, and suppose the mean 
m = L kple is finite. As we noted in Section 2, {xn/mn} forms a non­
negative martingale, which by Corollary 3-13 converges almost every­
where to a finite limiting function g. One can show that g is not a 
constant function; that is, the value of the limit of {xn(w)/mn} very 
much depends upon the early history of the path. The exact distri­
bution of g, however, is an unsolved problem. 

On the other hand, information about whether the process dies out 
(by being absorbed at state 0) is not hard to obtain. Let cp(s) = 
Lj pjSi and suppose r = cp(r), r ;::: 0, and r 1= 1. Then {rXn} is a non­
negative martingale. First suppose r > 1. Since {rXn} is a non­
negative martingale, it converges to a finite limit almost everywhere, 
and since r > 1, xn itself converges with probability one. Since xn is 
integer-valued, Xn is constant on almost all paths from some point on. 
lt is left as an exercise to show that the constant must be zero and that 
the process therefore dies out with probability one. Next suppose 
r < 1. Then {rx.} is bounded and converges almost everywhere to a 
limiting function rX "" which must be 0 or 1 (that is, x'" = 00 or 0) 
almost everywhere. By dominated convergence we have 

r = M[rXo ] = M[rX",] = 1· Pr[process dies out] 

+ o· Pr[process does not die out], 

so that r is the probability that the process dies out in the long run. 
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Finally, suppose r = 1 is the only non-negative root of s = 9'(s). 
Then m = 1 and {xn} is a non-negative martingale. Once again we 
must have Xn -+ 0 with probability one, and the process is almost 
certain to die out. 

The reader should notice that the case r = 1 has the property that 
M[xn] = 1 for all n, whereas M[lim xn] = o. The process in this case is 
an example of a fair game whose final expected fortune is strictly less 
than the starting fortune. 

4. Strong Markov property 

The strong Markov property is a rigorous formulation of the following 
assertion about a Markov chain: If the present is known, then the 
probability of any statement depending on the future is independent 
of what additional information about the past is known. In this 
section we shall state and prove this result; our procedure will be first 
to prove a conceptually simpler special case and then to obtain the 
general theorem as an easy consequence. In the special case the time 
of the present will be a fixed time n, whereas in the general case the time 
of the present will be allowed to depend on the past history of the 
process. That is, the time of the present will be a random time. 
Knowledge of the present, then, means knowledge of the outcome at the 
time of the present. 

If w = (co, C1 , c2 , ••• , Cn -1' Cn' cn + 1, ... ) is a point in a sequence 
space, we agree to call the path 

by the name W n• 

Lemma 4-4: Let {Pk} be a sequence of statements whose truth sets 
are disjoint in pairs, let V Pk be their disjunction, and suppose 
Pr[V Pk] > o. If P is a statement for which Pr[p I Pk] = C whenever 
Pr[Pk] > 0, then Pr[p I V Pk] = c. 

PROOF: For each k, 

Thus 

Since the Pk are disjoint statements, it follows from complete additivity 
that L Pr[Pk] = Pr[V Pk] and that L Pr[p 1\ Pk] = Pr[p 1\ (V Pk)]· 
Thus c = Pr[p 1\ (V Pk)]/Pr[V Pk] and the lemma follows. 
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Throughout the remainder of this section let (D, f!I, /l-) be a fixed 
sequence space and {xn} a fixed denumerable Markov chain defined on 
D. The field of cylinder sets will be denoted by ofF, as in Section 2-1, 
and the smallest Borel field containing ofF will be called f§. 

Definition 4-5: The tail-field :Tn is the smallest augmented Borel 
field containing all truth sets of statements Xn = cn A ... A xm = cm' 
m ~ n. [Thus:To = f!I and:Tn C :Tn- 1 .] 

A statement relative to the field ofF n defined in Section 2-1 is one whose 
truth set depends only on outcomes Xc, ... , Xn, whereas a statement 
relative to :Tn is one whose truth set does not depend on outcomes 
Xc, ... , Xn -1. Specifically, a set R in f!I is in :Tn if and only if, whenever 
W E Rand w' is such that w~ = Wn, then w' E R. 

We note that the class of sets :Tn""' ofF, being the intersection of 
fields, is again a field. Moreover, :Tn is the smallest augmented Borel 
field containing:Tn ""' ofF, so that the uniqueness statement of Theorem 
1-19 applies: A probability measure on:Tn is completely determined by 
its values on:T n ""' ofF. 

Lemma 4-6: Let {xn} be a Markov chain with starting distribution TT, 

let q be a statement relative to ofF n -1> let r be a statement relative to 
:Tn+1 ""' ofF, and suppose Pr,,[q A xn = i] > 0. Then 

Prn[r I q A xn = i] = Pr,,[r I xn = i] = Prj[r'], 

where r' is so chosen that W E R if and only if Wn E R'. 

REMARK: Such an r' exists (and is unique), since r is a statement 
relative to :Tn+1 ""' ofF. 

PROOF: 

Case 1: r is of the form Xn+1 = j. Write q as a disjunction q = V qm' 
where 

For each m such that Pr,,[qm A xn = i] > 0, 

Pr,,[r I qm A xn = i] = Pr,,[xn + 1 = j I qm A xn = i] = Pjj 

by Definition 4-l. Hence, since Pr,,[q A xn = i] > 0, 

Pr,,[r I q A xn = i] = P jj = Pr,,[r I xn = i] 

by Lemma 4-4. Taking r' as Xl = j, we have 

Pjj = Prj[x1 = j] = Prj[r']. 



90 Propertie8 of M ark.ov chaina 

Case 2: r is of the form Xn+l = Cn+1 " ••• " Xm = Cm' m > n. We 
have 

Pr,,[r I q " Xn = i] 

= Pr,,[xn+1 = Cn+1 I q " Xn = i] 

x Prn[xn +2 = Cn + 2 I q " Xn = i " Xn+l = Cn+l] 

X ••• x Prn[xm = Cm I q " Xn = i " ... " Xm-l = cm-d· 

The general factor on the right is 

Prn[Xn+k+1 = Cn +k +1 I q " Xn = i " ... " Xn+k = Cn+k]· 

First, suppose that none of these factors is zero. Then we may apply 
Case 1 with n + k in place of nand q " Xn = i " ... " Xn +k - 1 = 
Cn + k - 1 in place of q. The q's drop out of the conditions, and the product 
of the new conditional probabilities is Prn[r I Xn = i]. 

Next, suppose that at least one of the factors is zero; let the first 
such factor from the left be 

Pr,,[Xn+k+l = Cn +k + l I q " X'I = i " ... " X n +k = Cn+k]· 

We must show that Pr,,[r I Xn = i] = o. If k = 0, then by Case 1 

o = Pr,.[xn+l = Cn + l I q " Xn = i] = Pr,.[xn+l = Cn + l I Xn = i], 

and hence Prn[r I Xn = i] = o. If k > 0, then 

Pr,.[q " Xn = i " ... " X n +k - l = Cn +k - l ] > 0, 

and Case 1 gives 

° = Prn[xn +k + l = Cn+k+l I q " Xn = i " ... " Xn+k = Cn+k] 

= Prn[xn + k +l = Cn +k + l I Xn = i " ... " Xn+k = Cn +k ]. 

Hence Prn[r I Xn = i] = o. 
Finally r' is the statement Xl = Cn + l " •.. " X m - n = Cm' and, since 

Pr,.[xn = i] ~ Prn[q " Xn = i] > 0, we have 

Case 3: r is arbitrary in ffn+l (1.'T. A general statement r reduces 
to the denumerable union of the type statements in Case 2, and the 
result follows from the complete additivity of the probability measure. 

The lemma to follow is the strong Markov property for the case in 
which the time of the present is a fixed time n. 
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Lemma 4-7: Let {xn} be a Markov chain with starting distribution TT, 

let q be a statement relative to :IF n> let r be a statement relative to ff n' 

and suppose Prn[q 1\ Xn = i] > o. Then 

Prn[r I q 1\ Xn = i] = Prn[r I Xn = i] = Prj[r'], 

where W E R if and only if Wn E R'. 

PROOF: Write 

q = V (xo = Cbm) 1\ ... 1\ Xn - 1 = C~m~l 1\ Xn = c~m»). 
m 

If we set q* = V m (xo = Cbm) 1\ •.. 1\ Xn -1 = C~~ 1), where the dis­
junction is taken over just those m such that c~m) = i, then 

(q* 1\ Xn = i) == (q 1\ Xn = i) 

and q* is a statement relative to :lFn - 1 • In the special case where r is 
relative to ff n n :IF, we may write 

r = V (xn = c~m) 1\ ... 1\ XN = ckrm») (N fixed) 
m 

and 
r* = V (Xn+1 = Cn - 1 1\ .. '.1\ XN = c}y'») 

m 

with the second disjunction taken over only those m such that c~m) = i. 
Then 

and 

Prn[r I q 1\ Xn = i] = Prn[r* I q* 1\ Xn = i], 

Prn[r I Xn = i] = Prn[r* I Xn = i], 

By Lemma 4-6, 

Prn[r* I q* 1\ xn = i] = Prn[r* I xn = i] = Prj[r*']. 
Hence 

Prn[r I q 1\ xn = i] = Prn[r I xn = i] = Prj[r']. 

We have thus established the lemma for every r measurable with 
respect to ffn n:IF. But ffn is the smallest augmented Borel field 
containing ff n n :IF, and by Theorem 1-19 any two measures on ff n 

which agree on ffn n:IF must agree on all of ffn . Thus 

Prn[r I q 1\ Xn ~ i], Prn[r I Xn = i], and Prj[r'], 

which define such measures as r varies, are equal for every r measurable 
with respect to ff n. 

Turning to the general case of the strong Markov property, let t be a 
random time. We define Wt pointwise to be Wn at all points where 
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t(w) = n. We do not define Wt if t(w) = 00. Similarly the outcome 
function Xt is defined to be xn(w) if t(w) = n, and it is not defined for 
t(w) = 00. 

Definition 4-8: The field §'t is the Borel field of all sets A such that, 
for each n, A (') {w I t(w) = n} is in §'n. The tail-field .rt is the 
smallest augmented Borel field containing all truth sets of statements 

X t = Ct " ••• " X t + k = Ct + k , k ~ o. 

A statement q relative to §'t is one such that, for each n, the state­
ment q " t = n depends only on outcomes X o, ... ,Xn. A statement r 
relative to .rt is one whose truth set does not depend on outcomes 
before time t. Specifically, a set R in f!J is in.rt if and only if whenever 
w E Rand w' is such that w~ = WI, then w' E R. 

We state the strong Markov property as the next theorem. 

Theorem 4-9: Let {xn} be a Markov chain with starting distribution 
7T, let t be a random time, let q be a statement relative to §'t, let r be a 
statement relative to .rt , and suppose Prll [q " X t = i] > o. Then 

Prll[r I q " (x t = i)] = Prll [r I X t = i] = Prj[r'], 

where w E R if and only if Wt E R'. 

PROOF: We shall prove the theorem for any statement r measurable 
with respect to .rt n §'. The theorem for general r will then follow, 
as in the proof of Lemma 4-7, from the uniqueness half of Theorem 1-19. 
Since X t "# i when t = 00, we have 

<Xl 

(q " X t = i) == V (q" Xn = i " t = n). 
n=O 

We are going to apply Lemma 4-4 with p the statement r, with Pn the 
statement q " Xn = i " t = n, and with C the constant Prj[r']. To do 
so, we must show that 

Pr31[r I q " Xn = i " t = n] = Prj[r'] 

whenever Prll[q " Xn = i " t = n] > 0, and we will have proved that 

Prll[r I q " X t = i] = Prj[r']. 

The fact that Prll[r I X t = i] equals both of these quantities will follow 
by taking q to be a tautology. 

Thus we first note that q " t = n is measurable with respect to §' n. 

In addition there exists a statement f measurable with respect to .r n 

such that 
(r " t = n) == (f " t = n); 
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this is so because r is the denumerable union of statements 

and we may take;' to be the same union over the statements 

In this notation the statement r' is the union of the statements 

and we have that w is in the truth set of;' if and only if Wn is in the 
truth set of r' _ Hence 

Pr,,[r I q 1\ Xn = i 1\ t = n] = Pr,,[r 1\ t = n I q 1\ Xn = i 1\ t = n] 

= Pr ,,[;. 1\ t = n I q 1\ Xn = i 1\ t = n] 

= Pr,,[;' I (q 1\ t = n) 1\ Xn = i] 

= Pr ,,[;. I Xn = i] 

= Prj[r' ], 

the last two equalities following from Lemma 4-7. 

An equivalent way of stating the first equality of the conclusion of 
the preceding theorem is 

Pr,,[q 1\ r I X t = i] = Pr,,[q I X t = i] Pr,,[r I X t = i]. 

This is the form in which the theorem asserts that if the present is 
known, then the past and future are independent. 

5. Systems theorems for Markov chains 

As immediate consequences of the strong Markov property, we can 
prove two systems theorems for Markov chains. The first states that 
if p is a statement depending on outcomes only beyond some random 
time t, then one may compute Pr,,[p] as if the chain were started with 
the initial distribution Pr,,[xt = j]. 

Theorem 4-10: Let {xn} be a Markov chain, and let p be a measurable 
statement with truth set P satisfying 

(1) Pr,,[p 1\ (t = (0)] = 0, and 
(2) there exists a statement p' with truth set P' such that if t(w) < 

+ 00, then wE P if and only if Wt E P'. 

Then 

Pr,,[p] = L Pr,,[x t = k] Prk[p']· 
keS 
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PROOF: By (I) we have 

PrJZ[p] = L PrJZ[w E P /\ Xt = k] 
k 

= L PrJZ[wt E P' /\ Xt = k] 
k 

= L PrJZ[Xt = k] PrJZ[wt E P' I Xt = k] 
k 

= L PrJZ[Xt = k] Prk[p'] by Theorem 4-9. 
k 

Theorem 4-10, which is a result about probabilities of statements, can 
also be thought of as a result about means of characteristic functions. 
Then Theorem 4-11 to follow becomes a straightforward generalization 
to arbitrary functions. 

Theorem 4-11: Let {xn} be a Markov chain, and let f be a random 
variable satisfying 

(I) PrJZ[f ~ 0 /\ t = 00] = 0, and 
(2) there exists a random variable f' such that if t(w) < 00, then 

f(w) = f/(Wt). 

Then 
MJZ[f] = L PrJZ[xt = k] Mk[f/]. 

k 

PROOF: If f assumes negative values, we may prove the result for f + 

and f- separately. We therefore assume f ~ O. Let p}m) be the 
statement j/2m :s f < (j + 1)/2m, for I :S j < m·2m, let po(m) be the 
statement 0 < f < 112m, and let p~dm be the statement m :S f. Define 
statements p}ml' similarly for f'. Then prj and p/ml' satisfy the 
hypotheses of Theorem 4-10, so that 

Prn[pr)] = L Prn[xt = k] Prk[pr)']· 
k 

Hence 
m2m • 

Mn[f] = lim L Jm Prn[pr)] 
m j=O 2 

m2m • 

= lim L Prn[xt = k] L Jm Prk[pr)'] 
m k i~O 2 

m2m • 

= L Prn[xt = k] lim L Jm Prk[pr)'] by monotone convergence 
k m i"'O 2 

= L Prn[xt = k] Mk[f']. 
k 
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6. Applications of systems theorems 

The theorems of Section 5 will play an important role in our study of 
denumerable Markov chains. At this time we shall not illustrate the 
full power of the theorems but shall be content instead to use them in 
developing some of the machinery needed for the classification of states 
in Section 7. 

We begin by introducing some notation. Define 

8 = {I if i = j 
lj 0 otherwise. 

Let h j be the statement about a Markov chain that state j is eventually 
reached. We have already defined the random variables nj and tj for 
general stochastic processes (see Section 2-6); nj is the number of times 
in state j, and tj is the time to reach state j. Let jJkl be the statement 
that tj(w) = k. 

Confining ourselves to Markov chains, we associate the quantities 
hj, iij, ij, and/}kl with h}, nj, t j , andj}kl. They are defined as follows: 

hj: hj is true for W1 

ii;(w) = n j (w1) 

Ij(w) = tj(wd + 1 
j-(k). z () k 
j' ~i w = . 

In terms of these quantities, we define a collection of matrices. We 
note that, in general, an expression of the form {MI[gj]} stands for a 
matrix. 

HIj = Prl[hj ] 

N ij = M,[nj] 

F~:l = PrI[fJkl] 

Jilj = Pr,[hj ] 

NIj = M,[iij] 

F~~) = Pr,[l}k)]. 

It is trivial to verify that HII = 1, that F(O) = I, that F(l) = P - Pag, 
and that N = I + N. 

Proposition 4-12: If P is a Markov chain, then 

ao 

N = 2 pk. 
k=O 

PROOF: The result follows immediately from Propositions 2-10 and 4-3. 
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Proposition 4-13: If P is a Markov chain, then N = PN and 
N = I + PN. 

PROOF: The second identity follows from the first by adding I to 
both sides. To obtain the first one, we apply Theorem 4-11 with 
£ = iij and the random time identically one. Then £' = nj since 
iij(w) = nj(w1 ) by definition, and thus 

or 

Mj[iij] = 2 Pri[X1 = k] Mk[nj] 
k 

= 2 P jk Mk[nj] 
k 

N= PN. 

Proposition 4-14: If P is a Markov chain, then 
00 00 

H = 2 F(k), H = 2 piCk), and H = PH. 
k=O k=l 

PROOF: The first two assertions follow from the complete additivity 
of fL; we have h j == V f)k) and hj == V J~k) disjointly. For the third 
assertion we apply Theorem 4-10 with p = hj and the random time 
identICally one. Then p' is the statement h j and 

Hi; = Prj[p] = 2 Pri[X1 = k] Prk[p'] 
k 

= 2 PikHkj· 
k 

Proposition 4-15: If P is a Markov chain, then 

Nij = HUNj; 

Nu = HliN;j 

Nil = 1 + HuNu. 

PROOF: The third assertion follows from the second and the identity 
N = I + N withj = i. For the first assertion we apply Theorem 4-11 
with £ = n; and the random time equal to t j . It is clear that nj(w) = 
nj(wt,) if t;{w) < 00. Therefore £' = nj, and 

N ij = Mj[nj] = 2 Prj[xtj = k] Mk[nj] 
k 

= Prj[xtj = j] Mj[nj ] 

= Pri[t; < oo]Mj[ntl 

= HjjNj;. 
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Similarly, for the second assertion we apply Theorem 4-11 with f = iii' 
f' = n j , and the random time equal to ii. By the same kind of 
argument, we find 

Proposition 4-16: Let p be the statement that a Markov chain reaches 
state j and then state k with j =F k. Then Prj[p] = HjjHjk. 

PROOF: In the notation of Theorem 4-10, if tj is taken as the random 
time, then p' is the statement hk • The theorem applies and 

Prj[p] = 2: Prj[xtJ = m] Prm[p'] 
m 

= Prj[xtJ = j] Prj[hk ] 

= HjjH'k· 

In our discussion of Markov chains, we shall make frequent use of 
the following notational devices. Let k and j be states of a Markov 
chain. By knj(w) is meant the number of times on the path W that 
the process is in state j before (and not including) the first time 
that the process is in k. We define kiij as the number of visits to j 
before the process reaches k after time o. Notice that inj(w) = 0, but 
jiij(w) is 1 if W starts withj. For fixed k we introduce the corresponding 
matrices k Nand k N by 

kN jj = Mj[knj(w)], 

kNij = Mj[kiij(w)]. 

They are related as follows: 

kN jj = 8jj + Mj[knj(wl)]. 

We further define kH jj to be the probability of hitting j before k, 
having started in i; kll jj is the probability of hitting j before hitting k 
after time 0, having started in i. 

We will later want a more general notation than knj(w). By 
Enj(w) we shall mean the number of times on the path w that the 
process is in j before it is in any state of the set E. It is sometimes 
convenient, in this connection, to think in terms of the modified chain 
in which the states of E have been made absorbing. Again we have 
matrices EN, and we also introduce the matrices EH and Ell analogously. 

If E is a subset of the set of states S for which neither E nor E is 
empty, we shall decompose the P matrix into 

E E 

P = E (T U) 
E R Q 



98 Properties of Markov chains 

according to the method discussed at the end of Section 1-1. If A 
is an arbitrary matrix indexed by the set S, we write AE for the restric­
tion of A to a matrix indexed only by E. As an example, we note 
that P E = T. 

7. Classification of states 

We introduce a partial ordering on the states S of a Markov chain P. 
Two states i and j are said to be R-related, written R(i, j) if Htj > 0, 
that is, if it is possible to reach j from i. If R(i, j) and R(j, i), we say 
that i and j communicate and write i '" j. To see that R is a partial 
ordering, we note that 

(1) Hii = 1 > 0 so that R(i, i). 
(2) If R(i, j) and R(j, k), then R(i, k) because Hik ;?: HtjHjk > 0 

by Proposition 4-16. 

The reader should verify that '" is an equivalence relation. 
The relation '" therefore partitions the states of S into equivalence 

classes within the ordering, and movement from state to state is within 
a class or upward through the ordering. We do not assert the existence 
of maximal classes; we shall see an example later where no maximal 
classes are present. (The reader should then be able to exhibit an 
example of a chain having no minimal classes.) 

MAXIMAL CLASSES 

MINIMAL CLASSES 

FLOW IN A MARKOV CHAIN 

Proposition 4-17: States i and j are R-related if and only if there 
exists an n ;?: 0 for which (pn)ij > o. 

PROOF: Suppose n ;?: 0 is the smallest exponent for which (pn)ij > o. 
Then Flj) = (pn)iJ > 0, and since HiJ = Ln Flj), we have R(i, j). Con­
versely, if R(i, j), then Hi} > 0 and it must be true that Flj) > 0 for 
some n. Thus (pn)i) > o. 
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Definition 4-18: A state i is said to be recurrent if iit! = 1; it is said to 
be transient if iit! < 1. 

The lemma to follow contains some identities connecting Hand ii 
which will be used in the next few propositions. The reader should 
study these examples of the use of the strong Markov property in order 
to develop his intuition. 

Lemma 4-19: The following statements hold: 

(1) The probability starting in i of returning to state i at least k 
times is (iitl)k. (Use the convention 0° = 1.) 

(2) The probability starting in i of returning at least k times to i 
before hitting j is (iiijj)k, provided i =F j. 

(3) The probability starting in i of returning to i via j is tiiijHjt , 
provided i =F j. 

(4) The probability starting in i of reaching j for the first time after 
n returns to i is (i iitt)n tiili , provided i =F j. 

(5) The probability starting in i of being in state j at least n times 
is H tj(ii jj )n-1. 

PROOF: The proofs are all by Theorem 4-10. 
(1) Use induction on k. For k = 0 the result is trivial; assume that 

it holds for k - 1. Let p be the statement that the process returns to i 
at least k times, and let t = it. Then p' is the statement that the 
process returns to i at least k - 1 times. 

Prt[p] = L Prt[xft = j] Prlp'] 
j 

= Prt[xft = i] Prj[p'] 

= Prj[tt < 00] Prj[p'] 

= iiu(iijj)k -1 by inductive hypothesis. 

(2) If i =F j, the result is the same as (1) for the chain in which the 
single state j has :t>een made absorbing (see Example 2, Section 4-2). 

(3) Let p be the statement that, the process returns to i via j, and let 
t be the time thatj is reached ifj is reached before a return to i, or +00 
if j is not reached before i. Then p' is the statement that i is reached, 
and 

Prj [p] = L Prt [xt = k] Prk [p'] 
k 

= Prj [xt = j] Hjl 

= Prj [t < 00] Hit 

= jiiijHit. 



100 Properties of Markov chains 

(4) The argument is the same as in (3). Use the systems theorem 
with t equal to the time of the nth return to i if the return occurs before 
j is reached, or + 00 otherwise. 

(5) The proof is by induction on n and is the same as in (1) except 
that the random time becomes t = t j . 

Proposition 4-20: State i is transient if and only if Nit < + 00. Then 
N jj = 1/( 1 - flit). 

PROOF: 
00 

Nit = L k Prt[n j = k], 
k=l 

which upon rearrangement of terms becomes 

00 00 

= L L Pri[n j = m], 
k=l m=k 

which by complete additivity is 

00 

= L Pri[ni ~ k] 
k=l 

00 

= L (flii)k-l by conclusion (1) of Lemma 4-19. 
k=l 

The right side is finite if and only if flii < 1. 

Corollary 4-21: If j is a transient state, then Nij < 00 for all states i 
in the chain, and N jj = HjjNjj . 

PROOF: From Proposition 4-15 we have 

Nij = HijNjj ::; N jj . 

The result now follows from Proposition 4-20. 

We are now in a position to put together the ideas of recurrence and 
transience with the partial ordering R and the equivalence relation ,..j. 

We need two lemmas before we can prove our fundamental result­
that all states in an equivalence class are of the same type, recurrent or 
transient. 

Lemma 4-22: If i ~ j and R(i,j), then jflii < 1 and jNii < +00. 

PROOF: Suppose jflii = 1. By conclusion (2) of Lemma 4-19 the 
probability of returning n times before hitting j is e flji)n = 1. Hence, 
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by Proposition 2-6, there is probability one for returning infinitely often 
before hittingj, in contradiction to the relation R(i,j). For the second 
half of the lemma, we have, as in Proposition 4-20, 

00 

jNjj = L: (fHii)n < +00. 
n=O 

Lemma 4-23: If i is recurrent and R(i,j), then Hji = 1 and H jj = 1. 

PROOF: The result is obvious if i = j. If i #- j, consider returning to 
i with and without first reaching j. By conclusion (3) of Lemma 4·19, 

1 = Hji = tHiiHij + iHjj 

Since iHti + iH jj :::; 1, this equation is a contradiction unless iHti = 1 
or Hit = l. The first alternative is ruled out by Lemma 4-22. Thus 
Hit = 1 and iHii = 1 - iHti. Next, since i is recurrent, one may 
compute H ji by summing the probabilities of reaching j for the first 
time after n returns to i, where n = 0, 1,2, . . .. By conclusion (4) of 
Lemma 4-19, 

00 00 

Hii = L: (fHti)n iHii = (1 - iHti) L: (fHu)n = l. 
n=O n=O 

The last equality holds, since i Hit < 1 by Lemma 4-22. 

Proposition 4-24: All states in an equivalence class are of the same 
type, recurrent or transient. 

PROOF: It is sufficient to show that if one state in an equivalence 
class is recurrent, so are all others. Let i be a recurrent state, and 
suppose j '" i, j #- i. Then Hii ;::: HiiHii' since the probability of 
returning is at least as great as the probability of returning via i. 
(We have used an argument familiar from Proposition 4-16 to compute 
the latter.) Hence Hii = 1 by Lemma 4·23. 

Corollary 4-25: If i is recurrent and i '" j, then H jj = Hit = l. 

PROOF: The corollary follows from Lemma 4·23. 

Because of Proposition 4·24 we are free to speak of transient and 
recurrent classes of states. We shall mention a few simple results 
about classes of states. By a closed class we mean one that it is 
impossible to leave. A process cannot disappear when it is in a closed 
class. 
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Proposition 4-26': Recurrent classes are closed and maximal with 
respect to the partial ordering R. 

PROOF: It is sufficient to prove that a recurrent class S' is closed, 
since closed classes are clearly maximal. Suppose the class can be left, 
say from a state j E S'. If k is a state outside S' for which P jk > 0, 
then it is not true that R(k, j) because j and k do not communicate. 
Thus liii ~ 1 - P jk < 1, andj is not recurrent. 

Proposition 4-27: If a Markov chain is started in a recurrent class S', 
then the chain is in every state of S' infinitely often with probability 
one. In particular, if i and j are in S', then Nij = +00. 

PROOF: Suppose the chain is started in state i. Then, by conclusion 
(5) of Lemma 4-19, the probability of being in statej at least n times is 
Hlj(lijJ)n-l = l. By Proposition 2-6 the chain is in state j infinitely 
often with probability one. Again by Proposition 2-6 it is in every 
state infinitely often with probability one. 

Proposition 4-28: A Markov chain is in a finite subset of transient 
states only finitely often, with probability one. 

PROOF: If the chain were in a finite setS' infinitely often with positive 
probability, it would be in one statej of S' infinitely often with positive 
probability. Such an occurrence would imply t.hat N lj is infinite for 
some i, in contradiction to Corollary 4-21 if j is transient. 

We single out two kinds of Markov chains for special attention. We 
note that every absorbing state forms a one-element recurrent class, and 
conversely. 

Definition 4-29: A Markov chain is said to be a recurrent chain if its 
states comprise a single equivalence class and if that class is recurrent. 
A chain is called a transient chain if all of its recurrent states are 
absorbing. 

If P is an arbitrary Markov chain with r recurrent classes, then all 
properties of P can be deduced from the properties of one transient and 
r recurrent chains. This assertion follows from the observations: 

(1) If the process P starts in a recurrent statej, movement from state 
to state is confined to the single equivalence class to which j belongs. 
The properties of the chain started in j are the properties of a chain 
while it is in one recurrent class; they are thus the properties of a 
recurrent chain. 
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(2) If the process P starts in a transient state, its behavior while in 
transient states is the same as the behavior of the transient chain P' 
obtained from P by making all recurrent states absorbing. If P enters 
a recurrent state, then P' becomes absorbed. And after P has entered 
a recurrent state, its properties are those of a recurrent chain. Thus the 
properties of P may be studied by considering the one transient chain 
P' and the r separate recurrent chains. 

Beca.use of these observations, we shall restrict our diFlcussion in 
subsequent chapters to Markov chains which are either transient or 
recurrent. 

The reader should notice that every chain whose states form only one 
equivalence class is either a transient chain or a recurrent chain. 
Shortly we shall examine the basic example, in which all pairs of states 
communicate, to determine when it is transient and when it is recurrent. 

First we discuss some properties of maximal classes for a moment. 
Not every chain has maximal classes; a tree process, for example, 
consists of infinitely many transient classes of one state each. None 
of the classes is maximal. Even if a chain does have a maximal class, 
that class does not have to be closed. The process may have a positive 
probability of disappearing from some state in the maximal class. 

Nor is it true that all closed classes are recurrent. An additional 
condition is needed. 

Proposition 4-30: All closed equivalence classes consisting of finitely 
many states are recurrent. 

PROOF: Let the states be the first n positive integers, and suppose the 
class is transient. Then N ij is finite for every i and j in the class. 
Therefore 

c = MiL~ n j ] = j~l Nij 

is finite. But c is the mean total number of steps taken in the class, 
and c is infinite because the class is closed. This contradiction 
establishes the proposition. 

To see that infinite closed equivalence classes need not be recurrent, 
we consider the basic example, whose s.tates form a single equivalence 
class. Let H&'tJ be the probability that the chain, started in state 0, 
returns to 0 at some time up to and including time n. Then 

Hoo = lim H&'tJ. 
n 

But 
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since a single step other than away from zero returns the process to 
zero at once. Now in order for the process to be recurrent it is neces­
sary and sufficient that il 00 = 1 or that 

lim f3n = lim (1 - il&'tf) = o. 
n n 

The reader should be able to construct examples where limn f3n = 0 and 
where limn f3n -# O. Thus the basic example may be either transient or 
recurrent. 

8. Problems 

1. Find an expression analogous to that in Proposition 4-3 for Prj [ Xn = j] 
in a Markov process. 

2. Let Pm be the Poisson distribution with mean m on the non-negative 
integers. A game is played as follows: A random integer n 1 is selected 
with probabilities determined by Pl' A second random integer n 2 is 
selected with probabilities determined by Pn, . The ith random integer 
is selected with probabilities determined by Pn, _ , . Prove that with 
probability one the integer 0 is eventually selected. 

3. Show that if h ~ 0 is a column vector for which pnh converges, then the 
limit function is non-negative superregular. 

4. Let j be an absorbing state. Prove that the probability starting at i of 
ever reaching j is a regular function. 

5. Show that an independent trials process is a Markov chain in which P ji 

is independent of i. Let 0 be any fixed state and let t be any stopping 
time. Show that Pr,,[x t + l = j] = POi' and give an example to show that 
Pr,,[x t = j] does not have to equal POi' 

6. If the symmetric random walk in 3 dimensions is started at the origin, 
the probability of being at the origin after n steps is 0 if n is odd and is of 
the order of magnitude of n -3/2 for n even. Prove that the probability 
of returning to the origin is less than 1. 

7. Consider the following random walk in the plane. If the process is not 
on an axis, it is equally likely to move to any of the four neighboring 
states. If it is at the origin, it stays at the origin. Otherwise, on the 
x-axis it takes a step away from the origin, whereas on the y-axis it takes 
a step toward the origin. Give a complete classification of the states. 

8. Let j be a transient state in a closed class. Prove that there must be a 
state i in the class such that Hij < 1. 

9. Prove that every tree-process is a transient chain and that each equiv­
alence class of states is a unit-set. 

10. Prove or disprove: In a chain with a minimal class and with no closed 
class, there is no non-zero non-negative regular measure. 

Problems 11 to 14 refer to a reflecting random walk, that is, a random walk 
on the non-negative integers with go = O. 

11. Prove that the only regular functions are constants. 
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12. Let 
fJl =POPI···Pi-l, Yt = QIQ2···qi' ai = cfJdYt· 

Show that, for any choice of the constant c, a is a regular measure. 
13. Show that all regular measures are of the form given in the previous 

problem. 
14. Show that ajPil/al = P!j for all i and j. 

Problems 15 to 18 refer to a branching process and use the notation of 
Sections 2 and 3 of the text. 

15. Show that the roots of the equation !p(r) = r satisfy the following 
conditions: 
(a) There is an r < 1 if m > 1. 
(b) There is an r > 1 if m < 1. 
(c) r = 1 is the only root if m = 1. 

16. Show that {rn} is a martingale if and only if !p(r) = r. 

17. Show that {xn} is a martingale if and only if m = 1. 
18. What condition on m will assure that the branching process has positive 

probability of survival (of not dying out) 1 

Problems 19 to 24 concern space-time processes and martingales. If P is a 
Markov chain with state space S, we define the space-time process to be a 
Markov chain whose states are pairs (i, n), where i is in Sand n is a non­
negative integer, and which moves from (i, n) to (j, n + 1) with probability 
Pii · 

19. Prove that any space-time process is transient. What can be said about 
classification of states 1 

20. Prove that if f(i, n) is a finite-valued non-negative regular function for 
the space-time process, then f(xn, n) is a martingale for the process P 
started at a given state O. 

21. Specialize to the case of sums of independent random variables on the 
integers with Pk = 0 for k < O. Define !p(t) = Lk Pktk for all t 2: 0 for 
which the right side is finite. Show that !p(t) is defined at least for 
o ::;; t ::;; 1. Fix a t for which !p(t) is defined and put 

. tl 
f(l, n) = [!p(t)]n· 

Prove that f(i, n) is regular for the space-time process. 
22. In Problem 21 show that f(xn , n) converges a.e. if the process is started 

at o. 
23. Specialize further to the case where Po = PI = t, and define, for 

o ::;; t::;; 1, 
g(i, n) = 2ntl(1 - W- I . 

Show by change of variable in Problem 22 that g(xn' n) converges almost 
everywhere in the process started at O. 

24. Using only the result of Problem 23, prove that if P is any number 
between 0 and 1, not equal to t, then the probability that Xn = [np] for 
infinitely many n is O. Here [npl is the nearest integer to np. 



CHAPTER 5 

TRANSIENT CHAINS 

1. Properties of transient chains 

Recall that a transient Markov chain is a Markov chain all of whose 
recurrent states are absorbing. Its transition matrix satisfies 
P1 ~ 1. For any transient state j in the chain, we have seen that 
Jijj < 1 and N jj < +00 for every i. If E is any set of states, we can 
put the transition matrix in the canonical form 

E E 

p = E (T U). 
E R Q 

In the special case in which P is a transient chain and E is the set of 
absorbing states, we find that T = I and U = o. (If there are no 
absorbing states, we agree to write P = Q. We shall assume that not 
all states are absorbing, however.) Thus, for a transient chain, 

P = (~ ~). 
The matrices Rand Q for a transient chain will always be associated 
with this standard decomposition. We observe that Q itself is the 
transition matrix for a transient chain and that this chain has only 
transient states. Some authors actually define a transient chain to be 
one with all states transient. However, in the study of these chains, 
it is often convenient to add absorbing states to ensure P1 = 1. And 
as we saw in Chapter 4, the decomposition of general Markov chains 
into transient and recurrent chains depends on allowing absorbing 
states in transient chains. For these reasons we have adopted the 
slightly more general definition of transient chain which permits 
absorbing states. 

Let P be the transition matrix of a transient chain, and consider the 
quantity N jj , the mean number of times in state j when the process is 

106 
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started in state i. If j is an absorbing state, then this quantity is 
infinite ifj can be reached from i with positive probability anti 0 other­
wise. If i is absorbing, it is 0 unless i = j, and then it is infinite. 
Hence N jj is of interest only when i andj are transient. Thus we shall 
agree to restrict N to these entries: The matrix so restricted is called 
the fundamental matrix for the chain. We shall show that the re­
stricted matrix is the matrix {Njj} for the chain determined by Q. In 
what follows, N always denotes the restricted matrix associated with P. 

Lemma 5-1: If P is a transient chain and if E is the set of transient 
states, then (Pk)t = Qk. 

PROOF: We readily verify by induction that 

E 

pk _ E ( 1 
E (1 + Q + ... + Qk-l)R 

and the result follows at once. 

Proposition 5-2: 
co 

N = 2: Qk. 
k=O 

PROOF: For transient states i and j, we have in the P-process 

N jj = 2: (Pk)jj = 2: (Qk)jj, 
k k 

by Proposition 4-12 and Lemma 5-1. 

Proposition 5-3: N is finite-valued, and limk Qk = O. 

PROOF: NIj in the P-process is finite when j is transient; hence N is 
finite-valued. Therefore limk (Qk) = 0 by Proposition 5-2. 

WerecalithatNIj = Mj[iij],andN = 1 + N. HenceN = 2.k=lQw. 

Proposition 5-4: If P is a transient chain, then 

N=QN 

N = 1 + QN 

N jj = HjjN jj 

NIj = I1jjN jj 

Nit = 1 + l1uNu 

Nu = 1/(1 - 1111 ), 
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PROOF: The first two assertions are restatements of Proposition 4-13 
for the case where Q is our transition matrix. The last four results are 
a restatement of Proposition 4-15. 

Note that the conclusions of Proposition 5-4 show how to compute 
N from Hand 11. Our next result establishes a method of finding N 
without using the H-matrix: For finite matrices the knowledge that N 
is a (two-sided) inverse of 1 - Q is sufficient to determine N uniquely, 
but for infinite matrices it is not. For if r is a Q-regular column vector 
and fJ is a Q-regular row vector, then N + rfJ is a second two-sided 
inverse of 1 - Q. We shall see that such regular vectors rand fJ often 
exist. 

In Section 2 we shall obtain a refinement of Proposition 5-5 by prov­
ing that N is the unique minimum non-negative inverse of 1 - Q on 
each side. 

Proposition 5-5: N(1 - Q) = (1 - Q)N = 1 and QN = NQ ::; N. 
In particular, every row of N is a Q-superregular measure, and every 
column of N is a Q-superregular function. 

PROOF: The second and third assertions follow from the first, and 
QN = N - 1 by Proposition 5-4. Also NQ = N - 1 by Proposition 
5-2 and monotone convergence. Since N has finite entries, the first 
assertion follows. 

If P is a transient chain with a non-empty set E of absorbing states, 
we define the absorption matrix B to have index sets E and E and to 
have entries 

Bli = Pri[process is absorbed at j]. 

The B-matrix is not square; it has the same index sets as the R-matrix. 

Proposition 5-6: If P is a transient chain with a non-empty set of 
absorbing states, then B = N R. 

PROOF: Let i be transient and let j be absorbing. By Theorem 4-10 
with the random time equal to the constant n and with the statement 
P taken as the assertion that the process is absorbed at j on the n + 1st 
step, we have 

Pri[p] = 2: (pn)ikRkj 
k 



5-7 Properties of transient chains 109 

Summing on n, we find 

which by monotone convergence 

C~O Qn)n 
= NR. 

As a result, we see from the proof of Lemma 5-1 that if P is a transient 
chain, then 

lim pk = (1 0). 
k B 0 

Let P be an arbitrary Markov chain, let E be a subset of the set of 
states, and let SE be the statement that the process is in· states of E 
infinitely often. Define SE by sf = Prt[sE]' 

Proposition 5-7: For any subset E of states in a Markov chain P, 
SE is a P-regular function. 

PROOF: Letting p be the statement SE and taking the random time 
to be identically one, we see that p' in Theorem 4-10 is also SE and that 

Prj[sE] = L Pile Prk[SE] 
k 

or 

For any Markov chain P we define a hitting vector hE and an escape 
vector eE by 

and 

hf = Prt[process eventually reaches E] 

ef = Prt[process goes on first step from E to E and then 
never returns to E]. 

We notice that if i E E, then hf = 1, and that if j E E then ef = O. 
The absorption matrix BE for the set E is defined to be a square 

matrix with index set the set of all states and with entries defined by 

B~ = Prlprocess at some time enters E and first entry is 
at state j]. 
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We see that the BE-matrix is computed by finding the entries of the 
B-matrix for the process with states of E made absorbing. Specifically, 
if E is the set of all absorbing states, then 

The matrices SE, hE, eE, and BE are interrelated as in the following 
proposition, whose proof is left to the reader. 

Proposition 5-8: Let P be an arbitrary Markov chain. Then 

(1) hE = BE1. 
(2) hE = eE + PhE and hence eE = (1 - P)hE. 
(3) SE = 1 if and only if hE = 1 and P1 = 1. 
(4) If E C F, then hE :s: hF and SE :s: SF. 
(5) SE = BEsE. 
(6) If E C F, then BF BE = BE. 
(7) SE = lim pnhE. 

2. Superregular functions 

Superregular measures and functions were defined in Section 4-3; a 
vector is P-superregular if h 2: Ph. Let P be a transient chain, and 
let Q be the restriction of P to transient states. As we have seen 
before, Q is a transition matrix. Our object in this section is to obtain 
a standard decomposition of non-negative Q-superregular functions 
and to use it in a cDnsideration of the solutions to the equation 
(1 - Q)x = f. Our results will hold equally well for Q-superregular 
measures, but we shall not supply the proofs. A way of transforming 
rigorously theorems and proofs about functions into theorems and proofs 
about measures will emerge later when we discuss duality. Generaliza­
tions of the present results will arise in the study of potential theory. 

The transformation later of theorems about functions into theorems 
about measures hy duality will require the existence of a positive finite­
valued (1-:'Hl]leITP~lIlar lIH'asure. Any row of N will suffice if all pairs of 
transiCll t. sta.tes COlllllllllliuatc, I;u(. jf not, we proceed as follows : Number 
the states, tJPginnin,g with 1, and take 

f3 = L 2- iN(i), 

where XU) is the ith row of N. It is clear that f3 is superregular because 
it is the sum of non-negative superregular measures; f3 is positive 
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because {Jj = Li 2- iNij ~ 2- j N jj ~ 2- j > o. Finally {J IS finite­
valued because 

{Jj = L 2- i N jj = L 2- iHijNjj :s; L 2- i N jj :s; N jj < 00. 
i j j 

The lemma and theorem to follow hold for arbitrary Markov chains. 
In the transient case they will most often be applied to the chain Q. 
The theorem has an analog in classical potential theory, but we 
postpone a discussion of this point until the end of Section 8-1 after 
we have introduced Markov chain potentials. 

Lemma 5-9: Let P be any Markov chain and let N = Lpn. If Nf 
is well defined and finite-valued, then (1 - P)(Nf) = f. 

PROOF: Write f = f+ - f-. Then Nf+ and Nf- are both finite­
valued by hypothesis. Since PN + 1 = N, we have PN :s; Nand 
hence PNf+ :s; Nf+ and PNf- :s; Nf-. Therefore, by Corollary 1-5, 

(1 - P)(Nf) = Nf - P(Nf) = Nf - (PN)f 

= Nf - (N - 1)f 

=f· 

Theorem 5-10: Let P be any Markov chain and let N = L pn. 
Any non-negative P-superregular finite-valued function h has a unique 
representation h = Nf + r, where r is regular. In the representation 
f and r are both non-negative, and f = (1 - P)h. 

PROOF: Since h is P-superregular, 

h ~ Ph ~ P 2h ~ ... ~ o. 
Thus pnh converges to a non-negative function r. By the Dominated 
Convergence Theorem, 

~r = P(lim pnh) = lim pn+lh = r. 

Hence r is regular. Also 

h = pn+lh + (1 + P + ... + pn)(h - Ph). 

Since h - Ph ~ 0, we may apply monotone convergence in passing to 
the limit on n; we obtain 

h = r + N(h - Ph). 

Set f = h - Ph, and existence follows. 
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For uniqueness, suppose that h = r' + N/, with r' regular. Then 
Nf and N/, are finite-valued since h is. Multiplying the equation 

r + Nf = r' + N/, 

through by I - P and applying Lemma 5-9, we obtain 

f =/'. 
Hence also r = r'. 

We return now to the special case of transient chains, where N = 
L: Qn. A solution g to an equation is the minimum non-negative 
solution if whenever h is a non-negative solution, we have h ;::: fJ ~ o. 

Proposition 5-11: Iff;::: 0 and if Nfis finite, then Nfis the minimum 
non-negative solution of (1 - Q)x = f. 

PROOF: By Lemma 5-9, Nfis a solution. Let x be any non-negative 
solution. Then x is finite-valued and superregular. By Theorem 
5-10, x = Nf + r where r ? o. Hence x ;::: NJ. 

It follows that N is the minimum non-negative right inverse of 
(1 - Q). To prove that the jth column of N is minimum, define f by 
fi = 8lj and then apply Proposition 5-11. After the analog of Prop­
osition 5-11 for measures has been established, we find similarly that 
N is the minimum non-negative left inverse of (1 - Q). 

3. Absorbing chains 

A class of Markov chains of special interest is the class of absorbing 
chains. We shall use the material developed in the two preceding 
sections to establish the basic facts about absorbing chains. 

Definition 5-12: A Markov chain P is said to be absorbing if, for every 
starting state, the probability of ending in an absorbing state is one. 

If P is a Markov chain containing a recurrent nonabsorbing state i, 
then the process cannot be absorbed if it is started in state i. That is, 
all absorbing chains are transient chains. It is not true, however, that 
all transient chains are absorbing. The property P1 = 1 is a neces­
sary condition. But even i~ is not sufficient, since the basic example 
can be transient but is never absorbing. 

The proposition to follow is the special case of the identity BE1 = hE 
in which E is the set of all absorbing states. 
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Proposition 5-13: If P is a transient chain, then P is absorbing if and 
only if B1 = 1. 

The next two propositions give two ways in which absorbing chains 
arise. 

Proposition 5-14: If P is a finite transient chain such that P1 = 1, 
then P is absorbing. 

PROOF: 

B1 = (NR)1 = N(R1) 

= N[(I - Q)1] since (R1 + Q1)i = (P1)/ = 1 

= [N(I - Q)]1 by Corollary 1-6 

= 1. 

Let a(w) be the time on the path w of a chain P that absorption takes 
place. If the process is not absorbed along w, define a(w) = +00. 
Since a(w) = 2j nj(w), where the sum is taken over the transient states, 
we see that a is measurable and we conclude that a is a random time. 
Define the column vector a by a j = M i [ a]. The vector a is indexed 
by the transient states. It is clear that the chain P is absorbing if and 
only if a is finite a.e. 

Proposition 5-15: If P is a recurrent chain and if E P is the Markov 
chain obtained by making a non-empty set E of states absorbing, then 
E P is absorbing. 

PROOF: Let j E E. Since Hij = 1 for every i, tj(w) is finite almost 
everywhere. But a(w) ~ tj(w), and E P is thus absorbing. 

The notation E P will be used in later sections to refer either to the 
chain P with the states made absorbing or to the chain P made so that 
it disappears instead of entering E. If 

then these two chains are, respectively, 

It will be clear from the context which one is meant. 
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There is one more important way in which absorbing chains arise. 
Suppose that P1 "# 1. If we add an absorbing state 0, the state 
"stopped," to the state space S and define P by 

Pii = Ptj if i "# 0 and j "# 0 

POi = SOi 

Pm = 1 - L: P tk if i "# 0, 
keS 

then P, called the enlarged chain, may be absorbing. If P is a finite 
transient chain, then P necessarily will be absorbing by Proposition 5-14. 

With this set of propositions to indicate how absorbing chains arise, 
we conclude with an investigation of the properties of the vector a. 

Proposition 5-16: If P is a transient chain, then a = N1. 

PROOF: 

(N1)t = L: Ntj summed over the transient states 
; 

= L: Mt[n i ] 
; 

= Mt [ t n;] by monotone convergence. 

But a = 2i n i , where the sum is taken over transient states j. Thus 
(N1)i = Mt[a] = at. 

Corollary 5-17: If P is a transient chain for which P1 = 1 and if a 
has only finite entries, then x = a is the unique minimum non-negative 
solution of the equation (/ - Q)x = 1. 

PROOF: It is the unique minimum non-negative solution by Proposi­
tion 5-16 and Proposition 5-11. 

4. Finite drunkard's walk 

The finite drunkard's walk is a Markov chain defined on the integers 
{O, 1, ... , n} with states 0 and n absorbing and with transition 
probabilities 

Pi.i+l = p 
and 

P t•i - 1 = q = 1 - P for 0 < i < n. 

If we set r = q/p, two cases arise. Either r = 1 and {xn} is a martingale 
or r "# 1 and {rXn} is a martingale. 
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We shall use the second martingale systems theorem (Theorem 3-15) 
to compute the entries of B, H, N, and a for the case r = 1. 

To compute the entries of the B matrix when r = 1, we note that 
B1 = 1 by Proposition 5-14; therefore BIO = 1 - Bin for each transient 
state i. Since {xn} is a bounded martingale, Corollary 3-16 applies 
with the time taken as the time of absorption (which is a stopping time 
because P is absorbing if and only if a is finite a.e.). Then 

i = OBIO + nBjn 

so that 
B jn = i/n 

and 
BIO = 1 - i/n. 

To find the entry H jj of the H-matrix, we make statej absorbing and 
consider the resulting process. If i ~ j, the modified process is the 
drunkard's walk on the integers {O, ... , j} with j absorbing. Hence 
H jj = ifj. If i ~ j, the modified process is the drunkard's walk on 
{j, ... , n}. Renumbering the states, we can consider the process as 
starting at i - j and taking place on the states {O, ... , n - j}. Thus, 

i-j n-i 
HIj = 1 - --. = --.' 

n-J n-J 

To get RII, where i is transient, we use the fact that fi = PH, so that 

fill = pHj + 1.1 + qHj -1.j 

= 1 - 2'( n .) since p = q = i. 
t n - t 

The N -matrix is determined as a function of fi and H by 

1 
NJi = R 

1 - jj 

and 

We find 

!~ (i)(n - j) 

N jj = 
~ (j)(n - i) 
n 

for i ;s; j 

for i ~ j. 

Finally, we have 

n-1 
aj = Mj[a] = (N1)j = 2: N jj = i(n - i). 

1=1 
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The case r ¥- 1 proceeds in the same way. By the systems theorem 

ri = rO BID + rn Bin. 

From this equation one easily deduces that 

After first computing Hand N, we find 

a j = Mi [ a] = q ~ p [i - n ~ = ;~]. 
When r > 1, this process is sometimes known as "gambler's ruin" 

because of the following interpretation. A gambler walks into a 
gambling house with i dollars in his pocket, and the house has n - i 
dollars to bet against him. In a given game the gambler has prob­
ability p of winning. Since the house fixes the odds, we have p < t 
and therefore r > 1. If the game is played repeatedly, X k in the above 
Markov chain represents the gambler's cash after k games, and BiO is 
the probability of his eventual ruin. Since r > 1, 

1 - r-(n-i) 
BID = > 1 - r-(n-i) 

1 - r n 

is nearly 1 when n - i (the house's capital) is large. Thus the gambler 
is nearly sure to be ruined, no matter how rich he is. However, a i is 
approximately i!(q - p), which is very large if i is substantial and p 
is near to t. Thus the gambler is likely to have a long run for his 
money. 

5. Infinite drunkard's walk 

Extending the finite drunkard's walk to a process P defined on all 
of the non-negative integers, we set 

POi = °Oi 

Pi,i + 1 =p for 0 < i < 00 

Pi,I-l =q= 1 -p for 0 < i < 00. 

Again we take r = q!p. 
Our first problem is to establish the sense in which the infinite 

drunkard's walk P is the limiting case of the finite drunkard's walk. 
Let nB, n ... v, and na denote, respectively, the absorption matrix, the 

fundamental matrix, and the mean time to absorption vector for the 
finite drunkard's walk on the integers {O, ... , n}. Define in connection 
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with the infinite drunkard's walk the random variable k nj to be the 
number of times the process is in state j up to the first time it is in state 
k. Let P be the statement that the process is not absorbed at state 0, 
and let Pk be the statement that the process if> not absorbed at state 0 
at any time up to the time it reaches state k. 

Proposition 5-18: In the infinite drunkard's walk 

BjQ = lim n Bw, 

and 

n 

N jj = lim nN jj , 

n 

PROOF: We have Pr[p] = 1 - BjQ and Pr[Pn] = 1 - nBjQ' Since 
the union of the truth sets of the Pn is the truth set of p, we have, by 
Proposition 1-16, 

1 - BjQ = lim (1 - nBw). 
n 

For the N -matrix we note that 

and 
nj = lim nnj monotonically. 

n 

The result for N therefore follows from the Monotone Convergence 
Theorem. Since a j = Mj[a] = .Ij N jj , the assertion about a j is also a 
consequence of monotone convergence. 

Taking the limits of some of the quantities computed for the finite 
drunkard's walk we find that 

BjQ = f. if r :2: 1 

rl if r ::;;; 1 
and 

a, ~ {q ~ p if r > 1 

+00 if r ::;;; 1. 

The value of BiO shows that the chain is absorbing when P ::;;; q; 
that is, a is finite almost everywhere when P ::;;; q. However, Mj[a] is 
finite only when P < q. 
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If we have calculated BIO and have seen that a is a stopping time 
when p :s q, we may compute Mj[a] directly from martingales without 
any knowledge of the N-matrix. Let p :s q, and for 0 < s :s 1 define 

Sk 
f(k, n) = (ps + qs 1)71' 

where n represents time and k represents position. Now 

f(k, n) = Sk(pS + qs-l)-7I :s (ps + qs-l)-7I, 

which is maximized when s = V qjp. Thus 

f(k, n) :s (pjq)7I/2 

:s 1 since p :s q. 

Hence f is bounded. It is easily seen that {f(X7I' n)} is a martingale: 
Since f is bounded, M[f] is finite; the reader may verify the regularity 
property by showing that 

p-J(xn + 1, n + 1) + q-J(xn - 1, n + 1) = f(xn, n). 

Let a be the stopping time of Corollary 3-16. Taking i as the starting 
state, we have 

~' ~ 

(ps + qs 1)0 = L Pr[a = n] (ps + qs-l)7I' 

Set Iju = ps + qs-l. Then 

1 - VI - 4pqu2 
s = -----=-.::...-

2pu 
and 

( 1 - VI - 4PqU 2)i L Pr[a = n]u71 = . 
2pu 

Defining 
rp(u) = L Pr[a = n]u7l , 

we note that 

rp'(u) = L n Pr[a = n]u7l - 1 

and that 

rp'(I) = L n Pr[a = n] = Mj[a] = aj' 

Using the fact that VI - 4pq = q - p to calculate rp'(I), we find that 
a j = i/(q - p), in agreement with the result obtained by the longer 
method. 
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The present method further allows us to find the probability distri­
bution of Pr[a = n] by expanding [(1 - VI - 4pqu2 )/(2pu)]t as a 
power series in u. We thus find that 

and so on. 

Pr[ a = n] = 0 for n < i 

Pr[a = i] = qi 

Pr[a = i + 1] = 0 
Pr[a = i + 2] = ipqt+1 

6. A zero-one law for sums of independent random variables 

Historically, the first infinite Markov chain that was stuqied was the 
sums of independent random variables process. We gather some of the 
results in the next few sections,. beginning with two propositions and a 
corollary of rather general applicability. 

Proposition 5-19: If P is a Markov chain for which the only bounded 
P-regular functions are constant vectors, then, for each subset of states 
E, Prt[sE] = 0 or 1, independently of the starting state i. 

PROOF: By Proposition 5-7, SE is regular and it is clearly bounded; 
therefore SE = e1. On the other hand, by Proposition 5-8, 

SE = BEsE 
so that 

e1 = eBE1 == ehE. 

Therefore, either e = 0 or hE = 1. In the latter case, SE = 1 by 
Proposition 5-8. 

As in Example 6 of Section 4-6, we let Pk = Pt,i+k' which, by 
assumption, is independent of i. 

Proposition 5-20: Let P be the transition matrix of a Markov chain 
obtained from sums of independent random variables. If, for each pair 
of states q and r, there is a state s such that q can be reached from 8 or s 
can be reached from q and such that r can be reached from s or s can be 
reached from r, then the only bounded regular functions are constant 
functions. In particular, the hypothesis is satisfied if all pairs of states 
communicate. 

PROOF: Let f be non-constant regular and suppose fq #= fro We 
shall assume that s can be reached from both q and r; the proof in the 
other cases is completely analogous. Let q, q + aI' q + a l + a2 , ••• , 
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q + a 1 + ... + am and r, r + b1 , ••• , r + b1 + ... + bn be respective 
paths of positive probability leading from q to 8 and from r to 8. Then 

so that at least one of the equalities in the two chains 

and 

must be false, since otherwise Iq = IT' Without loss of generality, let 
Iq+.oo+ak_l =F Iq+' .. +ak and let a = ak. Then Pa > O. Let (h = 
Il+a - It- Then (I is not identically O. Further, (I is regular because 

L: Pjj(l, = L Pij(ff+a - I,) , , 
= L Pitff+ a - L Pjjl, , , 
= L Pl+a.f+alf+a - L Pttfi 

i , 

=It+a -It 
= (It· 

Suppose that for all i, Iltl ~ c. Then I (I;j is bounded by 2c. Since 
multiplying (I by - 1 affects neither its regularity nor its boundedness, 
we may assume b = SUPt (It is positive and finite. For any i and any 
m> 0, 

[~: (ll+ka/ = I/t+ma - It I ~ 2c. 

Choose N so that N· b/2 > 2c. Let p(n) = P~~\ na ~ (Pa}n > 0, let 
P = minn<N p<n), and let t be a state such that (It > b(l - p/2). A 
choice for t exists since b is finite and since p > 0. Then for n < N, 

Thus 

Hence 

a contradiction. 

(It+na > b/2 for n < N. 

N-l 

L (It+ka > 2c, 
k~O 
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Corollary 5-21: If P is a sums of independent random variables 
Markov chain in which all pairs of states communicate, then for each 
subset of states E, Prt[sE] = 0 or 1, independently of the starting state i. 

7. Sums of independent random variables on the line 

Let P be a sums of independent random variables Markov chain 
indexed by the integers and defined by the probability distribution 
{Pk}' The set of integers k for which Pk > 0 we shall call the set of 
k-values associated with the chain. We shall assume that the greatest 
common divisor of the k-values is one. Thus, if both positive and 
negative k-values exist, we see (from Lemma 1-66, for example) that all 
pairs of states communicate. 

The mean m for the process is defined by m = 2:k kpk and is said to 
exist if and only if the positive and negative parts of the sum are not 
both infinite. In this section we shall establish the following result. 

Proposition 5-22: If P is a Markov chain representing sums of 
independent random variables on the line, if there are finitely many 
k-values and if they have greatest common divisor one, if 2: Pk = 1, 
and if m = 2: kpk' then in order for the chain to be recurrent it is 
necessary and sufficient that m = O. 

Before we come to the proof, two comments are in order. The first 
is that the proposition can be generalized to the case where there are 
infinitely many k-values as long as the mean m still exists and the k­
values still have greatest common divisor one. The same condition 
m = 0 is necessary and sufficient for P to be recurrent. The second 
comment is that the necessity of the condition m = 0 is an immediate 
consequence of the Strong Law of Large Numbers (Theorem 3-19) and 
that the special added assumption we used in the proof of that theorem 
translates exactly into the condition that there are only finitely many 
k-values. Nevertheless, we give a different proof. 

For the proof we may assume that both positive and negative 
k-values exist. Otherwise, the chain is obviously transient. Recalling 
our discussion in Example 2 of Section 3-2, we observe that if both 
positive and negative k-values exist, then there are either two distinct 
real roots or one double real root of the equation 

If there is a root r other than s = 1, then {rXn} is a non-negative martin­
gale. And if s = 1 is a double root, then {xn} is a martingale. 
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But /,(1) = (L kpkSk)S=l = L kpk = m, and /(s) = 1 has a double 
root at s = 1 if and only if m = O. In the case m =F 0, {rX ,,} converges 
a.e. and must converge to the zero function. Thus, according as 
r < 1 or r > 1, we have lim Xn = +00 or lim Xn = -00. Hence, the 
process returns to each state only finitely often with probability one. 
But if the chain were recurrent, each state would be reached infinitely 
often with probability one. Therefore, if m =F 0, the chain is transient. 

In the case in which m = 0, let - u be the smallest k-value and let v 
be the largest k-value. Let E be the set of states { - u, ... , - 2, - I} 
and let E' be the set of states {j, j + 1, ... , j + v-I} for some fixed 
j. Start the process in state i with 0 ~ i < j, and let t be the time to 
reach the set E u E'. The chain stopped at time t is absorbing by 
Proposition 5-14, and t is therefore a stopping time. Since {xn} is a 
bounded martingale before time t, Corollary 3-16 applies. Therefore, 
M[xol = M[xtl, and for 0 ~ i < j, we have 

i = M[xol = M[xtl = L Bfkk + L Bf~k 
keE keE' 

~ - u L Bfk + j L Bf~ 
keE keE' 

-uhf + jhf, 
which, by Proposition 5-13, 

Then 

and 

= -uhf + j(1 - hf). 

(j + u )hf ~ j - i 

j - i 
hf ~ -.--' 

J+u 

Letting j -+ 00, we find that hf = 1 for all i ~ O. 
Reversing the argument for i :::; 0 and F = {I, ... , v}, we find 

similarly that hi = 1 for all i :::; O. Thus, for any state i, hfuF = 1. 
By Proposition 5-8, SfuF = 1. Since E u F is a finite set, Proposition 
4-28 applies, and the chain is recurrent. 

8. Examples of sums of independent random variables 

Calculations with sums of independent random variables on the line 
normally involve either martingales or difference equations. We shall 
illustrate in this section each of these methods with an example. 

EXAMPLE 1: Let the defining distribution for a Markov chain P 
representing sums of independent random variables on the integers be 
{PI = q, P2 = pl· The process is obviously transient since Hjj = 0 
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and N jj = 1 for all j. Since N jj = HtjNjj = Htj = HO,i-" we will 
have determined the H-matrix and the N-matrix completely by finding 
the value of HOk for all k. We note first that HOk = 0 if k is negative. 
For the case k ~ 0, {rx.} is a nonconstant martingale if r is a nonzero 
root other than one of the equation L PkSk = qs + pS2 = 1. Thus 
{( _ljp)x.} is a martingale. Taking the stopping time t as the time 
when the process reaches or passes state k, we find from Corollary 3-16 
that for the process started at state 0 

(_ljp)O = H Ok( _Ijp)k + (1 - H Ok )( _ljp)k+l. 

Therefore, 
1 

HOk = -- (I - (_p)k+I). 
I+p 

It is interesting to note that 

lim H Ok = _1_. 
k .... "" 1 + P 

This result can also be obtained from the Renewal Theorem of Section 
1-6 if we observe that 

m = 2: kpk = q + 2p = 1 + p 
so that 

EXAMPLE 2: Let P-I = j-, PI = -I, and P2 = t. Then 

m = 2: kpk = 1, 

and the process is transient by Proposition 5-22. Let the transition 
matrix be called P. 

If g is a P-regular vector at state i, then gi = (Pg), and 

g, = j-g'-I + -Ig'+1 + tgl+2' 

We shall need a characterization of such vectors in the calculation of the 
H -matrix. The difference equation we have just formed may be 
rewritten as 

4gl+2 + 3gi + 1 - 9g1 + 2g'_1 = o. 
Its characteristic equation (see Section 1-6b) is 

4P + 3k2 - 9k + 2 = 0, 

whose solutions are k = I, 1, and - 2. Thus, 

g, = A + BW' + C(·-2)'. 
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In finding the entries of the H-matrix, we know that Hfj = Hi-i,o; 
therefore, it is sufficient to consider only the entries HjQ' We shall 
look at the cases i ~ 0 and i ~ 0 separately, 

Suppose i ~ O. Since the only negative k-value is - 1, it is impos­
sible for the process to start in state i + 1 and reach state 0 without 
first passing through state i. Thus, for i ~ 0, 

Hj+ 1,0 = Hi + uHl,O 

= H 1 ,oHi,o 

with H 00 = 1. The result is a first-order difference equation whose 
solution is Hi,o = c(Hl,O)i. Setting i = 0 shows that c = 1. Thus 
Hi,o is exponential. 

But ii = PH, so that Hi,o = (PHko for all i > O. Thus Hi,o 
satisfies the difference equation 

for i > O. It therefore satisfies 

for i ~ O. Hence Hi,o = A + B(!)i + O( - 2)i for all i ~ O. Since 
Hi,o is known to be exponential, two of the coefficients A, B, and 0 are 
zero and the other is one. The alternatives 0 = 1 and A = 1 are 
eliminated, respectively, by the facts that - 2 is not a probability and 
that P drifts to the right a.e. Thus, 

Hi,a = (-lY for i ~ O. 

For i :s; 0 we again use the fact that ii = PH, and we find that Hi,a 
is a solution of the equation 

for all i :s; 1. Therefore, 

for all i :s; 1. Known values for Hl.a when i = 0 and i = 1 give us 
two conditions on the three unknowns A, B, and O. The fact that 
Hi,a :s; 1 as i -+ -00 tells us that B = O. We have as a result 

for i ~ 0 



5-23 Ladder process for sums of independent random variables 125 

From a knowledge of the H-matrix, we can compute li by li = PH. 
The entries of the N-matrix follow from 

and 

9. Ladder process for sums of independent random variables 

For a sums of independent random variables Markov chain defined 
on the integers, we define a sequence Si{W) of positive step times induc­
tively as follows: so{w) is the least n such that xo{w) > 0, and Si{W) is 
the least n such that xn{w) > X St _ l(W){W). If we construct a stochastic 
process by watching the old Markov chain only at the positive step 
times-that is, by calling the nth outcome in the new process the snth 
outcome in the old process-then the strong Markov property as 
formulated in Theorem 4-9 implies that the new process is a Markov 
chain. We shall go through this implication in detail. 

Proposition 5-23: If P is a sums of independent random variables 
Markov chain defined on the integers, then the stochastic process whose 
nth outcome is the snth outcome in P is a Markov chain P+. Moreover, 
P/; = Pti-i' 

PROOF: The times Sn are random times. 
the time Sn and the statement r :; (XSn + 1 

Pr,,[xso = Co 1\ •.. 1\ XSn = Cn] > 0, then 

Applying Theorem 4-9 to 
= cn + 1 ), we find that, if 

Pr ,,[ xSn + 1 = Cn + 1 I xSo = Co 1\ ... 1\ xs, = cn] 

And if Pr,,[xsn = cn] > 0, then 

Thus the process is a Markov chain P+. The fact that P/; = Pri.i-i 
follows from the fact that P represents sums of independent random 
variables. 

The chain P + is called the ladder process for P. The ladder process 
moves from i to j if j is the first state greater than i that is reached in 
the original process. If the mean step m in P is positive, then the 
process reaches or passes any given positive state with probability one, 
so that the Si are finite a.e. Hence P+1 = 1, and the ladder process 
represents sums of independent random variables. 
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As an example, we shall compute explicitly the ladder process 
associated with Example 2 of the preceding section. For the given 
chain we have P-l = j-, Pl = i, and P2 = t. The ladder process has 
two k-values, namely 1 and 2, and thus has a distribution {pi, pt}. 
Sinc~ the positive step times are finite a.e., we have L P: = 1 or 

pi + p~ = 1. 

To find the values of pi and p~ , we note that 

p~ = lHo2 

= P 02 + PO.-1Ptp~ 
= P2 + P-1Ptp~· 

Putting in the known values for P -1 and P2' we find 

P + _ p+ _ 1 
1 -- 2 - 2' 

The ladder process for our Example 2 is therefore an instance of 
Example 1 in the same section. 

10. The basic example 

The basic example is a Markov chain with state space the non­
negative integers and with transition probabilities 

Pi-l.t = Pi' i > 0 

P i - l •O = qi = 1 - Pt· 

We normally assume that none of the Pt's is o. A row vector f3 is 
defined by 

f30 = 1 

f3i = Pif3i-l for i > 0; 

it is regular if and only if limi~oo f3i = 0, and the process is recurrent or 
transient according as the limit is or is not O. 

In this section we shall compute the Hand N matrices for the basic 
example when it is transient, and we shall show that a transient basic 
example has no non-zero regular row vector. 

The process cannot leave the set {O, 1, ... ,j} without hitting j. 
Hence Htj = 1 if i :::; j. If i > j, then j can be reached only via 0, so 
that 

Hi} = HiOH OJ = HiO 

by Proposition 4-16. Thus we need only find HiD' The only way the 
process can fail to reach 0 is to continue moving to the right from i. 
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Let f300 = limj-+ oo f3j = T1~1 Pi· Then 

and we find 

Then 

1 - H to = TI pj = f3.t , 
j>i /",j 

H jj = {I f300 
1-­

f3t 

if i ~ j 

if i > j. 

11jj = Pi+lH j+1.j + qi+lHOj 

= pj+l(1 - f3 oo ) + qi+l 
f3i+l 

= 1 _ f3oo. 
f3j 
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Suppose now that the process is transient-that is, that f300 > o. 
Then 

so that 

if i ~ j 

f3j 
- - if i > j. 

f3j 
If f300 > 0, we know that f3 is not regular. Indeed, a transient basic 

example has no non-zero regular row vector. For if 0: is regular, then 

2: O:jqj+ 1 = 0:0 
j 

and 
O:j-lPj = O:j for j > o. 

From the second condition we find by induction that O:j = O:of3j. Then 
the first condition yields 

0:0 = 0:02: f3iqt+l = 0:02: (f3t - f3i+l) = O:o(l - f3oo}. 
I i 

Thus 0:0 = 0 and 0: = o. 

ll. Problems 

1. Consider the finite Markov chain with states 

o 1 2 3 4 
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States 0 and 4 are absorbing. At each of the other states the process 
takes a step to the right with probability t, or a step to the left with 
probability 1. Compute P, N, and B by means of Propositions 5-5 and 
5-6. 

2. If the states of a transient chain form a single closed set, show that each 
column of N is a non-constant positive superregular function. [Note: 
We shall see later that there are no such functions for recurrent chains; 
hence their existence is a necessary and sufficient condition for a closed 
set to be transient.] 

3. Prove Proposition 5-8. Prove also that hE = NeE + SE. Interpret 
each result. 

4. In the basic example, let E = {O, 1, 2}. Compute BE, hE, eE, and SE. 
Check formulas (1), (2), and (3) in Proposition 5-8. 

5. Prove an analog of Theorem 5-10 for row vectors. Use it to show that 
if 'IT ~ 'IT P ~ 0 in a transient basic example, then there is a measure p, 
such that 'IT = p,N. 

6. For a transient chain let 
x, = ~[nE]' 

where nE is the number of times the chain is in the finite set of states E. 
Use a systems theorem to find an equation of the form 

(/ - P)x = y, 

and prove that x is the minimum non-negative solution. 

7. Find the probability in the p-q random walk started at 0 of reaching + n 
before -no [Hint: Use the results obtained for the finite drunkard's 
walk.] If p > q, what happens to this probability as n increases? 

8. The one-dimensional symmetric random walk is a process to which 
Corollary 5-21 applies. If E is the set of primes, is SE equal to 1 or is it 
equal to O? 

9. Let X o, Xl> x2 , ••• be the outcome functions for the symmetric random 
walk on the integers started at O. Show that there is no non-constant 
non-negative function f(n) defined on the integers such that f(xo), 
f(Xl)' ... is a martingale. 

10. Show by direct computation that the sums of independent random 
variables process on the integers with P2 = 1- and P -1 = i is recurrent. 

1l. Find Hand N for sums of independent random variables on the integers 
with P-l = P2 = !. 

Problems 12 to 19 refer to sums of independent random variables on the 
integers with P -1 = 1- and Pi = 1-
12. Find Hand N. 

13. Describe the long-range behavior of the chain. 

14. Give two examples of infinite sets E to illustrate the two possibilities 
SE = 1 and SE = O. 

15. Find all non-negative regular functions. 
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16. Give a necessary and sufficient condition on a non-negative function f 
that Nf be finite-valued. 

17. In the previous problem, let g = Nf. Choose an f satisfying your 
condition, and show that (1 - P)g = f. 

18. Let 

{
2 + WI if i < 0 

hi = (3 + i)(t)1 if i ~ O. 

Show that h is superregular, and decompose h as in Theorem 5-10. 
19. Use the function of Problem 18 together with the Martingale Convergence 

Theorem to prove that the process is to the left of 0 only finitely often a.e. 

Problems 20 to 22 refer to the game of tennis. It will be necessary to know 
how one keeps score in tennis. A match is being played between A and B, 
and A has probability p of winning anyone point. 

20. Set up a single game as a transient chain with the two absorbing states 
"A wins" and" B wins." [Minimize the number of states, e.g., identify 
"30-30" with "deuce."J Compute the probability that A wins the 
game as a function of p. 

21. Suppose that A has probability p' of winning a game. What is the 
probability that he wins a set? What of winning the match (if he is 
required to win three sets)? 

22. What is the probability that A wins the match if p = 0.6? What if 
p = 0.51 ? 



CHAPTER 6 

RECURRENT CHAINS 

1. Mean ergodic theorem for Markov chains 

Recurrent chains are Markov chains such that the set of states is a 
single recurrent class. They have the properties that P1 = 1, il = E, 
and Mj[nj ] = 00. The study of recurrent chains begins with a charac­
terization of finite-valued non-negative superregular measures and 
functions; the reader should turn back to Sections 1-6c and 1-6d for the 
terms referred to in what follows. 

We shall apply Proposition 1-63 and Corollary 1-64 to the sequence 
of matrices obtained as the Cesaro sums of the powers of a recurrent 
chain P. Define 

Then 
o ::;; Dn) ::;; E for all n. 

Theorem 6-1 : If P is the matrix of a recurrent chain, then the sequence 
of powers of P is Cesaro summable to a limiting matrix L with the 
properties L ~ 0 and LP = L = PL = P. 

PROOF: We shall show that every convergent subsequence converges 
to the same limit L. The proof proceeds in four steps. 

(1) Since 

we have 

1 
Dn) = n (1 + P + ... + pn-l), 

1 PDn) = _ (P + p2 + ... + pn) = Dn)p 
n 

Dn) + ~ (pn - 1). 
n 

130 
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Let {Dn.)} be a convergent subsequence; such a sequence exists by 
Proposition 1-63. Set L = limv Dnv). Then L ~ 0. Since 

lim! (pn - J) = 0, 
n n 

we have limv P Dn.) = L = lim. Dnv) P. 
(2) By Proposition 1-56 (dominated convergence), we have 

lim PDn.) = P lim Dnv) = PL 
v 

and thus 
PL = L. 

By Proposition 1-55 (Fatou's Theorem), we may further conclude 

(lim Dn.»p :$; lim (Dn.) P) = L 
v v 

and 
LP :$; L. 

(3) Suppose LP is not equal to L. Then for some i andj, (LP)jj < 
L jj . Summing the inequalities (LPh :$; L iI, on k, we obtain 

2 (LP)ik < 2 Lik 
k k 

since strict inequality holds in the jth entry. Thus [(LP)1 Ji < (L1 )i. 
Since L, P, and 1 are non-negative, associativity holds and (LP)1 = 

L(P1) = L1. Therefore, [(LP)1 Ji = (L1 )i' and we have a contradic­
tion. Hence LP = L = PL. By induction, we readily see that 
Lpn = L = pnL for every n. Adding these results, we obtain finally 

LDn) = L = Dn)L. 

(4) Let {Dn")} be a convergent subsequence with limit L. It is 
sufficient to show that L = L. From step (3) we have L = LDn") 
for any fL' and by Fatou's Theorem L1 :$; 1 and L1 :$; 1. Thus, by 
dominated convergence, 

L = lim (LDn"» = LL. 
Ii 

Interchanging the roles of Land L, we find L = LL. But by Fatou's 
Theorem LL :$; Land LL :$; L. Therefore, 

L = LL :$; Land L = LL :$; L. 

Hence L = Land L = L2. 

Definition 6-2: If P is a recurrent chain, P is said to be a null chain 
if L = 0. If L "# 0, P is said to be an ergodic chain and the limit 
matrix L is called A. 
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Proposition 6-3: If P is a recurrent chain, every constant function is 
regular and the only non-negative (finite-valued) superregular functions 
are constants. 

PROOF: Constant functions are trivially regular since P1 = 1. Let 
h be a finite-valued non-negative superregular function, and let the 
chain be started in any fixed state i. Since M[ih(xo)i] = hi < 00, 

(h(xn), fJln) is a non-negative supermartingale (see Section 4-3). Thus 
limn h(xn) exists and is finite with probability one by Corollary 3-13. 
If h is not a constant function, then hj =F hie for some j and k. Since the 
chain is in states j and k infinitely often a.e., h(xn) = hj and h(xn) = hie 
for infinitely many n with probability one. Thus h(xn) diverges a.e., a 
contradiction. 

To prove the corresponding result for measures, we introduce the 
dual matrix P, defined whenever a positive finite-valued P-super­
regular measure a exists. The entries of Pare Pjj = ajPjdaj. Al­
though we shall investigate P more fully in the next section, we mention 
some of its properties here. Suppose P is recurrent. Since Pij ~ 0 
and since 

~ - 1 ~ 1 
L. Pij = - L. ajPji ;5; - aj = 1, 
j ai j ai 

P is a transition matrix. Since all pairs of states communicate in P, 
they do in P. Now, using induction on n, we note that if 

(pn-l)j' = aj(pn-l)ji for all i andj, 
J at 

then 

(p-n) ~ p- (p-n-l) aj ~ (pn-l) p aj(pn)ji 
ij = L. jle lej = - L. jle lei = . 

Ie ai Ie aj 

Summing on n, we see that Mt[n;] = +00 because Mi[n;] = 00. Hence 
P is recurrent. 

Proposition 6-4: If P is a recurrent chain, all (finite-valued) non­
negative superregular measures are regular and are uniquely deter­
mined up to multiplication by a constant. A non-zero non-negative 
superregular measure is positive. 

PROOF: We prove the second assertion first. Suppose a ~ aP. 
Then a ~ apn for every n. If ai = 0 and aj > 0, find n such that 
(pn)jj > o. We have 

ai ~ 2: am(pn)mi ~ aj(pn)ji > 0, 
m 
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a contradiction. Hence a > 0. For the first assertion of the prop­
osition, let a and fJ be non-zero non-negative finite-valued super­
regular measures. Then a and fJ are positive. Use a to form the 
recurrent chain F. Then F1 = 1 since P is recurrent. Therefore, 

Thus ai = Lj ajPji and a is regular. If we can show that {f3j/aj} is a 
superregular function for P, we will have shown that f3 = ca, and the 
proof will be complete. We have 

L Fij f2 = L ~ p jJ3j = ~ L f3 jP ji ::; ~. 
j aj j ai aj ai j a l 

Proposition 6-5: If P is ergodic, then A = 1a, a1 = 1, and a IS 

regular. 

PROOF: We have PA = A. Thus every column of A is regular and 
must be constant by Proposition 6-3. Hence A = 1a. Since AP = A, 
every row of A is regular and a must be regular. I t therefore remains to 
be shown that a1 = 1. Now A2 = A so that (1a)(1a) = (1a). By 
associativity 1 (a(1a)) = 1a so that a(1a) = a. But a(1a) = (a1)a so 
that (a1)a = a. If aj # 0, then from (a1 )aj = aj we may conclude 
a1 = 1. 

The existence of a positive regular measure for ergodic chains is thus 
an easy matter to prove. For null chains, however, the proof is harder 
since the limiting matrix L = ° is no help. The technique we shall use 
is to watch the recurrent chain P only while it is in a subset E ofthe set 
of states. 

Let E be a subset of states and let pE be the stochastic process whose 
nth outcome is the outcome of P the nth time the process P is in the 
set E. We shall see in Lemma 6-6 that pE is a Markov chain. From its 
interpretation it is clear that pE is recurrent if P is recurrent. More­
over, if E C F, then (PF)E = PE. 

The index set for the matrix pE is taken to be E. Writing Pas 

we have the following relationship between pE and P. 
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Lemma 6-6: For an arbitrary Markov chain P, pE is a Markov chain 
and 

pE = T + UNR, 

REMARK: The lemma holds even if N has infinite entries, provided we 
agree as usual that o· 00 = o. 

PROOF: Let Yn be the nth outcome in the PE-process. If 

Pr,,[yo = Co /\ ... /\ Yn-l = cn-d > 0, 

let t be the random time of outcome n - 1 and apply Theorem 4-9. 
Then 

Pr,,[Yn = Cn I Yo = Co /\ ... /\ Yn-l = cn-d 
= Pr,,[Yn = Cn I Yo = Co /\ ... /\ Yn-l = Cn- 1 /\ Xi = cn-d 
= Pren _ '[Yl = cn], 

and it follows that pE is a Markov chain. Now let i and j be in E. 
Applying Theorem 4-10 with the random time identically one and with 
the statement that E is hit after time 0 first at state j, we have 

P~ = L PikBfj 
k 

L PikBfj + L PikBfj 
kEE k~E 

Pi} + L PikBfj· 
k~E 

The result then follows from Proposition 5-6. 

Lemma 6-7: For an arbitrary Markov chain P, if E is a subset of 
states and f3 is a finite-valued non-negative P-superregular measure, 
then f3E is pE-superregular. 

PROOF: Since f3 :2: f3P, multiplication of the submatrices of f3 by the 
submatrices of P gives the two relations 

f3E :2: f3ET + f3ER 
and 

f3E :2: f3E U + f3EQ· 

We may rewrite the second relation as 

f3E(I - Q) :2: f3 EU :2: o. 
The proof of Theorem 5-10 translates directly into a proof for row 
vectors. From it we find 

f3E = yN + p, 
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where y = {Jt(J - Q), N = L Q'\ and p is non-negative and Q-regular. 
Hence 

{Jt ~ yN ~ ({JEU)N. 

Thus {JEPE = {JET + {JE UN R ::;; {JET + {JtR ::;; {JE· 

Lemma 6-8: No finite null chains exist. 

PROOF: We have Dn)1 = 1 or Lj Lj'j> = 1 for every n. Since the 
limit of a finite sum is the sum of the limits, 

(L1)i = L Lij = L lim Ll'l) = lim L Lj'l) = 1. 
j j n n i 

Theorem 6-9: Every recurrent chain P has a positive finite-valued 
regular measure a which is unique up to multiplication by a scalar. 
Furthermore, a1 < 00 if and only if P is ergodic. 

PROOF: Order the states by the positive integers, let E be the first 
n of the states, and let F be the first n + 1. Then pE and pF are 
ergodic chains and have regular measures aE and aF. Also (PF)E = PE. 
Thus a~ is pE-regular by Lemma 6-7, and we may choose aF such that 
a~ = aE by the uniqueness part of Proposition 6-4. The procedure of 
adding a single state to F may be continued by induction, and we set 
a = lim E .... s (aE 0). Now for any of these sets E we have 

aET :::; aET + aEUN R = aEPE = aE 
or 

Thus, 

a (~ :) = (aET 0)::;; (aE 0):::; a. 

As E ~ S, the entries of (~ :) increase monotonically from zero to 

the entries of P. Hence, by monotone convergence, aP :::; a and, by 
Proposition 6-4, a is regular. Clearly a > 0, and we know that if P is 
ergodic then a1 < 00. Conversely, suppose a1 < 00. Then, by 
dominated convergence, 

aL = lim aDn) 
n 

= lim! a(J + ... + pn-l) 
n n 

=a 

=FO 
and L =F o. 
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2. Duality 

The proof of Proposition 6-4 is somewhat artificial without further 
explanation. What was used was a standard method of converting 
proofs about functions into proofs about measures. We had proved 
uniqueness for non-negative finite-valued superregular functions, and 
the idea was to take advantage of this fact in the result for measures. 

The isomorphism that exists between row vectors and column 
vectors is known as duality. Not only does duality make rigorous the 
correspondence between row and column vectors, but also it provides 
easy proofs of some new results. 

Definition 6-10: Let P be an arbitrary Markov chain transition 
matrix and suppose there exists a positive finite-valued P-superregular 
measure a. The a-dual matrix of P is a matrix P defined by 

P _ ajPif 
ii - --. 

ai 

Let D be a diagonal matrix with diagonal entries l/ai' 

We note that P = DPTD-l. 
We cannot define duality in general, because we are not always 

assured of the existence of a positive superregular measure. However, 
there are only two important special cases, and we know that a 
superregular measure a exists for each of them: 

(1) P is recurrent. Then there exists a unique a-dual of P. We call 
P the dual of P or the reverse chain. We shall investigate the prop­
erties of the reverse chain in some detail in Section 8. 

(2) P has only transient states. Then, as we saw in Section 5-2, a 
positive superregular a exists. All duality statements are relative to 
such a vector a, but there is no assurance that a is unique. 

Proposition 6-11: If P is a transition matrix, then so is P. If all 
pairs of states in P communicate, then all pairs of states in P com­
municate. 

PROOF: It is clear that P ~ O. For P1 ~ 1 we have 

If i and j communicate in P by the routes 

and 
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then they communicate in P by 

i, n., ... , nl>j, 

j, m" ... , ml' i. 

Proposition 6-12: If P is a transition matrix, then 

pn = D(pn)TD-l and {Mi[aj ]} = D{Mj[nJYD-l. 

If p is either (1) recurrent or (2) transient with only transient states, 
then P is of the same type. If P is of the second type, then 

N = DNTD-l. 

PROOF: The proof of the first assertion is by induction on n. The 
case n = 1 is Definition 6-10. Suppose that 

Pk-l = D(Pk-lfD-l. 
Then 

Pk = PPk-l = (DPTD-l)(D(Pk-l)TD-l) = D(Pk)TD-l. 

Associativity holds because all the matrices are non-negative. Now 

{Mj[aj ]} = L Pk = D L ((Pkf)D-l = D{Mj[nj]y D-l. 
k k 

In particular, if Mj[nj ] is infinite, then so is Mj[aj]. Hence, by 
Proposition 6-11, if P is recurrent, so is P. 

Definition 6-13: Let P be a transition matrix, and let a be a positive 
finite-valued superregular measure. Let Y bc any square matrix, let 
{3 be any row vector, and let f be any column vector all indexed by the 
set of states. Define D to be a diagonal matrix whose diagonal entries 
are l/aj. The duals of Y, {3, andf are defined by 

dual Y = DYTD-l 

dual {3 = Df3T 

dualf = F D-l. 

The dual of a number is that number. 

We see that the dual of a row vector is a column vector and that the 
dual of a column vector is a row vector. The reader should note that P 
is identical with dual P and that part of the content of Proposition 
6-12 is that Mj[nj ] transforms to the P chain in the same way that Pjj 
does: 

{Mj[aj ]} = dual {Mj[n j ]}. 

The fundamental properties of duals are listed in the next proposition. 
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Proposition 6-14: Let X and Y be square matrices, row vectors, or 
column vectors indexed by the set of states for a Markov chain P. 
Suppose P is the a-dual of P. Then 

(1) dual dual X = X. 
(2) dual (X + Y) = dual X + dual Y. 
(3) dual (eX) = e dual X. 
(4) dual (XY) = dual Y dual X. 
(5) dual I = I and dual 0 = O. 
(6) If X ~ 0, then dual X ~ 0; and if X > 0, then dual X > O. 
(7) If X ~ Y, then dual X ~ dual Y; and if X > Y, then 

dual X > dual Y. 
(8) If ! is a P-superregular (or subregular) column vector, then 

dual! is a P-superregular (or subregular) row vector; and if {3 
is a P-superregular (or subregular) row vector, then dual {3 is a 
P-superregular (or subregular) column vector. 

(9) dual 1 = a and dual a = 1. The measure a is P-superregular. 
(10) If limn X(n) = X, then limn dual X(n) = dual X. 

PROOF: We shall prove only (1) and (4); the rest of the proof is left 
to the reader. For (1) we have 

dual dual X = dual (DXT D-l) 
= D(DXT D-l)T D-l 
= DD-IXTT DD-l 

= X. 

Associativity holds because D and D-l are diagonal matrices. 
For (4) we have 

dualXY = D(XY)TD-l 
= DYTXTD-l 
= (DYT D-l)(DXT D-l) 
= dual Y dual X. 

'Ve may summarize Proposition 6-14 by saying that the operation 
dual is its own inverse, it reverses products, and it preserves sums, 
equalities, inequalities, regularity, and limits. We know, for example, 
that the dual of a recurrent chain is recurrent, and since dual is one-one, 
a dual recurrent chain is the most general recurrent chain. Hence a 
proof" for all recurrent chains P" is a proof for all recurrent chains. 

The essential feature of duality lies in this last statement; we shall 
apply it to the proof of Proposition 6-4. We start with a recurrent chain 
P and two positive superregular measures ex and {3. Forming P, the 
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a-dual of P, we observe that since P is the most general recurrent chain 
and since 1 is P-regular, the dual of 1 must be P-regular. Thus a is 
regular. Now since fJ is P-superregular and non-negative, dual fJ is P­
superregular and non-negative. Hence dual fJ is a constant vector, and 
the proof that fJ is a constant multiple of a is complete. 

To form the a-dual of the restriction of a matrix, we use the appro­
priate restrictions of D and D - 1 which make the matrix products 
defined. For example, write 

By definition, 

and 

Note that 

E 
P= 

E 

dual T = DETT DE -1, 

dual U = DtUT DE -1, 

dual R = DERTDE-1, 

(R~ ~) ._ ~ = P = DPT D-1 

so that 

and 

= (DE 0 )(TT RT)(DE -1 0) 
o Dt UT QT 0 DE-1 

(
DETT DE -1 DERT Dt -1), 

DtUT DE -1 DEQT Dt -1 

dual T = 1', 
dual U = fl, 

dual R = 0, 

dualQ = Q. 
To make effective use of duality, it is convenient to know what 

interpretation, if any, the duals of the matrices associated with P have 
in terms of the P-process. At this time we shall calculate the duals of 
E P, pE, and BE. 
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If we let E P be the process P watched until it enters E, then E P has 
transition matrix 

and fundamental matrix 

EN=(: L~n)' 
Hence dual Ep = EP and dual EN = Eb. 

The duals of pE and BE are not so trivial to settle, and we shall 
state what they are as the next two propositions. 

Proposition 6-15: The dual of pE is PE. 

PROOF: By Lemma 6-6, 

Hence 
pE = T + U(L:, Qn)R. 

dual pE = dual T + (dual R)(L:, (dual Q)n) (dual U) 

= l' + O(L Qn)R 
= PE. 

Proposition 6-16: 

{EN" if i E E 
(dual BE)ji = 0 I, 

if i ¢ E, 

where ENij is the number of times that the a-dual process started at i 
is in j before returning to E. 

PROOF: Let N = L Qn. Then 

BE = (:R :), 
so that 

(1 0ob). dual BE = 0 

Thus if i ¢ E, then (dual BE)ji = 0, and if i and j are in E, then 

(dual BE)ji = 80 = EN ji . 

If i E E and j ¢ E, then the result that 

(ON)jj = ENij 

follows from Theorem 4-11 with the random time identically one. 
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If we define EN to be a matrix indexed by E and S whose i-jth entry 
is the mean number of times starting in i that the process is in j before 
returning to E, then we may rewrite the result of Proposition 6-16 as 

dual BE ~ c:) 
The rest of this section contains applications of Propositions 6-15 

and 6-16. We begin by deriving two identities relating BE to other 
matrices, and we shall then dualize the first identity to obtain a result 
which will be used in Chapters 8 and 9. Finally we shall apply 
Proposition 6-16 in a different way to get a probabilistic interpretation 
for aj!ai. 

Proposition 6-17: For any set E, 

(1 - P)BE = ( -0 pE :). 

If N(n) = 1 + P + ... + pn, then 

BEN(n) = N(n) + EN(pn+t - 1). 

PROOF: Set N = .L: Qn. For the first identity we have 

(1 - P)BE = = (1 - T - U ) (1 0) ( 1 - (T + UN R) 00) 
- R 1 - Q N R 0 - R + (1 - Q)N R 

= ( -0 pE :) since (1 - Q)N =1 

For the second identity, we have 

and hence 

and 

EN = (: :) 

EN(P _ 1) = ( 0 
NR 

o ) = BE _ 1. 
-1 
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Proposition 6-18: For any set E 

(:)(1 - P) = ( -0 pE :). 

PROOF: Apply duality to the first identity of Proposition 6-17, using 
Propositions 6-15 and 6-16. Then 

(EN) ~ (1 _ PE 0) 
(1 - P) = . 000 

Since this identity holds for all reverse processes P, it holds for all 
processes. 

Using Proposition 6-16, we can obtain a simple interpretation for the 
ratio aj/ai • The case in which P is recurrent is of special importance 
because a is unique up to multiplication by a constant. But first we 
prove a more general result. 

Proposition 6-19: Let a be a positive finite-valued superregular 
measure for P, and let P be the a-dual for P. Then for any set E, 

L ai ENij = a/"f. 
iEE 

PROOF: By Proposition 6-16, 

~E I) {
Eft 

(dual B )ij = 0 

Therefore 

for i E E 

for i ¢: E. 

= L CXi EN ij • 
iEE 

Corollary 6-20: Let cx be a positive finite-valued superregular measure 
for P, and let P be the a-dual of P. Then 

PROOF: Set E = {i} in Proposition 6-19. 

In particular, iNii :<;; cxJlcxi for any such cx. 
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Corollary 6-21: Let IX be a positive finite-valued regular measure for 
a recurrent chain P. Then 

PROOF: Since P is recurrent, so is F. Thus I1fi = 1, and we may 
apply Corollary 6-20. 

Corollary 6-22: Let IX be a positive finite-valued regular measure for 
a recurrent chain P. Then 

L aj EN jj = aj for allj. 
ieE 

PROOF: Apply Proposition 6-19. Then hf = 1. 

Definition 6-23: Let P be a recurrent chain. Set 

and 

Mjj = Mj[tf]· 

The matrix M is called the mean first passage time matrix. Similarly 
M jE is the mean time from i until E is reached, and MjE is the mean 
time from i to return to E. 

Proposition 6-24: If P IS a recurrent chain with positive regular 
measure a, then 

PROOF: We have 

L ajMjE = L L a j EN jj = L L aj EN jj 
jeE jeE f f jeE 

= L af = a1, 
j 

the next to last equality following from Corollary 6-22. 

Proposition 6-25: If P is a recurrent chain with 
measure a, then 

positive regular 

Mii = {~ if P is ergodic and a1 = 1 

+ 00 if P is null. 

PROOF: Set E = {i} in Proposition 6-24. 
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3. Cyclicity 

Let P be a recurrent Markov chain and let i be a fixed state of the 
chain. Define a set of positive integers T by 

T = {k I (Pk)jj > 0, k > o}. 

Let d be the greatest common divisor of the integers in T. 

Lemma 6-26: T is non-empty and is closed under addition. 

PROOF: T is clearly non-empty since P is recurrent. Suppose m and 
n are integers in T. Then (pm)lf > 0 and (pn)ii > 0, so that 

(pm+n)it = 2: (pm)ik(pn)ki 
k 

~ (pm)ii(pn)jj 

> o. 
Hence m + n is in T. 

Noting the discussion in Sectiqn 1-6e, we arrive at the following 
result, using Lemma 1-66. 

Lemma 6-27: T contains all sufficiently large multiples of its greatest 
common divisor d. 

The integer d we shall call the period of the chain for the state i. 

Proposition 6-28: The period of a recurrent chain for the state i is a 
constant independent of the state i. 

PROOF: Let i and j be any two states in the chain. Since the chain 
is recurrent, i andj communicate. Let d be the period associated with 
state i and let d be the period associated with state j. Suppose the 
minimum possible time for the process to go from state i to state j is 8, 

and suppose the minimum time for the process to go from j to i is t. 
By Lemma 6-27 let N be large enough so that the process can return to 
j in nd steps for all n ~ N. Then the process can go from i to j in 8 

steps, return to j in Nd steps, and go back to i in t steps. Hence 
d I (8 + Nd + t). Similarly, d I (8 + (N + 1)d + t). Thus d divides 
the difference, or did. Reversing the roles of i and j, we find that 
did. Therefore, d = d. 

We may thus speak of the period of a recurrent chain without 
ambiguity. Every recurrent chain has a period, and that period is 
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finite. If, for example, P is a recurrent chain in which Pii > 0 for 
some i, then P has period one. 

Definition 6-29: A recurrent chain is said to be non-cyclic if its period 
is one and cyclic if its period is greater than one. 

Let P be a recurrent chain of period d. Define a relation R on the 
states of P by the following: We say that i R j if and only if, starting at 
i, the process can reach j in md steps for some m. From the definition 
of the period d, it follows that i R i. The symmetry of R follows from 
the fact md plus the time to return from j to i must be a multiple of d. 
To see that R is transitive, we note that if j can be reached from i in md 
steps and if k can be reached from j in nd steps, then k can be reached 
from i in (m + n)d steps. 

Thus R partitions the states into cyclic subclasses. The reader may 
verify that there are d distinct subclasses and that the nth class contains 
all those states which it is possible to reach from the starting state only 
at times which are congruent to n modulo d. The process moves 
cyclically through the classes in the specified order. Furthermore, if 
the chain is watched after every dth step, the resulting process is again 
a Markov chain (by the strong Markov property), and its behavior will 
be noncyclic. The transition matrix for the new process is pd, and its 
form is that of d separate recurrent chains: 

pd = • d blocks. 

The entries in each block are the entries of a recurrent noncyclic chain, 
and the entries which are not in any block are all zeros. 

The observation that pd is really d separate recurrent noncyclic 
chains enables us to study representatively the properties of all re­
current chains by considering only noncyclic chains. Thus, it is to 
noncyclic chains that we now turn our attention. The main tool 
in their study will be chains representing sums of independent random 
variables. 
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4. Sums of independent random variables 

We have already investigated some of the properties of sums of 
independent random variables Markov chains. Such processes are 
especially important because of how they arise from general recurrent 
chains (see Proposition 6-32), and it is for this reason that we now 
discuss their origin. 

For concreteness we shall confine ourselves to sums of independent 
random variables chains defined on the integers. Before recalling the 
definition of independent random variables, we remark that if Y is a 
real-valued function defined on a probability space and having a 
denumerable range, then a necessary and sufficient condition for Y to 
be measurable (and hence to be a random variable) is that the inverse 
image under y of everyone-point set be measurable. The condition is 
necessary because {w I y(w} = c} = {w I C :::; y(w} :::; c} must be measur­
able, and it is sufficient because {w I y(w} < c} is a countable union of 
such sets. Therefore, if y is a denumerable-valued random variable 
and if E is an arbitrary set of real numbers, the set {w I y(w} E E} is 
measurable. 

Definition 6-30: The denumerable-valued random variables Yl' Y2' 
Y3' ... defined on Q are independent if, for every finite collection of sets 
E 1 , E 2 , ••• , Em of reals, it is true that 

m 

Pr[Yn.(w} E Ek for k = 1, ... , m] = TI Pr[Yn.(w} E Ek]· 
k=l 

The random variables are identically distributed if. for any m and nand 
for any set E of reals, it is true that 

An independent process {Yn} was defined in Section 2-5 as one in 
which the statements Yo = Co 1\ ... 1\ Yn -1 = Cn _ 1 and Yn = Cn are 
probabilistically independent for every n > 0 and for every choice of 
the c's. We see that an independent process is that special case of a 
Markov process in which Pr,,[Yn+l = j I Yn = i] is independent of i. 
Moreover, an independent process is a Markov chain if and only if it is 
an independent trials process. 

Proposition 6-31: Let {y n} be a stochastic process defined from a 
sequence space Q to a denumerable set of real numbers S. The 
stochastic process is an independent process if and only if the {y n} 
are independent random variables. It is an independent trials process 
if and only if the {y n} are independent and identically distributed. 
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PROOF: We are to prove first that the {Yn} are independent if and only 
if the statements Yo = Co A ... A Yn-l = Cn - l and Yn = Cn are 
probabilistically independent for any n ~ 1 and for any choice of the 
c's. Independence of the y's means 

and 

n 

Pr[yo = Co A ... A Yn = Cn] = TI Pr[Yk = Ck ] 

k=l 

n-l 
Pr[yo = Co A ... A Yn-l = Cn-l] = TI Pr[Yk = Ck ] 

k=l 

for all n. This statement holds if and only if 

Pr[yo = Co A ... A Y n = Cn] 

= Pr[yo = Co A ... A Yn-l = cn-I]Pr[Yn = cn] 

for all n. Second, we are to prove that the {y n} are also identically 
distributed if and only if 

Pr[y n = cn] = Pr[y m = cm] 

for any nand m. But this assertion is clear from Definition 6-30. 

Let {Yn} for n ~ 0 be a sequence of mdependent random variables 
which are identically distributed for n ~ 1 and which have range in the 
union of the integers and {-oo, +oo}, and define inductively 

Xo = Yo 
and 

Xn+l = Yn+l + Xn for n ~ O. 

If the Yn are finite-valued a.e., we claim that the random variables Xn 

are the outcome functions for a sums of independent random variables 
process on the integers with starting distribution 7Ti = Pr[yo = i]. 
Setting 

Pk = Pr[Yn = k], n > 0, 

which is a constant not depending on any other function in the sequence 
(by independence) and not depending on n (by identical distributions), 
we see that L Pk = 1 since Yn is finite-valued a.e. Moreover, if 
Pr[xo = a A ... A xn - l = i] > 0 with n > 0, then 

Pr[ Xn = j I Xo = a A Xl = b A ... A xn _ I = i] 

= Pr[Yn = j - i I Yo = a A YI = b - a A ... A Yn-l = i - h] 

= Pr[y n = j - i] 

= Pi-I' 
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Hence the process is a Markov chain representing sums of independent 
random variables. 

Conversely, let P be the transition matrix for a sums of independent 
random variables Markov chain with state space the integers and with 
outcome functions X n• Let Y n = Xn - Xn _ I for n > O. We shall show 
that Xo and the Y n are independent and that the Y n are identically 
distributed; it is clear that Xo and the Yn are finite-valued a.e. In fact, 
we have 

= 'TTcoPcO,CO+Cl" ••• 'Pco+,"+Cn-l'Co+·"+c'I. 

= 'IT'co PCl ... PCn 
n 

= Pr,,[xo = co], n Pr"[Yk = cd, 
k~1 

and independence follows by taking countable disjoint unions of such 
statements; since 

Pr,,[Yn = j] = Pi' 

the Y n are identically distributed. 
Sums of independent random variables appear in a natural way in 

the study of recurrent chains. The result to follow associates to every 
recurrent chain P a sums of independent random variables chain p* 
with state space the integers. 

Proposition 6-32: Let P be a recurrent chain with outcome functions 
X n. For a fixed state 8 let tn(w) be the (n + l)st time on the path w 
that state 8 is reached. Then the random times tn for n 2: ° are the 
outcome functions for a sums of independent random variables ladder 
process p* with state space the integers. 

PROOF: IfPr,,[to = Co /\ ... /\ tn - I = Cn-I] > 0, then 

Pr,,[tn = Cn 1 to = Co /\ ... /\ tn - I = Cn-I] 

Pr,,[XCn _ l + 1 # 8/\'" /\ XCn - 1 # 8 /\ XC n = 81 Xo # 8 

/\ ... /\ XCo - I # 8 /\ XCo = 8 /\ XCo + 1 # 8 

/\ ... /\ XC n _ 1 = 8] 

PrS[x1 # 8 /\ ... /\ XC n -cn _ 1 = 8] by Theorem 4-9 

Prs[ts = Cn - Cn-I]' 

where ts is the time to return to state 8. Hence 

F(j-O 
ss . 
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Set Pt = F~{ -I). Since by recurrence of P 

(P*1)k = L P:i = L F~-k) = l1ss = 1, 
i j 

p* is a sums of independent random variables Markov chain. 

The following is a converse to the preceding result. 

Proposition 6-33: Let P' be a sums of independent random variables 
ladder process on the integers. There exists a recurrent chain P and a 
state 8 such that the times to return to 8 are the outcome functions 
for P'. 

PROOF: Let P~ = P~k for k ~ 1; then L.k= 1 P~ = 1. We take P to 
be a basic example and 8 to be state 0; the values of PI and ql in the 
basic example are yet to be specified. Define recursively the q;'s by the 
relations 

and 
P~ = Pl" ·Pn-lqn = f3n-lqn = f3n-l - f3n· 

In P we have Pr[tl - to = k] = P~ as required; it remains to be proved 
that P is recurrent. We have 

n n 

L P~ = L (f3k-l - f3k) = f30 - f3n = 1 - f3n, 
k=l k=l 

and since L.k=l P~ = 1, we must have limn f3n = O. Hence P is 
recurrent. 

We close this section with two remarks about sums of independent 
random variables and their relation to recurrence. First, we have seen 
in Proposition 5-22 that a sums of independent random variables 
process on the integers with finitely many k-values is a recurrent chain 
if and only if the k-values have mean zero and their greatest common 
divisor is one. Second, we note that an infinite recurrent chain 
representing sums of independent random variables must be null, since 
a = 1 T is regular and 1 T1 = 00. 

5. Convergence theorem for noncyclic chains 

By restricting our attention to noncyclic recurrent chains, we can 
prove a stronger result than the Mean Ergodic Theorem, namely that 
pn itself converges with n to a limiting matrix. We shall give two 
proofs of this convergence theorem-the first a matrix proof using sums 
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of independent random variables and the second the classical proof 
using the Renewal Theorem of Section 1-6f. We shall further show 
that, conversely, the truth of the convergence theorem just when Pis 
the basic example implies the full validity of the Renewal Theorem. 

We begin by proving two lemmas needed in both proofs of the 
convergence theorem; their effect is to formulate noncycIicity in a 
number-theoretic way. 

Lemma 6-34: For any Markov chain and any states i andj, 

P17) = 81J 

and 
F-(O) - 0 

Ii - , 

n n-l 

P11) = L: Fj1)P~~-k) = L: pWF~rk) for n > o. 
k=l k=O 

PROOF: The first two statements are obvious; for the third we first 
note that if Prt[lj = k] > 0, then for n ~ k, 

Prt[xn = j Itj = k] = Prt[xn = j I Xk = j A Xk-l =I: j A ••• A Xl =I: j] 

= Prlxn = j I Xk = j] by Lemma 4-6 

= Prj[xn - k = j] by Lemma 4-6 
= P}j-k). 

Hence no matter what the value of Prt[tj = k], it is tru.e that, for 
n ~ k, 

Prj[lj = k] Prt[xn = k I i j = k] = FI1~P~j-k). 

Using Xn = j A i j = k, 1 ~ k ~ n, as a set of alternatives for Xn = j, 
we have 

n 

P11) = L Prt[i j = k]·Prt[xn = j I i j = k] 
k=l 

n 
_ '" F(k) pin - k) - L.. jj ii 

k=l 
n-l 

= L PWF~1-k) by a change of variable. 
k=O 

Lemma 6-35: A recurrent chain is noncyclic if and only if the set 
Z = {k I FIr) > O} has greatest common divisor one. 

PROOF: If Z has greatest common divisor one, then the period for the 
state i is one. Conversely, suppose that the greatest common divisor 



6-36 Convergence theorem for noncyclic ch4ins 151 

is c. We shall show that c divides d, the period of the chain. Hence, 
if c > 1, the chain is cyclic. Let n be the smallest integer for which 
P\f) > 0 and c t n, and write n = qc + r with 0 < r < c. By 
Lemma 6-34, 

n 
Pen) _ '" FCk) pen - k) 

Ii -L.. II II 
k=l 

q 

- '" FCJc) P«q -/)c +r) - L.. II It • 
;= 1 

Then the right side is zero since every term pnq-i)c+r) is zero, a contra­
diction. Thus p~r) > 0 only if c I n. 

The next two lemmas lead to the convergence theorem; the first one 
is a consequence of Proposition 6-32 and the zero-one law for sums of 
independent random variables. 

Lemma 6-36: Let P be a noncyclic recurrent chain, and for a fixed 
state 8 let E and F be any two sets of integers whose union is the set of 
all non-negative integers. Then either 

Pr ,,[ Xn = 8 for infinitely many nEE] 1 

or 

Pr,,[Xn = 8 for infinitely many n E F] = 1 (or both), 

and whichever alternative holds is independent of the starting 
distribution TT. 

PROOF: Form the process p* of Proposition 6-32. We shall first 
show that for any two states i andj there is a state k which it is possible 
to reach from both i and j; for this purpose it is sufficient to show that 
from state 0 it is possible to reach all sufficiently large states, since p* 
represents sums of independent random variables. Now the set of 
states which can be reached from 0 is non-empty and is closed under 
addition (since p* represents sums of independent random variables); 
its greatest common divisor is one by Lemma 6-35. Hence by Lemma 
1-66 all sufficiently large states can be reached. 

By the zero-one law, which is Propositions 5-19 and 5-20, 

Prj[tn E E infinitely often] = Prj[xn = 8 for infinitely many nEE] 

is zero or one and is independent of i. Thus 

Pr ,,[ Xn = 8 for infinitely many nEE] 
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is zero or one and is independent of 1J'. If 

Pr,,[xn = 8 for infinitely many 71. E E] = 0 

and 

Pr,,[xn = 8 for infinitely many 71. E F] = 0, 

then 

Pr,,[xn = s infinitely often] = 0, 

in contradiction to the recurrence of P. 

The following lemma uses the notation 11,81/ = Lt l,8tl. 

Lemma 6-37: Let P be a non cyclic recurrent chain, and let ,8 and y be 
probability vectors. Then limn .... '" 11(,8 - y)pnll = O. 

PROOF: Let E = {n I (,8pn)s s (ypn>s} and F = {n I (,8pn)s ~ (ypn>s}. 
By Lemma 6-36, either 

PrD[xn = 8 for infinitely many 71. E E] = 1 
or 

Pry[xn = 8 for infinitely many 71. E F] = 1, 

and by symmetry we may assume that the former alternative holds. 
Let h<n) be the statement that Xm = 8 for some m E E with m < 71., 

and let 

Then 
lI,e<n)1I = ,e<n)1 = Pr D[ - h<n)] -+ 0 

by the above assumption. Also 

,8(0) = ,8 
and 

ifn¢=E 

if nEE. 

We may represent this last identity conveniently by using £, a row 
vector such that £1 = SIS' and by defining 

Then 

{,8~n)£ if 71. E E 
s<n) = 

o otherwise. 

,8<n+l) = (,e<n) _ s<n»)P. 
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Next, we define 

y<n) = fJ<n) + (I' - fJ)pn. 

From this relation, 

y(n-l)p = fJ<n-l)p + (I' - fJ)pn 

and 
1'(0) = I' 

and hence 

y<n+l) = y<n)p + fJ<n+l) - fJ<n)p = (y<n) - s<n»)P. 

We shall show by induction that y<n) 2: s<n). First, 1'(0) = I' 2: o. 
If 0 f# E, then S(ll) = 0 ::; 1'(0). If 0 E E, then y~O) = Ys 2: fJs = fJ~O) by 
the definition of E, and fJ~O) = S~O). Thus 1'(0) 2: S(O) in either case. 
Suppose y<n-l) 2: s<n-l). Then 

y<n) = (y<n-l) - s<n-l»)p 2: o. 
If n f# E, then Sin) = 0 and y<n) 2: Sin). If nEE, then [(I' - fJ)pn]s 2: 0 
by the definition of E, and hence 

Yin) > (:l(n) = s<n) 
s - fJs s 

by the definition of y<n). Thus y<n) 2: s<n) for every n. 
In particular, we have y<n) 2: o. Thus 

Finally 

Ily<n)1I = y<n)1 

= fJ<n)1 + [(I' - fJ)pn]1 

= fJ<n)1 + (I' - fJ)(pn1) 

= fJ<n)1 + (I' - fJ)1 

= fJ<n)1 

= IIfJ<n)11 ~ o. 

II(fJ - y)pnll = IIfJ<n) - y<n)1I 

by the definition of yin), and the right side is 

::; IlfJ<n)11 + Ily<n)11 ~ o. 

Theorem 6-38: If P is a noncyclic recurrent chain, then limn .... '" pn 
exists. If P is ergodic, then lim pn = A = 1 a and limn 111T pn - all = 0 
for every probability vector 1T. If P is null, then limn (1Tpn) = 0 for 
every probability vector 1T. 
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PROOF: Every recurrent chain is either ergodic or null; taking 17 to 
be a vector with 1 in the ith entry and zeros elsewhere, we see that the 
existence of lim pn follows from the other assertions of the theorem. 

Let P be ergodic and let A = 1 a be the Cesaro limit of the powers of 
P. We have apn = a for every n. Letting f3 = 17 and y = a in 
Lemma 6-37, we obtain the desired result. 

Let P be null and suppose the assertion of the theorem is false. 
Then by Corollary 1-64, for some probability vector 17, there is an 
increasing sequence {nk} of positive integers and there is a row vector 
P # 0 such that 

lim (17 pnk ) t = Pt for every state i. 
k 

Certainly Pi 2: o. Summing on i, we obtain 

p1 = 2: Pi = 2: lim (l7pnk )i ::s; lim 2: (7Tpnk )t = 1, 
i i k k i 

the inequality following from Fatou's Theorem. Applying Lemma 
6-37 with f3 = 17 and y = l7P, we see that 

lim (17 pnk + l)i = Pi for each i. 
k 

By Fatou's Theorem, 

pP = (lim l7pnk )p ::s; lim l7pnk +1 = p. 

Hence P is non-negative superregular and satisfies p1 < 00; P must be 
regular by Proposition 6-4, and the fact that P is null then contradicts 
Theorem 6-9. 

Corollary 6-39: If P is a null chain (not necessarily noncyclic), then 
lim pn = o. 

PROOF: Let P have period d. By Theorem 6-38 

lim pnd = o. 
n 

By dominated convergence, limn pnd+r = 0 for each r = 0, 1,2, ... , 
d - 1. Hence, 

lim pn = o. 
n 

The classical proof of Theorem 6-38 that follows proves only that 
lim pn exists. 
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SECOND PROOF OF THEOREM 6-38: We first prove the theorem for the 
ith diagonal entry. Set fn = Flr), Un = (pn)jj> and 

fL = L nfn = L nFlr) = L n Prt[tj = n] = Mj[iJ = Mit. 
n n n 

Lemmas 6-34 and 6-35 establish all the hypotheses of Theorem 1-67 
except for the fact that Ln In = 1: 

L In = L FIr) = fijj = 1. 
n n 

Therefore Un -+ I/fL or 0 according as fL is finite or infinite, and the 
value of the limit for the diagonal entries follows from Proposition 6-25. 
For the off-diagonal entries, let i and j be any two distinct states. 
Define a row vector fJ and a sequence of column vectors {y<n)} by 

Q - F-<m) 
!-'m - jj 

if n ~ m 

if n < m. 

Then limn yt;:l = L jj exists since we have proved the theorem for diag­
onal entries. Furthermore, by Lemma 6-34, 

n 
(pn)jj = L fJm(pn-m)jj 

m=l 

co 

= L fJmY<'::) 
m=l 

= fJy<n). 

Since fJ1 = 1 and y<n) :s; 1, the Dominated Convergence Theorem 
applies and 

lim (pn)tj = lim fJy<n) 
n n 

= fJ lim y<n) 
n 

As a converse to the second proof of Theorem 6-38, we shall show that 
the convergence of pn for every noncyclic recurrent chain implies the 
truth of the Renewal Theorem. This result is of particular interest 
because all that is needed is convergence of the diagonal entries of pn, 
when P is a noncyclic recurrent case of the basic example. 
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Proposition 6-40: If every noncyclic recurrent chain converges to a 
limiting matrix, then the Renewal Theorem holds. 

PROOF: Let the sequence Un} be given. Define rj = Lk>j Ik; the 
rt tend to 0 because Lk A = 1. As long as rj > 0, define 

r t + 1 L' • 
pj+l = - .lor ~ = 0, 1,2, .... 

rj 

If rj = 0 for some i, then pj = 0 and the Pk for k > i are irrelevant. 
Set qj = 1 - pj and let the pj and the qj represent the transition 
probabilities associated with the basic example. We have 

That is, f3j = r j. Since rj -+ 0, f3j -+ 0 and the chain IS recurrent. 
Now 

FbnJ = f3n-l(1 - Pn) 

= f3n-l - f3n 

2: j,.- 2: A 
k>n-l k>n 

= In· 

Thus I-' = Ln nln = Moo· By Lemma 6-34 we see that Un = PbnJ. 
The Markov chain is noncyclic by Lemma 6-35 because the greatest 
common divisor of the k's for which Ik > 0 is 1. Therefore lim Un = 

lim PbnJ exists. On the other hand, by Proposition 6-25 the Cesaro 
limit of PbnJ is 11M 00 = III-' if Moo < 00 or 0 if Moo = +00. Hence by 
Proposition 1-61 

{
III-' if I-' < 00 

lim Un = 0 
if I-' = +00. 

6. Mean first passage time matrix 

The matrices M and M have already been defined by 

M jj = Mltj] 

Mjj = Mt[tj]' 

In Proposition 6-25 we saw that 

_ {IICl. j if P is ergodic and Cl.1 
.111 jj = .. 

00 If P IS null. 

1. 

Proposition 6-41: In any recurrent chain, M = E + PM. 
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PROOF: Apply Theorem 4-11 with the random time equal to one. 
Then 

MI[tj] = L PlkMk[tj + 1] 
k 

= L Plk(Mkj + 1) 
k 

= L PjkMkj + L P jk 
k k 

= (PM)jj + 1. 

For an ergodic chain P we define D to be the diagonal matrix whose 
diagonal entries are Ijal' where a1 = 1. From Proposition 6-25 we 
see that 

M = D + M. 

Proposition 6-42: If P is an ergodic chain, the mean first passage 
time matrix M satisfies these properties: 

(1) M dg = 0 and M ;::: O. 
(2) M is finite-valued. 
(3) (1 - P)M = E - D. 

PROOF: The first statement is obvious, and the third follows im­
mediately from Proposition 6-41 and the identity M = D + M if we 
can show that M is finite-valued. The problem thus reduces to proving 
(2). We know that Mii = 0; therefore let i and j be distinct states. 
We shall show that Mij is finite. Let t = min (tl' t j ). Then 

1 - -
;; = M jj = Mj[tj] 

j 

;::: PrJxt = i]MJtj I X t = i] 

;::: Prj[xt = i]Mjj by Theorem 4-11 

= jBjjMlj . 

If we can show that jBjj > 0, we will have 

M M jj 
Ij ~ jB .. < 00. 

JI 

But 0 < adaj = iNij = jB jj iNi/ by Corollary 6-21 and Proposition 
4-15, so that iBn> O. 

The remarkable fact about the mean first passage time matrix M for 
ergodic chains is that the converse of Proposition 6-42-namely 
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Theorem 6-43-is also true. Thus once a candidate for M has been 
found, even by guessing, we need check only that it satisfies (1), (2), 
and (3). 

Theorem 6-43: If P is an ergodic chain, the mean first passage time 
matrix M is characterized by these properties: 

(1) M dg = 0 and M ~ O. 
(2) M is finite valued. 
(3) (1 - P)M = E - D. 

PROOF: Proposition 6-42 shows that M satisfies these properties. 
Let Y be any matrix for which (1), (2), and (3) hold. Let 0 be an 
arbitrary fixed state of the chain. It is sufficient to show that y, the 
zeroth column of Y, is equal to m, the zeroth column of M. Forming 
the chain 0 P, in which state 0 has been made absorbing, and writing 

we see that m = {Mi[a]} and by Corollary 5-17 that m is the minimum 
finite-valued non-negative solution of the equation (1 - Q)x = 1. 
We first show that fj is another finite-valued non-negative solution. 
We know that fj is finite-valued and non-negative by hypothesis. The 
identity (1 - P) Y = E - D yields in the zeroth column 

But Yo = 0 so that (1 - Q)fj = 1. We conclude that fj ~ m. Since 
Yo = mo = 0, we have y ~ m. Hence 

(1 - P)(y - m) = (1 - P)y - (1 - P)m = 0 

and y - m is a finite-valued non-negative P-regular function. Thus 
y - m = c1 by Proposition 6-3. Looking at the zeroth entries, we see 
that 0 = Yo - mo = c. Therefore, y = m. 

7. Examples of the mean first passage time matrix 

In this section we shall compute the mean first passage time matrix 
associated with two infinite recurrent chains. The first example is a 
reflecting random walk, and the second is the basic example. 

EXAMPLE 1: Reflecting random walk. 
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A random walk on the non-negative integers is defined by the transi­
tion probabilities 

POD = q, where q =F ° and q =F 1, 

Pi,i+l = P = 1 - q for i ~ ° 
Pi,i-l = q for i > 0, 

We note that the process P with ° made absorbing IS the infinite 
drunkard's walk P', For the present chain we have 

HoD = pHIO + qHoo = pH 10 + q, 

But HID is the absorption probability BID for t.he infinite drullka.rd's 
walk, And BID = 1 if p ::; q, and BID < 1 if P > g, Thel'efore 

{
= 1 

HoD 
< 1 

if p ::; q 

if p > q, 

and P is recurrent if and only if p ::; g, 
A similar relat.ion holds for Moo; we have 

Moo = 1 + pMIO + qMoo = 1 + pMIO' 

Since MID is the mean time to absorption .ilfl[a] in the P' chain, we see 
that if 00 is finite if and only if p < q, That is, 

{

transient if p > q 

P is null if p = q 

ergodic if p < q, 

The chain is never cyclic, since PO~ > 0, 
We shall compute M for the ergodic case, Let r = flip > 1. A 

P-regular measure a must satisfy a = aP, or 

aD = aoq + aIq 

at = ai-IP + ai+Iq for i > 0, 

From the first equation we obtain al = aolr, and from the second, which 
is a second-order difference equation, we obtain 

ai = A + Br- i for i ~ 0, 

From the two equations we find aD = A + Band aolr = al = A + Blr, 
Therefore, Air = A, and since r > 1, we must have A = 0, Choosing 
B so that a1 = 1, we arrive at the result 
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The entries MIO of the mean first passage time matrix are easily 
found once the value of ao is known. Letting m be the zeroth column 
of the M matrix, we see from Proposition 6-42 that 

(1 - P)m = 1 - {,sto/ao} 
or that 

and 
mt - qmt-l - pmt+l = 1 for i > O. 

Since ao = I - plq, we have I - I/ao = -pl(q - pl. The fact that 
mo = 0 then reduces the first relation to 

-pml = -pl(q - p), 
so that 

ml = I/(q - pl. 

The difference equation for mt has as a general solution 

mt = A + B(qlp)t + i/(q - p) for i ~ O. 

The boundary conditions on mo and m l imply that A = B = 0 and 
that 

MIO = i/(q - pl. 

The computation of M Oi uses the same general methods. First, we 
note that if i < j, then the process must pass through i from 0 to get 
toj. Hence 

or 

Now 

so that 

MOl = IIp· 
For 0 < i < j, 

Mtj = p(1 + Ml+l.i) + q(1 + M t - 1 .;) 

or 

MOi - MOt = I + P(MOi - Mo.t+d + q(MOi - Mo.t-d· 

Thus for i > 0, 

pMO•t + 1 - MOt + qMO.t- 1 = I, 

and for i ~ 0, 

pMO.t+2 - MO.l+l + qMot = 1. 
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Solving this equation and using the relations Moo = 0 and MOl = lip, 
we find 

q i 
MOj = (q _ p)2 (rj - 1) - q _ p. 

Algebraic manipulation yields the alternate formula 

1 j-1 

MOi = - L rk(i - k). 
p k=O 

Since MjQ = M jj + Mjo when i > j and since MOj + M jj = MOj 
when i < j, we may summarize our results as follows: 

r i - j 

J q - P 
M jj = 

I q (rf ri) j - i 
.... (q _ p)2 - - q _ p 

ifi-z.j 

if i ~ j . 

EXAMPLE 2: Basic Example. 

The vector f3 defined for the basic example has the property that 
f3P = f3 if and only if limj .... co f3j = o. Furthermore, P is recurrent if 
and only if limj .... co f3j = o. When P is recurrent, it is null if 2j f3j is 
infinite and ergodic if 2i f3j is finite. In the ergodic case the regular 
measure a for which a1 = 1 has entries 

f3j 
a j =--· L f3j 

j 

Entries M jj of the mean first passage time matrix for the basic 
example satisfy the equations 

MOi + M jj = MOl for i < j 

and 

M jj = MjQ + MOl for i > j. 
Since 

- Lf31 
MjQ + MOl = M jj = Tt for i > 0, 

it is sufficient to compute MOl for the chain. Taking the statements 
{the process moves from 0 to k ~ i-I and then to zero, the process 
moves directly to i} as a set of alternatives, we find that 

i-I 

MOj = f3ji + L f3kqk+1(k + 1 + MOj)· 
k=O 
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Solving this equation with the aid of the relation f3kqk+l = 13k - f3k+l' 

we obtain 

Therefore, for i > 0, 
1 

MID = 7!i L: 13k· 
f"1 k~1 

The general entries may be computed from 

M jj = M OJ - MOl if i < j 
M jj = M to + M OJ if i > j. 

8. Reverse Markov chains 

Let {xn} be the outcome functions for a denumerable Markov process 
defined on a space D and with range in S. The outcome functions 
appear in a certain order and represent the forward passage of time. 
One may well wonder, however, if, when the functions are looked at in 
reverse order, the process is in any sense still Markovian. It is the 
purpose of this section to discuss this question; as a by-product of the 
discussion, we shall gain an interpretation for the dual of an ergodic 
Markov chain. 

The sense in which a Markov process reversed in time is still a Markov 
process is the following. 

Proposition 6-44: Let {xn} be a denumerable Markov process and let 
N be a fixed positive integer. Define Yn = X N - n for 0 ~ n ~ Nand 
Yn = "stop" for n > N. Then the functions Yn are the outcome 
functions for a denumerable Markov process with the same state space 
with "stop" adjoined. 

PROOF: We shall show that the functions Yn satisfy the Markov 
property. Clearly, this needs to be checked only for n ~ N. If 
Pr[yo = Co /\ ... /\ Yn-l = cn-d > 0, then 

Pr[Yn = Cn I Yo = Co /\ ... /\ Yn -1 = CII - 1 ] 

= Pr[xN _ n = Cn I X N = Co /\ ... /\ X N - n+ 1 = cn-d 

Pr[xN - n = Cn /\ X N - n+ 1 = Cn- 1 /\ •.. /\ X N = Co] 
Pr[XN - n+ 1 = Cn- 1 /\ ••• /\ X N = Co] 

The numerator is 

Pr[xN _ n = Cn /\ X N - n+ 1 = cn-d 

x Pr[XN - n+ 2 = Cn - 2 1 XN - n = Cn /\ XN - n+ 1 = cn-d 
x ... x Pr[XN = Co I XN - n = Cn /\ .•. /\ X N - 1 = C1], 
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which by the Markov property is 

Pr[xN_n = cn 1\ XN- n+l = cn-d· P e n _len _2· ••• • P eleO • 

The denominator similarly reduces to 

Dividing, we obtain 

Pr[Yn = Cn 1 Yo = Co 1\ ... 1\ Yn-l = cn-d 
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Pr[xN- n = Cn 1\ X N- n+l = Cn - d 
Pr[xN- n+l = Cn-l] 

= Pr[xN- n = Cn 1 X N- n+l = Cn- l ] 

= Pr[Yn = Cn ! Yn-l = Cn-d· 

It is not true in general that, if the original process is a Markov chain 
P, then the new process is also a Markov chain. Let P be started with 
distribution TT. We then have, if Pr[Yn-l = i] > 0, 

Pr[Yn = j 1 Yn-l = i] = Pr,,[xN_n = j 1 X N- n+l = i] 
Pr,,[xN_n = j 1\ X N- n+l = i] 

Pr,,[xN- n+l = iJ 
(TTPN-n)j. Pj! 
(TTPN-n+l)! . 

The last quantity on the right need not be independent of n. Neverthe­
less, if P is ergodic, there is a case where we can state a positive result­
a result which gives us an interpretation for the dual of P. 

Proposition 6-45: Let {xn} be the outcome functions for an ergodic 
chain P, let N be a fixed positive integer, and let a be the unique P­
regular probability measure. If P is started with distribution a, then 
the process {Yn = X N- n, ° ::;; n ::;; N} is an initial segment of the 
Markov chain with transition matrix P and with starting distribution a. 

PROOF: If Pr[Yn-l = iJ > 0, then a = aPN = a and 

P .1 .J (aPN-n)j.Pj! 
ra[Yn = J Yn-l = ~ = (aPN n+1)! 

= ajPjj 

independently of n for n ::;; N. 

The motivation for calling P the reverse chain when P is recurrent 
now becomes clear. 
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9. Problems 

1. Compute for the Land of Oz example p2, p4, and P8. What i~ A = 
lim pn? Show that each row of A is a regular measure and that each 
column is a regular function. 

2. Let 
1 2 3 4 5 6 

1 t 0 0 ! ! 0 

2 1 0 0 0 0 

3 0 ~ 0 i 0 P= 5 

4 t 0 0 0 0 .1 
2 

5 0 ~ 0 2 0 5 "5 

6 0 1 1 t t 4" 4" 

The process is started in state 1. Find the probability of being in the 
various states in the long run. 

3. In the basic example, let 

PI = (i ~ It 
Is the chain transient, null, or ergodic? 

4. Prove that <X = 1 T is regular for any sums of independent random 
variables process. Give a careful statement as to the existence of 
transient, null, and ergodic examples. 

5. Establish the following relationships between a chain with transition 
matrix P and one with matrix pE; 
(a) If P is transient, then pE is transient. 
(b) If P is recurrent, then pE is recurrent and a E = CaE' 

(c) If P is ergodic, then pE is ergodic, but the converse is not always true. 
6. Prove that if a recurrent P has column-sums equal to 1, then P = PT. 

7. Consider sums of independent random variables on the integers with 
P -1 = 1- and PI = i· Choose two essentially different positive regular 
measures a, and show that each gives a correct expression for iNij in 
Corollary 6-20. 

8. Show that if Pii > 0 for a single state in a recurrent chain, then the chain 
is noncyclic. 

9. Show by an example that Mij = ajMji/ai need not be true. 
10. Show that in an ergodic chain aM may be either finite-valued or infinite­

valued. 
11. Determine whether the following chain is transient or recurrent: 

P = (~ ~ ~ ~41:)' t t t 
000 
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If transient: Put into standard form, and find N, B, and a. 
If recurrent: Is it cyclic? Find a, M, P, M. 

12. Do the same for 

P = C ~ c ~), O<cS1. 
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13. Find a and M for an independent trials process by the methods of this 
chapter, and check your answers by a direct computation. [See Problem 
5 in Chapter 4.] 

14. (a) Complete the work of finding M for the basic example. 
(b) Find the reverse of the basic example (when recurrent), and compute 
M for this chain. 

15. A light bulb in a fixture lasts j time units with probability Ii' It is 
replaced with a similar bulb when it burns out. Assume that 2: Ii = 1, 
10 = 0, and 11 > O. Let Xn be the length of time that the bulb in use at 
time n has lasted (taken to be 0 if there is a replacement at time n). 
Show that {xn} is the set of outcome functions for a Markov chain and 
discuss the connection with the basic example. Show that the prob­
ability that a bulb is replaced at time n tends to a limit as n _ 00. 

Problems 16 to 26 refer to sums of independent random variables on the 
circle. Mark n (n ~ 3) points on a circle, labeled i = 0,1, ... , n - 1 clock­
wise. The process either moves one step clockwise with probabilit.y t, or it 
moves one step counterclockwise with probability t. 
16. Prove that the chain is ergodic. Is it cyclic? 
17. Find a positive regular measure a with a1 = 1. Interpret it. 
18. Construct the reverse chain. 
19. Compute M by means of Theorem 6-43. [It is sufficient to find MjO.] 
20. Show that for large n, 

MjO "'" 3(n - i - n(t)I). 
Compare this result with the absorption times of a drunkard's walk on 
{O, 1, ... , n} with p = i. 

21. Show that the approximation in the previous problem is excellent for 
n = 50. 

22. Use the approximation of Problem 20 to show that the maximum value 
of MjO occurs approximately at 

. . log n 
~=--. 

log 2 

Check this conclusion for n = 50. 
23. Let n be even, and let E be the set of even-numbered states. Compute 

PE. 
24. For n = 3, compute p2, P4, pB, and P9. What is the limit of pn? 
25. Repeat Problem 24 for n = 4. 
26. Show that aM = Cn1T, and find an asymptotic expression for en' 



CHAPTER 7 

INTRODUCTION TO POTENTIAL THEORY 

1. Brownian motion 

One of the fruitful achievements of probability theory in recent years 
has been the recognition that two seemingly unrelated theories in 
physics-one for Brownian motion and one for potentials-are mathe­
matically equivalent. That is, the results of the two theories are in 
one-to-one correspondence and any proof of a result in one theory can 
be translated directly into a proof of the corresponding result in the 
other theory. In this chapter we shall sketch how this equivalence 
comes about, and we shall see that Brownian motion is a process which 
is like a Markov chain except that it does not have a denumerable state 
space and time does not proceed in discrete steps. The details of this 
equivalence can be found in Knapp [1965]. The important thing to 
notice will be that the definitions of potential-theoretic concepts in 
terms of Brownian motion do not depend on isolated specific properties 
of the process but depend only on the Markovian character of Brownian 
motion. In other words, there is reasonable hope of defining for an 
arbitrary Markov chain a potential theory in which analogs of the 
classical theorems hold. 

We begin by describing Brownian motion. In 1826 the botanist 
Robert Brown observed that microscopic particles, when left alone in a 
liquid, are seen to move constantly in the fluid along erratic paths. 
Much later Albert Einstein investigated this movement of particles 
from a theoretical point of view. J1~instein was able to derive statistical 
laws which estimate how :L larg<' Illllllbm' of particles sprel1d over a 
period of time, and his predictions were verified. 

In setting up a probabilistic model for this so-called Brownian motion, 
we simply replace Einstein's estimate of what happens to a large 
number of particles by a probability for what happens to one particle. 
We are then to require that 

Pr[particle started at u is in E at time t] - r __ 1_ -IU-YI 2 / 2tdy - J E (27Tt)3/2 e , 
166 
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where E is a Borel set in three-dimensional (Euclidean) space R3 and 
lu - yl denotes the Euclidean distance from u to y. If we use the 
notation Pru[xt E E] for the left side and the notation pt(u, E) for the 
right side, we have 

Pru[xt E E] = pt(u, E). 

By Theorem 1-41, pt(u, F) is a measure depending on t and u and 
defined on the smallest Borel field containing the open sets of R3. 
Therefore, we may write 

Pru[xt E E] = L pt(u, dy). 

The physical theory also makes us require that if tl < t2 < ... < tn' 
then {x t" x t• - x t" ••. ,xtn - Xtn _ I} should behave like a set of 
independent random variables with X t + s - X t having the same distri­
bution as Xs. That is, we require that 

PrU[xtl EEl A ... A (Xtn - Xtn _,) E En] 

= PrU[xtl EEl]···· .Pru[xtn - Xtn _, EEn] 

= PrU[Xt, E Ed· ... . Pru[x(tn-tn_l) E En]· 

This identity implies that we must have 

Pru[Xq E E A xr E FA· .. A Xs EGA x t E H] 

= L pq(u, dw) L pr-q(w, dx) r .. L pt-S(y, dz). 

We note that with these various requirements we have given more than 
one definition for Pru[xt E E] and that we must check, for example, 
that 

and 
Pru[xs E FAxt E R3] = Pru[xs E F]. 

Such identities can be verified by direct calculation. It should not be 
too surprising that such consistency conditions arise since they arose 
with denumerable stochastic processes earlier: In the proof of the 
Kolmogorov Extension Theorem in Chapter 2 we required that the 
measures on cylinder sets all be consistent. 

Now for any denumerable Markov chain P we have 

(1) 0 ~ Pjj = Pri[XI = j], 

(2) Prt[x i E S] = L Pjj ~ 1, 
j 

(3a) Prt[xi = j A x 2 = k A ... A xn- l = r A xn = s] 

= PjjPjk ••• P rs· 
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The last equality (3a) implies and is implied by 

(3b) Prj [Xl E E /\ X2 E F /\ ... /\ X n - l E G /\ Xn E H] 

= L Pjj L P jk ••• L Prs· 
ieE keF seH 

It is easy to prove both the Markov property and the Markov chain 
property from (3a), and hence (1), (2), and (3b) give an equivalent 
definition of Markov chain. The analogous statements for Brownian 
motion are 

(1') 

(2') 

and 

o :s IE pt(u, dy) = Pru[xt E E], 

Pru[x t E R3] = i pt(u, dy) = 1, 
R3 

(3') Pru[Xq E E /\ xr E F /\ ... /\ x t E H] 

= L pq(u, dw) L pr-q(w, dx) r .. L pt-S(y, dz). 

As expected, these statements imply that the position of a particle at 
time t + 8 depends only on 8 and the particle's position at time t, and 
not on the value of t or what happened to the particle before time t. 
(This assertion can be formulated precisely in terms of means of 
functions given a Borel field, which are a technical generalization of 
conditional means of functions given a partition.) 

As with denumerable Markov chains we need not require that a 
Brownian motion particle be started deterministically at a state u. 
If we start the particle according to probabilities assigned by a measure 
11- on R3, then we have 

Pr [x E E] = r r 1 e -Iu _YI2/2tdydll.(u) 
/J, t JR' JE (27Tt)3/2 • 

= i J' pt(u, dy)dl1-(u). 
R' E 

A similar expression holds for the probability of being in a finite 
sequence of sets at specified times. 

In Section 3 we shall need a formal definition of Brownian motion, 
and we use the formula for Prll[x t E E] to motivate it. We define a 
transformation pt of the measures 11- on R3 with I1-(R3) = 1 into 
themselves by 

(I1-Pt)(E) = Prll[xt E E] = L [L, (27T~)3/2 e-IX-YI2/2tdl1-(x)]dy. 
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Later we shall replace the expression in brackets by f(y, t) for simplicity 
of notation. That p.pt is a measure follows from Theorem 1-41, and 
that (p.pt)(R3) = 1 follows from the identity 

(p.pt)(R3) = r [r 1 e-IX-YI2/2tdy]dp.(X) JR3 JR3 (277t)3/2 

= r [_1_ r e-IUI2/2dU]dp.(x) = 1 JR3 (277)3/2 JR3 
after a change of variable. 

Definition 7-1: The totality of theorems about the operators pt, the 
measures p. on R3 with p.(R3) = 1, and quantities definable in terms of 
them and properties of R3 is called Brownian motion theory. 

We immediately extend pt by linearity to be defined on all finite 
measures on R3 and all differences of two finite measures. 

2. Potential theory 

Classical potential theory begins as a study of Coulomb's law of 
attraction of electrical charges in physics. This law states that every 
two charges in the universe attract (or repel) each other with a force 
whose direction is the line connecting them and whose magnitude is 
proportional to the magnitude of each of them and inversely propor­
tional to the square of the distance between them. That is, 

Qq 
F = EO 2' r 

where EO is a constant depending on the units. As an aid in the study, 
one introduces the notion of potential: The potential at a point x due 
to a charge q is the work (or energy) required to bring a unit charge 
from infinity to the point x. It can be shown that this potential is 
independent of the path along which the charge is brought to the point 
x and that its value is 

1 q 
277 Ix - xol' 

where Xo is the position of the charge and where the constant 1/277 has 
been fixed after a certain choice of units. 

More generally one defines a charge distribution to be the difference 
of any two finite measures defined on the Borel sets of R3, that is, the 
smallest Borel field in R3 containing all open sets. The potential at x 
due to the charge distribution is again the work required to bring-a 
unit charge from infinity to the point x. Since force (and hence work) 



170 Introduction to potential theory 

are additive, the potential due to a charge distribution consisting of 
charges ql' ... , qn at points Xl' ... , Xn is 

1 n ql 
217 L: Ix - xl 1=1 I 

Passing to the limit in an appropriate sense, we would expect the 
potential due to an arbitrary charge distribution p, to be 

1 i dp,(y) 
217 n3 Ix - yl· 

After checking that such an expression is always well defined, we shall 
define a potential to be any function of this form. 

Lemma 7-2: If p, is a charge distribution, then 

1 i 1 g(x) = 27T n3 Ix _ yi dp,(y) 

is finite a.e. with respect to Lebesgue measure. 

PROOF: It suffices to prove the lenlma for the case where /1- is a 
measure, since the general case follows hy taking differences. Let 1{ n 

denote the closed ball about tIl{' origin of radins n, and form 

r g(x)dx =} r i I. 1 1 d/1-(y)dxo JK. ,,"7T JK. n' x - Y 

By Fubini's Theorem we may interchange the order of integration to 
get 

r (I(x)d:r = i- r [f -I~I rtor]d/1-(Y)o JK. _7T In' 1>. 01 Y 

The inside integral on the right is bounded by its value at the origin, 
which is some finite number Co Thus the right side does not exceed 

1 R3 27T c/1-( ) < 00, 

and g must be finite aoeo on Kno Since the countable union of the sets 
Kn is R3, we conclude that g is finite aoeo 

Definition 7-3: The function 

1 r 1 d ( ) 
27T J n3 1 X - y 1 /1- Y 

for p, a charge distribution will be called the potential of /1-0 
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The class of theorems relating charges and potentials and quantities 
definable in terms of them and properties of R3 is called classical 
potential theory. The operator transforming a charge into its potential 
is called the potential operator. The kernel of the potential operator 
is called the Green's function. 

As we have defined it, potential theory contains the subject known in 
physics as electrostatics. Our definition includes the notions of 
distance, charge, and potential, and all the quantities commonly arising 
in electrostatics are definable in terms of these three notions. As an 
illustration, Table 7-1 shows how some of the quantities arising in 
electrostatics are related dimensionally to distance, charge, and 
potential. The table uses the notation 

distance =X distance =X 

time = t and charge = q 
mass = 1n potential = V 
charge = q 

TABLE 7-1. DIMENSIONS OF ELECTROSTATIC CONCEPTS 

Concept 

Capacity 
Charge 
Energy 
Field 
Force 
Potential 

Dimensions 

q2t2 /mx2 

q 
mx2 /t2 

mx/t2q 
mx/t2 

mx2 /t2q 

Potential-Theoretic Dimensions 

q/V 
q 
Vq 
V/x 
Vq/x 
V 

We give four examples to illustrate how concepts may be defined 
explicitly in terms of distance, charge, and potential. 

(1) We can reasonably ask what the total amount of work required 
to assemble a charge distribution is if only an "infinitesimal" amount 
of charge is brought into position at one time. The way to compute 
this amount of work is to integrate the potential function against the 
charge distribution, provided the integral exists. Thus we define the 
energy of a charge distribution to be the integral of its potential with 
respect to the charge, provided the integral exists. 

(2) The total charge of a charge distribution /-' is /-,(R3). 
(3) If a total amount of charge q is put on a piece of conducting metal 

in R3, the charge will redistribute itself in such a way that the potential 
is a constant on the set where the metal is. The situation where the 
potential is constant on the metal is the one which minimizes energy 
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among all charges IL with total charge q and with IL vanishing away from 
the set where the metal is, and this situation is referred to as equilibrium. 
We define an equilibrium potential for a closed set E to be a potential 
which is 1 on E and which comes from a charge distribution which has 
all its charge on E. An equilibrium set is a set which has an equilibrium 
potential. 

(4) The capacity of a conductor in R3 is defined as the total amount 
of charge needed to produce a unit potential on the set where the 
conductor is. We thus define the capacity of any equilibrium set to be 
the total charge of a charge distribution producing an equilibrium 
potential. 

To indicate the directions in which classical potential theory leads, 
we shall state without proof some of the theorems in the subject. The 
support of a charge is defined to be the complement of the union of all 
open sets U with the property that the charge vanishes on U and every 
measurable subset of U. 

(1) Uniqueness of charge: A potential uniquely determines its charge. 
(2) Determination of potential: A potential is completely determined 

by its values on the support of its charge. 
(3) Uniqueness of equilibrium potential: A set E has at most one 

equilibrium potential. (This assertion is a corollary of (2).) 
(4) Characterization of equilibrium potential: The equilibrium potential 

for an equilibrium set E is equivalent to the pointwise infimum of all 
potentials which have non-negative charges and which dominate the 
constant function 1 on E. 

(5) Principle of domination: Let hand g be potentials arising from 
non-negative charges ji and IL, respectively. If h dominates g on the 
support of IL, then h dominates g everywhere and ji(R3) 2: p.(R3). 

(6) Principle of balayage: If g is a potential with a non-negative 
charge and if E is a closed set in R3, then there is a unique potential g 
with a non-negative charge with support in E such that g = g on E. 
The potential g (called the balayage potential) satisfies g :::; g every­
where, and its total charge does not exceed the total charge of g. 
The balayage potential is equivalent to the pointwise infimum of all 
potentials which have non-negative charges and which dominate g on 
E. It is equivalent to the supremum of all potentials which are 
dominated by g on E and whose charges have support in E. 

(7) Principle of lower envelope: The pointwise infimum of potentials 
with non-negative charges is equivalent to a potential with a non­
negative charge. 

(8) Non-negative potentials: The charge distribution of a non-negative 
potential has non-negative total charge. 
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(9) Energy of equilibrium potential: If E is an equilibrium set of finite 
en~rgy, then the equilibrium potential minimizes energy among all 
potentials whose charges have support in E and whose total charge is 
equal to the capacity of E. 

3. Equivalence of Brownian motion and potential theory 

Kakutani [1944] observed that several of the basic quantities of 
potential theory, like equilibrium potential, had simple probabilistic 
interpretations in terms of Brownian motion. If E is an equilibrium 
set, the value of the equilibrium potential at x is the probability that a 
Brownian motion process started at x ever hits the set E. Doob and 
Hunt extended Kakutani's work, and it gradually became clear that in 
a certain sense Brownian motion and potential theory were really the 
same subject. 

To say that they are exactly the same would be to say that every 
theorem about Brownian motion should interest a person studying 
potential theory, and conversely. Although it is doubtful that this 
situation is the case at present, it is certainly true that modern develop­
ments in the two subjects are moving more and more in this direction. 

We shall now show that there is a natural way in terms of Brownian 
motion of obtaining the operator mapping charges into potentials, and 
that, conversely, from the potential operator it is possible to recover the 
family {Pt} of transition operators for Brownian motion. These facts 
make it clear that in a technical sense the two theories are identical. 

The proof in the first direction is easy and is completed by Proposition 
7 -4. We recall from the definition of f-tpt that 

(f-tpt)(E) = L f(x, t)dx 

for a certain function f(x, t). 

Proposition 7-4: Every theorem about potentials can be formulated 
as a theorem about Brownian motion. Specifically, if f-t is a charge, 
then the potential g of f-t satisfies 

where 

g(x) = lim r f(x, t)dt, 
T ... 00 Jo 

" (f-tpt)(E) = JE f(x, t)dx. 

PROOF: We may assume that f-t 2: 0 without loss of generality. Then 

r f(x, t)dt = rT _1_ [r e-IX-YI2/2tdf-t(y)]dt. Jo Jo (27Tt)3/2 JR3 
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By Fubini's Theorem we may interchange the order of integration. 
The above expression is 

= r [rT 1 e-IX-1I12/2tdt]dp.(y). JR3 Jo (21Tt)3/2 

We make the change of variable on t which sends Ix - yl2/t into u2. 
The expression becomes 

OC 

= L3[ I (2;3/2Ix-yl-le-U2/2dU]dp.(y). 

Ix-yi/..I't 

By the Monotone Convergence Theorem, 

:~~ !aT J(x, t)dt = IR3 [1'X) (2;3/2 Ix - yl-le-U2/2du ]dp.(y) 

= r I ~ I dp.(y) [-21 foc .} e- U2/2dU] J R3 X Y 1T - oc -y 21T 

_~r 1 d() 
- 21T JR3 Ix - yl p. y 

= g(x). 

Proposition 7-4 is a precise statement of the connection between 
Brownian motion and potential theory in one direction. We see that 
formally the potential operator is 

lim iT Ptdt. 
T .... oc 0 

Thus to complete the proof of the equivalence of the two theories, what 
we need to do essentially is recover a sequence from its limit. Of 
course, we cannot do so unless we know some other properties of the 
sequence, and it is the isolation of these properties that makes this half 
of the equivalence difficult. We shall not go into the details here, but 
we can indicate the general approach to the problem. 

Let Co denote the set of continuous real-valued functions J on R3 
which vanish at infinity; that is, which are such that for any € > 0 there 
is a ball of finite radius in R3 outside ofwhichJis everywhere less than € 

in absolute value. We define Qt on Co by 

(Qt/)(y) = r 1 e-lx-YI2/2t/(x)dx. 
J J R3 (21Tt)3/2 J 

The following facts can be checked: 

(1) If J is in Co, then so is Qtf. 
(2) 8Upy I(Q~)(y)\ ::;; SUPy \J(y)\. 
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(3) Qt+s = QtQs. 
(4) (QIJ)(y) converges uniformly to f(y) as t decreases to O. 
(5) (QIJ)(y) converges uniformly to 0 as t increases to 00. 
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Now any set function in the class M of differences of finite measures is 
completely determined by its effect on all the functions in 0 0 , and a 
direct calculation shows that 

for every II- E M and IE 0 0 • It follows that Qt and this equation 
completely determine pt. Therefore, it is enough to recover Q' from 
the potential operator in order to prove our result. 

For every I E 0 0 such that (l/t)[(QIJ)(y) -/(y)] converges uniformly 
as t decreases to 0, we define 

AI = lim -tl [Q'I - /l. 
uo 

It turns out that if A is known on its entire domain of definition, then 
Qt is completely determined by the definition of A and by the first four 
properties of Qt listed above. Thus if A could be defined within 
potential theory, then so could each of the operators Q': They are the 
unique family of operatoOrs such that the definition of A and properties 
(I), (2), (3), and (4) hold. The actual proof of this existence and 
uniqueness consists in writing down a concrete formula for Q' in terms 
of A and t; we reproduce it in order to show that nothing appears in the 
formula except A, t, and the identity opera.tor I: 

QIJ = lim ~ kl, tk["2(M - A)-l - M]"!. 
A ... ao k-O • 

For every I in 0 0 such that I: (QIJ)(y)dt converges uniformly as 
T -+ 00, we define 

01 = lim fT (QIJ)dt. 
T ... ao Jo 

It can be shown readily from the five properties of Q' that 0 and -A 
are inverse operators on their respective domains. Thus each uniquely 
determines the other. Finally (and here is where some work is required) 
o looks sufficiently like the potential operator when its definition is 
compared with the formulas of Proposition 7-4 that the potential 
operator determines O. Thus the potential operator determines G, 
o determines A, A determines Qt, and Q' determines pt. Hence every 
theorem of Brownian motion theory is a theorem of potential theory. 
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4. Brownian motion and potential theory in n dimensions 

In the mathematical formulation of Brownian motion and potential 
theory there is no need to restrict the underlying space to be three­
dimensional. We can define an n-dimensional Brownian motion 
operator pt by 

(I1-Pt)(E) = r [ 1 r e-IX-1I12/2tdl1-(Y)]dx. JE (21Tt)n/2 JBft 

The potential operator differs in appearance from dimension to dimen­
sion more than the Brownian motion operator does, but its kernel is 
still a constant multiple of the integral of Ixl-<n-l). The potential 
g(x) of 11-, the difference of two finite measures, is defined by 

in dimension 1 

g(x) = in dimension 2 

where 
en = i1T- nI2r(l(n - 2)). 

In dimension n ~ 3, g(x) is necessarily finite a.e., but in dimensions 1 
and 2 we shall need to assume that g is finite a.e. 

The fact that the kernell/lxln-2 tends to zero at infinity in dimension 
n ~ 3 but the kernels Ix - yl and log Ix - yl do not tend to zero in 
dimensions 1 and 2 gives us a clue that the potential theory or dimen­
sions 1 and 2 will differ sharply from that in higher dimensions. We 
shall discuss the reason for this difference shortly. 

In dimension n ~ 3, Brownian motion theory and potential theory 
are again equivalent. The formula 

g(x) = lim rT 1 n/2 r e-IX-1I1212tdl1-(y)dt 
T-+oo Jo (21Tt) JB" 

generalized from Proposition 7-4 is still valid, and the discussion of 
Section 3 goes over with little change to establish the equivalence. 

But in dimensions 1 and 2, it does not. The above formula is not 
true for these dimensions, and the argument in Section 3 fails after the 
operl:',tor G is introduced. The reason for this failure is the following. 
We recall that in dimension n ~ 3 the potential operator is formally 
limT-+<Xl f~ Ptdt. In dimensions greater than or equal to 3, this 
quantity is finite, whereas in dimensions 1 and 2 it is infinite. Now 
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limT .... co f: Ptdt plays much the same role for Brownian motion that 
'L:=o pn plays for denumerable Markov chains. It is finite if the 
process is transient, and infinite if the process is recurrent. In fact, the 
distinction between transience and recurrence is what is relevant for 
Brownian motion here: In dimensions 3 and greater a Brownian motion 
particle after leaving the unit ball of Rn returns to it with probability 
less than one, whereas in dimensions 1 and 2 it returns with probability 
equal to one. 

The potential operator in dimensions 1 and 2 arises in a different way. 
Specifically, the formula generalized from Proposition 7-4 is not valid in 
general, but it is valid if JL has total charge zero and if a mild additional 
condition is satisfied. The exact formulation of this result will interest 
us later, and we give it as the next proposition. 

Proposition 7-5: In Rn for n = 1 or 2, let JL = JL + - JL - be the 
difference of two finite measures, and suppose that 

a.e. ifn = 1 

or 

f Ilog Ix - ylldJL + (y) < 00 and f Ilog Ix - ylldJL - (y) < 00 
~ ~ 

a.e. if n = 2. 
If JL(Rn) "# 0, then 

lim fT 1 71./2 f e-IX-YI2/2tdJL(y)dt = +00 or -00 a.e. 
T .... co Jo (21ft) JRR 

If JL(Rn) = 0, then 

g(x) = lim fT 1 71./2 f e-IX-YI2/2tdJL(y)dt 
T .... co Jo (21ft) JRn 

exists, is finite a.e., and satisfies 

g(x) = 1-f Ix - yldJL(Y) JRl 

2 L2 log Ix - yldJL(Y) 

if n = 1 

if n = 2. 

PROOF: We prove the result for n = 1; the ideas in the proof for 
n = 2 are similar. The same calculation as at the beginning of the 
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proof of Proposition 7 -4 shows that for n = 1 

If we use integration by parts on the terms in the brackets, differentiat­
ing the exponential and integrating u - 2, we find that the right side is 

+ -= VTe-IX-YI2/2Tdf-L(Y). 2 foo 
V27T - 00 

We let T tend to 00 and consider each term separately. In the first 
term the expression in brackets increases to 1. If we write the integral 
as the difference of one with respect to f-L + and one with respect to f-L -
and use the fact that 

we see by the Dominated Convergence Theorem that the first term tends 
a.e. to 

Next we consider the second term. Suppose first that f-L(Rl) -# O. 
The second term tends, as T ---7- 00, to 

and the integral and the second limit may be interchanged by dominated 
convergence to become 

( lim V T) (.; foo df-L( Y)) 
T-oo V 27T -00 

±oo. 
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To complete the proof we shall show that if J.L(Rl) = 0, then 

F"'oo VTe-IX-YI2/2TdJ.L(Y) 

tends to zero a.e. as T -+ 00. Since J.L(Rl) = 0, we have 

1:00 VTe-IX-YI2/2TdJ.L(Y) = 5:"" VT(e-IX-YI2/2T - I)dJ.L(Y)· 
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We shall prove that the right side even tends to zero when J.L is replaced 
by J.L + or J.L - Let us do so for J.L +. First we show that 

IVT(e- 1ZI2 /2T - 1)1 ::; klzl 
for a fixed constant k and for all T. By differential calculus methods, 
we find that 

Izl 
assumes its maximum value as a function of Izl when Izl satisfies 

ff = elzl2/2T - 1. 
T 

The unique positive solution occurs for 2 ::; IzI2/T ::; 3. Let b = 
IzI2/T with 2 ::; b ::; 3 be the point at which the solution occurs. Then 

and 

Put Izl 

I _e-IZI2/2T_II I _e- b /2 _II I_e- b/2 
V T Izl ::; V T VbT = Vb = k 

IVT(e-lzI2/2T - 1)1 ::; klzl· 
Ix - YI· Since 

r"""" klx - yldJ.L+(Y) < 00 a.e., 

we have by dominated convergence 

;~~ 5:"" VT(e-IX-YI2/2T - I)dJ.L+(Y) 

= r"""" ;~~ [VT(e-lx-YI2/2T - I)]dJ.L+(Y) 

for almost every x. The integrand on the right side is identically zero. 

The hypotheses of Propositions 7-4 and 7-5 are worth reviewing and 
comparing. In the transient case, Proposition 7-4, we started with 
any element J.L of M and we were able to conclude both that the potential 
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operator was defined on fl. and that its value was the Brownian motion 
limit. In the recurrent case, Proposition 7-5, we started with any 
element fl. of M and we had to assume that the potential operator was 
defined on fl.; we then concluded that the potential of fl. was equal to 
the Brownian motion limit if and only if fl. had total charge zero. We 
shall see that the same thing happens in potential theory defined for 
denumerable Markov chains. 

5. Potential theory for denumerable Markov chains 

We turn our attention now to those properties of Brownian motion 
which relate it to potential theory. In this section we shall answer 
the following questions: 

(I) How can the connection between Brownian motion and classical 
potential theory be used to define a potential theory for denumerable 
Markov chains? 

(2) How does potential theory differ in the transient and recurrent 
cases, and what form does the potential operator take? 

(3) What is the nature of the inverse operator that transforms 
potentials into charges? 

(4) What other Markov chain concepts playa role in potential 
theory? 

For definiteness, let P be a denumerable Markov chain which either is 
recurrent or is transient with no absorbing states, and let a be a positive 
finite-valued P-superregular measure. 

Before defining a potential theory for denumerable Markov chains, 
we should discuss some properties of the operators pt and Qt. The 
operators pt and Qt act respectively on differences of finite measures 
and on functions in 0 0 according to the equations 

and 

(I-'Pt)(E) = r [r 1 e-IX-YI2/2tdY]dfl.(X) 
JRn JE (21Tt)n/2 

(Qtf)(y) = r _1_ e-IX-YI2/2fj(x)dx, J Rn (21Tt)n/2 

and they are related by the identity 

r (Qtf)dl-' = r fd(I-'Pt). 
JRn JRn 

The linearity properties 

(I-' + v)pt = I-'pt + vpt 
and 
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together with a certain property of continuity, imply that the action of 
pt on differences of finite measures is analogous to the action of a matrix 
on row vectors. Similarly, the corresponding properties for Qt imply 
that the action of Qt on functions in Co is like that of a matrix on column 
vectors. But the real insight into pt and Qt comes in realizing that 
these matrices are identical. To be more specific, we must reformulate 
the assertion for a countable space. 

Let p* be a continuous linear operator on row vectors f-t which have a 
finite sum, and let Q* be a continuous linear operator on column vectors 
f whose components tend to O. Suppose that p* and Q* are related by 
the identity 

f-t. (Q*f) = (f-tP*) 1 
for all f-t andf of the type specified, where· stands for vector multiplica­
tion. Let 8(i) and d(i) be the row and column vectors having ith 
component equal to 1 and all other components equal to O. The vector 
8(i) is in the domain of P*, and d(l) is in the domain of Q*. If we define 
a square matrix {Pt} by 

p~ = (8(i) p*). d(j) = (8(0 P*)j' 
then 

(f-tP*)j = 2, f-tk( 8(k) P*)j = 2, f-tkPZi' 
k k 

Hence the operator p* may be represented by the matrix {P;tJ}. But 
by the identity relating p* and Q*, 

P;tJ = 8(1)· (Q*d(j)). 

Hence by a similar argument, ,the operator Q* is also representable by 
the same matrix {Pt}. 

Thus the denumerable Markov chain analog of the pair of operators 
pt and Qt can be expected to be a single matrix depending on t. For 
t = 1, this matrix can be taken to be the transition matrix P of the 
Markov chain. Then the relations pt+s = ptps and Qt+s = QtQs for 
integers t and 13 imply that the analog of pt and Qt for any other 
integer value of t is a power of the matrix P. 

Lebesgue measure has a special property with respect to Brownian 
motion which is summed up in the equation 

r dx = r [r 1 e-JX-YI2/2tdY]dx. 
JE JR' JE (27Tt)n/2 

If we call Lebesgue measure a and use notation that earlier was re­
served for finite measures, this equation becomes 

a = apt. 
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That is, a is regular for pt. Thus the analog of a for the Markov chain 
p should be a P-regular measure. But if P is transient, then P need 
not have a regular measure. We therefore relax our requirement and 
ask only that the analog of a be a P-superregular measure. We can 
then decree that the specified measure ex is to be the analog of a. 

The problem of defining potentials for Markov chains becomes a 
problem of translating notions about Brownian motion into notions 
about Markov chains. Following Propositions 7-4 and 7-5, we recall 
that a potential g(x) is obtained from a charge fL in this way: If we 
abbreviate the equation 

(fLPt)(E) = r [r 1 e-IX-YI2/2tdY]dfL(X) JRn JE (27Tt)nI2 

= r [r 1 e-IX-YI2/2tdfL(X)]dY JE JRn (27Tt)n/2 
as 

(fLPt)(E) = L f(x, t)dx, 

then 

g(x) = lim rT f(x, t)dt. 
T-+ooJo 

Translating the relation for (fLPt)(E) into notions about Markov chains, 
we write 

L (fLpn)i = L f~n)ai' 
iEE iEE 

If E is the one-point set {i}, we find that 

f~n) = ~ (fLpn)i 
t 

or 
pn) = dual (fLpn). 

The equation defining g(x) translates into 

g = lim [fro) + P1) + ... + pn)] 
n-+ 00 

or 

g = dual lim [fL(I + P + ... + pn)] 
n -+ 00 

Classically, potentials are left as point functions and are never trans­
formed into set functions because such a transformation is frequently 
impossible. In Markov chain potential theory, however, every column 
vector can be transformed into a row vector by the duality mapping. 
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If we take the dual of both sides of the boxed equation, we get 

dual g = lim [fL(1 + P + ... + pn)]. 
n .... 00 
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For simplicity in notation we shall adopt the convention that dual g, 
and not g, is the potential of fL. We can at last formulate a definition. 

Definition 7-6: Any row vector fL with fL1 well defined and finite for 
which the limit 

v = lim [fL(1 + p + ... + pn)] 
n .... 00 

exists and is finite-valued is called a left charge with potential measure v. 

The condition that fL1 be well defined and finite is the analog of the 
condition that a charge in Rn be the difference of two finite measures. 

The boxed equation for g yields an alternate possibility, namely 

g = lim [(1 + P + ... + pn)(dual fL)] 
n .... 00 

with a(dual fL) = fL1 finite. If we had gone through the same argument 
for the process P, we would have obtained the same equation with the 
carets removed. We therefore complement Definition 7-6 as follows. 

Definition 7-7: Any column vector f with af well defined and finite 
for which the limit 

g = lim [(1 + P + ... + pn)f] 
n .... 00 

exists and is finite-valued is called a right charge with potential functiong. 

From our knowledge of what happens with Brownian motion, we 
should expect that the Markov chain potential operators will arise in 
different ways in the transient and recurrent cases. Consequently, we 
shall treat the different kinds of processes separately, handling the 
transient case in Chapter 8 and the recurrent case in Chapter 9. 

In the transient case of Brownian motion the operator was formally 

lim LT ptdt = Loo Ptdt, 

and it is no surprise that for Markov chains it is the matrix N = 
L:;,=o pn which turns out to be the potential operator both for left 
charges and right charges (see Theorem 8-3). Once we have the 
potential operator, it will not be difficult to develop a full theory in 
analogy with classical potential theory. 

In the recurrent case, however, the problem of finding the potential 
operator is not so easy. The information that we will find, just as in 
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Proposition 7-5, is that for any charge of total charge zero on which the 
potential operator is defined the potential operator should agree with 
the operator which is formally 

lim SoT Ptdt. 

It will turn out that there are many possible potential operators for left 
charges and many others for right charges. Of these the matrices 
-0 and -G, respectively, will be representative (see Definition 9-24). 
But if we ask that the same matrix work for both left and right charges, 
then we shall see that there is a matrix K such that all such potential 
operators are of the form - K + c10:, where c is a constant (see Theorem 
9-84). With - K as our operator, we have some hope of imitating 
classical potential theory if we redefine charge and potential in terms of 
K: The column vector f is a charge, for instance, with potential g if 

g = -Kf. 
From this new definition of charges and potentials, we shall be able, just 
as in the transient case, to prove theorems which are analogs of some of 
the main results of classical potential theory. 

In discussing the relation of Brownian motion to potential theory in 
Section 3, we mentioned that the operator inverse to - A, where 

Af = lim ~ (Q!f - j), 
! lot 

was of the same form as the potential operator. It is thus quite 
believable that - A should be essentially the inverse operator that 
transforms potentials into charges. Now the definition of A involves a 
derivative, and when concepts in Brownian motion are translated into 
concepts in Markov chains, derivatives transform into differences. 
Therefore, the proper analog of Af for Markov chains is Pf - f = 
(P - 1)f. That is, 1 - P plays the role of -A. In Theorems 8-4 
and 9-15 we shall see that 1 - P is indeed the operator that transforms 
potentials in the sense of Definitions 7-6 and 7-7 into charges. 

With Brownian motion the operator A is a constant multiple of the 
Laplacian operator LI for smooth enough functions, where 

Llf = (~ + ... + ~)f. 
OX1 2 oxn2 

If a function f satisfies the equation Llf = 0 in a neighborhood of a 
point x, then f is said to be harmonic in a neighborhood of x. The 
analog in the case of denumerable Markov chains is that if a column 
vector f satisfies (P - 1)f = 0 at the point i, then f is regular at i. 
Thus we can expect that regular functions will have some of the same 
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behavior for Markov chains that harmonic functions have classically. 
As an example, a function harmonic on a connected open set in Rn 
cannot assume its maximum value inside that open set unless the 
function is constant. We shall see in Corollary 8-44 that an analogous 
result holds for Markov chains. 

A twice continuously differentiable function f is said to be super­
harmonic if JI ::;; o. The analog of this property is the condition that 
(P - 1)1 ::;; 0 or 1 ~ Pf. Thus the analog of a superharmonic function 
is a superregular function. 

TABLE 7-2. MARKOV CHAIN ANALOGS OF POTENTIAL THEORY 

CONCEPTS 

Classical Notion 

Rn 
pt andQt 
Lebesgue measure 
Potential 

Total charge 
Potential operator 

Inverse operator 
Harmonic function 
Superharmonic function 
Connected set 

Markov Chain Analog 

State space S 
pn 
ex 
lim ,.,,(1 + p + ... + pn) 
or lim (1 + p + ... + pn)f 
,.,,1 or exf 
Transient: N 
Recurrent: - K 
1-P 
Regular function 
Superregular function 
Communicating set 

6. Brownian motion as a limit of the symmetric random walk 

The symmetric random walk in n dimensions was defined in Chapter 4 
as a Markov chain obtained from sums of independent random variables 
on the integer lattice in Rn with the probability of going from any state 
to any of the 2n neighboring states equal to Ij(2n). In potential 
theory for Markov chains this process assumes the role of the "classical 
case," exhibiting in its potential theory much of the special behavior of 
the theory in Section 2. For instance, the matrix of the potential 
operator for this process has the same asymptotic behavior at infinity 
as the potential kernel has classically: log Ixl in two dimensions, 
l/Ixl in three dimensions, and so on. 

The reason for this coincidence is that Brownian motion is in a 
precise sense the limit of the symmetric random walk. Specifically if 
the random walk is considered first on the integer lattice, then on the 
half-integer lattice, then on the quarter-integer lattice, and so on, then 
the probabilities in the kth process of being in a fixed ball in Rn after 
time 4kt converge to the probability in Brownian motion of being in 
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that ball after time t. We shall prove this result only in the one­
dimensional case, and we make use of the Central Limit Theorem 
(Theorem 1-68). 

Consider for fixed k the random walk on the line having as states the 
points of the form j2- k , for j any integer, and having transition prob­
abilities! from any state to each of its two neighbors. This process is 
the symmetric random walk with a change in scale. Let X~k) be the 
nth outcome function, and let Xbk ) = O. As in Section 1, we let Xt 

denote the position in Brownian motion. 

Proposition 7-8: Brownian motion in one dimension is a limit of the 
symmetric random walk in this sense: If t is a diadic rational and if a 
and f3 are real numbers, then 

lim Pro[x~1flt E (a, (3)] == Pro[Xt E (a. P)]. 
k .... 00 

PROOF: The random variables X<nk~1 - x~) are independent and 
identically distributed and have mean 0 and variance 

a2 = ~ (:k r + ~ ( - :kf 
Let m = 4kt be an integer. Since 

m 
X(k) = '" [X(k) - X Ck) ] 

m L. n 71-1' 
n=l 

X~) has mean 0 and variance m/4k = t. Hence. by the Central Limit 
Theorem, 

or 

lim Pro[ex < x~) < f3] 
k .... 00 

= (j)(~) - <p(~t) 

(j)(~t) - <p(~). 
On the other hand, by definition, 

J13 1 -y212td --=e y 
« V2rrt 

--= e - u212du J13/./t 1 

«/./t V2rr 

Therefore, 
lim Pro[xWt E (ex, (3)] 

k .... 00 
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7. Symmetric random walk in n dimensions 

As was mentioned in Section 6, the n-dimensional symmetric random 
walk and n-dimensional Brownian motion share a number of properties 
because the second process is the limit of the first. Of these we shall 
prove for the random walk just two-that the process is recurrent in 
dimensions 1 and 2 and transient in dimension n ~ 3 and that in the 
transient case the columns of the N-matrix tend to zero. The second 
result is in analogy with the behavior of the potential kernel 1/lxln-2 
in Brownian motion. 

For the first problem we note immediately that all states communi­
cate in the random walks of all dimensions; hence each of them is 
either transient or recurrent. In one dimension the state space is the 
integers, and 

P i.i+l = Pi.i-l = !. 
Since the mean step in zero, the process is recurrent by Proposition 
5-22. A more direct proof of the recurrence proceeds as follows. It is 
impossible to get from state 2 to state 0 without going through l. 
This fact, together with the translation invariance of the hitting 
probabilities, implies that 

H 20 = H2lHlO = (HlO)2. 
But 

since HOI = H 10. Therefore, the identity 

H lO = !Hoo + !H20 = ! + !(H10 )2 

implies that HlO = 1 and hence Hoo = l. Consequently, the process 
is recurrent. Still a third proof can be based on a calculation of N 00. 
In fact, we have 

Pb~n) = 2-2n(~) 

because in order for the process to return in 2n steps to 0, it must make 
n steps to the right and n to the left; each such possibility has prob­
ability 2- 2n. By Lemma 1-59, 

( 2n) ,.., c22n 1_. 
n Vn 

Hence the tail of the series N 00 = L Pb~n) dominates a constant multiple 

of the tail of the series L 1/ Vn. Therefore, N 00 is infinite and the 
process is recurrent. 
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In the two-dimensional case there are two simultaneous processes 
going on in perpendicular directions, and for the process to return to 
the origin, both of them must return to their zero positions at the same 
time. Letting k be the number of steps to the right and n - k the 
number of steps up in 2n steps, we have 

Pb~n) = 4 - 2n i ( 2n ). 
k = 0 k, k, n - k, n - k 

If we multiply numerator and denominator of the multinomial co-

efficient by (n!)2, we see that it equals c:)(~r. Thus 

The identity 

shows that 

Since 

we have 

Pb~n) = 4 - 2nC:) k~O (~r· 

( 2n) 22n 1 '" c ----=, 
n Vn 

1 
Pb~n) ,.., c2 _. 

n 

Thus the series Noo = 2: Pb~n) dominates a multiple of 2: lin, Noo 
must be infinite, and the process is recurrent. 

An alternate proof that the process is recurrent in two dimensions 
proceeds as follows. If we introduce the new coordinates 

u=x+y 

v = x - y, 

then the two-dimensional symmetric random walk described in the 
coordinates (u, v) executes two one-dimensional symmetric random 
walks independently of each other. Hence P~~~6)(0.0) is the probability 
that u = 0 and v = 0 after 2n steps, which is (Pb20n»)2 '" c2ln. 

In three dimensions we calculate N 00' We have 

p(2n) = 6- 2n L: ( 2n ) 
00 i.k j,j,k,k,n-j-k,n-j-k 

i+k=sn 

= 2-2n(2n) L: 3- 2n(. n. )2. 
n i.k J, k, n - J - k 
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The coefficients (. k n. k) are dominated by the central term 
J, ,n - J -

where the gamma function may be used for (n/3)! if 3 does not divide n. 

This fact and the observation that the coefficients (. k n. k) 
J, ,n - J -

sum to 3n implies that 

p<2n) < 2- 2n (2n)3- n ( n ). 
00 - n n/3, n/3, n/3 

Summing on n and using the approximations of Section 1-6a, we see 
that the series Noo = .L Pb~n) is dominated by a multiple of .L l/n3/2 • 

Therefore N 00 is finite, and the process is transient. 
If any higher-dimensional random walk were recurrent, then the 

process projected to a three-dimensional set would be recurrent, and 
the latter process watched only when it changes state would also be 
recurrent. But this last process is exactly the three-dimensional 
symmetric walk. We conclude therefore that the random walk in all 
dimensions greater than three is transient, and we have completed the 
proof of the following proposition. 

Proposition 7-9: The symmetric random walk is recurrent in dimen­
sions one and two and is transient in all dimensions greater than or 
equal to three. 

In the transient case of dimension n ~ 3, the jth entry in the Oth 
column of the N-matrix is of the order of a constant times Ijl-<n-2). 
We conclude this chapter by proving the weaker result that the entries 
of that column tend to zero, but our proof will be for a more general 
situation. 

Proposition 7-10: Let P be a Markov chain with an infinite state 
space such that 

(1) P is transient. 
(2) P = PT. 

(3) P has only finitely many non-zero entries in each row. 

Then 

lim HOi = o. 
j-+ co 
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If, in addition, P represents sums of independent random variables, 
then 

lim NOi = O. 
i'" 00 

In particular, the conclusions apply to the symmetric random walk in 
any dimension n ~ 3. 

PROOF: We note that hypothesis (3) is equivalent to 

(3') For any state 0 and for any given m, there exist only finitely 
many states j for which Fb~) i= 0 for some k =:;; m. 

If the conclusion about HOi is false, then for some £ > 0 and for 
infinitely many j we have HOi> £. By (1), N is finite-valued. 
Therefore, 

lim pkN = lim [N - (I + ... + Pk-l)] = 0 
k~oo k ..... oo 

and 
lim pkJ1 = 0 

k-+oo 

since J1 :5; H :5; N. Choose m large enough so that (pmJ1)oo < £2. 

Since there are infinitely many j such that HOj > £, we can find by (3') 
such a j with Fb~) = 0 for all k :5; m. Then 

But 

PrO [hit 0 after time m] ~ PrO [ever hit j and return to 0] 

= HOjHiO 

= HOjHOi by (2) 
> £2. 

PrO [hit 0 after time m] 

a contradiction. Therefore H OJ -+ O. 
Finally if P represents sums of independent random variables, 

NOj = HojN jj = HojNoo· 

Hence NOj -+ O. (Note that we really need only that N jj is bounded.) 

As Markov chains the symmetric random walks have some special 
properties, reflecting corresponding special properties of Brownian 
motion. For instance, a is a constant for the random walk, and 
P = PT. Consequently P = P. We shall see that although many 
results of classical potential theory generalize to all transient and most 
recurrent chains, some will require further assumptions which happen 
to be true for symmetric random walks. 



CHAPTER 8 

TRANSIENT POTENTIAL THEORY 

l. Potentials 

In this chapter P denotes a Markov chain all of whose states are 
transient-that is, a transient chain with no absorbing states. Every 
such chain has at least one (strictly) positive superregular measure, as 
we saw in Chapter 5; for example, the sum of 2- i times the ith row of 
N is such a measure. 

We select one such positive superregular measure, to be fixed 
throughout the chapter, and call it a. All of transient potential theory 
will be relative to the distinguished vector a. 

Let P be the a-dual of P. Since all states are transient in P and 
since P = P, we see that P is the most general chain of the type we 
consider. The distinguished measure for P is taken to be the same a. 

As an example, let P be a transient Markov chain whose states 
communicate. Then P1 ::; 1 and ° < N = Lk'= 0 pk < 00. Every 
non-negative non-zero superregular row vector f3 is positive, for if 
f3i 1= 0, then for every state i and integer k 

f3i ;::: (f3pk)i = L f3m P <'};l ;::: f3i PW>· 
m 

The right side must be positive for some k, since j communicates with i. 
Thus in this special case any non-negative superregular row vector may 
be taken as a; in particular, a may be taken as a row of N. 

In the general case, if P1 1= 1, we have defined the enlarged chain P 
by adding an absorbing state a to P and by setting 

Pij = Pij 

Pia = 1 - L P ik 
k 

if i 1= a and j 1= a 

If P1 = 1, we shall agree that P is its own enlarged chain. 
191 
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It will be convenient to say that the product of a row vector and a 
column vector is finite when we mean that it is well defined and finite. 
We recall the terminology function for column vector and signed 
measure for row vector. 

Definition 8-1: If p. is a signed measure with p.1 finite and if 

v = lim [p.(/ + P + ... + pn-l)) 
n 

exists and is finite-valued, then p. is called a left charge with potential 
measure v. If f is a function with af finite and if 

g = lim [(I + p + ... + pn-l)f] 
n 

exists and is finite-valued, then f is called a right charge with potential 
function g. In either case a pure potential is a potential of a non­
negative charge. 

The condition that af be finite is the natural analog of the classical 
theory as described in Chapter 7. It states that f is integrable with 
respect to the distinguished superregular measure a. Similarly, the 
condition on p. is that the distinguished superregular function 1 be 
integrable with respect to p.. 

Potential functions have a simple probabilistic interpretation in terms 
of games. Iff denotes a payment function in which fj is the payment 
a player receives each time he is in state j, then P'1 denotes the expected 
payment on the nth step. Thus (/ + P + ... + pn-l)f is the total 
payment before time n, and the potential g is the expected total pay­
ment in the long run. It is clear intuitively that gl should equal 
Lf Nlffj, and we now prove this result. 

Lemma 8-2: If p.1 is finite, then p.N is finite-valued. If af is finite, 
then Nf is finite-valued. 

PROOF: We have 

Thus 

[(p.N)j[ ~ L [p.I[Nij ~ L [P.IINii = ([p.[1 )Njj < 00. 
i i 

For the second half let p. = dualf and apply the first result to P, 
noting that p.1 = af. Then 

00 > [p.ATlj = If fial(ajNjdadl = laj f Njdll = ajlNflj' 

Since aj =I 0, Nf is finite-valued. 
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Theorem 8-3: If af is finite, then f is a charge and its potential is 
g = Nf. 

PROOF: By Lemma 8-2, Nf is well defined and finite-valued. Hence 
so are both Nf+ and Nf-. By monotone convergence, 

lim [(I + P + ... + pn-l)f+] = Nf+ 
n 

and 
lim [(I + P + ... + pn-l)f-] = Nf-. 

n 
Thus 

lim [(I + P + ... + pn-l)f] = Nf+ - Nf- = Nf. 
n 

Thus f is a charge if and only if it is integrable with respect to a, and 
N is the potential operator that transforms a charge into its potential. 
In particular, f is a charge for P if and only if it is a charge for P. 
We shall now show that / - P is the inverse operator. 

Theorem 8-4: If g is a potential, then (/ - P)g is its charge. 

PROOF: Letf be a charge with potential g. By Theorem 8-3, g = Nf. 
Hence, by Lemma 5-9, (/ - P)g = f. 

Therefore, there is a one-to-one correspondence between charges and 
potentials. Note that Theorem 8-4 implies that a potential is regular 
at all states where the charge is zero. 

The method used to derive the second half of Lemma 8-2 is of general 
importance. We prove a result for all our P's for signed measures 
(or functions). We apply the result to P and obtain a corresponding 
result for functions (or signed measures). Then since P is the form of 
the most general transient chain being considered, the new result holds 
for all P's. Such results will loosely be described as duals. 

The duals of Theorems 8-3 and 8-4 state that a signed measure I-' is a 
charge if and only if 1-'1 is finite. Its potential is " = I-'N, and 
I-' = v(/ - P). 

From now on we shall prove theorems only for functions; the dual 
results for signed measures can always be proved by the indicated 
method. The key to the success of the method is that the dual of a 
right charge for P is a left charge for P, and the dual of a potential 
function for P is a potential measure for P. 

From Theorem 8-3 we see immediately that the class of potentials is 
quite extensive. We can even prove that there exists a strictly positive 
pure potential, a result we shall need later on. 
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Proposition 8-5: There exists a strictly positive pure potential. 

PROOF: Number the states and let fj = 2- jjaj. Then 

af = L aj(2- i jaj) = I, 
i 

so that f is the charge of a pure potential g, by Theorem 8-3. Further­
more, 

gt = L Nofj ~ Nitft ~ ft > 0, 
j 

so that g is strictly positive. 

For many purposes it is sufficient in studying potentials to consider 
only pure potentials. The reason for this simplification is the following. 

Proposition 8-6: Any potential may be represented as the difference 
of two pure potentials. 

PROOF: Write g = Nf = Nf+ - Nf-. 

Note by Theorem 8-4 that a potential is superregular if and only if 
it is a pure potential. 

We recall from Theorem 5-10 that a non-negative superregular 
function h is uniquely representable as h = Nf + r with r regular. 
In the representation, r = limn pnh ;:: 0 and f = (1 - P)h ~ o. 
(The dual of this result allows the unique representation of a non­
negative superregular measure 7T as 7T = /1-N + p with p regular. In 
this representation, p = limn 7T pn ~ 0 and /1- = 7T(l - P).) This result 
is the analog of a classical theorem due to F. Riesz: In any open set of 
Euclidean space which corresponds to a transient version of Brownian 
motion, any non-negative superharmonic function is uniquely the sum 
of a pure potential for the region and a non-negative harmonic function. 
The pure potential may have infinite total charge. We now generalize 
the Markov chain result, and in so doing we obtain a useful necessary 
condition that potentials must satisfy. 

Proposition 8-7: If (/ - P)h = f, if h is finite-valued, and if Nf is 
finite-valued, then h has a representation in the form 

h = Nf + r 

with r regular. The vector r satisfies r = limn pnh. 
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PROOF: Set r = h - Nf. Then 

(1 - P)(h - Nj) = (1 - P)h - (1 - P)(Nj) 

= (1 - P)h - I by Lemma 5-9 

=1 - I = o. 
Hence r is regular . Now 

or 
I = (1 - P)h = h - Ph 

h = Ph + I. 
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Since NI is finite-valued and since pnl+ :::; NI+ and pnl- :::; NI-, 
pnl is finite-valued for every n. By induction we see that 

pk-1h = Pkh + Pk-11 

and that Pkh is finite-valued. Summing for k = 1, ... , n, we obtain 

h = pnh + (1 + p + ... + pn-l)f. 

By dominated convergence the second term tends to Nf. Hence 

h = lim pnh + Nf. 
n 

Corollary 8-8: If (1 - P)h = I, if h is finite-valued, and if exl is finite, 
then h is a potential if and only if limn pnh = O. 

PROOF: By Theorem 8-3, I is a charge and NI is its potential. Apply 
Proposition 8-7 and write 

h = NI + lim pnh. 

Iflim Pnh = 0, then h is the potential off. Conversely, iflim pnh =f. 0, 
then h cannot be a potential because, by Theorem 8-4, it would have to 
have I as its charge. 

Corollary 8-9: If g is a potential, then limn png = O. 

PROOF: Take h = g in Corollary 8-8. 

In the discrete analog of the classical case-three-dimensional 
symmetric random walk-every potential g is bounded and satisfies 
limj gj = O. In our theory we obtain only the weaker result, Corollary 
8-9; that g may be unbounded will be shown in Section 7. 

The stronger results of the classical theory are due to special features, 
as the next proposition shows. In the classical case ex is chosen as 1 T 
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and N" is independent of i. Hence, aj ~ kN" for some positive 
constant k. Furthermore, limj Njl = 0 by Proposition 7-10. 

Proposition 8-10: If a is chosen so that aj ~ kNu for all i with k a 
positive constant, then all potentials are bounded. If, in addition, 
limj N jl = 0, then limj gj = o. 

P~OOF: The dual of Nil ~ Nil is Nil ~ (Njdaj)al' If aj ~ kNjj, then 

Igtl ~ L Nlllfil ~ Nu L a/lfll ~ -k1 L a/lfll· 
I at I I 

Thus g is bounded. Now suppose limt N jj = O. By Proposition 8-6 
we may assume that g is a pure potential. Define a sequence of func­
tions h}t) = NlJlal and a measure I1-j = aJij. Then 11- is a finite measure, 
and 

h(l) N jj 1 
I ~-;;~Tc 

is bounded independently of i and j. Hence, by dominated con-
vergence, 

lim gj = lim L h}°11-1 = L (lim NIJ)fj = O. 
t j j j j 

Both conditions of Proposition 8-10 hold for the basic example with a 
chosen as fJ. However, only the first condition holds for the reverse of 
the basic example (see Section 6). In Section 7 we shall see an example 
where both conditions fail. 

2. The h-process and some applications 

Duality is a transformation which interchanges the roles of row and 
column vectors. Our purpose now is to describe a useful transformation 
of transient chains into new transient chains in which row and column 
vectors are transformed into vectors of the same type. 

Definition 8-11: Let h be a positive finite-valued superregular 
function for a transient chain P. The h-process is a Markov chain p* 
with transition probabilities 

P* _ Pjjhj jj---' hj 

It is left to the reader to verify that p* is a transition matrix, that all 
states are transient, and that if the states of P communicate, the same 
is true for P*. Let U be a diagonal matrix with diagonal entries 
I/hj • Then p* = UPU-l. 
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Definition 8-12: The h-process transformation is a transformation 
defined on square matrices Y, row vectors 7T, and column vectors I by 

y* = UYU-l 

1* = Uf. 

The h-process transformation yields results similar to those with 
duality. If P is a transient chain, then p* also is transient. More­
over, powers of P transform to the p* process the same way that P 
does, and the fundamental matrix for p* is N*. Sums and products 
are preserved in their given order; and equalities, inequalities, and 
limits are preserved entry-by-entry. Any superregular function (or 
signed measure) for P transforms into a superregular function (or signed 
measure) for P*. 

If ex is the distinguished superregular measure for P, we select ex* as 
the distinguished superregular measure for P*. Then ex*f* = exl and 
N*j* = (Nf)*. Hence if I is a right charge with potential g in P, then 
f* is a right charge for p* with potential g*. 

If we decompose Pas 

then 

From this decomposition we see that (BE)* is the BE-matrix of the P*­
chain because Q and R transform into Q* and R*, because products are 
preserved, and because 1* = I. 

We shall now give some applications of the h-process. 

Definition 8-13: The support of a charge is the set on which the charge 
is not 0; the support of a potential is the support of its charge. A 
charge or potential is said to have support in E if its support is a subset 
ofE. 

The function 1 is always superregular, and hence by the representa­
tion theorem 1 = NI + r, where I = (I - P)1 and r is regular. That 
is, 
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in the enlarged chain. Moreover, 

(Nf)l = ~ NijPja = B la• 
j 

Thus r l = 1 - B la is the probability that the P-process, started at i, 
continues indefinitely. The enlarged chain is absorbing if and only if 
1 = Nf. 

Proposition 8-14: Let g > 0 be a pure potential with support in E, 
and let p* be the h-process for h = g. Then g* = 1 is a potential, p* 
is absorbing, and (BE)*1 = 1. 

PROOF: Potentials transform into potentials;. hence g* = 1 is a 
potential. Since 1 is then of the form N*j*, p* is absorbing. The 
absorbing state a can be reached only from a state i such that (P*1)1 < 1; 
for such a state i, 

o < [(1 - p*)n = [(1 - P*)g*]j = 11*' 
Hence II > 0 and i must be in E. Thus the P*-process with probability 
one reaches E from all states, and (BE)*1 = 1. 

What underlies Proposition 8-14 is this: The h-process tends to 
follow paths along which h is large. But since potentials tend to zero 
on the average (pnh ~ 0 for a potential), if h is a potential, then the 
paths in the h-process disappear. See Chapter 10 for details. 

Proposition 8-15: If h is a non-negative finite-valued superregular 
function, then BEh =::; h for any set E. 

PROOF: First suppose that h > O. Form the h-process; then 
h* = 1. Since (BE)*1 =::; 1, we have BEh =::; h. (The conclusion that 
an inequality for the h-process implies an inequality for the original 
process is one we shall draw frequently. If it were false, then the 
inequality BEh =::; h would fail in some entry. But the h-process 
transformation preserves inequalities entry-by-entry.) 

Now suppose that h has some zero entries. Apply the special case 
above to the function h + £1. Then 

BE(h + £1) =::; h + £1. 

Letting £ tend to zero, we obtain BEh =::; h. 

Proposition 8-16: If h is a non-negative superregular function and if 
E is any set of states, then h = BEh satisfies the following: 

(1) h =::; h and hE = hE' 
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(2) h is the pointwise infimum of all non-negative superregular 
functions which dominate h on E. 

(3) If I = (1 - P)h, then 

IE = (1 - PE)hE ~ 0 
and 

IE = o. 
Therefore, h is regular on E and is superregular everywhere. 

(4) If E C F, then BEh ~ BFh. 

PROOF: Statement (1) follows from Proposition 8-15 and the fact that 
Bft = Sij for i in E. For (2) let x be a non-negative superregular 
function such that X E ~ hE. Since the E columns of BE are zero, 

x ~ BEx ~ BEh = h, 

and (2) holds provided we show in (3) that h is superregular. For (3), 
since Ph ~ Ph ~ h is finite-valued, 

I = (1 - P)(BEh) = [(1 - P)BE]h = (1 -0 pE :)G:). 
But hE is pE-superregular by the dual of Lemma 6-7, and (3) follows. 
Finally for (4), if E C F, then by conclusion (6) of Proposition 5-8, 

BEh = BF(BEh) ~ BFh. 

We now prove two lemmas and a proposition which conclude that a 
charge and its potential may both be computed from a knowledge of 
the values of the potential on the support. The first lemma is interest­
ing in itself because of its game interpretation, which we shall discuss 
after proving the result. 

Lemma 8-17: For any set of states E, 

N = BEN + EN. 

If g is a potential with charge j, then 

g = BEg + ENf. 

PROOF: In Theorem 4-11, let fj be the number of times inj when and 
after E is reached (or 0 if E is not reached), and let t be the time when 
E is reached (or + 00 if E is not reached). Then Theorem 4-11 yields 

Mj[fj] = L: Prj[xt = k] Mk[nj ] 

k 

= L: BfkNkj· 
k 
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But fj is the difference of the total number of times the process is in j 
and the number of times it is inj before reaching E. Hence 

Mj[fj] = N jj - ENIi , 

and the first equation follows. To get the second equation we multiply 
through by I; associativity in BENI holds because BENI/I is finite­
valued. 

In the game interpretation of potentials, II is a payment received 
each time the process is in state j, and g is the expected total gain if the 
process is started in i. The second equation of Lemma 8-17 states that 
g is the expected gain when and after E is entered plus the expected 
gain before E is entered. If all the payments are non-negative, then it 
is obvious from this interpretation that g ~ BEg. If the support of I 
is in E, then all non-zero payments occur in E, and the expected gain 
before reaching E is zero. Hence, as we shall see formally in Proposition 
8-19, g = BEg. 

Lemma 8-18: The fundamental matrix for pE is N E. 

PROOF: The assertion is probabilistically clear because the number of 
times the process P is in a state of E when watched only in states of E 
is the same as the number of times the process P is in a state of E. 

Proposition 8-19: If g is a potential with support in E, then gE 
determines g, g = BEg, IE = (1 - PE)gE' and gE = N EIE. 

PROOF: The fact that g = BEg is immediate from Lemma 8-17. 
Hence gE determines g. Since g = BEg, we have IE = (1 - PE)gE by 
conclusion (3) of Proposition 8-16. Finally g E = N EI E either by Lemma 
8-18 or by direct calculation: 

Next we shall prove that the columns of BE are always potentials. 

Proposition 8-20: For any set of states E the columns of BE are 
potentials with support in E, and 
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PROOF: Since 

(
1 _ pE 

is finite-valued, each column of N 0 :) is a potential with 

support in E. Thus by Proposition 8-19, 

(1 - pE 0) (1 - pE 0) 
N = BEN 

o 0 0 0 

by Lemma 8-18 

Corollary 8-21: For any set E, limn pn BE = O. 

PROOF: Apply Proposition 8-20 and Corollary 8-9. 

Finally we work toward a proof that a non-negative superregular 
function dominated by a potential is a potential, a result we state as 
Proposition 8-25. 

Lemma 8-22: If E is a finite set and if h is non-negative superregular, 
then BEh is a pure potential of finite support. 

PROOF: BEh is a finite linear combination of columns of BE and is 
therefore by Proposition 8-20 a potential with support in the finite set 
E. Since h is non-negative superregular, BEh is non-negative super­
regular by conclusion (3) of Proposition 8-16. Hence, BEh is a pure 
potential. 

Proposition 8-23: Every non-negative superregular function is the 
limit of an increasing sequence of pure potentials of finite support. 

PROOF: Let El C E2 C E3 C ... be an increasing sequence of finite 
sets with union the set of all states S, and let h(n) = BEnh. Then 
h(n) is an increasing sequence of pure potentials of finite support by 
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Lemma 8-22 and conclusion (4) of Proposition 8-16. If i is in En' 
then h~n) = hI' so that lim h<n) = h. 

If g is a potential with charge f, then the total charge of g (or f) is 
defined to be af (see Section 7-5). 

Lemma 8-24: If NJ :::;; Nf withJ;;:: 0 and af finite, then 

o :::;; aJ :::;; af < 00. 

PROOF: By the dual of Proposition 8-23, we may find a sequence of 
finite measures 7T<n) such that a is the monotone limit of 7T<n) N. Since 
NJ :::;; Nf, we have 7T<n)(Nj) :::;; 7T<n)(Nf) and 

lim,7T<n)(N/) :::;; lim 7T<n)(Nf). 
n n 

SinceJ;;:: 0, 

and 
lim 7T<n)(NJ) = (lim 7T<n) N)J = aJ 

n n 

by monotone convergence withJ as the measure. And since 7T<n)Nf+ :::;; 
af+ < 00 and 7T<n)Nf- :::;; af- < 00, 

7T<n)(Nf) = 7T<n)Nf+ - 7T<n)Nf-. 

Hence 
lim 7T<n)(Nf) = af + - af - = af 

n 

by monotone convergence for each term. Thus aJ :::;; af; aJ ;;:: 0 since 
J;;:: 0, and af < 00 by hypothesis. 

Proposition 8-25: If h is a non-negative superregular function 
dominated by a potential g, then h is a potential and its total charge is 
no greater than the total charge of g. 

PROOF: Let g = Nf. Write h = NJ + lim pnh with J ;;:: o. Since 
o ::s; h :::;; g, we have 0 :::;; pnh :::;; png. But png ~ 0 by Corollary 8-9, 
so that pnh ~ 0 and h = NJ. Since alfl < 00, we have, by Lemma 
8-24; 0 :::;; aJ :::;; af < 00. Hence h is a potential and aJ :::;; aJ. 

Corollary 8-26: A non-negative potential g = Nf has non-negative 
total charge. 

PROOF: Let g = Nf ;;:: 0, and setJ = o. Since afis finite, af ;;:: a.J = 0 
by Lemma 8-24. 
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Proposition 8-25 has an interesting interpretation in terms of the 
enlarged chain. The jth column of N is a potential with charge 
{Sji}. If the infimum of the column is positive, then the column 
dominates a constant function k1 , so that 1 is a potential by Proposition 
8-25. Hence, the infimum of every column of N is zero unless the 
extended chain is absorbing. In particular, if P1 = 1, then the 
infimum of every column of N is 0. 

In the case of the symmetric random walk in three dimensions, 
P1 = 1. Thus the infimum of every column of N is zero, and since P 
is symmetric, the infimum of every row is zero. This fact, although 
not providing a proof of Proposition 7-10, does give us more insight into 
that result. 

3. Equilibrium sets and capacities 

In proving analogs in the next section to the classical potential 
principles, we shall need to restrict the supports of the charges involved. 
The notion we shall need is that of an equilibrium set. 

Definition 8-27: A set E is an equilibrium set for P if there is a pure 
potential which assumes the value 1 at every point of E and which has 
support in E. Such a potential is called an equilibrium potential for E. 
A set E is a dual equilibrium set for P if there is a pure potential measure 
with support in E which equals IX on E. 

We proceed to give two characterizations of equilibrium potentials. 

Proposition 8-28: A set E is an equilibrium set if and only if both 

(1) IXeE < 00 and 
(2) for any starting distribution the set E is entered only finitely 

often a.e. 

When E is an equilibrium set, the hitting vector hE is the unique 
equilibrium potential and its charge is the escape vector eE • 

PROOF: Suppose E is an equilibrium set. If x is an equilibrium 
potential for E, then BEx = x by Proposition 8-19 and XE = 1 by 
definition. Since X E does not affect the value of BEX , we have 

x = BEx = BE1 = hE, 

and hE must be the equilibrium potential. Its charge is 

(/ _ P)hE = eE 
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by Theorem 8-4 and Proposition 5-8. Thus E is an equilibrium set if 
and only if hE is a potential or if and only if cxeE < 00 and lim pnhE = o. 
But SE = lim pnhE by conclusion (7) of Proposition 5-8. 

Corollary 8-29: All finite sets are equilibrium sets. 

PROOF: Apply Propositions 4-28 and 8-28. 

Proposition 8-30: If E is an equilibrium set, then the equilibrium 
potential is the pointwise infimum of all pure potentials which dominate 
1 on E. 

PROOF: Since hE = B E1, the result follows from conclusion (2) of 
Proposition 8-16. 

We shall use the notation TJE for dual eE • 

Definition 8-31: If E is an equilibrium set, the capacity of E is defined 
by C(E) = aeE = 7J E1. 

In terms of total charge, Definition 8-31 states that the capacity of 
an equilibrium set is to be the total charge ofthe equilibrium potential. 

Lemma 8-32: A set E is an equilibrium set if and only if both 
(pE)n1 -+ 0 and cxE[(1 - PE)1] < 00. If E is an equilibrium set, then 
C(E) = cxE[(1 - PE)1] = [cxE(1 - PE)]1. 

PROOF: We shall apply Proposition 8-28. [(pE)n1]1 is the probability 
starting in i E E of returning to E at least n times. Thus (pE)n1 ~ 0 
is a necessary and sufficient condition for being in E only finitely often 
a.e. for any starting distribution. Secondly (I - PE)1 = e~ and 
cxEe~ = aeE. Hence aeE is finite if and only if aE[(1 - PE)1] < 00. 

And if E is an equilibrium set, then 

C(E) = aE[(1 - PE)1]. 

Under duality a number is transformed into itself. Hence 

C(E) = [(dual 1 )(dual (I - PE))](dual aE) 

= [aE(1 - pE)]1. 

Proposition 8-33: E is an equilibrium set if and only if 1 is a potential 
for pE with aE as the distinguished measure. Also C(E) is the same 
computed for P as for PE. 
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PROOF: 1 is always superregular for PE. The two conditions given 
by Lemma 8-32 are precisely the conditions that 1 be a potential. Also 
aE[(I - PE)1] is the capacity of E in PE. 

Proposition 8-34: E is an equilibrium set for P if and only if it is a 
dual equilibrium set for P. When E is such a set, aE = ~fN E. 

PROOF: E is an equilibrium set for P if and only if 1 is a potential for 
PE with 1 = b Eel By duality, this condition is equivalent to the 
assertion that aE is a potential measure for pE with aE = ~fN E. The 
result then follows from the dual of Proposition 8-33. 

We would like the result that C(E) = C(E). However, an equilibrium 
set for P need not be an equilibrium set for P (see Section 6). There­
fore, the following is the best possible result: 

Proposition 8-35: If E is an equilibrium set for both P and P, then 
C(E) = C(E). 

PROOF: By Proposition 8-34, we have aE = ~fN E' so that ~f = 
aE(I - PE) by Lemma 8-18. By Lemma 8-32 applied to P, 

C(E) = aEef = (~fN E)ef = ~f(N Eef) = ~fhf 

= ~f1 = [aE(I - PE)]1 = C(E). 

Proposition 8-36: If F is a dual equilibrium set and E C F, then E is 
a dual equilibrium set and C(E) = ~FhE. 

PROOF: We shall use Proposition 8-28 to prove that E is a dual 
equilibrium set. By Proposition 8-34, aF = (~FN)F and C(F) = 
~F1 < 00. Hence aE = (~FN)E and 

aE(I - PE) = [~FN( -0 pE :) L 
= (~FBE)E 

by Proposition 8-20. Then 

aeE = ai(I - PE)1] = [aE(I - PE)]1 = (~FBE)E1 = ~FBE1 = ~FhE. 

Since ~FhE :S ~F1 < 00, we have just verified the first condition of 
Proposition 8-28-that aeE < 00. The second condition is trivial for a 
subset of an equilibrium set. Hence E is a dual equilibrium set and 
C(E) = aeE = ~FhE. 
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The dual of this result states that any subset E of an equilibrium set 
F is an equilibrium set, and C(E) = r/kE. 

Proposition 8-37: The union of a finite number of equilibrium sets is 
an equilibrium set. 

PROOF: Let E 1 , ••• , En be equilibrium sets and let E = U~=1 E". 
Then 

n 

2: ajef :5 2: 2: ajef 
teE k= 1 jeEk 

n 

:5 2: 2: atef k 

k= 1 jeEk 

n 

= 2: C(Ek ) < 00, 
k=1 

and if the process is in each Ek only finitely often a.e., then it is in E 
only finitely often a.e. Hence, by Proposition 8-28, E is an equilibrium 
set. 

Some of the classical results hold only if the support of a potential is 
a reasonably small set. It will always be satisfactory to have a finite 
set as support. A more general assumption is that the support is an 
equilibrium set. Since equilibrium sets include all finite sets, since a 
subset of an equilibrium set is an equilibrium set, and since finite 
unions of equilibrium sets are equilibrium sets, we may think of 
equilibrium sets as a class of "reasonably small" sets. 

Choquet has introduced a generalized notion of capacity. In our 
case his definition takes the following form. 

Definition 8-38: A Choquet capacity is a non-negative monotone 
increasing set function such that, for any sets A l , A 2, ... , An' 

C(A1 n A2 n· .. nAn) :5 2: C(A;) - 2: C(A; u Aj) 
i ; ",1 

+ 2: C(A;uAjuAk) 
i ",1", k 

- ... - (-1)nC(A1 U· .. U An). 

A simple way of constructing one of these capacities is to let 'TT be a 
fixed starting distribution and to take C(E) to be the probability of ever 
entering E. That is, C(E) = 'TThE. This set function is monotone 
because hE is. The right side of t.he inequality in the definition of 
capacity is the probability that all sets are entered. The left side is the 
probability t.hat t.he intersection of the sets is entered, which is one way 
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of entering all sets, though in general not the only way. Hence 
Choquet's definition is satisfied. Since we may clearly also replace 
C(E) by kC(E) with k > 0, 7T may be any non-negative finite measure. 

We shall show from this construction that our Definition 8-31 yields 
a Choquet capacity on equilibrium sets. For convenience, we will give 
a proof for P. For any fixed equilibrium set F of P, Proposition 8-36 
tells us that the capacity of any subset E is f/hE • Hence the above 
argument applies with 7T = 7)F. Thus the Choquet conditions hold for 
all subsets of F and, since F is any equilibrium set, they hold for all 
equilibrium sets. 

A more general method of obtaining a Choquet capacity within our 
framework is as follows. Let 7T be a measure, and let h be a strictly 
positive superregular function such that 7Th < 00. Define C(E) = 
7T BEh. Forming the h-process, we see that C(E) = 7T*(BE)*'1 = 7T*(hE)* 
with 7T*1 = 7Th < 00. Thus by the special case C(E) is a Choquet 
capacity for the h-process and 'hence satisfies the same axioms in the 
original chain. Moreover, we see that the situation in the earlier case 
is just the present case with h = 1. On the other hand, this more 
general method includes a second interesting case: If g is a pure 
potential for which 7Tg is finite, then by Lemma 8-17, 

7TBEg = 7Tg - 7T EN/; 

7T BEg is a Choquet capacity which assumes its maximum value 7Tg on all 
sets E containing the support of f. If 7T1 = 1, then 7T BEg in the game 
interpretation is the expected gain when and after E is reached. 

Definition 8-31 is reasonable only for equilibrium sets, since otherwise 
it is possible to have eE = O. We could instead restrict the definition 
to finite sets and definfl the capacity of an infinite set as the supremum 
of the capacities of its finite subsets. We will show, under an additional 
assumption, that this new approach agrees with Definition 8-31 on 
equilibrium sets and assigns infinite capacity to all other sets. 

Proposition 8-39: If N has columns which tend to zero, then a set E 
for which the supremum of the capacities of its finite subsets is finite is 
an equilibrium set, and the supremum is the capacity of the set. 

PROOF: Let El C E2 C ... be an increasing sequence of finite sets 
whose union is E. We must prove that if sup C(En) is finite, then hE 
is a potential and C(E) = sup C(En). First we note that hE is the 
monotone limit of hEn. If i E Em' then the ith component of eEn de­
creases for n ~ m. Thus lim eEn = e exists. Since N has columns 
that tend to zero and since 7JEn1 = C(En) ~ sup C(En) < 00, 

7JEn N -+ (dual e)N 
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by Proposition 1-58. By duality, 

and 
a:e = (dual e)1 = 2 lim "7fB, 

t n 

which by Fatou's Theorem is 

~ lim ("7EB1) = lim O(En) = sup O(En). 
n 

Hence hE = Ne and a:e < 00. Thus E is an equilihrium set. Also 

O(E) = a:e ~ sup O(En). 

But O(En) ~ O(E) for every n, so that sup O(En) ~ O(E). Thus 

O(E) = sup O(En). 

The converse, that an equilibrium set has the property that the 
supremum of the capacities of its finite subsets is finite, follows trivially 
from the monotonicity and the finiteness of capacity on equilibrium 
sets. 

4. Potential principles 

We shall now derive analogs of several of the fundamental theorems 
of classical potential theory. The first is the solution to the Dirichlet 
problem; in the uniqueness statement we shall need a lemma, for which 
we shall give two proofs. 

Lemma 8-40: If P is an absorbing chain, then P has no bounded 
non-zero regular function. 

PROOF I: Suppose Ph = h with Ihl ~ c1. Since hi = Li Pijhj, we 
have Ihil ~ Li Piilhjl or Iht ~ Plhl. Therefore, Ihl ~ pnlhl ~ pn(c1). 
But pn1 is the probability that the process continues at least until time 
n, which tends to zero as n tends to infinity because P is absorbing. 
Hence h = O. 

PROOF 2: Let a be the absorbing state of P and let t = a be the time 
to absorption; t is a stopping time since P is absorbing. If h = Ph, 
set 

h' = : G). 
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Then h'(xn(w)) in the P-process forms a bounded martingale. By 
Corollary 3-16 to the second martingale systems theorem, 

o = h~ = M[h'(xt{w))] = M[h'(xo(w))]. 

But xo(w) is arbitrary, so that h' = 0 and h = o. 

The method in the second proof is of some importance, and we shall 
meet it again later. 

Theorem 8-41: Let E be an arbitrary set of states, and suppose that 
E P, the chain P with E made absorbing, is an absorbing chain. If hE 
is any bounded function defined on E, then there exists a unique 
bounded function Ii whose restriction to E is hE and which is regular 
on E. The function is 

PROOF: For existence, set 

The product is defined, since hE is bounded and BE has row sums one. 
Then the restriction of Ii to E is hE because (BE)jj = 8jj for i and j in E. 
Moreover, 

(1 _ P)1i = (1 _ P)BE(h;) = ( -0 pE :)(h;) = (1 - :E)hE), 

so that Ii is regular outside of E; associativity is justified in the triple 

product because (1 + P)BE(lh;l) is finite-valued. 

For uniqueness, let 

k = e;) 
be another such bounded function. Then Ii - k is a bounded function 
which is zero on E and regular outside E. IfQ is the transition matrix 
for the transient states of E P, then (Ii - k)! is a non-zero bounded Q­
regular function, in contradiction to Lemma 8-40, since Q is absorbing. 

Next we prove the Maximum Principle. 
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Theorem 8-42: Let E be an arbitrary set of states and suppose that h 
is a finite-valued function such that h = BEh. Then the supremum of 
the values of h is equal to the supremum of the values of h on E. If 
the states of E communicate in E P, if E P is absorbing, and if h assumes 
its maximum on E, then h is constant on E. 

REMARK: Corresponding results hold for infima:by replacing h by - h. 

PROOF: 

hi = L Bf;hj 
jeE 

Suppose that h assumes its maximum on E, that E P is absorbing, and 
that the states of E communicate in E P. Let i be a state where the 
maximum is assumed, and let k be any state of E that can be reached 
in E P from E. Since the transient states of E P communicate, we have 
Bfk > 0. Moreover, 

hi B~hk + L Bf;hj 
j", k 

:;; Bfkhk + hi L Bf; 
j", k 

Bfkhk + hi(l - Bfk) SInce BE1 1 

= hi - B~(hi - hk). 

Therefore, hi = hk for all such k. Then for any mE E, B~j > ° 
precisely for those j for which Bf; > 0, and hj = hi for those j. Thus 

hm = L B~jhj = L B~jhi = hi· 
jeE feE 

Corollary 8-43: If g is a potential with support in a finite set, then g 
is bounded. 

PROOF: Since g = BEg for any potential, we may apply Theorem 
8-42. The supremum in E is over a finite number of values. 

Corollary 8-44: Let E be an arbitrary set of states, and suppose that 

(1) E P is an absorbing chain. 
(2) the states of E communicate in E P. 
(3) every state of E can be reached in E P from E. 
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If h is a bounded function regular outside of E, then h cannot assume its 
maximum on E unless h is constant everywhere. 

PROOF: By Theorem 8-41, h is the unique solution to the Dirichlet 
problem for the function hE' Hence 

Multiplying through by BE and applying Proposition 5-8, we have 

BEh = BE BEe:) = BE(~) = h. 

By Theorem 8-42, h is constant on E. As shown in the proof of that 
theorem, h assumes the same constant value at every state of E which 
can be reached in E P from E. 

The result that follows is the Principle of Domination. 

Theorem 8-45: Let h be a finite-valued non-negative superregular 
function, and let g = Nf be a potential. If h dominates g on the 
support of f + , then h dominates g everywhere. If, in addition, h is a 
potential NJ, then ct.f ~ ct.J. 

PROOF: If g is a pure potential supported in E, then g = BEg by 
Proposition 8-19. But by Proposition 8-16, BEg is the pointwise 
infimum of all non-negative superregular functions which dominate g 
on E. Thus the first half is proved if g is a pure potential. For arbi­
trary g, write g = Nf+ - Nf-. We have Nf+ - Nf- ~ h on the 
support of f + , so that 

Nf+ ~ h + Nf-

on the support of f+. Applying the special case to the superregular 
function h + Nf- and the potential Nf+, we have 

Nf+ ~ h + Nf- or g ~ h 

everywhere. Finally, if h = NJ, then 

Nf+ ~ N(J + f-) 

implies 

ct.f+ ~ ct.(] + f-) 

by Lemma 8-24. Hence ct.f ~ ct.J. 
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Next we prove the Principle of Balayage. 

Theorem 8-46: If g is a pure potential and if E is any set of states, 
then there is a unique pure potential g with support in E such that 
g = g on E. The potential g satisfies g :s: g everywhere, and its total 
charge does not exceed the total charge of g. 

PROOF: For existence, let g = BEg. Then g :s: g, gE = gE' and g 
is superregular by conclusions (1) and (3) of Proposition 8-16. By 
Proposition 8-25, g is a potential, and the total charge of g is less than or 
equal to that of g. 

For uniqueness, if h were another such potential, we would have 

g = BEg = BEh = h 

by Proposition 8-15 and the fact that gE = gE = hE' 

If E is any set and if g is a pure potential, we refer to the potential g 
of Theorem 8-46 as the balayage potential of g on E. 

Corollary 8-47: The balayage potential g = BEg of g on E is the 
pointwise infimum of all pure potentials which dominate g on E. 

PROOF: Apply conclusion (2) of Proposition 8-16. 

Corollary 8-48: The balayage potential of g on E is the supremum of 
all pure potentials with support in E which are dominated by g on E. 

PROOF: Certainly the balayage potential does have the stated 
property. Thus let g = BEg and let h be a potential with support in 
E and with hE :s: (JE. Then by Proposition 8-19, h = BEh and 

g = BEg ~ BEh = h. 

If g has support in E, then g itself is the balayage potential of g on E. 
In particular, hE is the balayage potential of hE on E for E an equilibrium 
set. 

Next we prove the Principle of Lower Envelope. 

Lemma 8-49: The pointwise infimum of non-negative superregular 
functions is non-negative superregular. 

PROOF: It is clearly non-negative. If 

h(3 ~ Ph(3 
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for all {3, then 

for all {3, so that 

Theorem 8-50: The pointwise infimum of pure potentials is a pure 
potentiaL 

PROOF: Apply Lemma 8-49 and Proposition 8-25. 

Finally we prove the Principle of Condensers. We are to think of 
two sets E and F as the two plates of a condenser with a positive charge 
placed on E and a negative charge placed on F in such a way as to 
produce a unit voltage drop. Since in equilibrium there should be a 
uniform voltage on each plate and since the O-value of voltage is 
arbitrary, we will require that the potential be 1 on E and 0 on F. 
The theorem is proved for an equilibrium set E with finite boundary E, 
that is, a set E that can be entered or left only through the finite 
set E. 

Theorem 8-51: Let E be an equilibrium set with finite boundary, and 
let F be any disjoint set of states. Then there is a potential g = Nf 
which is 1 on E and 0 on F and which is such thatf+ has support in E, 
f- has support in F, and af ~ O. 

PROOF: Let gt = FHtE, the probability starting at i that E is reached 
before F. Clearly, g is 1 on E and 0 on F. Furthermore, 0 ~ g ~ hE. 
Since pnhE ---+ 0 for the equilibrium set E, we have png ---+ O. 

Let f = (1 - P)g. We are going to apply Corollary 8-8 to conclude 
that g is a potential with charge f, but to do so we must show that af 
is finite. If i is in the complement of E u F, then gj = (Pg)t; hence f 
has support in E u F. Write 

E F 

PEuF = ; (: ~). 
Noting that if i E E u F, then (Pg)t is the probability that the next 
entry to E u F is in E, we have 

{
gt - (Pg)j = 1 - (Pg)j = 1 - (X1)j if i E E 

ft = 
0- (Pg)j = -(Z1)j if iEF. 
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Hence 

TranBient potential. theory 

{
1 - X1 

IEUP = -Z1 
on E. 

on F. 

Thus 1+ has support in E and 1- has support in F. Furthermore 
X1 = 1 except for the boundary of E; hence 1+ has finite support and 
a/+ < 00. Moreover 

a/- = apZ1 = 2 (apZ)j < 00 
jell 

since ZIj = 0 except whenj is on the boundary of E. Thus alII < 00. 

Hence g is a potential. Finally al ~ 0 by Corollary 8-26. 

5. Energy 

Classically, energy is the integral of the potential with respect to the 
charge, and we shall adopt the obvious analog of this definition. 
Throughout this section we shall write 

p. = dual I 
v = dualg. 

Definition 8-52: If g = NI is a potential and 1p.1 N III < 00, then 
its energy is defined to be I(g) = p.g = vI, and g is said to have finite 
energy. 

If all potentials are bounded, then all of them have finite energy. 
For if g = NI/I, then 

1p.1 N If I = 2 a,I/M, 
I 

~ sup y,(al/i) 
< 00. 

In any case a potential of finite support has finite energy. 
We can write energy either purely in terms of the charge or purely in 

terms of the potential: 

I(g) = p.(Nf) = v[(I - P)g]. 

Since the dual of a number is the same number, we also have 

I(g) = (p.b)f = [v(I - p)]g. 

If I is a charge for P, then, as noted after Theorem 8-3, I is also a 
charge for P. In the two processes we have 

I(Nf) = p.(Nf) = (p.b)1 
and 

I(bf) = (p.N)1 = p.(bf) , 

and the energies are equal since the matrices associate by Corollary 1-5. 
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The expression for I( g) in Definition 8-52 disguises the fact that energy 
depends only on the values of the potential on the support E. We 
shall derive a simple dependence of I(g) on PE. 

Proposition 8-53: If g is a potential of finite energy with support in E, 
then 

PROOF: Since f has support in E, 

by Proposition 8-19, and 

The other half of the proposition is the dual of the first half. 

Classically energy is non-negative. We shall prove shortly that the 
energy of a potential is non-negative provided it is finite. To do so, 
we first introduce a definition. If g = Nf and g = NJ are potentials 
of finite energy, we define 

(g, g) = i(ILg + ilf/), 
provided the matrix products are well defined. (We shall show soon 
that this condition is always satisfied.) 

Note that (g, g) = I(g). We wish to show that (g, g) is an inner 
product. The reader should verify that (g, g) satisfies (1), (2), and (4) 
in general and (3) when all the potentials have finite support. We 
shall prove (5) and the general case of (3) below. 

(1) (g, g) = (g, g). 
(2) For every real number c, (cg, g) = c(g, g). 
(3) (g + g', g) = (g, g) + (g', g). 
(4) If g is a pure potential for which (g, g) = 0, then g = O. 
(5) (g, g) ~ 0 for all g. 

Lemma 8-54: If g has support in a finite set E, then 

where 

I(g) = i ~ [(atmt + 7Tt)gf + ~ atPfJ(gt - gj)2] ~ 0, 
~E ~E 

mt = 1 - ~ PfJ ~ 0 and 
jeE 

7Tt = at - ~ akPft ~ O. 
keE 
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PROOF: We shall apply Proposition 8-53. The matrices involved are 
finite matrices so that distributivity and associativity hold. Hence 

I(g) = vEgE - VEPEgE 

= t L [atg~ + atg~ + L (- 2atPftgtgj)] 
~E ME 

= t L [at(1 - L Pft)g~ + (at - L akP~t)g~ 
ieE jeE keE 

+ L (atPftg~ - 2atPftgtgj + atPftgJ)] 
jeE 

Since pE is a transition matrix and aE is pE-superregular, m and 7T are 
non-negative. Hence I(g) ~ o. 

From properties (1), (2), and (3), we can prove that Schwarz's 
inequality holds for g and g whenever they have finite support. 

Lemma 8-55: If g = Nf and g = NJ are two potentials of finite 
support, then 

(g, g)2 ~ I(g)I(g). 

PROOF: By Lemma 8-54 we have 

I(xg - g) = (xg - g, xg - g) ~ 0 

for all real x. Hence by properties (1), (2), and (3), we find that 

X2(g, g) - 2x(g, g) + (g, g) ~ 0 

for all real x. If (g, g) = 0, then, for - 2x(g, g) + (g, g) to be non­
negative for all x, it must be true that (g, g) = 0, and the lemma is 
trivial. Otherwise, the discriminant of the quadratic equation in x 
must be non-positive, so that 

or 
4(g, g)2 - 4(g, g)(g, g) ~ 0 

(g, g)2 ~ (g, g)(g, g) 

= I(g)I(g). 

Lemma 8-56: Let g = Nf and g = NJ be pure potentials of finite 
energy, let 
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be an increasing sequence of finite sets with union the set of all states S, 
and let 

g(n) = Nj<n) , and g(n) = N/(n). 

Then (g, g) = limn_co (g(n>, g(n»). 

PROOF: We have (g, g) = i(p,g + p,g), and by symmetry it is enough 
to show that p,<n)g<n) converges to p,g. By monotone convergence, we 
have lim g(n) = g, since 0 .::; f(1) .::; j<2) .::; .. '. Let 

h(n) = I n {g In) if i E E 

1 0 otherwise. 
Then 

and 
lim h(n) = lim g<n) = g. 

The functions h(n) are non-negative and increasing; also p, IS non­
negative. Thus by monotone convergence, 

lim p,(n)g<n) = lim p,h<n) = p, lim h(n) = p,g. 

Lemma 8-57: If g and g are pure potentials of finite energy, then 

(g, g)2 .::; (g, g)(fj, g). 

Consequently (g, g) < 00. 

PROOF: Form the approximations to g and g as in the statement of 
Lemma 8-56. By Lemmas 8-54 and 8-55, 

(g<n), g<n»)2 .::; (g<n), g<n»)(g<n), g<n»). 

Applying Lemma 8-56 to each factor, we obtain 

(g, g)2 .::; (g, g)(g, g). 

If g and g are any potentials of finite energy, then 

l(g,g)l.::; (Nlfl,NI/I).::; VI(Nlfl)I(Nlfl) < 00. 

Therefore (g, g) is always well defined. We can now prove (3) in 
general by breaking charges into positive and negative parts. 

Proposition 8-58: If g has finite energy, then I(g) :2: O. 
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PROOF: Write 9 = Nf = Nf+ - Nf-, where Nf+ and Nf- are 
pure potentials. Then 

I(g) = (g, g) = (Nf+ - Nf-, Nf+ - Nf-) 

= I(Nf+) - 2(Nf+, Nf-) + I(Nf-) 

~ I(Nf+) - 2v'I(Nf+)I(Nf ) + I(Nf-) by Lemma 8-57 

= (v' I(Nf+) - v'I(Nf »2 
~ o. 

We can finally prove Schwarz's inequality for all potentials of finite 
energy by proceeding just as in the proof of Lemma 8-55. 

We now begin the proof of the fundamental result about energy, the 
theorem that justifies the name "equilibrium potential." Unfor­
tunately the result fails for the most general transient chain, so that 
some extra hypothesis is needed. We shall prove the theorem­
Theorem 8-61-under the hypothesis P = P, a condition that is 
satisfied in the classical case of the three-dimensional symmetric random 
walk with a = 1T. 

Lemma 8-59: The energy of the equilibrium potential on E is the 
capacity C(E). 

Lemma 8-60: If E is an equilibrium set, if g = N 1 is a potential with 
support in E, and if P = P, then (g, hE) = af. 

PROOF: 

2(g, hE) = /LhE + "lEg 

= /LhE + TJENI 

= /LhE + /LbeE by duality 

= /LhE + /LN eE since N = b 
= 2/LhE since hE = NeE 

= 2/L1 since 1 has support in E 

= 2al· 

Theorem 8-61: Suppose that P is a chain in which P = P. If E is 
an equilibrium set, then the equilibrium potential for E minimizes 
energy among all potentials of finite energy whose support is in E and 
whose total charge is C(E). 
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PROOF: Let g = Nf be a potential with af = C(E) and with support 
in E. By Lemma 8-60, (g, hE) = C(E), and by Lemma 8-59, I(hE) = 
C(E). Furthermore, I(hE):F 0 by property (4). Therefore, by 
Schwarz's inequality, we have 

(g, hE)2 C(E)2 
I(g) ~ I(hE) = C(E) = C(E) = I(hE). 

We shall see in the next section that the theorem need not be true if 
P:F P. 

6. The basic example 

In this section we shall work out what the results of the preceding 
five sections mean in terms of the basic example. 

First we compute P, the fJ-dual of P. 

fJjPjf {fJf-1PdfJf = I 

Ptj = -fJj = fJlli+ 1 - fJ fJ ·f· 0 -p;- - j - j+1 1 ~ = , 

ifj=i-I 

Thus the reverse process proceeds deterministically a step at a time to 
the left until it reaches o. From 0 it may step into any state and does 
so with probability 

POj = fJj - fJi+1· 
Since Lj P OJ = 1 - fJoo < 1 and since 0 is reached from all states with 
probability one, the extended chain for P is absorbing. We saw in 
Section 5-10 that P has no non-zero regular measure; on the other hand, 
fJ is regular for P since 

2: fJjPIj = fJo(fJj - fJi+1) + fJj+1 1 = fJi· 
j 

From Section 5-10 we know that 

if i s j 

if i > j. 

Hence 

if i ~ j 

if i < j. 
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We note that N has columns tending to 0, but 11 has columns bounded 
away from O. The latter fact by itself implies that the extended chain 
for P is absorbing. 

Next we find the general form of potentials. In P if g = Nf, then 

1 00 1 1-1 

(1) gl = (Nj)1 = Q 2: f3tfj - Ii 2: f3tf;· 
1-'00 ;=0 1-'1 ;=0 

In P if g = hf, then 

1 0000 

(2) gl = f300 j~ f3tfj - j="'ft/j. 

In either case, g is finite-valued if f3lfl < 00, in agreement with Lemma 
8-2. (For the reverse chain we have 

and hence 2j Ifjl < 00.) 
Let I-' = dualf and v = dual g. Then as required by duality 

flj 00 j-l 

vi = - 2: f3tfj - 2: f3tfj 
f300 j=O j=O 
fl 00 j-l 

= tf .2 I-'j - 2: I-'j = (l-'lI)j. 
1-'00 j=O j=O 

Thus I-' is a left charge with potential measure v for P. 
Theorem 8-4 demands that f = (I - P)g when g is a potential with 

charge j. We have from (1) 

(Pg)i = Pi+lgHl + Qj+lg0 

= Pi+l (~j) _ PHI i: f3tfj + Ql+l (f3j) 
f300 f3j+l j=O f300 

IIi 
= Q (f3f) - Ii 2: f3tfj· 

/"00 /"j j=O 

Hence gj - (Pg)j = fi and (I - P)g = f. 
For both P and P, we have 

Nil = lIjf = Pi, 
f300 

and thus the condition f3i ~ kN jj of Proposition 8-10 is satisfied with 
k = f300. Hence all potentials in both P and P are bounded. We can 
see directly the boundedness from (1) and (2). In (1) and (2) we have 

Igil ~ 2~1~1. 
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The estimate 

of Proposition 8-10 is better; it takes into account the cancellation of 
the first and second terms in each expression. Iff;::: ° in (2), then the 
gi increase monotonically to f3ifi/f3oc" so that the proposition gives 
the best possible bound. In (1) we have limi gt = 0, in agreement with 
the second half of Proposition 8-10 since the columns of N tend to zero. 
However, 11 does not have columns tending to zero, and limi gi in (2) 
is not necessarily o. 

We determine the regular functions and signed measures for P and 
F as follows. If r is a P-regular function, then 

r i = (Pr)i = Pi+1r i+1 + Qi+1rO· 
Thus 

and 

Hence only the constant functions are P-regular. Dually only mUltiples 
of f3 are reg.?lar signed measures for F. Since P has no regular signed 
measures, P has no regular functions. (Recall that F1 i= 1.) There­
fore, the non-negative superregular functions of P are pure potentials 
plus non-negative constants, whereas only pure potentials are non­
negative superregular functions for F. 

Next, we determine the equilibrium sets for P and F. It is clear 
that P will be in any infinite set infinitely often a.e. Hence only finite 
sets are equilibrium sets. Let us verify this fact in terms of equilibrium 
potentials. 

Let E be a finite set with m as last element. Then 

if i = m 

otherwise 
and 

By (1), 
IIi -1 

hIE = f300 (P.eE ) '" P. eE 
fJ - 7.'1. L. fJj j 

fJl j = 0 

or 

{
I if i 

hE -
i-I f300 ·f· - - 1 ~ 

f3i 

sm 

> m. 
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It is clear probabilistically that these are the correct values for kE; 
when i > m the only way to avoid hitting E from i is to march straight 
out to the right. The probability of doing so is fJ«>lfJl' Thus we see that 
kE satisfies the conditions of an equilibrium potential: All non-empty 
finite sets have capacity fJ«>. 

If E is an infinite set, then kE = 1 and eE = (1 - P)kE = O. Hence 
kE is not a potential, and E is not an equilibrium set. The fact that the 
supremum of the capacities of finite subsets of an infinite set E is fJ«> 
does not contradict Proposition 8-39, since b does not have columns 
tending to zero. 

For the reverse chain P let E be any set (finite or infinite) with least 

element m. Then ~f = 1 for i ~ m. For i < m, 

IE _ IE _ 1'7 _ b om _ (fJmlfJ«» - 1 _ 1 fJ«> 
"'I - "'0 - nOm - b mm - fJmlfJ«> - - fJm' 

The next to last equality follows from the fact that m = 0 is incom­
patible with i < m. The process can escape from E only via m, and 
for m > 0 

Ifm = 0, 

eg = 1 - 2. POi = fJ«> = fJfJ«>' 
j 0 

Hence, in either case, 
fJeE - fJ eE - fJ - m m - 00· 

Thus all sets are equilibrium sets, and every set has capacity fJ«>. We 
note that only the finite sets are equilibrium sets for both P and P, and 
their capacity fJ«> is the same in both, as predicted by Proposition 8-35. 

The dual of Proposition 8-23 is that every non-negative superregular 
measure is the increasing limit of pure potential measures of finite 
support. We shall produce the charges for P which give rise to the 
potential measures which increase to fJ. Let Em be the set {O, ... , m}. 
The functions hEm = N eEm are the functions which Proposition 8-23 
gives as increasing to 1. Therefore, by duality the measures 7JEmb 
should increase to fJ, and the charges we seek in P are the 7JEm• From 
our above calculations we have 

and 

if i = m 

otherwise, 

if i ~ m 

if i > m. 
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Next suppose as in Lemma 8-24 that NI :;; NI with I ~ 0 and fil 
finite. Since by (1) 

and 

- 1-
(Nf)o = fico (fif) 

1 
(NI)o = fico (fif), 

we must have fil :;; fiJ. The prooffor the reverse chain is not so simple, 
however. If NI :;; NI with I ~ 0 and fil finite, then 

1 co 1 co 
- (fi/) - 2: Ij :;; - (fil) - 2: If 
fico j=I+1 fico j=1+1 

for all i. According to the proof of Lemma 8-24, we multiply through 
by 7JEm and take the limit on m. We have 

co co 
fil - fico 2: Ij:;; fil - fico 2: Ij· 

j=m+1 j=m+1 

As m ~ 00, we obtain fil :;; fiJ. 
Turning to the potential principles, we shall first illustrate the 

Principle of Domination (Theorem 8-45). We do so in P. Let I ~ 0 
and I ~ 0 be given, let E be the support of I, and suppose that gl ~ fil 
for i E E. For convenience, suppose 0 E E. From (2) we have 

fil" fil" - . 
fi- - L. Ij ~ -fi - L. Ij for ~ E E. 

co j>1 co j>1 

Let k be in E, and let i be the largest state of E for which i < k (i exists 
since 0 E E). Then 

gk = fifil - 2: Ij ~ fifil - 2: Ij ~ fifiJ - 2: It 
co j>k co j>1 co j>1 

fiJ ,,- -
= -fi - L. Ij = gk' co j>k 

the next to last equality holding since Ij = 0 for i < j :;; k. Hence 
g ~ fi· 

Next we examine the Principle of Balayage (Theorem 8-46) for P. 
Let I ~ 0 be given, and for convenience let E be an infinite set con­
taining o. We wish to choose J with support in E so that fiE = gE. 
For i E E, we must have 
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Let k be the next element of E greater than i. We must also have 

f3f3J - L Jj = f3f31 - L If' 
ro j>k ro j>k 

Subtracting, we find that Jk = L~=t+l If' This equation determines 
all of J except for Jo. Adding the relations for A with k > 0, we obtain 
Lf>O Jj = Lj>o If' 

Since for go = Yo we need 

f3J _ L Jf = f31 - L Ij, 
f3ro j>O f3ro j>O 

we must choose f3J = f3f. Thus set 

Jo = 10 + L f3j(fj - /;) 
1> 0 

k 

Jk = L Ij for i, k E E and j ¢ E when i < j < k. 
1=1+1 

To see t.hat we have actually chosen Jo ~ 0, we note that f31 decreases 
withj, so that if i, k E E with no j E E for i < j < k, then 

f3t+1(ft+l - .ft+l) + f3t+2(ft+2 - .ft+2) + ... + f3k(A - A) 
= f3i+di+l + f3i+2/i+2 + ... + f3dk - f3dk 

= f3t+1/t+l + ... + f3dk - f3k(ft+l + ... + A) 
= (f3t+l - f3k)/t+l + ... + (f3k-l - f3k)lk-l 

~ o. 
We shall illustrate the Principle of Condensers (Theorem 8-51) for 

P in the case E = {O, 1, ... , a} and F = {b, b + 1, ... } with 0 < a < b. 
We have 

for i :s; a 

for a < i < b 

for i ~ b. 

Then 

if i = a 
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Hence 

f3f = f3b - 2: f3iqi + 1 = 1300' 
i"b 

We can verify from (1) that g is the potential of f, and we see that f + 

has support in E, f- has support in F, and that f3f ~ O. 
We can show by example that the Principle of Condensers does not 

hold for all equilibrium sets E. In P let E be the set of even states 
and let F be the set of odd states. All sets are equilibrium sets for P, 
but E does not have a finite boundary. If 

{
I for i E E 

gj = 0 for i E F, 

the theorem requires that g be a potential. But if i E F, 

Hence 

The expression on the right side may be infinite if the f3's are chosen 
properly. Let 

1 1 
f3i = i + 2 + "2 

13 - 1 
00 - 2' 

The f3's determine the transition probabilities uniquely, and for this 
choice (Nf -)0 is infinite, a contradiction. 

Equation (1) gives us the following relation for energy in the 
P-process. 

It is not difficult to see that (2) yields the same value for the same f. 
But it is not easy to see that I( g) ~ 0 if g is not a pure potential. We 
shall now show that Theorem 8-61 fails if the assumption P = P is 
dropped. In P let E = {O, 1, ... , m}. We have seen that C(E) = 1300' 
Thus any potential with total charge f3f = 1300 equal to that of the 
equilibrium potential has energy 
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The equilibrium potential has energy fJex>' which is a maximum (not a 
minimum) among pure potentials. For example, let 

j!fJex> if i = 0 

II = 2~1 fJex> if i = 1 

o otherwise. 
Then fJI = fJex> and 

I(g) = flex> - lo(fJo/l) = fJoo - 4~1 fJex>2 < fJex>' 

7. An unbounded potential 

In Proposition 8-10 we saw that a sufficient condition for all potentials 
to be bounded is that IX be chosen so that al ~ kN jj for all i. The 
purpose of this section is to show that unbounded potentials may exist 
when this hypothesis is not satisfied; the potential we exhibit will have a 
bounded charge whose support is at the same time an equilibrium set 
and a dual equilibrium set. 

The chain P will be a modification of sums of independent random 
variables on the line with PI = ! and P -1 = i. Let 

P I •I - 1 = i} for i ::s; 0 
P U + 1 = ! 

and 

Pjj = 1 - !l 
P',H ~ :. 
P",., ~ d 

for i > O. 

If the process is watched only when it changes states, it becomes the 
PI = !, P -1 = i process, so that we may compute H from the latter 
chain. 

{
I if i ? j 

H· = 
IJ Wi -I if i < j. 

Therefore, 

lilt = Pt.t+1. 1 + Pi,i-l'! + Pjj'1 = 1 - !Pi.i - 1 , 

and 
1 2 

N jj = 1 = --. 
- Hj; P j •J - 1 



8-61 A n unbounded potential 227 

Hence 

N, ~ 1:(t)1-< 
if j ~ 0, i ? j 

if j ~ 0, i < j 
1 3j if j > 0, i ? j 

3j(!)i-t if j > 0, i < j. 

Let E = {I, 2, 3, ... }. Since the process goes toward -00 with 
probability one, it can be in E only finitely often a.e. Moreover, 
ef = 0 unless i = 1, so that cxeE < 00 for any choice of cx. Thus E is an 
equilibrium set. 

We shall take cx to be the zeroth row of N. Then 

{
3 ifj~O 

CX j = N OJ = 3iJ.(1)i 
"2" if j > o. 

If we calculate P, we find that 

Ptj = Ptj for i > 0, 

Pt.t +1 = i} £ . _ or ~ < 0, 
p t•t - 1 = ! 

and 

With probability one the P process reaches 0 from all states, and from 
there it can disappear. Hence the extended chain for P is absorbing, 
and P is in any set only finitely often a.e. As before, cxeE < 00, and 
E is therefore an equilibrium set for P. 

Thus E is both an equilibrium set and a dual equilibrium set. We 
shall choose a bounded charge with support in E. Let 

if i E E 
It = {~ 

otherwise. 

Then 

cxl = i~ 3j(!)i = (1 3~!~)2 = 6. 

Thus I is a charge. Its potential is 

{ 
2: 3j(!)i-t 
j>O 

gt = 2: Nlj = t 
i>O 2: 3j + L 3j(!)i-t 

i=l i>t 

if i ~ 0 

if i > o. 
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Summing these expressions, we find that 

gi = {6(!)lil for 

l(i2 + 3i + 4) for 

Thus lim i _Hoo gj = +00, and g is unbounded. 

i ~ 0 

i > o. 

We note that png for large n is a weighted sum of g values along paths 
that the process is likely to take. Thus the fact that lim i ... +00 gi = +00 

does not contradict png ~ 0 since the process moves toward + 00 with 
probability zero. On the other hand, in the direction that the process 
does go, namely -00, we do have limj ... _ 00 gj = o. 

8. Applications of potential-theoretic methods 

Many useful quantities for transient chains arise as means of non­
negative random variables: h j = Mj[ z]. To compute h we can often use 
a systems theorem argument (Theorem 4-11 with the random time 
identically one) to obtain an expression of the form h = Ph + J. 
Under appropriate circumstances we may write (1 - P)h = f, and if h 
can be shown to be a potential, we conclude h = Nf. The purpose of 
this section is to give some sufficient conditions under which all these 
steps are valid and to apply the results. 

We first restrict our attention to the case of a bounded non-negative 
random variable z. Later in this section we extend our results to 
obtain Theorem 8-67, which is a powerful tool applicable even if the 
vector h is not necessarily finite-valued. 

To maximize the number of potentials , we choose a row of N as a. 

Then all finite-valued functions of the form Nf are potentials, and a set 
E is an equilibrium set if and only if the process is in E only finitely 
often a.e. Let z be a bounded non-negative random variable, and let 
z(n)(w) = z(wn). We shall assume that Z(l) ~ z. Then Mj[z] is finite 
for all i, and Mj[z(l)] ~ Mi[z]. Define 

h j = Mj[z] 
and 

Lemma 8-62: The column vector h is superregular and satisfies 
(1 - P)h = J. Furthermore, z(OO) = limn-+oo z(n) exists and is finite. 

PROOF: By Theorem 4-11 with the random time taken to be 
identically one, we have 

(Ph)i· 
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Therefore, 

Applications of potential-theoretic methods 

[(1 - P)h]j = Mj[z] - Mj[Z(l)] = Mj[z - z(l)] 

=!J-
Since f 2: 0, his superregular; and since Z(l) ~ z, we have 

z 2: z(1) 2: Z(2) 2: •.. 2: o. 

Therefore z(oo) exists and is finite. 

229 

Lemma 8-63: The function h satisfies h = Nf if and only if z(oo) = 0 
almost everywhere. 

PROOF: By dominated convergence, 

Mj[z(OO)] = lim Mt[z(n)], 

and by Theorem 4-11 with the random time n, 

Hence 

By Theorem 5-10, 

Thus h = Nf if and only if Mj[z(OO)] = 0 for every i. Since z(OO) 2: 0, 
Mt[z(OO)] = 0 for all i if and only if z(OO) = 0 a.e. 

Lemma 8-64: If either of these conditions is satisfied, then h = Nf: 

(1) There exists an equilibrium set E such that z(w) = 0 for every 
path w which does not go through E. 

(2) The enlarged chain is absorbing and z(w) = 0 for every path w 
which begins in the absorbing state. 

PROOF: The second condition is just the first for E, the set of all 
transient states. For the first condition, on every path which does not 
pass through E, z(w) = 0, so that z(n)(w) = 0 for every n 2: Ion such 
paths. On almost all paths which do pass through E, there is an n 
which is a function of the path and which denotes the last time the 
process passes through E on that path. Therefore, on almost all paths 
there is an n depending on the path such that z(n)(w) = o. Hence 
z(oo) = 0 a.e., and the result follows by Lemma 8-63. 
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We shall now generalize our considerations. Let z(w) be a non­
negative random variable with hi = ~[z] not necessarily finite. Sup­
pose z ~ z(l), and define mz(w) = min (m, z(w)). We agree to set 
z - z(1) = 0 at all points where z(l) is infinite. Then 

z(w) = lim mz(w). 
m ... oo 

The crucial property of the functions mz is that 
(mz)(l) = m(z{1)). 

We denote the common value of (mz)(l) and m(z(l») by mz(l), and we 
define mz(n) analogously. 

Lemma 8-65: If z ~ z(l) ~ 0, then z - z(1) ~ mz - mz(1) ~ o. 

PROOF: 

{

z z(l) if z :s; m 

mz - mz(1) = 0 - if Z(l) > m 

m - z(l) if z > m ~ z(1). 

Define vectors mh and mf by 

mhl = MI[mZ] 
and 

Lemma 8-66: m + 1f ~ mf and limm mf = f. 

PROOF: We note that m(m+1z) = mz. Applying Lemma 8-65 to 
m+1z, we find that m+1z - m+1z(l) ~ mz - mz(l). Then m+1fl ~ mfl. 
Since lim (mz - mz(l») = Z - Z(l) a.e., lim mf = f by the Monotone 
Convergence Theorem. 

Theorem 8-67: Let z be a non-negative random variable. Define 

z(l)(w) = Z(W1) 

z(w) - z(l)(w) = 0 when z(l)(w) = +00 

hi = MI[z] 

fl = Ml[z - z(l)], 

and suppose that z ~ z(l). If z satisfies either one of the following 
conditions, then h = Nf: 

(I) There exists an equilibrium set E such that z{w) = 0 for every 
path w which does not go through E. 
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(2) The extended chain is absorbing and z(w) = 0 for every path w 
which begins in the absorbing state. 

PROOF: For each m, mz is bounded. If one of the conditions applies 
to z, then it applies to mz because 0 S; mz S; z. Hence by Lemma 
8-64, 

By Lemma 8-66, mj increases to j, and by monotone convergence mh 
increases to h. Therefore h = Nj by the Monotone Convergence 
Theorem. 

We now apply Theorem 8-67 in four special cases. 
First let P be an absorbing chain with fundamental matrix N. We 

define al') = Mt[a(w)'J, where a(w) is the absorption time defined in 
Chapter 5. The column vector a(T) is indexed by the transient states 
of P. 

Proposition 8-68: If P is an absorbing chain, then 

a(T) = T2:1 (r )NQa(m) + N1. 
m=1 m 

PROOF: Start the process in a transient state i, and let a be the 
absorption time. Since i is transient, 

so that 

or 

By Theorem 4-11 with the random time identically one, 

Mt[aT - (aT)(1)] = 2: PtkMk[(a + 1)' - aT] 
k 

= 2: RtkMk[l] + 2: QikMk[ Tf (r)am] 
kabs. ktrans. m=O m 

since L Rtk + L Qtk = 1. In Theorem 8-67 let z = aT. Then z 
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satisfies z ~ z(l), and condition (2) of the theorem holds for z. As we 
have just shown, 

f = r'il (r )Qa(m) + 1, 
m=l m 

and we also have h = a(r). Hence h = Nf by the theorem. 

Corollary 8-69: Let P be an absorbing chain. Then there exist real 
numbers c and d such that 

a(r) :::;; cNa(r-l) :::;; da(r). 

In particular, a(r) is finite-valued if and only if Na(r-l) is finite-valued. 

PROOF: By Proposition 8-68, 

a(r) = N r'il (r )Qa(m) + N1, 
m=l m 

even if both sides are infinite. Hence 
a(r) :::;; (2r - 2)NQa(r-l) + N1 since a(m) :::;; a(r-l) 

(2r - 2)(N - I)a(r-l) + N1 SInce N - I = NQ 

:::;; (2r - 2)Na(r-l) + N1 

:::;; (2r _ l)Na(r-l) 

For the other inequality, 

a(r) ~ NQa(r-l) 

= Na(r-l) _ a(r-l) 

since 1 :::;; a(r-l). 

~ Na(r-l) _ a(r) since a(r-l) :::;; a(r). 

Hence Na(r-l) :::;; 2a(r). 

As a second example, let P be a transient chain, and for any two 
transient states i and j define 

Wtj = Mj[nl]. 

The reader may verify with the aid of Theorem 4-11 that if z = nl, 
then 

Mj[z - Z(l)] = (2Ndg - 1)tj. 

Now {j} is an equilibrium set, and nl = 0 for all paths not going through 
this set. Hence, for fixed j, the column vector h with hj = Wjj 

satisfies condition (1) of Theorem 8-67. Therefore, 

W = N(2Ndg - I). 
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We note that W is finite-valued; similarly one shows that Mt[n/J < 00 

for r > 2. 
Next let E be an equilibrium set and let Z be the time at which the 

process is in E for the last time (or 0 if E is never reached). Set 
vE = Mt[z]. Then 

{
I if E is ever reached after time 0 

z - Z(l) = 
o otherwise. 

Hence Mt[z - z(1)] = hf, the probability that, from i, E is reached 
after time O. The random variable z satisfies condition (I) of the 
theorem. Hence 

vE = NhE. 

Finally, let E be an equilibrium set and let j be any state. Let Zj 

be the number of times in j before E is left for the last time (or 0 if E 
is never reached). Define 

Nft = Mt[zj]' 

Then Zj satisfies condition (I) of the theorem, and we have 

Hence 

and 

if xo(w} = j and E is ever reached 

otherwise. 

9. General denumerable stochastic processes 

We shall show that any denumerable stochastic process can be 
represented within a transient Markov chain in such a manner that 
potential theory applied to the chain yields corresponding results for 
the stochastic process. 

Throughout this section we shall deal with a probability space Q 
with measure /-', and a fixed sequence {91t} of partitions of Q. Each 
9lt has a denumerable number of cells, and 9l; C &It+l' For con­
venience, we assume that 9lo = {Q}. We recall that Un,91n} is a 
stochastic process if in is constant on each cell of &In. (This condition 
is Definition 2-5 expressed in terms of partitions.) If U E 9ln, define 
in( U} to be this constant value. 

Definition 8-70: If {91t} is a sequence of partitions, the space-time 
Markov chain for {91t} is defined to be a Markov chain whose states are 
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all ordered pairs <U, n), where U E PAn and fL(U) > 0, and whose 
transition probabilities are 

{
fL(V) 

p(u.n).(v.m) = ~(U) 
if m = n + 1 and V C U 

otherwise. 

The chain is started in the state <D, 0), which will be called state O. 

Proposition 8-71: The space-time chain is transient, and ifi = <U, n), 
then 

PROOF: State i can be entered only on the nth step, as is clear from 
Definition 8-70. Hence the chain is in i at most once, and N 01 = 
HOI = Pln). Along the path from 0 to i there is a unique sequence of 
cells 

U C Un- l C Un- 2 C ... C Ul C D with Uk E PAk. 

Then 

For example, let D be a sequence space with some probability 
measure fL' and let PAn be the partition such that PAn* = .Fn. As 
usual, we may think of a cell of .Fn as a path <iI' i 2 , ••• , in) of length 
n in D. A state of the space-time chain may also be thought of as such 
a path, and the chain moves from <iI' i 2 , •.• , in) to <jvj2" .. ,jn+l) 
only if jk = ik for 1 ::;; k ::;; n. The probability of such a transition is 

Pr[xn+l = jn+l I Xl = i l 1\ ... 1\ Xn = in]· 

The starting state 0 may be thought of as the empty sequence. 

Definition 8-72: If (/n' &£n) is a stochastic process, then the function 
1 defined on the states of a space-time chain by 

1«U, n») = In(U) 

is said to correspond to the process (/n, [!In). 

We write 1 '" (/11., [!In) when 1 corresponds to (/n' [!In)' If we identify 
two stochastic processes Un' &£n) and (gn, &£n) when In = gn a.e. for 
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every n, then the correspondence between all stochastic processes on 
{~n} and all functions on the states of the space-time chain is one-one. 
We now restrict ourselves to the case where the In are real-valued 
functions. Under the following definition the correspondence preserves 
inequalities, linear combinations, and limits. 

Definition 8-73: Operations on stochastic processes are defined by 

(1) Un, ~n) ~ ((In> ~n) if In ~ (In a.e. for all n. 
(2) aUn, ~n) + b((ln, ~n) = (aln + b(ln, ~n)' 
(3) limk Un (k), ~n) = Un' ~n) if lim In (k) = In a.e. for all n. 

Lemma 8-74: If Un' ~n) ,..., I, then 

(M[fn+k I ~n]' ~n) ,..., Pkj 

in the sense that if either quantity is well defined, then so is the other; 
and if they are both well-defined, then they correspond. 

PROOF: We shall proceed by induction on k. If k = 0, the result is 
trivial. Suppose that both quantities exist for some k and that they 
correspond. Then 

or 

(Pk+lf)j = L Pjj(Pkf)j 
j 

(Pk+lf) -(U.n) -
"" "'( V) k 

v-fu ",(U) (P !)(v.n+l)· 
Veiif n + 1 

By inductive hypothesis, (M[/n+k I ~n]' ~n) ,..., pkf. Hence, by def­
inition of the correspondence, 

and 

(Pkj)(V.n+l) = M[fn+l+k I ~n+l](V) 
1 

= "'( V) 

1 

",(U) 

L 
Wc:V 

Weiifn+l+k 

L ",(W)/n+l+k(W) 
Wc:U 

Weiifn+l+k 

= M[fn+1+k I ~n](U), 
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That is, pk+l1 exists if and only if M[fnHk+l) I ~nJ does, and if they 
exist, then they correspond. 

Proposition 8-75: If (hn' ~n) '" h, then (hn' ~n) is a supermartingale 
(martingale) if and only if his superregular (regular) and Pkh is finite­
valued for all k. 

PROOF: If his superregular, then Ph ~ h. Hence, by Lemma 8-74, 
M[hn+l I ~nJ ~ hn a.e. for all n. If (Pkh) is finite-valued, then 

(Pkh)o = L I-'-(U)hk(U) = M[hkJ 
UE9tk 

is finite. Since hn is constant on cells of ~n' Definition 3-5 is satisfied. 
Conversely, if (hn' ~n) is a supermartingale, then M[hn+l I ~nJ ~ hn' 

and hence Ph ~ h by Lemma 8-74. Moreover, M[hk+nJ = (pk+nh)o 
is finite. If i = <U, n), then P&1) = I-'-(U) > o. From 

(Pk+nh)o = L P&j)(Pkh)j, 
j 

we see that (Pkh)i must be finite. The proof for martingales simply 
replaces Ph ~ h by Ph = h. 

Definition 8-76: Un' ~n) is a stochastic process charge with potential 
(gn, ~n) if Ln M[l/nl] < 00 and if (gn' ~n) = Lk (M[fn+k I ~n]' ~n)· 
If, in addition, In ~ 0 then the potential is called a pure potential. 

We shall make use of potential theory results for the space-time chain 
P. As the distinguished measure a, we select aj = N OJ > o. As 
usual, if al is finite, then I is a charge. 

Proposition 8-77: Charge functions correspond to charge stochastic 
processes, and their potentials also correspond. 

PROOF: If Un, ~n) '" I, then by Proposition 8-71 

alII = L I-'-(U)·M[lfnll.9A!n](U) 
< U.n) 

= L L I-'-(U) ·lfn(U)1 
n UE9tn 

Since sums and limits are preserved, we have by Proposition 8-74 

g = Nf = L pkl '" L (M[fn+k I .9A!n], .9A!nl· 
k k 
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Thus g is the potential of I if and only if the two conditions of Definition 
8-76 are fulfilled by Un' Bln} and (gn, Bln). 

We give two applications of the correspondence. The first is a 
decomposition of non-negative supermartingales. 

Proposition 8-78: If (hn' Bln) is a non-negative supermartingale, then 
there is a unique representation 

(hn' Bln) = (r n' Bln) + (gn, Bln) 

of (hn' Bln) as the sum of a martingale and a potential. In the repre­
sentation the martingale is a non-negative martingale, the potential is a 
pure potential, and r n satisfies r n = limk M[hn + k I Bln]. Moreover, 
(gn' Bln) is the difference between a martingale and a process consisting 
of an increasing sequence of random variables. 

PROOF: Existence and uniqueness of the representation follows 
immediately from Theorem 5-10 and Propositions 8-75 and 8-77. Then 
rn = limk M[hn+k I Bln] by Lemma 8-74. For the last part, let 
Un' Bln) be the charge of ((In' Bln). Set 

8n = 10 + ... + In-l 
and 

8 = lim 8 n• 

Then Sn increases monotonically to s, and 

M[s] ::;; 2: M[fn I Bln] < 00 
n 

by monotone convergence. Since In ~ 0, 

(In = f M[ln+k I Bln] = M[f In+k I Bln] 

= M[s - Sn I Bln] = M[s I Bln] - Sn' 

Hence {(In} is the difference between the martingale {M[s I Bln]} and the 
increasing sequence Sn' 

As the second application, we give a proof of the Upcrossing Lemma, 
Proposition 3-11, as it applies to non-negative supermartingales. The 
present estimate is better than the one in Chapter 3. 

Proposition 8-79: Let rand s be real numbers with 0 ::;; r < s. Let 
~(w) be the number of up crossings on w of [r, s] by the non-negative 
supermartingale (fk' Blk ) up to time n. Then 

r 
M[~]::;; --. 

s - r 
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PROOF: Letl '" (fk' fJt"J; I is non-negative superregular. Let E and 
F be the sets of states in the space-time chain defined by 

E = {(U, m) I m :s 11, and fm(U):s r} 

F = {(U, m) I m :S 11, and fm(U) 2! 8}. 

Hence It :S r for i E E and Ii 2! 8 for j E F. For any other state, 
i = (U, m) with m :S 11" r < It < 8. Now h~ = (BF1)0 is the prob­
ability that the random variables fo, ... , fn ever take on a value greater 
than or equal to 8. Similarly, (BE BF1)0 is the probability of at least 
one upcrossing, and in general [(BE BF)k1]0 is the probability of at 
least k upcrossings by fo, f1' ... , fn. Hence 

'" '" M[~] = ~ Pr[~ 2! k] = L [(BEBF)k1]0· 
*=1 k=l 

Since the chain cannot be in F after time n, F is an equilibrium set, 
and hF = BF1 is a potential. For i E F 

By the Principle of Domination (Theorem 8-45), 

(BF1) :S ~ I 
8 

everywhere. Hence BE BF1 :S (lfs)BEl For i E E, 

(BEI)t :S r. 

Since I is superregular and since r1 is superregular, 

BEI:s r1 

everywhere by conclusion (2) of Proposition 8-16. Thus 

By induction, 

and hence 

'" (r)k r M[~] :S ~ - =-. 
k=l 8 8 - r 
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10. Problems 

1. If P is a transient chain whose states communicate and if a > 0 is 
superregular, show that 
(a) P stops (disappears) a.e. if and only if a is a potential measure. 
(b) The mean stopping time is finite if and only if a is a charge. [Hint: 
Adjoin an absorbing state to P.] 

2. Let P be a recurrent chain, and let E be a finite set. Show that for any 
specified values of hE there is a unique bounded function h with the 
specified values which is regular on E. Show that h takes on its 
maximum on E. 

3. Illustrate the result of the previous problem for the symmetric random 
walk on the integers with the specified values ho = 0 and hI = 1. 

4. Let P have only transient states, let TT be a specified probability vector, 
and let a = TTN. Letj;::: 0 be a charge, and define the random variable 

Show that s is finite a.e. and that M,,[s] = af. What is the value of 
Mi[S]? Give a game-interpretation. 

5. In the framework of Problem 4, introduce a second charge J, its potential 
g, and s. Prove that if IL = dual j, then 

(g, g) = tM,,[ss] + tILl 
Find the corresponding expression for I(g). 

6. If P is a chain with only transient states, let Varij be the variance of nj 
for the process started at i. Show that . 

Varij = N ij(2N jj - NIj - 1). 

7. In the framework of Problem 6, if P1 = 1, prove that for each j there is 
an i such that Varij ;::: N ij • 

Problems 8 to 19 refer to the following Markov chain: The states are the 
non-negative integers. From state i either the process moves one step to the 
right with probability Pi > 0, or it remains at i. 

8. Find Hand N. 

9. Give a simple characterization of 
(a) the regular functions, 
(b) the non-negative superregular ,functions, 
(c) the pure potentials, where aj = N oj , 

(d) the potentials, where aj = N Oi' 

10. What does Theorem 5-10 say about this chain? 

11. If g is a potential with charge j, give a simple characterization in terms 
of g of the support off. Of the support of j + • 

12. Use Problems 9 and 11 to verify that Theorem 8-45 holds for this chain. 
[Hint: Distinguish the cases where the support ofj+ is finite and where 
it is infinite.] 
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13. Use Problems 9 and 11 to construct a counterexample to Theorem 8-45 
if the assumption h ~ 0 is omitted. 

14. If aj = N oJ, form P and compute N. 
15. For E =' {O, 1, 2}, find hE. [See the end of Section 8.] Show that 

vE = NhE has the desired interpretation. [Remember that the chain 
starts at time 0, not at time 1.] 

16. Show that G(E) = 1 for all equilibrium sets. Show that both the 
hypothesis and the conclusion of Proposition 8-39 are false for P. 

17. Show that G(E) = 1 for all sets E. Show that both the hypothesis and 
the conclusion of Proposition 8-39 hold for P. 

18. Let E = {O, 1, ... , n}. Find BE. If g is a potential, what is the form 
of its balayage potential on E? Show that Theorem 8-46 is satisfied. 

19. Show that if JL = dual f, then 

I(g) = ~ (f: JLlf + ~ f: JL,2. 

Problems 20 to 30 refer to sums of independent random variables on the 
integers with P-l = 1 and PI = i. Use the results of Problems 12 to 19 in 
Chapter 5. 
20. Show that there are two essentially different positive regular measures 

and that all regular measures are linear combinations of the two basic 
measures. 

21. Show that if f ~ 0 and af < + 00 for either a, then g = Nf is finite­
valued. Show also that lim png = O. 

22. Let E = {O, 1, ... , n}. Compute BE. Choose a non-negative super­
regular function 11, (not a constant), and verify the various parts of 
Proposition 8-16. 

23. For E as above, compute eE , and verify that NeE = hE. 
24. For E as above, compute G(E) = aeE for each of the two basic measures. 

What happens as n increases? 
25. Form P and compute N for each of the two basic measures. In each case, 

does if have columns tending to O? 
26. Use the results of the last two problems to show that each assignment of 

capacities is consistent with Proposition 8-39, even though limn O(E) 
is finite in one case and not in the other. 

27. Show that there are infinite equilibrium sets for this chain. 
28. Choose a = F. Prove that iflimn _+ oo hn = 0 and L Ihi - hi-II < 00, 

then h is a potential. 
29. Choose a function 11, satisfying the conditions of Problem 28, compute its 

charge f, and check that 11, = Nf. 
30. Let E = {O, 1, 2}. Compute pE and the fundamental matrix of this 

finite chain. Verify that the latter is N E' 



CHAPTER 9 

RECURRENT POTENTIAL THEORY 

1. Potentials 

Throughout this chapter P is a recurrent chain which is either null or 
noncyclic ergodic. For such a chain, limn pn always exists; we let 
L = lim pn. 

In a recurrent chain the non-negative finite-valued superregular 
measures are uniquely determined up to multiplication by a constant, 
and the non-zero ones are positive and regular. We choose one such 
non-zero regular measure and call it a. 

If p is noncyclic ergodic, then Lij = alLk ak; whereas if P is null, 
then Lij = o. In either case, L jk - Ljjak!aj = o. 

Duality for P is defined with respect to the regular measure a. The 
dual P of a null chain is null, and the dual of a non cyclic ergodic chain 
is noncyclic ergodic. In general, if two results are duals, we shall prove 
only one of the pair. As usual, the key to the proof by duality of the 
second result is that P is the most general chain of the type we consider 
in this chapter. 

As Definition 9-1 suggest,s, we define charges and potentials in the 
same way as in transient potential theory. 

Definition 9-1: If JL is a signed measure with JL1 finite and if 

v = lim [JL(1 + P + ... + pn-l)] 
n 

exists and is finite-valued, then JL is called a left charge with potential 
measure v and total charge JL1. Iff is a function with af finite and if 
g = limn [(1 + p + ... + pn-l)f] exists and is finite-valued, then f 
is called a right charge with potential function g and total charge aJ. 
The support of a charge is the set on which the charge is not zero; the 
support of a potential is the support of its charge. 
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The definition of the support of a potential is not justified until we 
prove a uniqueness theorem for the charge of a potential, but such a 
result will follow directly from conclusion (2) of Theorem 9-15. 

We note that the dual of a left (right) charge for P is a right (left) 
charge for P and that their total charges are the same (since the dual of a 
number is the same number). 

Although we adopt the same definitions as with transient chains, the 
results are sometimes significantly different. For example, the only 
pure potential is the zero potential: If f ~ 0, then by monotone 
convergence limn [(1 + P + ... + pn-l)f]j = 21 Nldj' where NIj = 
+00 for every i andj. Thus the limit is finite-valued only iff = 0. 

On the other hand, every row (or column) of 1 - P is a charge, and 
the potential of the ith row (column) of 1 - P is the ith row (column) 
of 1 - L. For if JL is the ith row of 1 - P, then !JL!1 ::; 2 < 00 and 

Vj = lim (JL(1 + P + ... + pn-l)]j = lim (1 _ pn)li 
n n 

the assertion for columns is dual. 
Our first potential theory result will be that every charge has total 

charge zero. To prove this· fact, we require the Doeblin Ratio Limit 
Theorem, Theorem 9-4. We recall that HI';> is the probability starting 
in i of reaching j before or at time n and that Nl';> is the mean number 
of times the process started at i is in j up to and including time n. 
Hence H(n) - "n F(k) and N(n) - "n (Pk). from the latter Ii - Lk=O Ii Ii - Lk=O Ij' 

relation we see that bij) = (aj/adNjf). In terms of this notation the 
Doeblin Ratio Limit Theorem states that in any Markov chain with a 
positive superregular measure 

N (n) 

1· If 
1m N(n) 
n 1'1' 

exists and is finite for any states i, j, i', and j' which communicate. 
We shall give a simple proof of this important result. 

Lemma 9-2: Let P be any Markov chain with a positive superregular 
measure a. If i and j communicate, then the quantities 

and 

are non-negative and bounded. In particular, !NW - Nlj)! ::; INjj' 
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PROOF: If i and j communicate, then iiijj < 1, so that iNjj = 
1/(1 - iii;j) < 00_ It is clear that 

NJj> - NIT]> ;?: 0 
and that 

NJj> ~ iNjj + Nlj), 

and hence the first expression is non-negative and bounded by iN;j < 00. 

By duality, N~J) - N~?)(a;/ai) is non-negative and bounded; if we 
multiply by ada; and interchange j and i, we obtain the second result. 

Lemma 9-3: Let P be any Markov chain with a positive super­
regular measure a. If i and j communicate, then for all n 

and 

N(n) 
_ii_ < 1 
N (n) -

;i 

N(n) 
1· ii H 
1nm N<.n) = i; 

11 

and 
N(n) 

1· if a; tT iN-
1m N(n) = ; n;i = tj. 
n Ii i 

PROOF: By Lemma 9-2, 

o ~ N~j) - Nlj) ~ c for all n. 
Hence 

N(n) C 

o ~ 1 - N:~) ~ N(n) 
j; ;; 

Therefore N(n)/N(.n:> < 1 for all n. If J' is recurrent then N(!'.) ~ +00 
\1 11 - , 11 ' 

and the ratio Nlj)/N~T';> must tend to 1; we have Htj = 1 since i must be 
recurrent if i andj communicate. Hence 

If j is transient, then 

Nlj) H 
N<'''!)~ i;' 

11 

Nlj) Ntj HtjN" H 
N(n)~-N = -N = if' 

i; jj ;j 

The other results are duals, and the assertion about iNjj follows from 
Corollary 6-20. 

The following is the Ratio Limit Theorem. 

Theorem 9-4: Let P be any Markov chain with a positive superregular 
measure a, and let i, j, i', and j' be any states which communicate. 
Then 

N (n) 

1· if 
1m N (n) 
n i'1' 
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exists. If all four states are recurrent, the limit is ajlai'. If the states 
are transient, the limit is 

HuOjj,aj 

HI'j,Hj'jai' 

REMARK: Since the states in question communicate, they must be 
either all recurrent or all transient. 

PROOF: Write 

N\j) [N\':},] -1 [NjfJ'l] [Nj'}l] -1 [N~j)] 
N (n) = N(n) N(n) N(n) N(n) , 

1'1' 1'1' 1'1' jj jj 

and apply Lemma 9-3 to each factor. 

Proposition 9-5: Every charge has total charge zero. 

PROOF: If IL is a left charge, then .z: IILkl < 00 and 

1· '" N(n) IIj = 1m L. ILk kj 
n k 

is finite. Therefore 

(Nk1») f ILk Nj~) ~ o. 

Since by Lemma 9-3, NWINj~) :::;; 1, dominated convergence gives 

o = lim L ILk(~~l:) = L ILk lim (~~1:) = L ILk = IL1. 
k jJ k jj 

The result for functions is dual. 

The condition that a function f satisfy a1 = 0 is a strong necessary 
condition for it to be a charge, but it is by no means sufficient. In 
fact, it is not even sufficient in general if 1 also has finite support. We 
shall return to discuss this point at length in Section 2. 

We now establish as Theorem 9-7 an identity which will playa 
fundamental role when we develop an operator which transforms 
charges into potentials. 

Lemma 9-6: Let {an} and {bn} be two sequences of real numbers 
such that an 2:: 0, .z: an = a < 00, Ibnl < B, and Ibn - bn- 1 1 ~ o. 
Then 

n 

lim L ak(bn - bn- k) = O. 
n .... '" k=O 
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PROOF: Let E > 0 be given. Choose N sufficiently large that 
LIe>N ale < E/(4B) and pick N' large enough so that for all n 2: N' 

Then for n 2: N + N', we have 

N Ie-l E E <"'" "'" + 2B since n - J. >_ N' - L. ale L.. 2aN 4B . , 
1e=0 J=O 

ENE 

::<;; -2 L ale + -2 
a 1e=0 

::<;; E. 

Theorem 9-7: Let i,j, and k be arbitrary states in a recurrent Markov 
chain which is either null or non cyclic ergodic. Then 

lim [(NienJ - N~na)ale + NI'J) - Niej)] = IeNjj" 
n-><X) 

PROOF: We may assume that neither i nor j equals k, since otherwise 
both sides are clearly zero. We begin by establishing four equations: 

<X) 

(1) N(n) -lele - L Fl'f/Nie"J 
v=o 

n 
(2) N(n) -ile - L F;'f2Nie'k- V ) 

v=o 

<X) 

(3) N(n) -lei - L Fl'f/Nkjl 
V= 0 

n 
(4) N(n) = 

IJ L F~~) NkJ - v) + Ie NI'J). 
V= 0 

Equations (1) and (3) follow from the fact that 2: Ffy} = Hile = l. 
Equation (2) comes from Theorem 4-11 with the random time t = 

min (tie' n), and equation (4) is a similar result, except that the sum has 
been broken into two parts representing what happens after and before 
state k is reached for the first time. 
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Multiply (1) by aj/a", (2) by -aj/a", (3) by -1, and (4) by 1, and add. 
We obtain 

(Nlcnd - NI~»)aj/a" + (Nlj) - NW) 
n 00 

= "Nlj) + L FI~(bn - bn- v) + L FI~)bn' 
v=O v=n+l 

where bn = Nlcndaj/a" - Nk~), and {bn} is a bounded sequence by Lemma 
9-2. The first term "Nlj) on the right side tends to "Nt" and the third 
term tends to zero since {bn} is bounded and L F\J;) is finite. It is thus 
sufficient to show that 

lim i av(bn - bn- v) = 0, 
n v=o 

where a v = Fl~. Since an ~ 0, 2: an = 1, and {bn} is bounded, we 
need show only that' (bn - bn - 1 ) -+ ° to apply Lemma 9-6. But 

_ p(n) aj p(n) 
- ""- - "j a" 

= 0. 

If in the recurrent chain P we make a set of states E absorbing, then 
E p is an absorbing chain and results about transient chains may be 
applied to it. For example, the result Nij = HijNjj yields E N ij = 
E Hij EN jj' We shall also make frequent use of the fact noted in Section 
6-2 that ENjj = (aJiai) ENjj . 

At this point we begin developing the machinery needed for the 
main result of this section, Theorem 9-15. We first need two pre­
liminary identities, which we establish as Propositions 9-12 and 9-13. 

Lemma 9-8: For any pair of states i and j, 

jN jj iNjj 
-=--. 

PROOF 1: If i = j, both sides are zero. If i of. j, then from fijj = 1 
and (3) of Lemma 4-19, we find 

ifijj + jfijiHij = fijj = 1, 
so that 
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Hence 

Therefore, by Proposition 5-4 and Corollary 6-21, 

iNij _ iN iN _ iN _ at 
iN .. - it ii - it - ;;.. 

n J 

PROOF 2: Set i = j in Theorem 9-7. Then 

lim [(N~n~ - Nt~»)ai + (Nlr) - Nk~»)ak] = ak kNjj. 
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Interchange i and k, and the left side stays the same. The right side 
becomes at iN kk. 

Lemma 9-9: For any states i, j, k with i of. j, 

PROOF: 

iN iN ai iH iN tH iN at 
kt + ki a. = ki H + ki ii a. 

J J 

= (fHki + iHki ) iNti by Lemma 9-8 

= iNH• 

Lemma 9-10: 

IN (n) - N(n) atl < oN kt kO - H· 
ao 

PROOF: If i = 0, both sides are zero. Otherwise we have 

Nl~) :s; ° Ntk + Nb'Ji· 

If we multiply through by adak' we obtain 

Hence 

N (n.) < oN + ai (ao iT(n») kl - ki - - lV Ok 
ao ak 

ON + at N(n) kt - kO· 
ao 

N(n) at N(n) < ON ki - - kO - ki· 
ao 

Interchanging i and 0 and multiplying by adao gives 
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Therefore, 

I N (n) at N(n) I oN tN at oN 
kt -- kO ~ ki+ kO-= jj 

ao ao 
by Lemma 9-9. 

As usual, we agree that EN, and in particular oN, is a square matrix 
indexed by the set of all states; the entries of EN on the rows or 
columns indexed by E are all zeros. 

Lemma 9-11: If 11-1 is finite, then II- oN is finite-valued. Dually, if al 
is finite, then oNI is finite-valued. 

PROOF: If 11-1 is finite, then 

L III-ti oNjj = L III-d °Hi; °Nji ~ °Njj L III-II < 00. 
tit 

Proposition 9-12: If 11-1 = 0, then 

Dually, if al = 0, then 

lim L[NI~) - N(rNJA = LONikA. 
n-+oo k k 

PROOF: Let 

s~n) = [(Nbnd - N~nd) :; + (NW - NW)} 

Since 11-1 = 0, we have 

L II-k[N~1) - :; N~ndJ = L II-ks~n). 
k ° k 

By Theorem 9-7, limn s~n) = °Nkl . Hence if we can prove that s~n) 
is bounded independently of nand k, then, since 11-1 is finite, the result 
of the proposition follows by dominated convergence. (Note that 
2k II-k °Nki is absolutely convergent by Lemma 9-11.) We have 

Is~n)1 ~ I NbnJ :; - NWI + IN~1) - N~~ :;1-
The first term on the right is bounded according to Lemma 9-2, and the 
second term is bounded according to Lemma 9-10. 
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Proposition 9-13: If af = 0, then f is a charge if and only if 

lim [pn(o Nf)] 
n 
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exists and is finite-valued. Iff is a charge, then its potential g satisfies 

g = oNf - lim [pn(oNf)]. 
n 

PROOF: We have 

(P °N)ij = 2: P jk °Nkj = l~NOj ~ .J 
k ao 

°Njj - Sjj 

if j = 0 since oN kO = 0 

if i = 0 and j =F 0 

if i =F 0 and j =F 0 

if j = 0 

if i = 0 and j =F 0 

if i =F 0 and j =F O. 

By Lemma 9-11, 0 Nf is finite-valued, and, hence associativity holds in 
the triple product (I - P) oNf. We find 

for i =F 0 
j*O { 
2: Sufj = fj 

«I - P) °Nf)j = (a,) 1 2: _...1 fj = - (aofo) = fo for i = O. 
j*O ao ao 

The next to last equality uses the fact that af = O. We see therefore 
that (I - P) oNf = f, so that 

lim (I + P + ... + pn-l)f 
n-+ 00 

= lim (I + P + ... + pn-l)[(1 - P) oN/] 
n-+oo 

= lim (I - pn) oNf. 
n-+oo 

Associativity where required in the last equation follows from the 
distributive property, which holds because oNf is finite-valued. 

In the discussion that follows, E and F denote non-empty subsets of 
states. 

Lemma 9-14: BE FN = FN - EN, provided FeE. 

PROOF: By Theorem 4-11 with the time to reach E as the random 
time, we find that (BE FN)jj = Lk B[ FNkj is the mean of the total 
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number of times that the process is in state j before F, counting from 
the time when E is first entered. This mean is the difference of the 
number of times in j before F and the number of times in j before E, 
since F cannot be entered unless E is entered. 

Theorem 9-15: If I is a function with (XI = 0 and if 

lim [(1 + P + ... + pn-l)f]o 

exists and is finite for some state 0, then I is a charge. If g is its 
potential, then 

or 

(1) g = oNI + go1. 
(2) I = (1 - P)g. 
(3) png __ O. 

(4) BEg = g if the support is contained in E. 
(5) IE = (1 - PE)gE if the support is contained in E. 

PROOF: By Proposition 9-12, if limn Lk Nbn~A exists, then 

lim L [Nl~) - Nb"JJlk = L oNtkA 
n k n 

(li;n f NI~)A) - (li;n f Nb"JA) = (ON!)t· 

Hence limn Lk NI~)A exists, and I is a charge. 

(1) Therefore gt - go = (ON!)t and (1) follows. 
(2) From the proof of Proposition 9-13 we have (1 - P) aNI = I, 

since (XI = O. Thus if we multiply (1) by 1 - P, we get (2). 
(3) By (2) we have g = Pg + I, and, since pkl is finite-valued, we 

see by induction that pkg is finite-valued and that 

pk-1g = pkg + pk-lf. 

Adding these relations for k = 1, ... , n, we obtain 

y = png + (1 + p + ... + pn -1 )/. 

Hence png __ O. 

(4) Let 0 E E. By Lemma 9-14 with F = {O}, 

and by (1) 

BEaN = ON _ EN, 

BEg = BE aNI + BEgo1 

= oNI - ENI + Yo1 
= g - ENI 

since BE1 = 1 

by (1). 
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Sincefhas support in E, ENf = 0 because EN jj = 0 whenj E E. 

(5) f = (1 - P)g = (1 - P)(BEg) = [(1 - P)BE]g 

__ (1 -0 pE 00) (gg:) " by Proposition 6-17 

= (1 -;E)gE). 
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We note from conclusion (2) that a potential uniquely determines its 
charge. 

Corollary 9-16: If (1 - P)g = f, then g is a potential if and only if af 
is finite and png ---+ o. 

PROOF: If g is a potential, then png ---+ 0 by conclusion (3) of Theorem 
9-15 and f is the charge by conclusion (2). Hence af is finite by 
definition. Conversely, if (1 - P)g = f, we have by induction 

g = png + (1 + ... + pn-1)J. 

If png ---+ 0, then g = lim [(1 + p + ... + pn -1)f]; if af is finite, then 
g is a potential by definition. 

We already know that the columns of 1 - L are potentials whose 
charges are the corresponding columns of 1 - P. Corollary 9-16 
allows us to enlarge this result as follows. 

Corollary 9-17: If P is a null chain and if g is a function for which ag 
is finite, then g is a potential. 

PROOF: We shall apply Corollary 9-16. By writing g = g+ -g-, 
we may assume that g ~ o. Then 

(png)i = 2: Plj)gj = ~ 2: (ajgj)PW)· 
j ai j 

Since ag is finite and since P~r) is bounded by one, we have by dominated 
convergence 

1 
lim (png), = - 2: (ajg j ) lim PW) = o. 

n a, j n 

Therefore png ---+ o. Set f = (1 - P)g. Then 

alfl ::; a(g + Pg) = ag + a(Pg) = ag + (aP)g = ag + ag < 00. 

A corresponding result for noncyclic ergodic chains will be proved in 
Section 3. 
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2. Normal chains 

The condition at the end of Section 1 that g is a potential in a null 
chain if ag is finite does not provide a sufficiently large class of potentials 
for a satisfactory potential theory. In this section we shall impose the 
condition on P that any function f of finite support with af = 0 be a 
charge and that the corre.sponding result for signed measures hold; such 
a chain will be called normal. The justification for considering normal 
chains will consist in our showing that the class of normal chains is 
quite extensive; we shall see in Section 3, for example, that all noncyclic 
ergodic chains are normal. 

Our procedure in introducing normal chains will be not to define 
them as above but to give a definition which is computationally simpler 
to check. The point of departure is the identity 

g = °Nf - lim [pn(oNf)] 
n 

of Proposition 9-13. 

Proposition 9-18: If for eachj there is some i such that lim (pn °N)jj 
exists, then lim (pn ON) exists and has constant columns which are 
finite-valued. 

PROOF: Let j be a fixed state and let 

{

ai/ao for k = 0 

A = -1 for k = j 

o otherwise. 

Since af = 0, we have (I - P) oNf = f. Hence 

lim [(I + P + ... + pn-l)f], 

= lim [(I + P + ... + pn-l)(1 - P) °Nf]j 

= lim [(I - pn) ONf]j 

= (ONf), + lim (pn ON)". 

This limit exists for some i by hypothesis, and hence, by Theorem 9-15, 
f is a charge and lim (pn °N)ki exists for all k. Hence lim (pn ON) 
exists. By Fatou's Theorem, 

p lim (pn ON) ~ lim P pn oN = lim (pn ON), 

so that each column of the limit is non-negative superregular. Hence 
the columns of the limit are constants by Proposition 6-3. 
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Definition 9-19: If the indicated limits exist, then 

iVj = lim L (pn)mk iNkj 
n k 

and 
i\ = iVlNjj = lim L (pn)mk iHkj _ 

n k 
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Notation independent of m in Definition 9-19 is just;fied by Prop­
osition 9-18. We note that iVj exists if and only if iAj exists, that iVj 
is finite, and that ° :::; iAj :::; 1. Furthermore, iAj is the probability 
that j is entered in the long run before i, and iVj is the mean number of 
times in j, in the long run, before reaching i. 

Definition 9-20: A chain is normal if for some fixed state ° and for all 
j, 0\ and 0A j both exist. 

We note the important fact that the dual of a normal chain is normal. 

Proposition 9-21: If P is a normal chain and if, for a given functionf 
with af = 0, 2k oN kkfk is finite, then its potential g exists, is bounded, 
and satisfies g = [ON - 1 °v]f. 

PROOF: Since P is normal, pn oN -+ 1 °v. Furthermore, 

L (pn)ik oN kj :::; L (pn)ik 0 N jj = 0 N jj 
k k 

and °Nf+ and oNf- are both finite-valued. Thus we have dominated 
convergence in Proposition 9-13, f is a charge, and g = [ON - 1 °v]f. 
Since by Theorem 9-15 Igi - gol = 12k °Nikfkl :::; 2k oNkklfkl, g is 
bounded. 

Corollary 9-22: If P is normal and if f is a function of finite support 
with af = 0, then f is a charge. 

PROOF: We have 2k oNkklAI < 00. Apply Proposition 9-21. 

The converse to Corollary 9-22 is the following. 

Lemma 9-23: If the function f defined by 

{

ajlaO if i = ° 
fi= -1 ifi=j 

° otherwise 
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is a charge with potential g, then 0\ exists and go = °Vj. If all functions 
I of support {O,j} with al = 0 are charges and if all signed measures /-' 
of support {a, j} with /-,1 = 0 are charges, then P is normal. 

PROOF: For the first assertion we have, by Proposition 9-13, 

go = (ONf)o - lim (pn °Nf)o 

= -lim (pn 0 Nf)o since oN Ok = 0 for all k 

= lim (pn 0 N)oj since oN kO = 0 for all k 

Hence 0 Aj exists. For the second assertion we see from the hypothesis 
about functions that 0\ exists for all j. Dually we obtain from the 
hypothesis about signed measures that °Aj exists for all j. Hence P is 
normal. 

Definition 9-24: Matrices 0 and G are defined by 

0ij = lim (N)'j) - N~j») 
n 

whenever the indicated limits exist. 

According to Lemma 9-2, the quantities defining 0ij and Go are 
bounded and non-negative. Thus all entries of 0 and G which exist 
are finite and non-negative. We have further that 0ii = Gii = 0 for 
every i and that 

A aD·. 
Gij = ~.J' . 

• 
Hence G = dual ° and 6 = dual G. 

Lemma 9-25: GOj exists if and only if °Vj exists. If they both exist, 
then GOj = °Vj. Dually OjO = (ao/aj) °Vj. 

PROOF: We need only note that for the potential defined in Lemma 
9-23 

- I· [N(n) a j N(n)] - G go - 1m 00 - - OJ - OJ· 
n aD 

Hence GOj exists if and only if go = °V j exists, and then they are equal. 
The other result follows by duality. 
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Theorem 9-26: If for some fixed state 0 and all other states j, 

(1) 0 Aj and °A j both exist, 
or (2) GOj and C jO both exist, 
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or (3) all functions and signed measures with support {O, j} and total 
charge 0 are potential charges, 

then P is normal. Conversely, if P is normal, then C, G, IAj' IVj all 
exist (for both P and p), Gij = i Vj = 1\ iNjj and 

and all functions and signed measures of finite support and total 
charge 0 are potential charges. 

PROOF: (1) is the definition of normality. If (2) holds, then °Vj and 
°Vj exist by Lemma 9-25, and (1) holds. The sufficiency of (3) was 
shown in Lemma 9-23. 

Conversely, suppose that P is normal. Then Corollary 9-22 assures 
that allfwith finite support and af = 0 are potential charges. Consider 
the charge 

{

aj/ai if k = i 

fk = -1 if k = j 

o otherwise. 

By Lemmas 9-23 and 9-25, its potential has as ith component Gjj = 

IVj' and IVj = IAj INjj by definition. The remaining assertions follow 
by duality. 

Corollary 9-27: If P is normal, then 

o N lj - 0llj = - [Glj - GiO(aj/ao)]. 

PROOF: The potential of Lemma 9-23 has Oth component go = °llj. 
By Theorem 9-15, 

By definition, 

- 1· [N(n) aj N(n)] _ G G aj gi - 1m iO ao - ij - lj - iO ao· 

Corollary 9-28: If P is a normal chain and iffis a function with af = 0 
and 2k oN kkA finite, then f is a charge and its potential g satisfies 
g = -GJ. 
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PROOF: By Proposition 9-21, 

g = [ON - 1 Oy]f 

[ -G + a~ {GiOaj}] f by Corollary 9-27 

- Gf since af = O. 

The dual of Corollary 9-28 is that in a normal chain if,." is a signed 
measure with,.,,1 = 0 and Lk""k °Nkk finite, then,." is a charge and its 
potential y satisfies y = -,.,,0. 

We can use Theorem 9-26 to conclude that all symmetric sums of 
independent random variables processes are normal; in particular, the 
one-dimensional and two-dimensional symmetric random walks are 
normal. 

Corollary 9-29: If P is a null or noncyclic ergodic sums of independent 
random variables process with P = pT, then P is normal, 

Ojj = Gjj = t fNjj and i\ = l. 

PROOF: If we put j in for k and i in for i and j in Theorem 9-7, we 
obtain 

Nowai = a j and Nlr) = N~j) in sums of independent random variables, 
and N11) = N~~) in a symmetric process. Hence 

lim [2(N~j) - NI1»)] = f Nii 

or Ojj = l iNil • Alternatively 

lim [2(N~n) aj - NI1»)] = j N jj 
1\ ai 

The strongest known result for concluding that a function f is in the 
domain of the potential operator G is Corollary 9-28, but that result 
involves a condition that is hard to check. The definition and theorem 
to follow give a more useful condition. 

Definition 9-30: A function f in a normal chain is said to be a weak 
charge if af = 0 and if Gf and Of are both finite-valued. A signed 
measure ,." is called a weak charge if ,.,,1 = 0 and if ,.,,0 and ,."G are both 
finite-valued. 
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The dual of a weak charge for P is a weak charge for P. 

Theorem 9-31 : If P is a normal chain and iff is a weak charge, then f 
is a charge and its potential (J is bounded and satisfies (J = - Gf. 

PROOF: Set i andj both equal to k in Corollary 9-27. Then 

ONkk - °Vk = -[Gkk - GkO{ak/aO)] = GkO{ak/aO}' 

Since °Vk = GOk, oNkk = GkO{ak/aO} + GOk' Thus 

and Lk ONkkA must be finite. The result follows by Proposition 9-21 
and Corollary 9-28. 

Dually if P is normal and I-' is a weak charge, then v exists, is 
bounded by a multiple of a, and satisfies v = -1-'0. 

For the symmetric random walks in one and two dimensions, we 
have 0 = G = (j = Q by Corollary 9-29. Therefore, Theorem 9-31 
states for these cases that if af = 0 and if Gfis finite-valued, thenfis a 
charge and its potential is bounded and satisfies g = - Gf; this is the 
analog of the Brownian motion result. 

We shall now introduce the recurrent analog of the equilibrium set 
for transient chains-namely, the small ergodic set. Potentials with 
supports in small ergodic sets will be found to have special properties. 

Lemma 9-32: If h is a non-negative bounded column vector such that 
limn pnh exists, then the limit is a constant vector. 

PROOF: By Fatou's Theorem 

P lim {pnh} ::;; lim pn+lh. 

Thus the limit is finite-valued, non-negative, and superregular. Hence 
it is constant. 

In particular, if lim pn BE exists, then it has constant columns. 

Definition 9-33: If the indicated limit exists, then 

lim pnBE = 1,V. 
n ... oo 

The entry Af is the probability in the long run of entering E at i. 
In the special case where E is a two-point set, we have 0Aj = A~j·O). 
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Proposition 9-34: If AE exists, then AE 2: 0, AI = 0, and AE1 =:;; 1. 

PROOF: The first two assertions follow from the facts that pn BE 2: 0 
for every n and that (pn BE)lj = 0 if j is not in E. Also, 

(AE1)1 = (1 AE)1 = (lim pn BE)1 :::; lim (pn BE1) = 1, 

so that AE1 =:;; 1. 

Definition 9-35: If AE exists and is such that AE1 
to be a small set. 

1, then E is said 

To justify the name small set and to prove existence of small sets, 
we shall show that subsets of small sets are small and that in a normal 
chain all finite sets are small. 

Proposition 9-36: If E is a subset of a small set F, then E is small and 
AE = AF BE. 

PROOF: By Proposition 5-8, we pave BE = BF BE. Since each row 
of pn BF tends to the probability vector AF, it follows from Proposition 
1-57 that 

Lemma 9-37: If P is a normal chain and if 2kEE 0 N kkP~j is finite for 
every j E E, then AE exists and the columns of BE - 1 AE are potentials 
with support in E. 

PROOF: 

(
1 - pE 0) 

(1 - P)BE = 0 0 ' 

and the columns on the right are charges for a bounded potential by 
Proposition 9-21. Thus the limits 

(
1 - pE 0) 

lim (1 + P + ... + pn-l) = lim (1 _ pn)BE 
n 0 0 n 

exist, and the resulting potentials are the columns of BE - 1 AE. 

Proposition 9-38: In a normal chain all finite sets are small. 
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PROOF: Let E be a finite set. By Lemma 9-37, AE exists. Moreover 

AE1 = L Af = L lim (pnBE)jj 
jeE jeE 

= lim L (pn BE)jj 
jeE 

= lim (pn B E1)i 

=l. 

Corollary 9-39: In a normal chain j Aj + j Aj = 1. 

PROOF: Since jAj = A}t.f) and fAj = Alt.J}, we may apply Proposition 
9-38. 

Definition 9-40: A set E of states is an ergodic set if pE is an ergodic 
chain. 

Proposition 9-41: E is ergodic if and only if a E1 < 00. All finite 
sets are ergodic, a subset of an ergodic set is ergodic, and the union of 
two ergodic sets is ergodic. 

PROOF: aEPE = aE. Hence pE is ergodic if and only if aE 1 < 00. 

Thus the ergodic sets are the sets of finite a-measure; the remaining 
statements follow from this observation. 

Small sets and ergodic sets might seem to be related notions, but we 
shall see later that they are actually independent. 

Proposition 9-42: If E is a small set and if g is a bounded potential 
with support in E, then g is regular at points of E and AEg = o. 
Conversely, if E is small and ergodic and if g is a bounded function 
which is regular at points of E, and which satisfies AEg = 0, then g is a 
bounded potential with support in E. 

PROOF: Let g be a bounded potential with support in E. Since 
(1 - P)g is the charge, g is regular in E. By Theorem 9-15, BEg = g 
and hence pnBEg = png. Since png __ 0, pnBEg __ o. But by 
Proposition 1-57, since E is small, pn BEg __ 1 (AEg). Hence AEg = O. 

For the converse g(xn ) is a bounded martingale at points of E, since 
g is bounded and regular in E. By Corollary 3-16 with the stopping 
time the time to reach E, we have g = BEg. Now, since E is small, 

png = pnBEg --1 (,\Eg) = 0 by Proposition 1-57. 
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In addition, 
a[(1 - P)g] = a[(1 - P)BEg] 

= a(1 - ;E)gE) 

= aE(gE - PEgE)· 

Since E is ergodic and g is bounded, aEgE is finite and hence 

aE(gE - PEgE ) = aEgE - (aEPE)gE = O. 

Therefore g is a potential by Corollary 9-16, and it is bounded by 

(
1 - PE)gE) 

hypothesis. Its charge 0 has suppor~ in E. 

For potentials of total charge zero in recurrent chains, the Principle 
of Balayage takes the following form. 

Proposition 9-43: Let E be a small ergodic set. If x is a function 
bounded on E, then there is a unique potential g with support in E 
which differs from x on E by a constant function. The potential is 
g = BEx - (AEX)1. 

PROOF: Let g = BEx - (,{Ex)1. Then g is bounded, and 

(1 _ P)g = C1 - :E)XE); 

therefore g is regular on E. Since AEg = 0, g is a potential with support 
in E, by Proposition 9-42; and g differs from x by the constant AEX 
onE. 

For uniqueness, let g' be another such potential. Then gE - g~ = k1 
and g - g' = BEg - BEg'. Then g - g' = k1. Since pn( (J - g') ~ 0, 
we must have k = O. Hence g = g'. 

The result to follow is the total-charge-zero version of the Principle 
of Condensers. 

Proposition 9-44: Suppose that E and F are disjoint sets such that 
E u F is small and ergodic. Then there exists a function h such that: 

(1) hi = 1 if i E E and hj = 0 if j E F. 
(2) f = (1 - P)h has its positive values in E and its negative values 

in F. 
(3) h is the sum of a potential and a constant function. 
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PROOF: For existence, let x be a function which is 1 on E and 0 on F, 
and set k = BEUFX. By Proposition 9-43, (1) and (3) are satisfied and 
I has support in E u F. For (2) we note that, if i E E, then It is the 
probability of return to F before E and, if i E F, then -It is the 
probability of return to E before F. 

For uniqueness, let x be a function satisfying (1), (2), and (3). 
Then x = g + c1, where g is a potential, by (3). By (2), 

(/ - P)g = (1 - P)x 

vanishes outside of E u F so that g has support in E u F. Hence 
g = BEUFg. Therefore, 

BEuFX = BEUFg + BEUF(c1) = g + c1 = x, 

and x is uniquely determined by its values on E u F, which are fixed 
by (1). 

We conclude this section with some results about normal chains 
which will be needed later. 

Proposition 9-45: In a normal chain 

PROOF: The first two expressions follow from Theorem 9-7 and 
Definition 9-24. For the other two, set i = j. 

By Lemma 9-32, if lim (pn EN) exists, then it is finite-valued and 
has constant columns. 

Proposition 9-47: E Yj exists if and only if ,\fU{f} exists. If they both 
exist, then EYj = '\fu{j} EN;;. Hence in a normal chain Ey exists for all 
finite sets E. 
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PROOF: EVi = lim Lk (P")lk ENki and 

>'fU(i) ENjj = lim L (P")lkB~y(') ENI/ 
k 

= lim L (P")lk EHk, ENI/ 
k 

= lim L (P")lk ENk,· 
k 

REMARK: Actually, it can be shown that if E is small, then E U {j} 
is small. Hence Ev exists for all small sets. (See the problems.) 

3. Ergodic chains 

For this section let P be a noncyclic ergodic chain, and choose a so 
that a1 = l. Then L = lim P" = A = 1a. The dual of P, namely 
P, is also noncyclic ergodic, and the mean first passage time matrix for P 
has all finite entries (see Proposition 6-42). 

We begin by proving that all noncyclic ergodic chains are normal and 
by giving an existence theorem for potentials. 

Lemma 9-48: For every i andj, 

o :s [NW - N\j)] :S Mij < 00 and lim [N~7) - N\j)] = Mjjaj. 

PROOF: Summing over the powers of P in Lemma 6-34, we obtain 
00 

Nlj) = L Flr)N~7-k), 
k=O 

where we use the convention N~"!) = 0 if m < O. Since Lk=O FIr) = 
H jj = 1, we have 

00 

N (n) _ N(n) - ~ F(k)[N(n) _ N(n-k)] 
ii ii - L.. Ii ij jj • 

k=O 
As n -~ 00, we obtain 

00 

lim [NW - N\j)] = lim L F\r)[N~7) - N~7-k)] 
n n k=O 

00 

= L Fir) lim [N~7) - N~7-k)] 
k=O n 

by dominated convergence, since N~7) - N~7-k) :S k and L Flr)k = 
M lj < 00. Thus 

00 n 

lim [NW - Nij)] = L FiJ) lim L P~"!) 
k=O n m=n-k+l 

00 

= a· ~ kF\~) 
J L.. l] 

k=O 
= Mljaj. 



9-50 Ergodic chains 263 

Theorem 9-49: Every noncyclic ergodic chain IS normal, and 
Ojj = Mjjaj. In matrix form 0 = MD-l. 

PROOF: By Lemma 9-48, 0 exists and satisfies Oij = Mijaj. Since 
Pis noncyclic ergodic, C exists and hence G exists. Thus P is normal 
by Theorem 9-26. 

Dually, G jj = ajMjl or G = MT D-l. 
For noncyclic ergodic chains we can prove a stronger result than 

Theorem 9-31 about the existence of potentials. 

Theorem 9-50: If f is a function with af = 0 and Gf finite-valued, 
then f is a charge and its potential g is such that g = - Gf and ag is 
finite. If, in addition, Cf is finite-valued, then g is bounded. Dually, 
if I-' is a signed measure with 1-'1 = 0 and 1-'0 finite-valued, then I-' is a 
charge and its potential v is such that v = -1-'0 and v1 is finite; if, in 
addition, I-'G is finite-valued, then v is bounded by a multiple of a. 

PROOF: We shall prove the dual statements. 

[pN<n)]1 = L I-'kN lc1) = - L I-'k[N~r) - Nlc1)] 
k k 

since Lk I-'kNlr) = N~r)(1-'1) = o. Now N~r) - Nlc1) ~ M ki by Lemma 
9-48, and alLk I-'kM kl = (1-'0)1 is finite by hypothesis. Hence, by 
dominated convergence, I-' is a charge and 

VI = - L I-'kOki· 
k 

By the dual of Theorem 9-15, 

v = I-' oN + Vo a. 
ao 

To show that v1 is finite, it suffices to show that 11-'1 °N1 < 00. But 

II-'IoN1 = L 11-'11 °Nii 
1.1 

= L Il-'ilMiO 
i 

If I-'G is finite-valued, then v is bounded by a multiple of a, according to 
Theorem 9-31. 
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Corollary 9-51: 
(1 - P)( - C) = 1 - A 

and 
( - G)(1 - P) = 1 - A. 

PROOF: A row of 1 - P is a charge whose potential is the correspond­
ing row of 1 - A. Since 

o :5: (PC)tj = L: PtkCkj 
k 

= aj L: PtkM kj 
k 

= aj(Mij - 1) by Proposition 6-41 

< 00, 

(1 - P)( -C) = PC - C is finite-valued. Hence (1 - P)( -C) = 
1 - A by Theorem 9-50. The second result is dual. 

From Theorem 9-50 we have a sufficient condition on charges for 
their potentials to exist. We turn now to conditions on functions to 
ensure that they are potentials, the same problem that we touched on 
for null chains at the end of Section 1. We shall prove as Theorem 
9-53 the result for noncyclic ergodic chains that corresponds to 
Corollary 9-17 for null chains. 

Lemma 9-52: If h is a function for which ah is finite, then pnh -+ Ah. 

PROOF: 

4 P11)hj = ~t 4 (ajhj )F}7) , , 
1 

-+ - "" (a.h.)a. by dominated convergence 
at7 '" 

= ah. 

Theorem 9-53: If g is a function for which ag is finite, then g is a 
potential if and only if ag = O. If g is such a potential and if f is its 
charge, then g = (1 - A) °Nf. 

PROOF: Setf = (1 - P)g. Then af = a[(1 - P)g] = ag - aPg = O. 
By Lemma 9-52, png --+ Ag = 1 (ag). Therefore, by Corollary 9-16, 
g is a potential if and only if ag = O. If g is such a potential, then by 
Theorem 9-15 
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If we multiply through by a, we obtain 

0= a ON! + go. 

Hence 

g = ON! - A oNf = (1 - A) °Nf. 
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Thus integrable potentials, those for which ag is finite, are precisely 
those integrable functions whose integral is zero. In particular, every 
bounded potential has integral zero. 

Examples show that associativity of A(ONf) in Theorem 9-53 may 
fail. However, if it does hold, then Gf is finite-valued and g = - Gf. 
In fact, since the columns of oN are bounded, a oN is finite-valued. 
Hence, by Lemma 9-52, 

lim pn oN = A oN. 

On the other hand, by definition 

lim pn oN = 1 0v. 

Hence by associativity 

Therefore, by Corollary 9-27, 

- (Gj)l since af = O. 

For a further discussion of this point, see the Additional Notes. 
The existence of small sets for noncyclic ergodic chains is settled by 

the following proposition. Obviously all sets in such chains are ergodic 
sets. 

Proposition 9-55: In a noncyclic ergodic chain all sets are small, and 
AE = aBE and Ev = a EN. In particular, for the set of all states, 
AS = a. 

PROOF: By Proposition 1-57, pnBE ~ABE. Hence AE = aBE and 
,V1 = aBE1 = a1 = 1, so that every set E is small. For E = S, 
BS = 1 and thus >..s = a. The assertion about Ev is proved similarly. 



266 Recurrent potential tkeory 

Corollary 9-56: If ah is finite and if (1 - P)k =!, then BEk is finite­
valued and BEk = k - ENf. If! has support in E, then BEk = k. 
If in addition k is bounded, then AEk = ah. 

PROOF: Let g = k - (ah)1. Then g is a potential by Theorem 9-53, 
and (1 - P)g = (1 - P)k = f. The proof of conclusion (4) of 
Theorem 9-15 shows that BEg is finite-valued and BEg = g - ENf. 
Therefore BEk is finite-valued and BEk = k - ENf. If! has support 
in E, then EN! = 0 since ENI! = 0 for j in E. Hence BEk = k and 
a(BEh) = ak. If k is bounded, associativity holds, and we conclude 
from Proposition 9-55 that >"Ek = ak. 

For total-charge-zero potentials in noncyclic ergodic chains, the 
following is the form that the Principle of Balayage takes. 

Proposition 9-57: If ak is finite and >"Ek is finite, then there is a unique 
potential g with support in E which differs from k by a constant on E. 

PROOF: For existence BEk is finite-valued by Corollary 9-56, and we 
let 

Then g differs from k by the constant >"Ek on E. Since ag = 0, g is a 
potential by Theorem 9-53. Moreover, 

( (1 - oPE)kE) , ! = (1 - P)g = (1 - P)BEk = 

so that the support ofJis in E. For uniqueness, let g' be another such 
potential. Then g - g' is constant on E. Since BE(g - g') = g - g', 
g - g' is constant everywhere. But if pn(g - g') ~ 0, then g - g' 
must be O. Hence g is unique. 

The following summary of the results for ergodic chains may be 
helpful. We consider the set of all states as a denumerable measure 
space of finite total measure a1 ; the measure assigned to state i is ai' 

A function h is integrable if ah is finite; we restrict our attention to 
integrable functions. 

We know that an integrable function is uniquely repres{ "'table as the 
sum of a constant and a potential. The constant is the integral of the 
function. Hence an integrable function is a potential if and only if its 
integra'! is zero. 
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We conclude this section with some results about M and AE which 
hold for ergodic chains. 

Proposition 9-58: 

PROOF: In Proposition 9-45, substitute Mijaj for ejj in the second and 
fourth equations. 

Lemma 9-59: In any infinite ergodic chain, for fixed i and k 

lim INkj = lim tHkj = o. 
j j 

PROOF: Since iHkj ::; iNkj , it suffices to prove the result for iNkj . 

But Lj iNkj = Mki < 00, so that lim j iNkj = o. 

Proposition 9-60: In any infinite noncyclic ergodic chain, for fixed i 

lim I Aj = o. 
i 

PROOF: 

lim i Aj = lim 2: ak IHki by Proposition 9-55 
j j k 

= 2: ak lim tH kj by dominated convergence 
k 1 

= 0 by Lemma 9-59. 

Proposition 9-61: Af = alMIE for i in E. 

PROOF: By Proposition 6-16, 

aJ3~ = at ENlj for i in E. 

Summing on j gives 

Af = 2: aj.8Ji = al2: ENtj = aiMIE · 
j i 
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Thus Proposition 6-24 is the assertion that all sets are small in an 
ergodic chain. 

Lemma 9-62: If Sli = Mij + Mil' then 

iNjj 
Si'=-' 

1 CXi 

SIj = Sil = 8ij = 8il , 

MIj = IAIS il , 
and 

PROOF: The first result is a restatement of Proposition 9-58. Since 
it/ii = INjj , we have Sii = Sjf; Sjf = Sfi by definition. Finally, the 
last two results follow from the identities 

which are consequences of Theorem 9-49 and Lemma 9-25. 

From this lemma we see that 

Mif = iAiSii = iAiSii = i\(Mli + M ii ), 

a formula which gives a means of computing M from quantities in P. 
Moreover, from Proposition 9-61 we have 

i\ = cxiMi.{!.i}' 

so that the lemma gives, on multiplication by Sii' 

or 

... iN .. _ 
M jj = i,\Sjl = (Xi _11 Mi.{i.f) 

(Xi 

Mi' = iN,M,{! '). 1 11', .1 

Proposition 9-63: In any infinite non cyclic ergodic chain 

M .. 
lim-" = 0 

j Mjf , 

lim Mij = + IX) 

i 
and 
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PROOF: By Lemma 9-62, 
Mjl IAj 
Mij = 'AI' 
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By Proposition 9-60 the numerator tends to 0 and the denominator 
tends to 1. Hence the first assertion follows. Therefore, for all but 
finite many states j, 

- 1 
2Mjj ;::: M jf + Mfj ;::: M jj = -. 

ai 

Since 2: ai < 00, aj ~ 0 and Mfj ~ 00. Finally 

(Ofj - Gfi}faj = Mfj - :: = Mfj - ~j fAj IN jj 

= Mtj - IAjSfj = Mtj - fAj(Mfj + M jf ) 

= Mfj[1 - I Aj (1 + !:;)]. 
The factor in brackets tends to 1 since I Aj ~ 0 and Mjt/Mjj ~ O. Thus 
the third assertion of the proposition follows from the fact that 
Mfj~ 00. 

Corollary 9-64: In any infinite noncyclic ergodic chain, 0 "# G. 

PROOF: If 0 = G, then (Olj - Gfj}faj = 0 for every j. 

On the other hand, there are many finite ergodic chains with 0 = G. 
An example is 

(
1 - a 

p= 
a 

for 0 < a < 1. 

4. Classes of ergodic chains 

Let P be a recurrent chain. In this section we shall investigate the 
finiteness of the rth moments of certain random times and obtain 
formulas for these moments. Let 

Mli' = Mj[t/] , 

b~r) = Mi[t/J, 

cy) = .L: ak Mk[t/1 or c(r) = aM(r). 
k 

These quantities are rth moments of the first passage times, the return 
times, and the equilibrium first passage times, respectively. 
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Let 0 be a distinguished state and write 

{O} fo} 
and a = (ao a). 

The chain 0 P obtained from P by making 0 absorbing is an absorbing 
chain and has N = 2: Qk as its fundamental matrix. The time to 
absorption a in the chain 0 P is the same as the time to to reach 0 in the 
chain P. As in Section 8-8 we let a(T) be a column vector indexed by 
the transient states of 0 P and satisfying 

alT) = Mj[toT] = MI~. 

Since Mb'"J = 0, Proposition 8-68 enables us to compute any column 
of M(T). From the relation cb'") = aa(r) we also have a formula for the 
computation of C(T). An easy calculation gives bb'") in terms of a(m) 
with m ::; r: 

bb'") = Mo[toT] = 2: P Ok Mk[(tO + In 
k 

PO~ + kfo POk m~o (~) Mk[tom] 

= PO~ + m~o (~) Ua(m). 

The first three propositions to follow give conditions for the finiteness 
of M(T), b(T), and c(r). 

Proposition 9-65: If r > 0, then bb'") < 00 if and only if cb'" - 1) < 00. 

PROOF: Since a(m) ::; a(r) for m ::; r, bb'") < 00 if and only if Ua(T) < 00. 

Multiplying the inequalities of Corollary 8-69 through by U gives 

Ua(r) ::; cUNa(T-1) ::; dUa(r). 

For j # 0, 

Thus 

and cb' - 1) < 00 if and only if bb'") < 00. 
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Lemma 9-66: For any two distinct states i and j, let tu(w) = 
tAWt,) be the additional time needed to reach j after i. Then for any 
powers rand s 

PROOF: 

Mn[t{ tf.j] = L Pr,,[ti = m 1\ ti.j = n] mTnS 
m.n 

m.n 

m.n 
by the strong Markov property 

= * Pr,,[ti = m] mT(f Pri[tj = n]ns) 

= M,,[tt'] Mt[t/J. 

Proposition 9-67: The vector b(T) is finite-valued if and only if M(T) is 
finite-valued. 

PROOF: By definition b~T) = Mj[t/J. Let t = min (ti' tj) for i # j, 
andletu = tj - t(orOift = (0). Thentj = t + u ~ u,sothat 

b~r) ~ M j [ ur ] 

= L Prj[xt = k] Mk[t/J by Theorem 4-11 
k 

~ Prj[xt = i] Mj[t/J 

- jH·M(r) 
- 11 tj. 

Since j H.. > 0 if b(r) < 00 then M~~) < 00 for all i. 
)1 'J ' tJ 

Conversely, suppose that M(r) is finite-valued. Since tj ::; tj + tj,j 
for any state i # j, 

b~r) ::; Mj[(tl + ti.jY] 

*' (r) M.[tmtT-;m] L. m 1 1 I,} 
m=O 

*' (r) M(m) M~T - m) by Lemma 9-66, L. m 1i 11 
m=O 

Hence b(r) is finite-valued. 



272 Recurrent potential theory 

Proposition 9-68: If bll) < 00 for some state 0, then b~T) < 00 for 
anj. 

PROOF: The proof is by induction on r. For r = 0, b~O) = 1, and the 
result is trivial. Suppose that the result holds for r ::5: n and that 
bbn + 1) < 00. Then bll) < 00 for r ::5: n, so that b~T) < 00 for r ::5: n by 
inductive assumption. By Proposition 9-67, M(T) is finite-valued for 
r :::5: n, and by Proposition 9-65, ell) < 00 for r ::5: n. Thus for j i' ° 

e~n) = 2: ctk Mk[tt] 
k 

::5: 2: ctk Mk[(to + to.j)n] since t; ::5: to + to.; 
k 

= 2: ctk i (;) Mk[toT ta.;T] 
k r=O 

_ ~ ~ ~ (n)M(r)M(n-r) 
- L- ~k L- r kO OJ 

k r=O 

Therefore b(n+l) < 00 by Proposition 9-65. 

Finally we show the connection between the moments in P and those 
in F. 

li\~ in a recurrent chain. 

PROOF: By Lemma 6-34, for n ;::: 1, 

n pen) _ ~ F(k) pen - k) 
00 - L- 00 00 . 

k=l 

By induction we see that Fbnd is a function of Pbkd for k ::5: n; similarly 

F(trd is the same function of Fbkd. Since Pbkd = FbkJ, FbnJ = 1\"6. 

Proposition 9-70: b(r) = b(r) and c(r) = c(r). 

PROOF: By Lemma 9-69, 

bl» = Mo[lor] = 2: nr Fb~ 
n 

~ nrF(n) 
L- 00 
n 

b'(r) o . 
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For the second assertion, 

aj Prj [to = m] = L a j P ikl P k1k2 ••• Pkm _ 10 

= L aOPOk,. -1 •• • Pk2klPk1j, 

where each of the sums is taken over the denumerable number of 
sequences k1 , ••. , k m - 1 with each k j different from o. Hence for 
rn > 0, 

= ao(1 - Hb~-l») 
= ao(1 - lllm- 1 ») by Lemma 9-69 

= L aj Prj[to = m] by symmetry. 
j 

If we multiply through by mr and sum on m, we obtain ell) = ell). 

We thus arrive at a hierarchy of recurrent chains: 

Definition 9-71: A recurrent chain P has ergodic degree r if bll) < 00 

but bll+ 1) = 00. If bll) < 00 for every r, then P is said to have 
infinite ergodic degree. [It should be noted that bbO) = 1; hence the 
degree is always defined.] 

We may summarize our previous results as follows: 

(1) Ergodic degree does not depend on the choice of the state O. 
(2) P is of ergodic degree r > 0 if and only if ell-I) < 00 but 

ell) = 00. (The choice of 0 is immaterial.) 
(3) P is of ergodic degree r if and only if MCr) is finite-valued but 

aMcr) is infinite-valued. 
(4) P has the same ergodic degree as P. 
(5) If P is of infinite ergodic degree, then Mcr), bcr), and eCr ) are finite­

valued for all r. 

For example, null chains have ergodic degree 0 and ergodic chains 
have ergodic degree at least 1. We shall see in Section 6 that the basic 
example may be of any degree r = 0, 1, 2, ... , 00. 

Proposition 9-72: Every finite recurrent chain has infinite ergodic 
degree. 

PROOF: For a fixed state 0 the result follows by induction on r from 
Propositions 9-68, 9-67, and 9-65. 
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5. Strong ergodic chains 

A strong ergodic chain is a recurrent Markov chain of ergodic degree 
2 or greater. Every strong ergodic chain is ergodic, and by Proposition 
9-72 all finite recurrent chains are strong ergodic. By Proposition 
9-65, P is strong ergodic if and only if aM is finite-valued. If P is 
strong ergodic, then so is P. By Proposition 9-70, aM = aM. 

In this section P is a non cyclic strong ergodic chain and a is chosen so 
that a1 = 1. 

Proposition 9-73: If P is strong ergodic and iff is a bounded function, 
then Gf is finite-valued. If, in addition, af = 0, then f is a charge and 
its potential g satisfies g = - Gf. 

PROOF: If If I :$ k1, then 

Glfl :$ kG1 = k(MT D-l)1 = kMTaT = k(aMf < 00. 

Hence Glfl is finite-valued. If af = 0, thenfis a charge with potential 
- Gf by Theorem 9-50. 

Definition 9-74: For any non cyclic ergodic chain P, a matrix Z is 
defined by Z = 2::=0 (P - A)n whenever that sum exists and is 
finite-valued. 

Proposition 9-75: Z exists if and only if P is strong ergodic. If Pis 
strong ergodic, then Z = A - G(1 - A). 

PROOF: Suppose P is strong ergodic. Since a(1 - A) = 0, each 
column of 1 - A is a charge with potential 

00 

- G(1 - A) = 2: pn(I - A) 
n=O 

by Proposition 9-73. By induction we verify that for n > ° 
pn _ A = (P _ A)n 

and hence pn(I - A) = pn - A = (P - A)n. Therefore 

00 00 

- G(1 - A) = 1 - A + 2: pn(I - A) = 1 - A + 2: (P - A)n 
n=l n=l 

00 

-A + 2: (P - A)n. 
n=O 

Hence Z exists and equals A - G(1 - A). 
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Conversely, suppose Z exists. Then 

(aM)jaj = (aM D-l)j = (aC)j 

::; lim infL [ak(N~j-l) - Nkj-l»)] by Fatou's Theorem 
n k 

= liminf(N~j-l) - naj ) 

n 
n-l 

= lim inf L (pm - A)jj 
n m=O 

n-l 

= lim inf L [(P - A)m]jj - Ajj 
n m=O 

= Zjj - aj . 

Hence aM is finite-valued, and P is strong ergodic. 

Proposition 9-76: If P is strong ergodic, then 

(1) dual Z = z. 
(2) Z1 = 1 and aZ = a. 
(3) Z(1 - P) = I - A = (I - P)Z. 
(4) Z(1 - P + A) = I = (I - P + A)Z. 
(5) Z = A - G(1 - A) = A - (I - A)C. 

PROOF: For (1) we have 

dual Z = dual C~O (P - A)n) 
00 

L [dual (P - Ann 
n=O 

00 

L (F - A)n = Z. 
n=O 
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Hence in conclusions (2) through (5) the second result is always the 
dual of the first, and we need verify only the first. Conclusion (5). 
comes from Proposition 9-75. For (2), we have 

Z1 = [A - G(1 - A)]1 = A1 - (G - GA)1 

For (3), 

= 1 - G1 + GA1 since G1 < 00 by Proposition 9-73 

= 1 - G1 + G1 

= 1. 

Z(1 - P) = [A - G(1 - A)](1 - P) 

= (-G + GA)(1 - P) 

= -G + GA + GP - GAP, 
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since by Proposition 9-73 all terms are finite-valued, 

= -G + GA + GP - GA 

= -G(1 - P) 

= 1 - A by Corollary 9-5l. 

Conclusion (4) follows directly from (2) and (3). 

Proposition 9-77: In a strong ergodic chain 

o = EZag - Z 
and 

M= (EZag - Z)D. 

PROOF: The second assertion follows from the first, since 0 = M D -1 . 

For the first we have 

n 

Zjj - aj = lim L (pm - A)jj 
n m~O 

= lim [Nlj) - (n + l)aJ 
and similarly 

Hence 

The next proposition shows that Z may be used as a single potential 
operator in place of both - 0 and - G. Since (dual Z) = Z, duality 
takes as simple a form as for transient potentials. Beginning in 
Section 8 we shall develop an operator - K which exists for all normal 
chains and which has properties similar to those of Z. 

Proposition 9-78: In a strong ergodic chain, Z may be used as either 
a right or a left potential operator. 

PROOF: If g = - Gf and af = 0, then 

g = [A - G(1 - A)]f = Zf 

by Proposition 9-75. The result for signed measures is dual. 

The operator Z is used in Kemeny and Snell [1960] in the analysis of 
finite recurrent chains, which are all strong ergodic. A number of 
quantities associated with recurrent chains are computed in that book 
in terms of Z. The proposition to follow is a sample. 
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Proposition 9-79: If P is strong ergodic, then 

Z·· 
(1) Maj = ....ll. - 1, 

a j 

(2) Zjj = M ajaj' 
(3) Maj - M jj = Mai - M ji · 

PROOF: From Proposition 9-77 and 9-76, 

aM = (aEZdg - aZ)D = (EZdg - a)D = EZdgD - F, 

and (1) follows. For (2), 

Finally by (1) and Proposition 9-77, 

Maj - Mij = Zjj - 1 = Zji - 1 = Mai - M ji . 
a j aj 

6_ The basic example 

277 

The basic example P is recurrent if and only if f3n ~ O. Then f3 is 
regular, and we choose a = f3. First we consider the case where P is 
null, that is, where Lj f3i = +00. 

Since a null chain with high probability will be outside a given 
finite set after a long time, the finite set must be re-entered from the 
left. Hence if E is finite, 

In particular, 

Since 

we have 

{
I if i is the first state of E 

Af = 
o otherwise. 

jA' = {I 
) 0 

if j < i 

if j ~ i. 

iN .. = 1 = -!.. = {~: 
11 1 - tH).). iH .. 

JI 1 

if j < i 

if j ~ i, 

if j < i 

if j ~ i. 
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To compute C, we note that the reverse chain P enters finite sets from 
the right. If E is finite, 

Hence 

S• ill - iN lnce lV ii - ii' 

and 

Af = {
I if i is the last state of E 

o otherwise. 

if j > i 

if j ~ i. 

Cij = - Gji = fJi 
fJj ~ {fJi if j < i 

fJt O'f" I J ;::: ~. 

Note that C = G and that - C or - G is obtained if, in the transient 
case, we let fJ", = +00 in the formula for N. 

Let us consider .:\E for infinite sets. For convenience we assume 
that 0 is in E. The probability of entering E in the long run at a state 
j > 0 is no greater than the probability of being between 0 andj in the 
long run, and hence .:\f = 0 for j > O. For any state k, let k' be the 
next state in E (with the convention k = k' if k E E). Then 

.:\~ = lim 2: Pb'i1B~o = lim [2: PbnJ(l - fJk'). + Pb'il] 
n k n k>O fJk 

= I - lim 2: Pb'il fJk'. 
n k fJk 

Therefore the last term must be 0 for a small set. 
We shall use this criterion to give an example of an ergodic set which 

is not a small set. Let! ~ p < I and 

Pi,i+l = {; 
if i is a power of 2 

otherwise, 

and let E be the set of all powers of 2 together with O. Then 

= {~n 
if i 0 or I 

fJt 
if i and 2n - 1 < i ~ 2n. > I 

Since L fJt 2 + L~= 1 2n - Ipn = <X) if p;::: .1 the process IS null. 2' 
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On the other hand, 21eE fJI = 1 + 2:'= 0 pk < 00, since p < 1; hence E 
is an ergodic set. Now 

~ pen) fJk' - ~ p(n).1 1 
L.. Ok fJ - L.. Ok , 
k k k 

so that AE = 0 and E is not small. 
For this example the bounded function g = 1 is regular outside of E 

and has AEg = 0, but png does not tend to 0 and hence g is not a 
potential. Thus Proposition 9-42 fails if we require that E be ergodic 
but not necessarily small. 

Moreover, the same process and the same set give an example of a 
function f with support in E and having af = 0 and Gf finite-valued 
which is such that - Gf is not a potential. For any function f, 

If we let 

{
o for ~ = 0 and for i rf= E. 

fl = - 1 for ~ = 1 

1 for other i E E, 

and specialize to the case p = i, then 

af = -1 + L: 2- n = 0 
n>O 

and 
for i = 0 or 1 

otherwise. 

By Corollary 9-17 the function 

{
2 for i = 0 or 1 

gl = 0 
otherwise 

is a potential. Since the sum of - Gf and the potential g is a constant 
vector and not a potential, - Gf cannot be a potential. We should 
note that f is not a weak charge since 

(Of)1 = (Of)1 = L: fj = +00. 
j>1 

With minor modifications of the above example, we can make 
AE1 = ,\g assume any value between 0 and 1. For example, to get 
Ag = p with t S p < 1, redefine E to consist of 0 and all states of the 
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form 2k + 1. To get values of Ag < !, redefine the process (and the 
set) so that the process can move from i to 0 only when i is a power of n. 

Now we consider the case where P is ergodic. Let 

and define 
1-1 

al = ~ 13k. 
k=O 

Then ao = 0 and act) = Lk 13k; act) is finite for all ergodic basic examples, 
and aj = f3j/act). 

The formula for iNjj still applies, but AE = aBE and AE is positive 
on all of E. In particular, if i < j, 

j f3j 
i Aj = ~ ak IHkj = ~ ak - = (j - i)aj. 

k k=i+l 13k 

If i > j, then 

Therefore 

To get 0, we first compute G. If i > j, 

ai _ ~ aj. 

a oo aj a oo 

If i < j, 

Thus 

if j > ~, 
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and 

Also 
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_ a. {(i - j)a j 

Gij = aJ Gji = . . 
i (1, - J)aj + 1 

ifj'?i 

if j < i. 

if j ~ i 

if j > i. 

In an ergodic basic example, G is never equal to G. For suppose 
G01 = GOj for all j. Then 

or 

Uj . 
-- = Ja. 
U J 

00 

Uj = jf3j 

for all j. By induction, f3j = f3j+1 for every j, in contradiction to the 
fact that f3j must tend to 0 in a recurrent basic example. 

In an ergodic basic example, we have 

if j '? i 

if j < i, 

since Mij = Gij/aj' 
It is clear that Mj[iin] is finite if and only if Mo[ton] is finite. In other 

words, ergodic degree is independent of the state. On the other hand, 

Mo[ion] is finite if and only if Mo[ion] is finite and if and only if Ma[ion-l] 
is finite. But trivially, Ma[ton-l] = Lk akkn- 1 = (l/uoo ) Lk f3kkn- 1 • 

Hence P and P are of ergodic degree at least n if and only if Lk f3kkn- 1 

is finite. The chain with Pi = (i/(i + 1})n+l has 13k = (k + 1)-n-l; 
for this chain Lk kn- 1f3k < 00 while Lk knf3k = 00, and the chain is of 
degree n. To obtain a chain of infinite degree, let Pi = P for every 
i > 0; such a chain represents "repetition of a single task." Then 
13k = pk and Lk knpk < 00 for all n. 

Turning to ergodic potentials, we know that if af = 0 and if Gf is 
finite-valued, then f is a charge with potential g and 

. 1 
gi = - (Gj)j = - 2. JaJj - ;. 2. aJj. 

j , j<j 

Hence if af = 0 and if Lj jaJj is finite, then f is a charge and its 
potential g satisfies g = - Gf. 



282 Recurrent potential theory 

We can show as follows that af = 0 is not a sufficient condition for f 
to be a charge, even in an ergodic chain. Let h be a function such 
that h ~ 0, a.h = +00, f = (I - P)h, and af = O. For example, 
choose p, = (i/(i + 1))3/2, so that {3, = (i + 1)-3/2 and the chain is 
ergodic; then h, = V i + 1 has all the required properties. For any 
such function h 

(I + p + ... + pn-l)f = (I - pn)h 

and, by Fatou's Theorem, 

n 

Hence f is not a charge. 
For ergodic chains, potentials among all integrable functions are 

characterized by the fact that they have integral zero-that is, a.g = 0 
or v1 = O. We shall conclude this section by constructing a non­
integrable potential. The chain we use will be the reverse of the 
fixed-task example with p = t. Then ak = (l)k+l and 

PI+1.i = 1 

P - (1)1+1 - a 01 -"2 - I' 

Let v be a row vector; the necessary and sufficient condition on v that 
v be a potential is that vpn __ 0 and that [v(I - P)]1 = O. Now 

pen) _ "p p<n-l) _ " a p<n-l) 
OJ - L.. Ok kj - L.. k kj 

k k 

If i ~ n, then Plj) = Su + n' and if i < n, then 

P en) _ " pmp<n-I) _ p<n-I) _ ~ 
Ij - L.. Ik kj - OJ - ~j' 

k 

Therefore 
if i ~ n 

if i < n. 

Now (vpn)j = Lt VtP~j) = aj LI<n VI + Vj+n' Thus vpn -- 0 if and 
only if 

n 

lim L VI = O. 
n ..... oo i=O 

On the other hand, we are trying to construct v so that Ivl1 +00, 
and hence the series Lt"=o Vi must converge conditionally to O. 
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The condition [,,(1 - P)]1 = ° imposes more restrictions on II. 

We have 
[,,(1 - P)]i = ("i - "H 1) - ai"O, 

so that [,,(1 - P)]1 is well defined if 2 I"i - "H11 < +00. And if 
21"i - "i+11 < +00, then 

[,,(1 - P)]1 = "0 - lim "i - L ai"o = -lim "i' 
iii 

We conclude that" is a nonintegrable potential if: 

(1) 2;",.0 "t converges conditionally to 0. 

(2) 2 I"j - "i+11 < +00. 

If "0 = 0, these conditions are necessary and sufficient. It is easily 
verified that the sequence 

0, 1, -1, !, t, -!, - 1, l, l, l, -l, -l, -l, ill, 
1 1 1 __ .L 

16, -16, TI, 16, .•• 

satisfies conditions (1) and (2). 

7. Further examples 

EXAMPLE 1: Independent trials process. 
In an independent trials process P tj = Pi independently of i, where 

Pi > ° and 2 Pi = 1. In such a chain pn = P since 

P<n) _ "nln-1)p _" p<n-1)p _ P _ P 
ij - L.. r ik ki - L.. tk j - i - ti" 

k k 

It follows that P is recurrent and that A = lim pn = P; the chain is 
non cyclic ergodic and a j = Pi' In addition, 

00 

Z = 1 + L (pn - A) = 1, 
n=l 

so that P is strong ergodic. 
If al = 0, then I is a charge with potential g = ZI = f. If 1L1 = 0, 

then IL is a charge with potential" = ILZ = IL. 
We have 

Pro[io = k] = (1 - PO)k-lpO' 

Hence P is of infinite ergodic degree. To compute the M-matrix, we 
note that 

and therefore 
1 
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EXAMPLE 2: Reflecting random walk. 
We return to the reflecting p-q random walk of Example 1 of Section 

6-7 . We first determine its ergodic degree. From 0 the chain returns 
to 0 either in one step or in an even number of steps, say 2n, and 

Pro [to = 1] = q. 

Each path returning to 0 in 2n steps has n steps to the right and n to 
the left. Thus the probability of such a path is (pq)"'. From Feller 

[1957], p. 71, we see that the number of such paths is (2n - 2) !. 
n - 1 n 

Therefore 

- (2n - 2) 1 '" Pro[to = 2n] = n _ 1 n (pq) . 

We know from earlier results that the chain is recurrent if and only if 
p ~ t. The moments of the return time to 0 in this case are 

_ <Xl (2n - 2) 1 
Mo[ta] = q + "'~ (2n)' n _ 1 n (pq)"'. 

By Stirling's formula, for large n 

(2n)' _ (pq)'" '" c(4pq)"'·nr - 3/2 ( 2n - 2) 1 
n - 1 n 

where c is a constant. If p = t, then 4pq = 1, the series converges 
only for r = 0, and the chain is null. But if p < t, then 4pq < 1 and 
all moments are finite. We may summarize as follows: 

{
p > t} {tranSient 

If p = t, then P is null 

p < t ergodic of infinite degree. 

If p < t, we can find Cij = Mijaj from the calculation of Mij in 
Section 6-7. The reflecting random walk satisfies P = P, and hence 

A aC·· 
Glj = Gij = Ja JI = ajMjl 

i 

If p = t, the process is with high probability far from state 0 after 
a long time. Hence i /..j = 1 if j > i. Thus 

if j > i 

if j ~ i. 
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We may compute iNjj for j > i as follows. For j > 0, 

°Bj ; = t °BJ+1.i + t °B;_l.; 

= t + t °B;_l.; 

I I j - I 
= "2 + "2 -j- from Section 5-4 

I 
= 1--. 

2j 

Therefore, oN;; = 2j and iN;; = °N;_i.;_t = 2(j - i). Thus 

{
2(j - i) 

Gfj = 0 

To find the 0 matrix, we note that 

if j > i 

if j s.; i. 

a· -Ojj = ..l. G;t since P = P 
ai 

since a = F. 

285 

In the case p = t, the condition af = 0 is the condition L; f; = o. 
Then 

(Gf)1 = 2 L (j - i)f; 
j>t 

= 2 L (j - i)f; + 2 L (i - j)f; 
; j$1 

= 2 L jfj + 2 L (i - j)f;· 
j 1<1 

Now 
(Of); = (GTf); = (FG); = 2 L fl(j - i), 

1<; 

and the right side is always finite. Thus if Gf is finite-valued and 
af = 0, f is a weak charge. That is, if L; f; = 0 and if L; j If;1 < 00, 

then 

gi = - 2 L jJ; - 2 L (i - j)f; 
j ;<1 

is a bounded potential. 

EXAMPLE 3: Sums of independent random variables on the line. 
We consider one of the chains covered in Proposition 5-22; they 

represent sums of independent random variables on the line with 
finitely many k-values. If the mean of the k-values is zero, the process 
is recurrent. And since a = F, such a chain must be null. 
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In a recurrent process of this type 

[Nlf) :: - N\7)] = [Nlf) - NI7)] = [N~7) - N17>]. 

It follows that G exists if and only if C exists, and if they both exist, 
then C = G. We are going to show that for this process t Aj does 
indeed exist for all i and j and hence the process is normal. 

Noting that 
n - l' '" p<n)tH Aj - 1m L. Ok kj' 

n k 

we write for fixed N 
N 

'" p<n) tH - '" p<n) tH + '" p<n) tH + '" p<n) tH L. Ok kj - L. Ok kj L. Ok k; L. Ok kj' 
k k=-N k<-N k>N 

Suppose for the moment that the two limits 

tH +00.; = lim tHkj 
k-+ + 00 

and 
tH -oo.j = lim tHkj 

k-+ - <X> 

exist. Choose N large enough so that 

ItHk ; - iH +00,;1 < E 

and 

for k > N. Then 

'" p<n) iH L. Ok k; 
k 

where 
for -N ::; k ::; N 

otherwise. 

Since IEkl < E, the last term on the right is less than E in absolute value 
for every n. Moreover, the first term on the right tends to zero with 
n, since P is null. Finally by the Central Limit Theorem (Theorem 
1-68) 

1 
lim 2: p\,n~ = lim 2: P\,'l1 = 2' 

n k< -N n k>N 

Therefore i \ exists amI satisfies 

IAj = t iH -00,; + t tH +00,;' 



9-79 Further examples 287 

The mIssmg step in the argument is the proof that iR -oo,j and 
iR +OO,j exist, We shall now show that iR -oo,j exists; the other proof is 
similar, Since i Aj = 0 Aj _ i and 0 A _ j = j Ao = 1 - 0 Aj, it suffices to 
prove that oR -oo,j exists for j > 0, If v is the largest k-value and 
E = {O"", v}, then 

OR - ~ BE oR 
-kJ - ~ -k~ ti' 

seE 

since neither 0 nor j can be reached from the negative side except 
through E, If we can show that Bl!.. oo,s = limk __ 00 BL exists, then 
since E is finite, we will have 

OR -oo,j = L Bl!..oo,s ORsj' 
seE 

Thus form the ladder process P+, Then p/ = 0 unless 0 < j < v, 
By the special choice of E we have Bl!..k,s = (B+)l!..k,s, Letting 
fj = p/ and Un = R~n,o, we see that Uo = 1 and 

n n-1 n-1 
Un = L Pit R~(n-k),O = L P;;_kR -k,O = L fn-kUk' 

k=l k=O k=O 

Hence by the Renewal Theorem (Theorem 1-67), we have 

I, R+ 1 
1m -n 0 = +' 

n-+oo ' p-

where p- + '" + LJPj' But (B+)l!..k,O = R~k,O' and 

R~k,S = (B+)~k,S + L (B+)~k,jR,~S' 
j<s 

Since limk _ oo R~k,S = 1/p- +, we can prove by induction on 8 that 
(B + )l!.. 00 ,s exists, Therefore oR _ 00 ,j exists, and P is normal. 

We conclude this section by treating the case of the one-dimensional 
symmetric random walk, in which P -1 = P + 1 = t, For j > 0, it is 
clear that oR -oo,j = 0 and oR +OO,j = 1. Hence iAj = t and Gij = 

t iNjj, in agreement with Corollary 9-29, For j > 0, ° N jj is the same 
as for Example 2 with P = t, since the two processes stopped at 0 are 
identical. Hence ONjj = 2j, Ifj > i, then 

iNjj = °Ni-i,i_i = 2(j - i), 

whereasifj < i,theniNii = iNti = 2(i -j), Hence 

G - 1 iN - I' 'I ii - 2" ii - ~ - J ' 

Thus the potential operator is the absolute value of the distance, just 
as in classical one-dimensional potential theory, The conditions 
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af = 0 and Gf finite are the conditions ~; fi = 0 and ~i jlfll < 00. 

Since Of = Gf, we see that if ~ fi = 0 and ~j Ifil < 00, then 

g, = - L Ii - jlfl 

is a bounded potential. 

8. The operator K 

We introduce a new matrix to serve as potential operator for re­
current chains. The operator K will combine many of the properties of 
C and G and will have the single drawback that some of its entries may 
be negative. Our procedure will be first to tie the K -operator into our 
present notion of potential, then to define in terms of K the recurrent 
version of capacity, and finally to introduce so-called generalized 
potentials, in which we do not require total charge zero. With the 
generalized potentials we shall be able to prove analogs of the classical 
potential principles. 

Let a distinguished state 0 be specified. 

Definition 9-80: The K-matrix: is defined by 

K - l' [Ncn> a; Ntn>] tJ - 1m 00 - - ij , 
n .... '" a o 

whenever the limit exists. 

Lemma 9-81: If the indicated entries of C and G exist, then 

Kii = eli + (GOi - Co;) 
and 

PROOF: 

K - l' [NCn> a; Ncn>] Ii - 1m 00 ao - Ii 

- lim [NCn> a; - Ncn>] - lim [N~1> - NbnJ] + lim [NW - N\j>] - 00 ao 0; 

= (Go; - Co;) + Cij. 

By Proposition 9-45, 
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Lemma 9-82: K exists if and only if P is normal. 

PROOF: If P is normal, then 0 and G exist, and hence K exists by 
Lemma 9-8l. Conversely, suppose K exists. Since K iO = Ow and 
KOi = GOi' Ow and GOi exist for all i and j. Thus P is normal by 
Theorem 9-26. 

Lemma 9-83: J( = dual K. 

PROOF: Since 0 = dual 0 and 0 = dual G, we have 

(aj/ai)J(ii = (ai/ai) [Oji + (OiO - 0iO) :;] 

= 0ii + (GOi - 00i) = K ii· 

The fact that J( = dual K is the key property that the K matrix 
has and the 0 and G matrices lack. It is what is behind our first 
important result. 

Theorem 9-84: Let 

v = lim [fL(1 + P + ... + pn)] 
and 

g = lim [(I + P + ... + pn)f] 

be potentials of weak charges in a normal chain P. Then v = - fLK 
and g = - Kf. If Y is any matrix such that for all potentials v and g 
of finite support v = fLY and g = Yj, then Y = - (K + k(1a)), where 
k is a constant. 

PROOF: By Theorem 9-31, v = - fLO and g = - Gf. But from Lemma 
9-81 and the fact that fL1 = aj = 0, we see that - fLK = - fLO and 
- Kj = - Gf. Hence K has the desired property. If Y is an operator 
that serves for charges /-L, then /-LY = -/-LK, so that /-L(Y + K) = 0. 
Taking fL to be the row vector with 1 in the ith entry and - 1 in the jth 
entry, we see that fL is a charge and that the ith andjth rows of Y + K 
are equal. Hence Y + K has constant columns. A similar argument 
with potential functions shows that Y + K has rows proportional to a. 

Therefore Y + K = - k(1 a) for some k. 

Actually at any time when v = - fLO or g = - Gj, we may use K 
in place of 0 and G. Thus K serves for both functions and measures. 
And the theorem shows that the only other two-sided potential 
operators differ from - K by a multiple of 1 a. 
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We note from the definition of K that if C = G, then K = C = G. 
Thus in the classical cases (the symmetric random walks), the three 
operators coincide. 

"Te introduce the notation 

Thus Ed = dual Ev and IE = dual AE. 

Proposition 9-85: If P is normal and E is a finite set, then 

(_K)WE = BE - HE 
and 

PROOF: Lemma 9-37 proves that a column of BE - HE is a potential 
with charge the corresponding column of WE. The first result then 
follows from Theorem 9-84. The second result follows by duality 
from Proposition 6-16. 

Corollary 9-86: If P is normal and E is a finite set, then 

-KE(1 - PE) = 1 - 1'\~ 
and 

PROOF: Restrict the equations of Proposition 9-85 to square matrices 
indexed by the states of E. 

We shall see shortly how Corollary 9-86 may be used to compute 
pE from K E. Although we have the formula pE = T + UN R for 
pE, this expression is not of practical value for infinite chains, since N 
is indexed by the states of E. On the other hand, KE can be com­
puted without finding all of K, and hence pE can be calculated from KE 
for finite sets E by using only finite matrices. 

From the fact that - K is a two-sided potential operator, we see 
from the proofs of Proposition 9-85 and Corollary 9-86 that 

(1 - PE)CE -1 + 1~(XE 
and 

We turn now to a discussion of capacity. Throughout the remainder 
of the section we shall assume that P is a normal chain. 
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Proposition 9-87: For any finite set E there is a constant k(E) such 
that 

Furthermore, 

k(E) = '\~K El~ and k(E) = k(E). 

PROOF: In Corollary 9-86, multiply the first equation by KE on the 
right and the second by K E on the left and equate the results. Then 

1 ('\~KE) = (KEl~)aE' 

Thus for some constant k(E), we have KEl~ = k(E)1 and '\~KE = 

k(E)aE' Multiplication of '\~K E = k(E)aE on the right by l~ gives 
k(E) = '\~K El~, since aEl~ = 1. The dual of this equation is k(E) = 

}.~gEZ~, and thus k(E) = k(E). 

Definition 9-88: For a finite set E the constant k(E) such that 
KEl~ = k(E)1 is called the capacity of E. 

Just as the K-matrix in general depends upon the state 0 selected, 
so capacity in general is a function of the distinguished state. If 
E = {i}, then ,\7 = Slj' and from Proposition 9-87 we see that 

Kil = k({i})al 

or 
k({i}) = (Gal - 0Ol)/aj • 

In particular, k({O}) = O. 
If we form a K' matrix by using a distinguished state 0', then 

K;j - K jj = (Go'j - 00'i) - (Go; - 00i) 

= (000' - GOO·)ai/aO· 

by Proposition 9-45. But K = K' + k1 a by Theorem 9-84. Thus 

k = Goo' - 0 00, = k({O'}) 
ao· 

and 
K = K' + k({0'})1a. 

Therefore, from Proposition 9-87 we see that 

k(E) = k'(E) + k({O'}) 

for every finite set E. Thus capacity is determined up to an additive 
constant. If we let E = {O}, we find that 0 = k'({O}) + k({O'}) or that 
k'({O}) = -k({O'}). Note that since k({O'}) = (Goo' - Ooo.)/ao" when 
o = G the capacity does not depend upon the choice of o. 
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In general, there is no reason why k(E) should be positive. However, 
if 0 is in E, then 

k(E) = (KlE)O = (GlE)o ~ 0, 

since KlE is constant on E. The dual expression is 

aok(E) = (.\EC)O· 

In the following discussions we shall restrict ourselves to sets which 
contain the reference point. We accordingly denote by 20 the 
collection of all finite sets which contain O. 

Proposition 9-89: If E is in 2 0 , then k(E) > 0 if and only if there is a 
j in E such that o.\j > 0 and Af > 0 (or, equivalently, there is aj in E 
such that °A j > 0 and .\f > 0). 

PROOF: For E E 2 0 , 

k(E) 

Thus k(E) > 0 if and only if there is a non-zero term. Since 0 Njj/aj > 0, 
the first assertion of the proposition follows. The equivalent condition 
follows by duality. 

Proposition 9-90: If P is noncyclic ergodic or if P is a symmetric 
sums of independent random variables process, then k(E) > 0 for all 
sets E in 20 with more than one point. 

PROOF: If P is ergodic, then .\E = aBE by Proposition 9-55. Hence 
.\f 2': aj > 0 for j E E. Since P is also ergodic, 0\ > 0 for j =I- 0. 
Therefore, if E contains a state other than 0, then k(E) > 0 by 
Proposition 9-89. 

If P is a symmetric sums of independent random variables process, 
then K ij = t j Nii ~ t for j "# i, by Corollary 9-29. If 19 > 0, then 
k(E) 2': Kjolg > ° for any other state j E E. If 19 = 0, then If > 0 for 
some j E E, and k(E) ~ Kojlf > O. 

Proposition 9-91: For any set E in 2o, K E - 1 exists if and only if 
k(E) > O. If k(E) > 0, then 

KE = (pE + k(~)lP~ -lfl. 
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PROOF: If k(E) = 0, then AfKE = ° and KE -1 does not exist. If 
k(E) > 0, then by Corollary 9-86, 

KE( pE + k(~) lP~ - I) = I - 1A~ + KE(k(~) lP~) 
= I - 1 A~ + 1 A~ by Proposition 9-87 

= I. 

From Proposition 9-91 we obtain the following expression for pE in 
terms of K E -1 and IXE. 

Corollary 9-92: If E is a set in .!£' 0 with k(E) > 0, then 

pE = I K -1 _ (KE -11 ) (IXEKE -1). 
+ E IXEKE 11 

PROOF: By Proposition 9-91, 

P E _ I + K -1 1 lE~E 
- E - k(E) E"E· 

Multiplying through on the right by 1 gives 

KE -11 1 lE 
= k(E) E· 

If we multiply both sides by IXE' we get 

Hence 

By duality, 

k(E) = ; 
IXE E 11 

K -1 AE _ IXE E 
E - IX K -11' 

E E 

and substitution for k(E) -ll~A~ gives the desired result. 

We now begin a series of lemmas which lead to the fact that k(E) is 
a Choquet capacity in the sense of Definition 8-38. 

Lemma 9-93: If E is a finite set, then 

lim (BEN<n) - N<n») = EdIX - EN. 
n 
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PROOF: By Proposition 6-17, 

BEN(n) _ N(n) = ENpn+l _ EN. 

Now 
dual (ENpn+l) = pn+l E[; ~ 1 E~ by Proposition 9-47, 

so that 
ENpn+l ~ Eda. 

Lemma 9-94: If E is a finite set, then 

BE K = K + EN - Eda 

and 

PROOF: Each row of BE - I is a weak charge. By Theorem 9-84 
and Lemma 9-93, 

(BE - I)K = -lim (BE - I)N(n) = EN - Eda. 
n 

The second result is dual. 

Lemma 9-95: If E is a finite set, then 

and 
KlE = k(E)1 + Ed. 

PROOF: Multiply the equation of Lemma 9-94 on the right by IE to 
obtain 

BE(KlE) = KlE + ENIE _ Ed(cxlE) 

= KlE - Ed. 

But (KlEh = KEl~, which by Proposition 9-87 equals k(E)1. Hence 

KlE = k(E)1 + Ed. 

The other result is dual. 

Lemma 9-96: If E, F, and L are finite sets with E and F both 
contained in L, then 



9-98 The operator K 295 

PROOF: Multiplying the equation of Lemma 9-95 through by ,\L, we 
obtain 

and similarly 

Subtracting, we see that it is sufficient to prove that ,\LK1E = ,\LKV. 
But 

,\LK1E = ('\fKd1f = k(L)aL1f = k(L) 

since the support of 1E is in L. Similarly, ,\LKV = k(L). The other 
equality is dual. 

Lemma 9-97: For any sets A 1, A 2, ... , AT which have at least one 
point in common, 

Al nA2 n···nAr N tj 2': 2: A.Ntj - 2: A.UAtN jj 

s>#t 

+ 2: A.uAtuA.Ntj - ••• + (_1)T+1 A I UA2 U."UArNtj. 

s>#t>#u 

PROOF: The left side is the mean number of times in state j, starting 
in i, before the intersection of sets is reached. We shall show that the 
right side is the mean number of times in j before all of the sets have 
been reached. The former is clearly at least as large as the latter. 
Let nj(w) be the number of times on w that the process is in j before 
all sets are entered. On the path w let Sk be the set of times at which 
the process is in j before Ak is entered. Then nj(w) is the cardinal 
number of S1 U S2 u· .. U Sr and equals 

2: n(Ss) - 2: n(Ss n St) ± ... , 
s s>#t 

where n(A) is the cardinal number of A. Since n(Ss n· .. n St) is the 
number of times in j before As u· .. u A t is entered, the result follows. 

Proposition 9-98: Capacity is a monotone increasing set function, 
and for any sets A 1, A 2, ... , AT in !i'D' 

k(A1 n· .. n Ar) :::;; 2: k(Aj) - 2: k(AI U Aj) 
1 1>#1 

+ 2: k(Ai U Aj U A k) - ... 
i>#i>#k 
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PROOF: We first prove monotonicity. Let A C B; then 

AN ~ BN. 

Thus 

As n --+ 00, 

Therefore 
(AV - Bv)lL ~ 0. 

If L contains A and B, then by Lemma 9-96, k(B) - k(A) ~ ° or 

k(B) ~ k(A). 

Therefore k is monotone. The other inequality of the proposition 
follows in exactly the same manner starting from the result of Lemma 
9-97. 

In the next section we shall prove potential principles for sets of 
positive capacity. It is therefore particularly annoying when all sets 
in a chain have capacity zero, and we treat this case now. 

Definition 9-99: A normal chain is degenerate if, for every choice of 
the reference state 0, k(E) = ° for all finite sets E. 

Lemma 9-100: If, for a single reference point 0, k(E) = ° for all 
E E 20 and for all one-point sets, then the chain is degenerate. 

PROOF: If 0' is any other reference point, then 

k(E) = k'(E) + k({O'}) = k'(E). 

Hence it suffices to show that k(E) = 0. If ° E E, k(E) = ° by 
hypothesis. If ° f/= E, let 0' be any point of E, and ° = k'({O'}) :5: 
k'(E) = k(E) :5: k(E U {a}) = 0. Both inequalities follow by the 
monotonicity proved in Proposition 9-98. 

Lemma 9-101: A normal chain is degenerate if and only if for every 
pair of states i and j either t Aj = ° and iA j = 1 or t Aj = 1 and tAj = 0. 

PROOF: If the chain is degenerate, then k( {i, j}) = ° if i is chosen as 
the reference point. Hence i\ = ° or iA j = ° by Proposition 9-89. 
By symmetry jA· = ° or jA. = ° and hence ill. = 1 or iA. = 1 I I' J J. 
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Conversely, if °Aj = 0 or °Aj = 0 for all statesj, then k(E) = 0 for all 
E E!l' 0 (by Proposition 9-89 since Af ::;; 0\). And 

k { '}) 1 G C) oN jj 0' j'\ (J = - ( OJ - OJ = - ( I\j - "0)' 
aj a o 

But °Aj and fAo are either both 0 or both 1. Hence k({j}) = O. Thus 
the converse follows from Lemma 9-100. 

The basic example and its reverse are degenerate when null. It can 
be shown that degenerate chains are all of a type similar to the basic 
example. (See the problems.) 

Proposition 9-102: If P is not degenerate, then there are two states 0 
and 1 such that, with 0 as reference point, k(E) > 0 for all sets 
containing both states. 

PROOF: Choose an arbitrary point as the reference state O. Then, by 
Lemma 9-100, there is either a one-point set or a set in !l' 0 which has 
non-zero capacity. 

If k({I}) > 0 for some state, then we may choose 0 and 1 as indicated, 
since k(E) ;::: k({I}) > 0 if 1 E E. If k({I}) < 0 for some state, then 
use 1 as a new reference point, and k'({O}) = -k({l}) > O. Hence we 
simply interchange the roles of 0 and 1. 

Otherwise k(E) '" 0 for some E E !l' o. Then k(E) > O. Let E be a 
set in !l' 0 with positive capacity and containing as few states as 
possible, let 1 be a state of E other than 0, and let F = E - {I}. By 
minimality, k(F) = O. Thus, by Proposition 9-98, 

o = k({O}) = k(F II {O, I}) ::;; k(F) + k({O, I}) - k(E), 
and 

k({O, I}) ;::: k(E) > O. 

Hence any set containing 0 and 1 also has positive capacity. 

We conclude this section by applying our results to ergodic chains. 

Proposition 9-103: If P is ergodic, LkEE ;\fMkO = k(E). 

This proposition enables us to give an interpretation to k(E). Since 
;\E = aBE, k(E) = a(BE M)o = Ma[time to reach 0 after E is entered] = 
Ma[to - tEl This function is monotone in E since to - tE is monotone 
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on each path. The capacity inequalities follow from the fact that the 
time to enter all of n sets is no greater than the time to enter the inter­
section; hence the time to reach ° from the intersection is no greater 
than the time to reach ° after all n sets are entered. We also see why 
Ie(E) > 0, if E has more than one state. 

Corollary 9-104: (AE M)j = (AE k)j for all j E E. 

PROOF: Choose j E E as reference point. Then 

Proposition 9-105: In an infinite ergodic chain K + le1a has negative 
entries for each Ie. 

PROOF: 

Hence 

lim (K + k1a)jj = -00 

j aj 
by Proposition 9-63. 

Proposition 9-106: Let {En} be an increasing sequence of finite sets 
with union the set of all states S. Then limn ... oo keEn) < +00 if and 
only if the chain is strong ergodic. In a strong ergodic chain, k(E) 
Mao - MaE' and hence kaE = MaE· 

PROOF: k(E) = Ma[to - tEJ and therefore 

L: alMIO ~ k(E) ~ Mao· 
lEE 

Hence as En -+ S, keEn) -+ MaO' which is finite only in a strong ergodic 
chain. Then 

Mao - MaE = k(E) = fetE) = kao - k aE. 

Hence MaE = MaE' since aM = aM. 

For strong ergodic chains the concept of capacity can be extended to 
infinite sets, and Proposition 9-103, Corollary 9-104, and Proposition 
9-106 hold for all sets E. 
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9. Potential principles 

In this section we shall assume that P is a nondegenerate normal 
chain. We shall assume that 0 and 1 are chosen according to Prop­
osition 9-102, and we denote the collection of all finite sets containing 
both 0 and 1 as 2. Thus capacity is uniquely defined, k(E) > 0 for 
E E 2 and K E - 1 exists by Proposition 9-9l. 

Definition 9-107: Let f be any function whose non-zero components 
are on a finite set E. Then f is the charge of the generalized potential 
g = - Kf, with support E and total charge af. If f ~ 0, then g is a 
pure potential. Let p, be any signed measure whose non-zero com­
ponents are on E. Then p, is the charge of the generalized potential 
measure v = - p,K, with support E and total charge p,1. 

In this section g andfwill be used only for generalized potentials and 
their charges. 

Proposition 9-108: g determines f, and if the support is in E E 2, then 
g E determines g. 

PROOF: Since E E 2, k(E) > 0, KE -1 exists, and 

To see that g determines f even if the support F fails to contain 0 or 1, 
we simply let E = F U {O, I}. 

Proposition 9-109: For any g with support in E, E E 2, 

AEg = - (af)k(E) 
g = BEg - (af) Ed 

(1 - PE)gE = fE - (af)l~. 

PROOF: Since A~KE = k(E)aE by Proposition 9-87, - AEg = (af)k(E). 
Since BEK = K + EN - Eda by Lemma 9-94, - BEg = -g - Ed(af). 
Since (1 - PE)( - K E) = 1 - l~aE by Corollary 9-86, 

(1 - PE)gE = fE - l~(af). 

Proposition 9-110: If g is a pure potential and E is any set in 2, 
not necessarily the support of g, then 

- AEg ~ (af)k(E) 
g ~ BEg - (af) Ed 

(1 - PE)gE ~ fE - (af)l~. 
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PROOF: 

or 

_>..Eg = >..EK! 

= (k(E)a + Ev)! by Lemma 9-95 

2: k(E)(a/) since Ev 2: 0 and! 2: O. 

_BEg = BEK! 

= K! + EN! - (a/) Ed by Lemma 9-94 

2: K! - (a/) Ed 

By Proposition 9-85, 

( EON) - lEa. 

Hence 
(1 - PE)gE = ENj - (a/)l~ 

2: jE - (af)l~, 

since ENii = 1 for i E E and! 2: O. 

The recurrent Maximum Principle is the following corollary. 

Corollary 9-111: A generalized potential of non-negative total charge 
assumes its maximum on the support. 

PROOF: By Proposition 9-109, g = BEg - (af) Ed. But a! and Ed 
are both non-negative. Hence g ~ BEg, and gi ~ maxkEE gk' 

Lemma 9-112: If g' is a generalized potential with support in E E!£ 
and if g is any pure potential such that g" ~ g~, then aj' 2: af. 

PROOF: By hypothesis and by Propositions 9-109 and 9-110, 

o 2: >"E(g' - g) 2: (- aI')k(E) + (af)k(E). 

From this it follows that aI' 2: aj, since k(E) > O. 

Definition 9-113: An equilibrium potential for E is a potential with 
support in E which has total charge one and has constant values on E. 

This definition of equilibrium potential agrees with the one for 
transient chains (Definition 8-27) only up to a constant multiple, but it 
will be a more convenient definition for recurrent chains. \Ve shall 
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discuss the effect of the change after proving that equilibrium potentials 
exist_ 

Theorem 9-114: Any set E in.P has a unique equilibrium potential. 
The equilibrium charge is lE and the value of the equilibrium potential 
on the set is - k(E). For j not in E it has the value - k(E) - Ed j • 

PROOF: Lemma 9-95, together with the fact that a.lE = 1, shows that 
- KlE is an equilibrium potential and has the values specified in the 
theorem. 

Conversely, if f is an equilibrium charge, then by Proposition 9-109, 
fE = (1 - PE)gE + (aJ)l~ = (1 - PE)gE + l~. Since gE is constant 
and P E1 = 1, (1 - PE)gE = O. Thus fE = l~, and the equilibrium 
potential is unique. 

If we renormalize the equilibrium potential for E so that its value is 
one on E, then its total charge becomes -1/k(E). Thus if we were 
following the definitions of transient potential theory, we would define 
-1/k(E) to be the capacity of E. The set function -1/k(E) is a mono­
tone function, as is k(E), but it does not have as nice a probabilistic 
interpretation as our choice. 

We shall now prove the recurrent Principle of Balayage. 

Theorem 9-115: If g is a pure potential and if E E.P then there is a 
unique pure potential g' with support in E such that 

(1) g~ = gE' 
(2) g' ~ g, 
(3) aJ' ~ af, 
(4) aJ' = _k(E)-l>..Eg, 

and this unique potential is BEg + (>..Eg/k(E)) Ed. 

PROOF: Since g' is determined by its values on E, there is only one 
potential satisfying (1), and its charge is 

f~ = -KE -lgE 

1 PE) >..Eg lE = (- gE - k(E) E 

~ (1 - PE)gE + (aJ)l~ 

~ fE' 

by Proposition 9-91 

The last two steps are by Proposition 9-110. Thus g' is pure. Hence 
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af' ~ af, by Lemma 9-112, and we have (3). Result (4) follows by 
multiplying the second equation above by a. Furthermore 

g' = BEg' - (af') Ed by Proposition 9-109 

:s; BEg - (af) Ed by (1) and (3) 

by Proposition 9-110. 

Hence we have (2). The formula for g' follows from (4) and the second 
part of Proposition 9-109. 

The potential g' is, as in the transient case, referred to as the balayage 
potential of g on E. 

Next, we prove the recurrent Principle of Domination. 

Theorem 9-116: If g and g' are pure potentials, if g' has its support in 
E E.fR, and if gE ~ g~, then g ~ g'. 

PROOF: 

g ~ BEg - (af) Ed by Proposition 9-110 

~ BEg' - (af') Ed by hypothesis and by Lemma 9-112 

= g' by Proposition 9-109. 

Corollary 9-117: The balayage potential of g on E is the infimum of 
all pure potentials that dominate g on E. 

PROOF: If g is a pure potential and gE ~ gE, then gE ~ g~; hence 
g ~ g' by domination. 

Proposition 9-118: If g is a pure potential with support in E E.fR 
and total charge 1, then 

min gj :s; - k(E) :s; max gj. 
jeE jeE 

PROOF: Assume that the first inequality is false. Then - (Kf)j > 
- k(E) for all i E E. Hence we may choose a c > 1 such that 

-K(cf) ~ -k(E)1 = -KlE 

on E. Thus c = c(aj) :s; alE = 1, by Lemma 9-112, which is a con­
tradiction. The other inequality is proved similarly. 

We retain the same definition of energy as in transient theory. 
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Definition 9-119: If g = - Kf is a potential, the energy of g, denoted 
I(g), is 

I(g) = /Lg = "f. 

Lemma 9-120: For any potential g with support in a set E E 2, 
I(g) = "E(1 - PE)gE + (aj)(}..Eg). If P = P, then 

I(g) = "E(1 - PE)gE - k(E)(aj)2. 

PROOF: By Proposition 9-109, 

(I - PE)gE = fE - (aj)ll 
Hence 

"E(1 - PE)gE = I(g) - (af)("El~) = I(g) - (aj)(AEg). 

If p = P, then AEg = )..Eg = - (aj)k(E) by Proposition 9-109. 

Lemma 9-121: "E(1 - PE)gE = ! L.t.jEE atPft(gt - gj)2 ~ 0, and the 
value is 0 only if g is constant on E. 

PROOF: The proof proceeds as in Lemma 8-54, but P E1 = 1 and 
aEPE = aE; hence mt = 0 and 171 = O. Let F be the subset of all 
states of E on which g = go. If F #- E, there are states i E F and 
j E P such that Pft > 0, since the states of E communicate. Then 

"E(1 - PE)gE ~ !aIPft(gl - gj)2 > o. 

Lemma 9-122: If E E 2, the energy of the equilibrium potential of 
E is -k(E). 

PROOF: Since g = -KlE is constant on E, (1 - PE)gE = o. Since 
af = 1, AEg = AE(-k(E)1) = -k(E). Hence by Lemma 9-120, the 
result follows. 

Theorem 9-123: If P = P and E E 2, then among all potentials 
with support in E and total charge 1 the equilibrium potential alone 
minimizes energy. 

PROOF: If g has support in E and af = 1, I( g) ~ - k(E), by Lemmas 
9-120 and 9-12l. Equality holds only if g is constant on E, in which 
case g is the equilibrium potential. 

10. A model for potential theory 

By an electric circuit we shall mean a denumerable number of 
terminals, some of which are connected by wires. The wire connecting 
terminals i andj has resistance rlj and conductance elj = l/rl1 . If there 
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is no connection between i and j, we let Cjj = 0; also we define Cjj = o. 
We shall assume that: 

(1) For each i, 2j cjj < 00. This condition is satisfied, for example, 
if each terminal is connected to only finitely many other 
terminals. 

(2) The circuit is connected. 

From physics we have the following two laws. In the present context 
the first one may be taken as a definition of current in terms of voltage: 

(1) (Ohm) If i is at voltage Vj and j is at voltage Vj' the current 
flowing from j to i is (Vi - Vj)c jj • 

(2) (Kirchhoff) The sum of all currents flowing into a given terminal 
is o. 

If an outside source is attached to a certain terminal, then the 
Kirchhoff Law (2) does not apply unless account is taken of current 
flowing from the outside source. But for all terminals i which are not 
attached to any outside sources, Ohm's Law and Kirchhoff's Law 
imply: 

(3) 2k (Vj - Vk)Cik = O. 

If a finite set E of terminals is kept at prescribed non-zero voltages by 
an outside source and if there is a finite set F with E C F such that all 
points in the set F are grounded (kept at 0 voltage), then we shall call 
the problem of finding voltages at the points i of F - E in such a way 
that (3) holds a standard voltage problem. Note that for finite circuits 
the voltages may be prescribed at an arbitrary subset E of terminals. 

Definition 9-124: A Markov chain P with P1 = 1 is said to represent 
some given electric circuit if each state corresponds to a terminal and 
if any standard voltage problem can be solved in such a way that the 
voltage vector is P-regular at points of F - E. 

It follows from Theorem 8-41 that if P represents a circuit, then the 
solution v to a standard voltage problem is unique and satisfies 

v = BEvFV. 

Thus the voltage at a point i of F - E can be interpreted as the 
expected final payment if the chain is started at i and stopped at 
E u F and if a payment of Vj is received if the process reaches state j 
of E. 

Proposition 9-125: For any electric circuit there is a unique Markov 
chain P such that Pjj = 0 and P represents the circuit. 
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PROOF: We first prove uniqueness; let P represent the circuit. Let i 
and j be any two distinct states, and let E = {j} and F = {i, j}. Put 
a unit voltage at j and ground F. Then by (3), 

2: (VI - Vk)Clk = o. 
k 

Since vk = 0 except when k is i or j and since cit = 0, we have 

Hence 

VI 2: Clk = VICit + VjCiJ = CIi· 
k 

Cli 

VI = 2: Clk· 

k 

(The denominator is not zero since the circuit is connected. ) Now 
since P represents the circuit, 

VI = (Pv); = 2: PlkVk = PIiV i + Pljvj • 
k 

Since P II = 0 and since Vj = 1, we have 

VI = P Ii · 

Therefore 

and P is unique. 
Next we prove existence. Let the circuit be given, and define 

Then PIj ~ 0, PI! = 0, and 

CIj 
P li =~. 

L.. Clk 
k 

Hence P is a transition matrix with PI! = 0 and P1 = 1. Thus let E 
and F be finite sets with E C F, let V E be specified, and let V, = o. 
We are to show the standard voltage problem has a solution. Define 
V by 
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Then v is regular on F - E, or 

VI - L P1kVk = [(1 - P)v], = 0 
k 

for i in F - E. Since P1 = 1, 

or 

Thus 

L (VI - Vk)P'k = 0, 
k 

and V is a solution to the standard voltage problem. 

Corollary 9-126: Every standard voltage problem has a solution, and 
that solution is unique. 

PROOF: Existence follows from Proposition 9-125 and uniqueness 
follows from Theorem 8-41. 

Shortly we shall show exactly how general the class of chains that 
represent circuits is. But first we shall exhibit the connection between 
the currents and voltages of this section and the charges and potentials 
of Markov chain potential theory. In so doing, what we will be 
showing is that electric circuits provide a model for the discrete 
potential theory associated with the class of chains that represent 
circuits. 

In physics, current is the time rate at which charge flows past a 
point-that is, the derivative of charge with respect to time. Markov 
chains, however, have a time scale that is discrete and not continuous, 
and the proper analog of the time rate at which charge flows past a 
point is the amount of charge that moves past the point in unit time. 
With discrete time the charge moves to some point, stays for unit 
time, and then moves to another point. Hence the magnitude of the 
current at a point is equal to the magnitude of the accumulated charge 
at that point. 

Now in a standard voltage problem, current flows in and out of the 
circuit through the terminals which are attached to the outside source. 
The above considerations lead us to define the charge at terminal i to 
be the current I-'-i which flows into the circuit; I-'-i is taken to be negative 
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if the current flows out_ By Kirchhoff's Law (2), the charge will be 
zero on the set F - E. For i in E V F the charge is given by 

fLt = L (vt - Vk)C jk· 
k 

Before we can connect fL and v in terms of the representing chain, we 
need one preliminary result. 

Proposition 9-127: Let P be a Markov chain which represents an 
electric circuit with conductances cij . Then the row vector a defined by 

is P-regular, and the a-dual of P is P. 

PROOF: We have 

and hence 

Therefore a is regular. Since Pij = (ajPjj)/ai' the a-dual of P is P. 

In terms of Proposition 9-127 we can transform the equation fLi 

Lk (vt - Vk)C jk as follows: 

fLt = viai - L aiPikVk 
k 

= vtat - L VkakP ki 
k 

= [(dual v)(l - P)]i' 

Hence fL = (dual v)(l - P). Since P = P, 

dual fL = (I - P)v. 

Let Ii = fLtia;, that is, I is the dual of the vector of charges at the various 
terminals. Then 

I = (I - P)v. 

We note that all pairs of states communicate in P since the circuit is 
connected; hence P is either transient or recurrent. But v has only 
finitely many non-zero entries, so that av is finite. It follows that if P 
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is transient or null, then v is a potential in the Markov chain sense. 
And if P is ergodic, then v - (af)1 is a potential. In any case,Jis the 
charge. 

Conversely, if, in a chain which represents a circuit, g is a potential 
vanishing outside a finite set F with a charge f such that f has total 
charge 0 andf has support in E u F, where E C F, then g solves the 
standard voltage problem for E and F with the specified values g E on 
E. It is in this sense that electric circuits form a model for potential 
theory. 

We turn to the problem of classifying all Markov chains which 
represent circuits. A chain P is said to be a-reversible if P, the 
a-dual of P, equals P. 

Proposition 9-128: 1\ Markov chain with Pit = 0 represents a circuit 
if and only if its states communicate and it has a positive regular 
measure a with respect to which it is a-reversible. 

PROOF: If P represents a circuit, then it has a regular measure a and 
is a-reversible by Proposition 9-127. Its states communicate since the 
circuit is connected. 

Conversely, suppose that P is a transition matrix with the stated 
properties. Introduce the electric circuit with the states of P as 
terminals and with c ij = alPlj . The circuit is well defined since 

cit = aiPii = 0 
and since 

Cij = aiPlj = ajPjl = Cjl. 

Since the states communicate, the circuit is connected. To see that P 
represents the circuit, we note that 

a i = L alPlk = L Clk · 
k k 

Thus 

Finally we consider the problem of when the chain representing a 
circuit is recurrent and when it is transient. 

Lemma 9-129: Let P be a chain which represents an electric circuit. 
Let a unit voltage be put at 0, let F be a finite set containing 0, and let 
F be kept at voltage 0. The charge at the terminal ° is 

fLo = aO·oliOF · 
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PROOF: 

A model for potential theory 

= L: P Ok( 1 - B~~}u') 
k 

= L: P Ok(VO - vk ) 
k 

fLo = -. 

since Pp is absorbing 

309 

Lemma 9-130: In any Markov chain a state 0 is recurrent if and only 
if oliop -+ 0 for some (or every) increasing sequence of finite sets F 
with union the set of all states. 

PROOF: If 0 is transient, then there is a positive probability 1 - liDO 
that the chain never returns to o. Hence 

oliop 2: 1 - liDO> 0 

for every finite set F, and oliop cannot approach o. 
Conversely, let 0 be recurrent. Choose N sufficiently large that 

lib~) > 1 - E. Choose S close enough to 1 so that 

1 - E < SN < 1. 

Then construct an increasing sequence of finite sets AD, A1 , .•• , AN 
such that AD = {O} and such that the probability of stepping from any 
state of Ak to a state of A k+ 1 is greater than S. Let F be any finite 
set containing AN. The probability that the process started at 0 is, 
for every n :s; N, in An after n steps is greater than SN. Hence 

°IiW < 1 - SN < E. 

Since 

we have 
'H- > PH-(N) > 1 - 2E 

00 - 00 • 

But 
P- -
HO~ + oHop = 1, 
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so that 

Recurrent potential theory 

oil < 2E 01 

for all F containing AN' 

Proposition 9-131: Let P be a chain which represents an electric 
circuit. Then the following is a necessary and sufficient condition for 
P to be recurrent: If terminal 0 is kept at a unit voltage, if all terminals 
outside a finite set F are grounded, and if F is allowed to increase to S, 
then the current at terminal 0 tends to zero. Furthermore a necessary 
and sufficient condition for P to be ergodic is that ~t.j cjj < 00. 

PROOF: The first assertion follows directly from Lemmas 9-129 and 
9-130. The second assertion follows from the fact that P is ergodic if 
and only if a1 < 00, where at = ~j Cjj' 

11. A nonnormal chain and other examples 

We shall show by examples in this section that all three of the 
following conjectures are false: 

(1) Small sets and ergodic sets are identical concepts, or at least one 
of the notions includes the other. 

(2) All null chains are normal. 
(3) The existence of either 0 or G implies the existence of both. 

First, we settle the independence of the notions of small sets and 
ergodic sets. We saw in Section 6 an example of an ergodic set which 
is not small, and we shall now produce a small set which is not ergodic. 

Let P be a chain with states the non-negative integers and with 
transition probabilities 

POi = Pt = P jQ for i > ° 
Pjj = qt = 1 - Pt· 

All other entries of Pare 0. We impose no requirements on the Pi 
yet except that Pi > ° and ~ Pi = 1. It is clear that H 00 = 1 and 
hence P is recurrent. Since P = pT, a = 1 T is regular and P is null. 
Only finite sets are ergodic, and thus it is sufficient to exhibit an infinite 
small set. For any set E containing 0, 

Af = lim 2: P<t~Bffj = lim P<tl = ° for j > 0, 
n k n 
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whereas 

A~ = lim ~ P~'llB~o 
n " 

= lim PhnJ + lim ~ p~n~ 
n n "et 

= 1 - lim P~~. 
n 

Thus any set containing 0 such that P~~ --+ 0 satisfies Ag = 1 and is 
therefore a small set. Let 

Pi = 4 -" for 2" - 1 ~ i ~ 2" + 1 - 2. 

The Pi assume the constant value 4 -" on a block of length 2". Thus 

Let E consist of 0 and one state, such as 2", from each block, and label 
the representative of the kth block in E as e". Then 

N-l 
pen) _ pen) + '" pen) + pen) 

OE - 00 L.. Oe~ OTN' 
"=1 

where TN = {eN' eN+ 1 , eN+ 2 , ••• }. We can form 2N disjoint sets like 
TN each differing from it in every representative selected from the Nth 
block on. By symmetry P~1!N = p~n.J.N for all such sets T'r,. Hence 
p~n.J.N ~ 1/2N for all n. Since p~ni --+ 0 in a null chain, 

1 
lim nSup Po~ ~ 2N ' 

and we must have p~~ --+ O. 

Second, we shall construct a nonnormal null chain. We shall use 
generating functions and require the following facts: 

(1) If F(t) = Ln Intn and G(t) = Ln gntn, then 

F(t)·G(t) = ~ Ct I"gn_,,)tn. 

That is, the coefficients of the series for F(t). G(t) are the convolutions 

L Agn-'" 
(2) The Abel sum of the series Ln In is limt--+1 - F(t). If the series 

L In converges, then its Abel sum exists and has the same value 
(Proposition 1-62). 

Let P be any recurrent chain; we begin by deriving a necessary and 
sufficient condition for the series Ln (Pi"'? - p~nl) defining COl to be 



312 Recurrent potential theory 

Abel summable. Let E = {O, I} and define generating functions as 
follows: 

A (t) - " 1 F(n)tn 00 - L.. 00' 
n 

A lO(t) = L: 1 F~"Jtn, 
n 

A (t) - " 0 F(n)tn 01 - L.. 01 
n 

A 11 (t) = L:°FWtn 
n 

P (t) - " p(n)tn 
Ij - L.. If 

n 

H o(t) = Aoo(t) + A01 (t) = L: Fl>~tn 
n 

H 1(t) = AlO(t) + Au(t) = L: F~~n 
n 

Q(t) = L: (Pinl - pl>nl)tn = P 11(t) - P 01 (t) 
n 

R(t) = 1 - H 1(t). 
1 - Ho(t) 

We note that the series defining COl is Abel summable if and only if 
limt-+1 - Q(t) exists. We shall prove that this limit exists if and only if 
limt-+1 - R(t) exists. We have 

pl>nl = L: (1 Fl>kdPb'i-k) + 0 FW1Pi'i- k») 
k 

or 

Also 
p(n) _ 0 +" (1 F(k) p(n - k) + 0 F(k) p(n - k») 

U - nO L.. 10 01 11 11 
k 

or 
Pu(t) = 1 + A 10(t)P01 (t) + Au(t)Pu(t). 

Solving these equations for P 01 (t) and Pu(t), we find 

Q(t) = Pdt) - POI (t) 

1 - Aoo(t) - A 01 (t) 

(1 - AOO(t))(1 - Au(t)) - A 01 (t)A 10(t) 

1 

(1 - Aoo(t) )R(t) + A 10(t) 

Since Aoo(1) = 1EoO < 1 and since A10(1) = IEIO > 0, lim t-+ l - Q(t) 
exists if and only if limt-+ 1 - R(t) exists. 

The example of a nonnormal chain will be like the earlier example in 
this section, only "doubled." The states are 

0, aI' a2, a3, ... 

1, bl , b2 , b3 , ••. , 
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and if Pi > 0, P; > 0, L Pi = 1, and L P; = 1, then the transition 
probabilities are 

Poa, = Pi = Pa,l 
P 0.,0., = qi = 1 - Pi 

P 1b, = P; = Pb,o 
Pb,b, = q; = 1 - p;. 

All other entries are 0. We see easily that Hoo = 1 and that a = 1T 
is regular, hence the chain is recurrent and null. For E = {O, I}, 

Therefore 

Similarly, 

Fbnt = FbY = L: Piqln-2PI for n ~ 2. 
I 

H (t) = "" (p;)2t2 
1 f 1 - q;t' 

and we have defined R(t) by 
R(t} = 1 - H 1(t}. 

1 - Ho(t} 

We again choose the Pt's in blocks as follows. Let {n,,} and {n~} be two 
rapidly increasing sequences (with magnitude specified later) such that 
nk < n~ < nk + 1. Let there be nk consecutive Pt's equal to Ek = 
1/(2knk}, and let there be n~ consecutive (p;)'s equal to E~ = 1/(2kn,,). 
The remainder of the proof consists in showing that for suitably chosen 
{nk} and {n,,} 

lim R(1 - En} ¥- lim R(1 - E~}. 
n-+GO 

We shall only sketch the argument. 
We begin by estimating R(1 - En} for large n. We have 

} P12( 1 _ En}2 PI2 

H o( 1 - En = f 1 - (1 - PI)( 1 - En} '" f PI + En 

= ~ n k Ek 
2 = i lk Ek • 

k = 1 Ek + En k = 1 2 Ek + En 

For k = n, Ek/(Ek + En} = t. Choose the sequence nk so that En is 
negligible compared to Ek when k < n. Then 

n-l 
H o( 1 - En} '" L: 2 - k. 1 + 2 - n. 2 -1 = 1 - 2 - n + 1 + 2 - n -1. 

k=l 
Similarly, 

GO , n-l 

Hl(l - En} '" L: 2- k ,Ek '" L: 2- k = 1 - 2- n + 1 , 

k=l Ek + En k=O 
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which differs from H o( 1 - En) if En is chosen to be negligible compared 
with E~ but much bigger than E~-l. 

4 
n 1 = 3· 

If t = 1 - E~ and n is large we obtain, similarly, 

and 

The asymmetry in H 0(1 - E~) and HI (1 - En) arises because the 
condition nlc < n~ < nUl is not symmetric. We thus find 

2- n + 1 _ 2- n - 1 3 
R( 1 - E~) '" 2 n = "2. 

Therefore, lim t _ 1 - R(t) does not exist and 0 01 cannot exist. In 
particular, P is not normal. 

This example has the property that neither ° nor G exists. The 
reverse process has transition probabilities P Ob = P b 0 = P; = P b 1 

,.. ..... .... f i i 

and PIa, = Pi = P a, o. Thus P is the same as P except that the roles 
of 0 and 1 have been interchanged. The above argument therefore 
shows that 010 does not exist, and since 010 = G01 if either exists, G 
cannot exist. 

Not even reversibility (P = p) is a sufficient condition for a null 
chain to be normal. A slight modification of the above example 
provides a counterexample. Let the states be as before, and define 
Pi and P; as above. Let 

Poa, 

Pa,a, 
and 

Set all other entries of P equal to o. Then P = pT, so that a; = F 
and P = I pT I = P. But the same kind of computation as for the 
preceding example shows that 001 does not exist. Thus we see that 
even a symmetric P need not be normal. 
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Third, we show that the existence of one of 0 and G does not imply 
the existence of the other. Again we modify the first example of a 
nonnormal chain. Let 

P Oal = Pj, P alal = qj, P 1bl = p;, and P blbl = q; 
as before, and use the same p's. But set 

Pa,o = P a,l = !Pi and Pb,o = P b,l = tp;. 
It is clear that F~~~O.l} and Fi~~O,l} are the same as before, so that 
limt~l - R(t) does not exist and 0 01 does not exist. On the other 
hand, the reverse chain is no longer of the same type and the argument 
for the nonexistence of G fails. In fact, 

= lim [p~n; + 2: P~~, oHa,l + 2: P~'l1. OHb'l] 
n t i 

= lim [p(n) + ~ ~ (p(n) + p(n»)] 
01 2 L.. Oat Ob, 

n i 

1 
=2' 

Hence G01 = t oNll exists. Moreover, if x and yare any two states 
other than 0 and 1, 

X'\y = t XHOY + t xH1y' 

Therefore all of G exists. The reverse chain is an example in which 0 
exists but G does not. 

12. Two-dimensional symmetric random walk 

The purpose of this section is to show how the results of Section 8 
may be used to work out some of the matrices associated with the 
two-dimensional symmetric random walk. 

First we shall find the operator K. In this example, K = 0 = G and 

K(x,y).(X',Y') = K(X-X',y-y').(o.O)· 

Hence it suffices to compute one column of K. We let 

k(x, y) = K(x.y),(O,O)' 

A row of 1 - P is a charge whose potential is the corresponding row 
of 1. For this process a row of 1 - P has only finitely many non-zero 
entries and is therefore a weak charge. By Theorem 9-84, (1 - P)K = 
- 1. Thus k(x, y) is the average of its values at the four neighboring 
points, except that at the origin the average is one larger. We know 
also that k(O, 0) O. The high degree of symmetry of the chain 
implies that 

k(x, y) = k( -x, y) = k(y, x). 
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In particular, the values at the four points neighboring the origin must 
be the same. Since their average is one, k(O, 1) = 1. 

We shall need one more result. It can be shown (see Spitzer [1964]) 
that 

k(x, x) = - - + - + ... + for x > O. 4 (1 1 1 ) 
1713 2x-l 

This identity, together with the properties above, determines the 
function le. 

In fact, it suffices to restrict attention to 0 :os; x :os; y. We know that 
k(O, 0) = 0, le(O, 1) = 1, and k(l, 1) = 4/17. If we know the values of 
k(x, y) up to a given Yo for all x such that 0 :os; x :os; y, then we can find 
the values of k(x, Yo + 1) for 0 :os; x :os; Yo + 1. The averaging and 
symmetry properties give 

k(O, Yo + 1) = 4le(0, Yo) - 2le(l, Yo) - le(O, Yo - 1) 

le(x, Yo + 1) = 4k(x, Yo) - k(x + 1, Yo) - k(x - 1, Yo) - k(x, Yo - 1) 

for 0 < x < Yo 
k(yo, Yo + 1) = 2k(yo, Yo) - k(yo - 1, Yo)· 

And k(yo + 1, Yo + 1) is given by the identity for k(x, x). 
The equations above thus are recursion equations for k(x, y). 

Actually these equations are so simple that we apparently have a very 
rapid method of computing K E for large finite sets E. Unfortunately 
the recursion is highly sensitive to rounding errors. 

In Table 9-1 we give values of k(x, y) for a wedge in the plane. The 
computations were carried out to 9-place accuracy, but by y = 10 the 
effect of rounding errors was noticeable. Any larger table would 
require much more accuracy of computation. 

TABLE 9-1. k(x, Y) FOR A WEDGE-SHAPED REGION 

y=9 2.429 2.431 2.444 2.461 2.486 2.514 2.546 2.579 2.614 2.649 
Y = 8 2.353 2.357 2.372 2.395 2.424 2.459 2.496 2.535 2.574 
y=7 2.267 2.274 2.293 2.322 2.359 2.400 2.444 2.489 
Y = 6 2.168 2.178 2.203 2.241 2.288 2.339 2.391 
y=5 2.052 2.065 2.101 2.153 2.213 2.276 
y=4 1.908 1.930 1.984 2.056 2.134 
y = 3 1.721 1.762 1.849 1.952 
Y = 2 1.454 1.546 1.698 
y = 1 1.000 1.273 
y=o 0 
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If we wish to find k(E}, ,\E, and pE for a finite set of points E, we first 
construct KE and then compute the inverse KE -1. Let z = KE -11. 
Since IX = 1 T and since K is symmetric, the results in the statement and 
proof of Corollary 9-92 simplify to 

k(E} = 1/(1 TZ} 

,\~ = k(E}ZT 

pE = 1 + KE -1 - k(E}zZT. 

Calculations for various sets E appear in Tables 9-2, 9-3, and 9-4. 

TABLE 9-2. k(E), AE, AND pE WHEN E CONSISTS OF THREE POINTS ON A 

LINE; E = {(O, 0), (a, 0), (2a, On 

a = 1 a=2 
k(E) = 0.785 k(E) = 1.082 
>,.E 0.393 0.215 0.393 AE 0.372 0.256 0.372 
pE 0.460 0.393 0.148 pE 0.6lO 0.256 0.134 

0.393 0.215 0.393 0.256 0.488 0.256 
0.148 0.393 0.460 0.134 0.256 0.610 

a=3 a=4 

k(E) = 1.256 k(E) = 1.379 
>,.E 0.365 0.270 0.365 >,.E 0.361 0.277 0.361 
pE 0.663 0.212 0.125 pE 0.693 0.189 0.118 

0.212 0.576 0.212 0.189 0.621 0.189 
0.125 0.212 0.663 0.118 0.189 0.693 

TABLE 9-3. k(E), AE, AND pE WHEN E CONSISTS OF THREE POINTS ON A 

DIAGONAL; E = {(O, 0), (a, a), (2a, 2a)} 

a = 1 a=3 
k(E) = 0.955 k(E) = 1.407 
AE 0.375 0.250 0.375 AE 0.360 0.279 0.360 
pE 0.558 0.295 0.147 pE 0.699 0.185 0.117 

0.295 0.411 0.295 0.185 0.631 0.185 
0.147 0.295 0.558 0.117 0.185 0.699 

a=5 
k(E) = 1.622 
AE 0.356 0.287 0.356 
pE 0.738 0.157 0.106 

0.157 0.687 0.157 
0.lO6 0.157 0.738 
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TABLE 9-4. k(E) AND ,V FOR THREE SETS E 

21 points arranged in an isosceles right triangle of base 6 

k(E) = 1.611 
,V 
0.162 
0.046 0.059 
0.041 0 0.051 
0.041 0 0 0.051 
0.044 0 0 0 0.059 
0.109 0.044 0.041 0.041 0.046 0.162 

13 points arranged in a figure x 

k(E) = 1.778 
,\E 

0.153 0.153 
0.064 0.064 

0.030 0.030 
0.015 

0.030 0.030 
0.064 0.064 

0.153 0.153 

30 points in a 5-by-6 rectangle 

k(E) = 1.670 
,\E 

0.105 0.042 0.038 0.038 0.042 0.105 
0.044 0 0 0 0 0.044 
0.041 0 0 0 0 0.041 
0.044 0 0 0 0 0.044 
0.105 0.042 0.038 0.038 0.042 0.105 

It is hard to acquire an intuition for the capacities of sets aside from 
their monotonicity. However, the values of pE and ,\E are quite 
intuitive. The latter, in this random walk, may be thought of as the 
entrance probabilities to E if the chain is started near 00. For example, 
in the case of the 5-by-6 rectangle in Table 9-4, it is clear that the 
corner positions should be considerably more probable than the points 
on the side. Points on the short sides are more probable than points 
on the long ones, and the rectangle cannot be entered at an interior 
point. Equally instructive are the values of ,\E for three-point sets in 
Tables 9-2 and 9-3. The middle point is least likely to be hit first, 
but the difference decreases as the points are spread farther apart. 
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13. Problems 

1. Prove that iNjj = j Nii for recurrent sums of independent random 
variables. 

2. Prove that for any null chain and for any states i and j there is a finite 
set E such that 

N(n) 
1· Ij 1m sup N(n) < E. 

n IE 

3. Let a recurrent chain P be started in state O. Let af be the mean number 
of times in state i in the time required to reach .the set E and then return 
to o. Thus, for example, if E is the set of all states, then aE = (1/ao)a. 
(a) Prove that for any set E there is a constant kE such that aE = kEa. 
(b) Let Q be the transition matrix for the transient states when 0 is 

made absorbing and let a be the restriction of a to the transient 
states. Show that if E is a set which does not contain 0, then 

1 - ERoo = ~ a[(J - Q)BE1], 
ao 

where BE is restricted to the transient states. 
(c) Conclude that if E is a set which does not contain 0, then likE is the 

transient capacity of the set E in the chain Q, provided the dis­
tinguished superregular measure is taken as a. 

4. Prove that for a recurrent chain 

jN iN jN ak 
ik + jk = Ii-· 

ai 

5. For the symmetric random walk in two dimensions, verify that the 
function whose (x, y)th entry is (Ixl + I yl + 1) -1 is a potential, using 
only Corollary 9-16. Show that its charge f satisfies af = O. 

6. Let P be the one-dimensional symmetric random walk, and let E = 
{O, 1,2, 3}. 
(a) Find BE, ,V, PE. 
(b) Find all potential functions with support in E, and find their charges. 
(c) Compute af and ag for each. 

7. Let P be the symmetric random walk in two dimensions, and let a, b, 
and c be three distinguished states. We playa game as follows: The 
process is started in o. Each time it is in a or b we win a dollar, and each 
time it is in c we lose two dollars. 
(a) Let gbn ) 0= Mo [expected gain to time n]. Prove that lim !lbn ) exists, 

and find a computable expression for it. 
(b) What happens if the game is changed so that we lose only one dollar 

when the process is in state c? 
Problems 8 to 10 lead to the fact that in a normal chain the union of a small 
set and a finite set is small. 

8. Let E be a small set, and let F = E u {k} have one more point. Show 
that 

B~ = B~ + B~Bffj for all j E E. 

From this equation show that if AI; exists, then AF exists and F is a small 
set. 



320 Recurrent potential theory 

9. In Problem 8 show that 

kHIJ = L Bfm kHmJ for all j E E. 
meE 

Use the identity of Problem 8 to eliminate the factors Bfm' and solve 
the resulting identity for Bfk' Prove from this result that ~k exists, 
provided P is normal. 

10. Use the results of the two previous problems to prove that the union of 
a small set and a finite set is small in a normal chain. 

Problems 11 to 22 develop a new null example and use it to illustrate results 
in the chapter. The state space consists of all points z = (x, y) in the plane 
with integer coordinates ~ 1. It will be convenient to let n = x + y. We 
let (1, 1) be our state O. Define 

P _ x , 
(X.lI).(X + 1.11) - X + y + 1 P - Y , 

(X,lI),("',lI + 1) - x + y + 1 

and 
P _ 1 , 

(X,lI),O - X + y + 1 

11. Verify that P is null recurrent and that a z = 2/[(n - I)n]. 
12. Compute P. 
13. Prove that P<o~) is the same for all z with n = x + y fixed. Do the same 

for fr.o~). 

14. Let E = {z I x + y ~ no}. Find ~E and ),E. 
15. Show that 

{(
X' - 1) (Y' - I)/(n') if x ~ x', y ~ y' 

oN zz' = OX - 1 Y - 1 n' 

otherwise. 

16. Let f be defined by fo = -1, f(3,2) = 10, and fz = 0 otherwise. Show 
that f is a charge, and use parts (1) and (3) of Theorem 9-15 to find the 
potential g. 

17. Check that f = (1 - P)g for the functions of Problem 16. Does 
ag = O? Verify that ~Eg = 0 for all finite sets containing the support. 

18. Show that Goz = 0 and Gzo = (n - I)n/2. 
19. Use Problem 18 and Proposition 9-45 to show that 

(n - l)n 0 

Gzz' = (n' _ I)n' - N zz" 

20. Verify that the potential g found in Problem 16 is - Gf. 

21. Find C, and compute a potential me<1sure of finite support in two different 
ways (in analogy with Problems 16 and 20). 

22. Let E be the triangular set of Problem 14, and let x be its characteristic 
function. Verify Proposition 9-43. 
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Problems 23 to 26 develop some theoretical results for an ergodic chain in 
terms of the operator K. 

23. Express K in terms of M and M. 
24. Prove that Mif = (Kif - Kff)/af· 
25. Show that Mif - Mfl = k({i}) - k({j}). 
26. What happens to the formulas in Problems 24 and 25 if the reference 

point 0 is changed? 

Problems 27 to 32 carry this development further for finite recurrent chains. 

27. Show that k(S) =;= Mao = Mao. 
28. Prove that K1 = k(S)1 and aK = k(S)a. 

29. Prove that MaT = c1, where c = k(S) - Li k({i})al. 
30. Prove that 

( 1 )-1 
K = k(S) 1 a + P - I . 

31. Prove that the set of charges is the same as the set of potentials. 
32. To what extent do the results of Problems 27 to 31 generalize to strong 

ergodic chains? 

Problems 33 to 39 are intended to illustrate Problems 23 to 32 for the Land of 
Oz example, which was defined in Chapter 4. [See also Chapter 6, Problem 
1.] We choose the middle state (nice weather) to be the distinguished state 
o. 
33. Show that P = P (the chain is reversible). 
34. Find M. 
35. Find K, using the result of Problem 23. 
36. Find k(S), using the result of Problem 27. 
37. Find K, using the result of Problem 30, and compare with the value of K 

found in Problem 35. 
38. Check the results given in Problems 24, 25, 28, and 29. 
39. Find the most general charge and the most general potential function. 

Verify that the set of charges is the same as the set of potentials. 

Problems 40 to 48 work out the probabilistic solution of the so-called Second 
Boundary Value Problem -in the sense that Theorem 8-41 presented the 
solution of the First Boundary Valve Problem. Let P be an absorbing 
chain whose transient states communicate and whose absorbing states form a 
finite set B. B is thought of as our "boundary." To each state kin B we 
associate a "neighboring" transient state k'. For a given function h, we 
define its normal derivative dk at k to be hk - hk·. The problem is to find a 
function h which is regular on the transient states and has specified normal 
deri va ti ves. 

40. Prove that hB = N RhB for any solution. 
41. Modify the original chain so that instead of stopping at an absorbing 

state k, it moves to the neighboring k' with probability 1. Show that 
this new chain is recurrent. 
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42. Let P* be the transition matrix of the modified chain watched in B. 
Prove that this is an ergodic chain. 

43. Show that the requirement that II, have the specified normal derivatives 
can be written as (1 - P*)kB = d, where d has the given values dk as 
components. 

44. Prove that a*d = 0 is a necessary condition for a solution to exist. 
45. Show that a*d = 0 is also sufficient by showing that d is a charge, that its 

potential will serve as hB' and that the II, supplied by Problem 40 is a 
solution. 

46. Prove that the most general solution differs from the given one only by a 
constant. 

47. Prove that if the modified chain (indexed on all states) is a normal chain, 
then the most general solution is 

II, = -K(~) + c1. 
48. Show that if the transient states are the lattice points in a bounded 

convex set in n-dimensional Euclidean space and if the process moves as 
a symmetric random walk which is stopped when it moves out of the 
convex set, then we can apply the previous results. 

Problems 49 to 53 give a complete characterization of degenerate chains. 

49. Prove that if P is degenerate, so is P. 
50. Show that if P is degenerate and if we let i < j stand for iAi = 1, then 

< is a simple ordering. 
51. Prove that if k < i < j, then iHki = 1. Deduce from this fact that, in 

moving to the right, the process can move at most one step at a time. 
[Hint: Consider AE for E = {k, i, j}.] 

52. Prove that the ordering ofstates must be that of the integers, the positive 
integers, or the negative integers. 

53. Show that the basic example and its reverse illustrate two of the possible 
orderings, and construct an example of the third. 



CHAPTER 10 

TRANSIENT BOUNDARY THEORY 

I, Motivation for Martin boundary theory 

For purposes of motivation it is convenient to think of the state 
space of a Markov chain P with only transient states as being similar 
to the open unit disk of two-dimensional Euclidean space. In two­
space the boundary of the disk-namely the circle Sl-has the property 
that there is a one-one correspondence between the non-negative 
harmonic functions h(reiB ) in the disk and the non-negative Borel 
measures f'h on the circle. The correspondence is 

(*) 

where P(re iB , t) is the Poisson kernel 

1 - 2rcos (0 - t) + r2 ' 

Transient boundary theory seeks an analogous representation theorem 
for all non-negative P-regular functions defined on the state space. 

The first problem that arises is to find what the analogs of the 
circle (the boundary) and the kernel should be. We would like a 
representation 

In the case of the disk, a calculation with Green's identities shows that 
any kernel P(re iB , t) giving rise to the correspondence (*) and satisfying 

..!.. (211 P(re iB , t)dt = 1 
217' Jo 

323 
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must be the normal derivative at t of the Green's function for the disk 
relative to the point ret9 • That is, 

P(ret9 , t) = [:n G(·, re(9)L 
Application of l'Hospital's rule shows that 

1· G(z, re(9 ) [a G( (9)/ a G( )] 1m =- ·re _.p 
z-+t G(z,p) an ' an ' t 

radially 

= P(ret9 , t)/ P(p, t), 

where p is any fixed reference point in the disk. Hence, except for 
the positive factor P(p, t) which depends on t but not on reiD, the Poisson 
kernel is equal to 

1. G(z, re(9 ) 
1m . 
z-+t G(Z,p) 

radially 

(**) 

Therefore this last function may be used in the representation (*) in 
place of the Poisson kernel; the distinction between the kernels is just a 
normalizing factor (depending on t) which can be absorbed by changing 
the measures. 

Two comments are in order. First, the limit in (**) need not be 
taken radially. Any method of approach of z to t, as long as z stays in 
the interior of the disk, will give the same value. Second, the con­
siderations above apply equally well to any domain in n-dimensional 
space with a sufficiently smooth boundary. Although the explicit 
form of the kernel will vary from region to region, it will always be 
connected to the Green's function in the way we have just described. 

R. S. Martin [1941] made use of these observations to define an ideal 
boundary for an arbitrary domain in Euclidean space. If the Green's 
function for the region is denoted G(z, y), he noted that points t on the 
ordinary topological boundary of the region did not necessarily have 
the property that 

1. G(z, y) 
1m--­

z-+t G(z, p) 

exists. He suggested that distinct ideal boundary points u should be 
associated to subsequences {zn} which yield distinct values for the limits 

I , G(zn' y) K 
1m G( ) = (y, u), 

2.-+t Zn' P 

He went on to show that the desired representation theorem is indeed 
obtained in terms of this boundary and the kernel K(y, u), 
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Doob [1959], taking advantage of the fact that the N-matrix for a 
transient Markov chain is the analog of the Green's function (see 
Proposition 7-4), showed that Martin's approach could be used to 
obtain a boundary for Markov chains. (We remark that NIj corre­
sponds to G(j, i) with the indices in the reversed order.) As the analog 
of Martin's kernel he used limits on j of expressions of the form 
Nt;/Noj • 

There is a minor restriction imposed by the Doob approach, namely 
that N OJ is assumed non-zero for all j. For a more general chain in 
which it is not possible to get from state 0 to every other state, what 
Doob did was to consider only those states that could be reached from 
O. We shall not follow him in this respect. We simply use limits of 
NIj/(7TN)j instead, where 7T is a probability vector such that TTN is 
strictly positive. In terms of this kernel there is a natural space to 
try as the one corresponding to the closed unit disk. The space should 
consist of one point for each possible limit of NIj/N"j' Actually we 
shall find that this space is too large-that the space has to be cut down 
a bit for the representation to be unique. The price of uniqueness is 
that the cut-down space is not compact. 

The introduction of 7T in place of 0 itself leads to a problem. The 
representation will have to be restricted to 7T-integrable regular func­
tions h, those for which 7Th is finite. This requirement evaporated in 
Martin's or Doob's treatment because for them 7T assigned unit mass to 
a point 0 and h(O) was automatically finite. 

Hunt [1960] gave a new approach to Martin boundary theory for 
Markov chains which was more probabilistic in nature than Doob's. 
We follow Hunt's probabilistic approach, except that we use a different 
metric and get a boundary which is more like Doob's. 

2. Extended chains 

We begin by introducing the machinery which we shall use in later 
sections to develop Martin boundary theory for Markov chains. We are 
going to use a broader notion of Markov chain than we have been 
considering so far-namely, a process whose time index starts at -00 

and whose behavior is Markovian only after it has entered certain sets. 
That is, we extend the concept of Markov chain in two ways. First, 

we shall allow any finite measure 7T as a starting distribution. This is 
only a minor modification in the theory and is a convenience in that it 
removes the necessity of normalization in certain constructions. 
Second, we shall extend the Markov chain to the past, that is, to a 
stochastic process {xn} where n runs through all the integers (including 
negative integers). This second extension is an essential one and 
will be the main topic of this section. 
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First we must extend the concept of a stochastic process. The state 
space will be a denumerable set S (with at least two elements) and two 
distinguished other states a and b. The underlying set D of the 
measure space will consist of all doubly infinite sequences 

such that 

(1) cn E S or cn = a or cn = b. 
(2) If cn = a, then Cm = a for all m < n. 
(3) If cn = b, then Cm = b for all m > n. 
(4) cn ES for at least one n. 

The interpretation of (2) and (3) is that state a stands for "not yet 
started" and state b stands for "stopped." Thus (4) has the meaning 
that each path in D represents some nontrivial possibility for the 
process. We shall refer to D as a double sequence space. 

We define the outcome functions Xn as usual except that n may be 
any integer. A basic cylinder set is any truth set in D of a statement of 
the form 

where at least one Cj is an element of S. The field generated by the 
basic cylinder sets is denoted .fF, and the smallest Borel field containing 
.fF is f§. 

Definition 10-1: An extended stochastic process {xn} is the set of 
outcome functions for a measure space (D, f§, Pr) such that 

(1) D is a double sequence space with state space S U {a, b}. 
(2) f§ is the smallest Borel field containing the field of cylinder sets 

of D. 
(3) Pr[{w I xn = i}] < 00 for every integer n and every i in S. 

Note that we do not augment the measure space (D, f§, Pr) by 
allowing all subsets of sets of measure zero to be measurable. 

We shall use interchangeably the notations Pr[P] and Pr[p], where P 
is the truth set of the statement p. Thus the third condition may be 
replaced by the condition Pr[xn = i] < 00 for all n and for all i in S. 
From it and from condition (4) in the definition of D, we find that Pr 
must be sigma-finite. However, the measure Pr need not be finite. 

As promised, Definition 10-1 extends the definition of stochastic 
process in two ways: The time index n runs through all the integers, 
and the measure Pr need not be a probability measure or even a finite 
measure. 
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In examples it is necessary to have a method of constructing the 
measures for extended stochastic processes. If the measure Pr has 
already been defined consistently on basic cylinder sets, we need a 
version of the Kolmogorov Theorem to prove that Pr is completely 
additive on 9'. Theorem 1-19 then will give the extension of Pr to all 
of t§. At this point, therefore, we stop to outline a proof that Pr is 
completely additive on 9'. 

Now the argument of Lemma 2-1 easily shows that Pr is non­
negative and additive. Extend Q to include the set of all doubly 
infinite sequences of a's, b's, and elements of S, and define Pr to be zero 
on all cylinder subsets of the set added. Then if Pr were a finite 
measure, we could temporarily rearrange the time scale and then con­
clude complete additivity by Theorem 2-4. But, in general, Pr is 
merely sigma-finite and therefore we shall write it as the countable sum 
of totally finite non-negative additive set functions, each of which is a 
measure on cylinder sets depending on a bounded time interval. 
Each of the summands is completely additive by the above argument, 
and therefore Pr is completely additive by Lemma 1-3. Thus all we 
need to do is decompose Pr as such a sum. The countable family of 
statements indexed by i E S and by n ~ 0, consisting of 

Xo = i 

X- n - 1 = i 1\ X-n = b 

Xn = a 1\ Xn + 1 = i, 

is a disjoint exhaustive family in the original double sequence space, 
and each statement is assigned finite Pr-measure. For each of these 
statements q, define 

Pr(q){E} = Pr[E n {w I q}] 

for E in the field of cylinder sets. Then the family {Pr(q)} is the 
required family of set functions. 

We now fix our attention on a single extended stochastic process 
{xn}· 

Although we may be dealing with an infinite measure space, the 
conditional probability 

Pr[p I q] = Pr[p 1\ q]/Pr[q] 

is still well defined as long as 0 < Pr[q] < 00. We define Pr[p I q] to 
be zero if Pr[q] = o. 

Definition 10-2: For E C S and for any wE Q such that xn{w} E E 
for some n, let uE{w} be the infimum of all n such that xn{w} E E and 
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let vE(w) be the supremum of all such n. Define U = Us and v = vs; 
u and v are called the initial time and the final time, respectively. 

By condition (4) of the definition of n, we see that u(w) and v(w) are 
defined for all w. Moreover, uE(w) S; vE(w) whenever UE(w) and 
vE(w) are defined. The values uE(w) = -00 and vE(w) = +00 are 
possible. If xn(w) E E for some n, we have 

1
0, if n < u(w) 

element of S - E if u(w) S; n < uE(w) 
xn(w) = 

element of S - E if vE(w) < n S; v(w) 

b if v(w) < n. 

Proposition 10-3: The functions UE and VE have a ~-measurable 
subset of n as domain and are each ~-measurable. 

PROOF: We prove the result for uE • We have 

k 

{w I UE(W) S; k} = U U {w I xn(w) = i}, 
teE n= - co 

and the union of these sets on k is the domain of UE. 

Definition 10-4: Let E be a subset of S and define 

Yn(w) = x(n+ug(co»(w) 

for all n ;;::: 0 and for all w such that uE(w) > -00. Let {J be the 
ordinary sequence space with state space S U {b} with the measure of 
each measurable set A C (J defined to be 

Pr[{w I (Yo(w), Yl(W), ... ) E A}]. 

The measure space {J and its outcome functions together are called the 
process watched starting in E. 

The process watched starting in a set E is an ordinary stochastic 
process, except that the starting distribution need not be a probability 
measure and can possibly be infinite. 

Let j E S. The mean number Vj of times that the process {xn} is in j 
can, as usual, be computed by 

Vj = L Pr[xn = j], 
n 

except the sum is over all integers n. By Definition 10-1, each 
summand is finite, but the sum may be infinite. 
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Definition 10-5: An extended stochastic process {xn} is an extended 
chain with transition matrix P if the following conditions hold for each 
finite subset E of S: 

(1) The domain of U E has positive measure. 
(2) Pr[uE = -00] = O. 
(3) The process watched starting in E is a Markov chain with 

transition matrix P and finite starting measure (but not neces­
sarilya probability measure). 

(4) For all j E S, Vj < 00. 

Note that the transition matrix P of an extended chain necessarily 
satisfies P1 = 1. The state space of P never needs to be any bigger 
than S u {b}, but as we shall see shortly it must contain S. If b is in 
the state space, it clearly must be an absorbing state. 

From the definition of the process watched starting in E, we see that 
the total starting measure for the process is equal to the measure of the 
set of paths on which there is a first entry to E. That is, it is the 
measure of the set where uE > -00. By conditions (1) and (2), this 
measure is positive. Hence the process watched starting in E has a 
starting measure which is not identically zero. 

Applying this observation to the one-point set {j}, we see that j 
must be included in the state space of P. 

Let {xn} be an extended stochastic process satisfying (1), (2), and 
(3). We shall derive as Proposition 10-6 a necessary and sufficient 
condition for (4) to hold. Let E be a finite set of S. We introduce the 
abbreviations 

and 

Then p.E is the starting measure of the process watched starting in E 
and is a finite measure with support in E by (3). Our remarks above 
showed that p.E is not identically zero. 

Since the process watched starting in E is a Markov chain and since 
(2) holds, the following computation is justified: For j E E, 

P [ . A k A ] '" E,mp<n-m>p P r xn = J xn + 1 = xn + 2 = 8 = L.. P.I Ii ik ks' 
m,l 

where p<n-m> = 0 if n < m. A similar computation of Pr[p] is 
possible for any p such that p is false if E is never entered and p 
depends only on outcomes after E is entered. 

As an application of this calculation, we can relate condition (4) to 
properties of P. 
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Proposition 10-6: Let {xn} be an extended stochastic process satisfying 
conditions (1), (2), and (3) for an extended chain. Then for j E E, 

V; = (f'EN);. 

Moreover, the process is an extended chain if and only if P is the 
transition matrix of a transient chain whose transient states are S 
and which may have b as an absorbing state. 

PROOF: We have 

Vi = 2, Pr[xn = j] = 2, f'f'mPlr m) = 2, f'f'mN jj = 2f'fNti 
n n.m.t m.t 

or 

Taking E = {i}, we find 
Vi = f'fN;;. 

Now f'f is assumed finite by (3) and it is strictly positive by (I). Hence 
Vi is finite for all j E S if and only if all elements of S are transient for a 
Markov chain with transition matrix P. Furthermore, a cannot occur 
as a state, and if b occurs, it must be an absorbing state. 

Corollary 10-7: Let {xn} be an extended stochastic process satisfying 
conditions (I), (2), and (3) for an extended chain. Then V; > 0 for 
allj. 

PROOF: We have Vi = f'fIN jj , and each factor on the right side is 
positive. 

An important example, but by no means the most general example, 
of an extended chain is obtained as follows. Let P be a Markov chain 
with all states transient and let 7T be a starting distribution such that 
7T N is strictly positive. (For instance, let 7T assign weight 2 - n to the 
nth state.) Let F be the enlarged chain obtained by adding the 
absorbing state b. Form an extended stochastic process by defining a 
measure on cylinder sets as follows: Every basic statement containing 
the assertion Xn = i for n < 0 and i #- a or the assertion Xm = a for 
m 2: 0 gets probability zero. The statement 

x _ m = a /\ ... /\ X_I = a /\ Xo = i /\ Xl = j /\ X2 = k 

/\ ••• /\ Xn _ 1 = r /\ Xn = s 

gets probability 7TiFijPjk' •• Prs. The probabilities of all other basic 
cylinder statements can be obtained from these by adding the prob­
abilities of a suitable number of statements of the form just described. 
The claim is that this extended stochastic process {xn} is an extended 
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chain with transition matrix P. Property (1) follows from the fact 
that TTN > O. Property (2) is an immediate consequence of the 
definition of the process. Property (3) follows from Theorem 4-9; 
the starting distribution for the process watched starting in E is TTBE. 
Finally Property (4) comes from Proposition 10-6; alternatively we 
could compute directly that the mean number of times in state j is 
(TTN)j We shall call this process the extended chain associated with TT 
and P. 

If {xn} is an extended chain and E is a finite set in S, we define 
vE = p.EN. We know that the process watched starting in E is a 
Markov chain with starting distribution p.E. Hence vf is the mean 
number of times in j in this Markov chain. That is, it is the mean 
number of times in j after entering E in the extended chain. From this 
interpretation we see that vE is monotone increasing in E and that 
vf = Vj for j E E. In order to get an interpretation of vE and p.E in 
terms of v, we shall generalize the notion of balayage potential as 
defined in Chapter 8. 

If P is a Markov chain with all states transient, if h is a non-negative 
finite-valued superregular function, and if E is a finite set of states, we 
define the balayage potential of h on E to be the function BEh. By 
Lemma 8-22, BEh is a pure potential with support in E. Now BEh is 
the unique pure potential with support in E which agrees with h on E, 
since if h is another such potential, h must be the unique balayage 
potential of BEh on E (Theorem 8-46) and hence must equal BEh. 
Moreover, if En is an increasing sequence of finite sets with union the 
set of all states, then the charges of BEnh, namely (1 - P)(BEnh), 
converge to (1 - P)h, since 

lim P BEnh = Ph 
n 

by part (4) of Proposition 8-16 and by monotone convergence. 
Let us dualize these results. Let Y be a non-negative finite-valued 

superregular measure, and let E be a finite set. Then there is a unique 
pure potential measure with support in E which agrees with y on E. 
This potential is defined to be the balayage potential of y on E. It 
has the property that if En is an increasing sequence of sets with union 
the set of all states, then the balayage charges of yon En converge to 
y(1 - P). By Proposition 6-16, the balayage potential of y on E is 

(YE YEU(EN)I), 
where 
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If we let yE be the balayage potential of y on E and if f3E is the charge 
of yE, then E C F implies f3E = f3F BE. To see this equality, we note 
that f3E and f3F BE are both pure charges with support in E and that the 
potential of f3F BE, when restricted to E, is 

(f3F BEN)E = (f3FN - f3F EN)E = (f3FN)E = YE = (f3EN)E 

by Lemma 8-17. Hence the potentials of f3E and f3F BE agree on E, 
and they must therefore agree everywhere. Thus 

f3E = f3F BE 

by Theorem 8-4. 
Our characterization of vE and /-,E in terms of balayage potentials is 

the content of the next proposition. 

Proposition 10-8: For every extended chain with transition matrix P, 

(1) v is a superregular measure for P s. 
(2) v(I - P s ) = /-', where /-' = limE /-,E as E increases to S. 
(3) vE and /-,E are the balayage potential and charge, respectively, for 

von E. 

PROOF: We have 

vEPs = /-,ENPs = /-,E(N - I) = vE _ /-,E. 

Along any increasing sequence of sets En with union S, vE increases to 
v. Hence by monotone convergence 

vPs = v - lim /-,En • 

n 

This equality implies that 

vPs = v - lim /-,E 
EtS 

and proves (1) and (2). To prove (3) we need only remark that vE is a 
pure potential with support in E which agrees with von E. Hence it 
must be the balayage potential. 

Proposition 10-8 has as a converse the following theorem, which 
asserts roughly that any superregular measure can be represented as 
the vector of mean times in the states of some extended chain. This 
result will not be used until Section 11, and its proof, which is quite 
long, will not be given until after that section. 

Theorem 10-9: Let P* be the transition matrix of a transient chain 
with P*1 = 1 and with at most one absorbing state b, and let v be a 
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non-negative finite-valued measure defined on the transient states and 
superregular for the restriction of p* to the transient states. Let S 
be the support of v, and suppose S has at least two elements. Then 
there is an extended chain {xn} having P:u{IJ} as transition matrix and 
having v as its vector of mean times in the states of S. Furthermore, if 

Vs = ,."N + P 

is the unique decomposition of Vs with p regular for P:, then ,."N is 
contributed by the paths w with u{w) > -00 and p is contributed by 
the paths with u{w) = -00. 

To conclude this section we shall define what we mean by the reverse 
of an extended stochastic process, and we shall prove that the reverse of 
an extended chain is an extended chain. The transition matrix of the 
reverse, at least when restricted to S, will turn out to be the v-dual of 
the transition matrix, restricted to S, of the original process. We 
need the following lemma, whose proof uses the calculation preceding 
Proposition 10-6. 

Lemma 10-10: If {xn} is an extended chain with transition matrix P 
and if k is in a finite set E in S, then 

Pr[xVE - 2 = i II xvE - 1 = j II X VE = k] = VIPfJPjke~, 

where eE is the escape vector for P. 

PROOF: 

Pr[XVE -2 = i II XVE -1 = j II XVE = k] 

= L Pr[ Xn = i II Xn + 1 = j II Xn + 2 = k 
n 

II {xn} not in E after time (n + 2)] 

L ,.,,:.mp~f-m)PfJPjke~ by the calculation 
m,s.n 

by the calculation again 
n 

For any point w in {J we define w' to be the point in (J with 

if x_n{w) E S 

if x_n{w) = b 

if x_n{w) = a. 
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Definition 10-11: Let {xn} be an extended chain defined on n with 
measure 1-'. Set 

Pr'[w E A] = Pr[w' E A] 

for all sets A for which the right side is defined. The extended sto­
chastic process on n defined by the measure Pr' is called the reverse of 
the extended chain. 

Proposition 10-12: If {xn} is an extended chain with transition matrix 
P, then its reverse is also an extended chain and its transition matrix P 
satisfies 

for all states i andj in S. 

PROOF: From the definition of w', we see that 

fidw) = -vE{w'). 
Hence 

Pr'[w E domain fiE] = Pr[w E domain v E ] = Pr[w E domain u E ] > 0 

and (I) holds. Since the chain watched starting in E is in the finite set 
E infinitely often with probability 0 (second half of Proposition 10-6), 

o = Pr[vE = +ro] = Pr'[fiE = -ro]. 

Thus (2) holds. 
Next, we show that the reverse process watched starting in E is a 

Markov chain with transition matrix F. We shall compute only a 
typical conditional probability: Let k E E and first suppose i -# b. 
Since 

Pr'[ XUE = k 1\ XUE + 1 = j 1\ XUE + 2 = i] 
= Pr[XVE -2 = i 1\ XVE -1 = j 1\ XVE k] 

= VjPjjPjke~ 

by Lemma 10-10, we have, provided the condition has positive Pr'­
measure, 

Next we compute the typical probability 

= VjPjj!Vj 

= Fji. 

Pr'[xUE = k 1\ X UE + 1 = j 1\ X UE +2 = b]. 
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Since we know b is absorbing, we may assume j oF b. Then this 
probability is 

Pr'[ X UE = k 1\ X UE + 1 = j] - Pr'[ X UE = k 1\ X UE + 1 = j 1\ X UE + 2 E S] 

= IIjP jkeZ 2: IIjPjjPjkeZ· 
jES . 

Hence if Pr'[xUE = k 1\ X UE +1 = j] > 0, then 

Pr'[xUE + 2 = blxUE = k 1\ xuE + 1 =j] = (lIj - 2:lIjPjj)/lIj. 
jES 

(Notice this probability is non-negative because II is Ps-superregular.) 
Therefore the reverse process watched starting in E is a Markov chain. 

The total starting measure is finite for the reverse process watched 
starting in E because 

2: Pr'[xUE = i] = 2: Pr[xVE = i] 
i i 

= 2: IIjef by Lemma 10-10 
j 

<00 

by (4) for the given process and by the finiteness of the set E. Hence 
(3) holds. 

Finally we prove (4) for the reverse process. The same argument 
as in Proposition 6-12 shows that 

Njj = IIjNijlllj. 

Hence P is transient and (4) holds by Proposition 10-6. 

3. Martin exit boundary 

We now define the Martin exit boundary of a transient chain with 
respect to a given starting distribution. With this boundary we shall 
be able to describe the long-range behavior of the process and we shall 
obtain a Poisson integral-type representation for all finite-valued non­
negative superregular functions which are integrable with respect to 
the starting distribution. 

Let P be a Markov chain with all states transient and let 71" be a 
starting vector (71" 2: 0 and 71"1 = 1). Throughout our discussion P 
and 71" will be fixed. The vector 71"N is non-negative, finite-valued, and 
superregular. Ordinarily we shall assume that 71" has been chosen so 
that 71"N is strictly positive; that is, so that there is positive probability 
of reaching any state eventually. But for technical reasons which will 
arise when we consider h-processes, it will be convenient to adopt 
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conventions about what to do when." N has some zero entries. These 
conventions we shall discuss at the end of this section, and except when 
stated otherwise we shall assume that ."N is everywhere positive. Let 
S be the state space of P. 

Since N"j = (."N)j has been assumed positive, we may define 

K(i,j) = NIj/N"j' 

The notation K(·, j) will mean K(i, j) considered as a function of the 
first variable with j fixed. Then for each j, K(·, j) is a non-negative 
finite-valued superregular function with ."K(·, j) = 1. It is regular 
everywhere except at j, where it is strictly superregular. 

For fixed i the function K(i, .) is bounded, since 

where carets denote duality with respect to ."N. 
The real-valued functions dtU, j') defined on 8 x S by 

df(j,j') = IK(i,j) - K(i,j')1 

have the property that {K(i,jn)} is a Cauchy sequence for all i in S if 
and only if limm•n -+ oo dtUm, jn) = 0 for all i. According to the bound we 
just computed for K(i, j), we may lump the functions d f into the single 
finite-valued function d defined by 

d(j,j') = 2: wfN"fIK(i,j) - K(i,j')I, 
feS 

where the Wf are positive weights such that 2: wfNif is finite. 
We shall show that d is a metric for S. Clearly d satisfies all the 

conditions of a metric except possibly that d(j,j') = 0 implies j = j'. 
But if d(j,j') = 0, then, since WjN"f > 0 for all i, we must have 

K(· ,j) = K(· ,j'). 

Multiplying through by P and supposing that j f= j', we obtain 

K(j',j) = 2: Pj'jK(i,j) = 2: Pj'iK(i,j') < K(j',j'), 
i f 

the strict inequality holding, since K(·, j') is not regular at j'. We 
conclude that j = j' and that d is a metric. 

Proposition 10-13: A sequence Un} in the metric space (8, d) is 
Cauchy if and only if the sequence of real numbers {K(i, jn)} is Cauchy 
for every i. 
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PROOF: If Un} is Cauchy, then certainly {wIN,,,K(i,jn)} is Cauchy. 
Since WINnl > 0, {K(i,jn)} is Cauchy. 

Conversely, let {K(i, jn)} be Cauchy for all i, and let £ > 0 be given. 
Choose a finite set of states E such that 

2: WkN kk < £/2, 
keS-E 

and choose M sufficiently large that 

\K(i, jm) - K(i, jn)! < 2: £ 
2 WkNkk 

for i E E and for all n, m ~ M. Then d(jm, jn) < £. 

We define S* to be the Cauchy completion of the metric space (S, d), 
and we let B = S* - S. The set B is the Martin exit boundary for the 
chain P started with distribution 77. 

The set B is not necessarily a boundary in the topological sense, 
since there are examples in which it is not a closed set in S*, but the 
abuse of notation will not disturb us. 

From Proposition 10-13 we see that K(i, .) is a uniformly continuous 
function on S. Hence it extends uniquely to a continuous function 
on S*. We shall use the same notation K(i, .) for the function on S*, 
but will normally denote points of B = S* - S by x or y. 

The characterization of Cauchy sequences given in Proposition 10-13 
shows that the nature of the space S* does not depend upon the choice 
of the weights WI' That is, the Cauchy completions of S corresponding 
to two different choices of weights are homeomorphic. 

Since K(i, .) is continuous on S*, it follows that the extension of d 
to S* is simply 

d(x, y) = 2: wINnl\K(i, x) - K(i, y)\. 
leS 

A repetition of the argument in Proposition 10-13 then shows that 
{xn} is Cauchy in S* if and only if {K(i, xn )} is Cauchy for each i. 
Applying this result to the sequence whose terms are alternately x and 
then y, we find that x = y if and only if K(i, x) = K(i, y) for all i. 
We state this conclusion as a proposition. 

Proposition 10-14: K(i, x) = K(i, y) for all i if and only if x = y. 

Proposition 10-15: The space S* is compact. 

PROOF: Since S* is a metric space, it is enough to prove that any 
sequence {xn} has a convergent subsequence. Now 

K(i, xn) :s; sup K(i, j) :s; Nu/N nl < 00. 
ieS 
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Thus by a diagonal process we may choose a subsequence {xnk } such that 
{K(i, xnJ} is Cauchy for all i. Then {xnk } is Cauchy in S*. Since S* 
is complete, {xnJ is convergent. 

The sets in the smallest Borel field containing the open sets of S* are 
called Borel sets. The boundary B is a Borel set, since it is the comple­
ment of a countable set. Finite measures defined on the Borel sets are 
called Borel measures. 

We conclude this section by agreeing on what conventions we shall 
adopt in case TT N has some zero entries. If S is the set of all states, let 

W = {i ES I (TTN)j > O}. 

The special nature of W implies that P w = pw, and by Lemma 8-18 
we see that the fundamental matrix for P w is N w. Thus if we agree 
that boundary theory for P and TT is to be interpreted as boundary 
theory for P wand TTW' we find that for i and j in W 

and K(i, j) is not defined otherwise. Hence the metric is 

d(j,j') = 2: WjN"jIK(i,j) - K(i,j')1 
JEW 

for j andj' in W. Boundary theory is then done relative to the Cauchy 
completion of (W, d). 

4. Convergence to the boundary 

We continue to assume that P is a Markov chain with all states 
transient and that TT is a starting distribution with TTN > o. Let P 
denote the enlarged chain obtained from P by adding the absorbing 
state b. 

The main theorem of this section will be that with probability one 
every path w has the property that either xn(w) converges in S* or the 
process along w disappears in finite time. From the results of the next 
sections we shall be able to sharpen the theorem by concluding that, 
when convergence takes place, it a.e. is to a nice subset of the boundary. 

Lemma 10-16: Let g be a pure potential for P with charge f. If 
{xn} is an extended chain of total measure one with transition matrix P 
for which vi is finite, then the limit of g(xn) as n decreases to u exists a.e. 
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PROOF: Form the process watched starting in the finite set E. The 
claim is that for n ~ 0, {g(XUE +n)} is a non-negative supermartingale. 
It satisfies the supermartingale inequality because g is non-negative 
superregular. Thus, to show that the means are finite, it is sufficient 
to consider M[g(xUE )]. We have 

since f is non-negative and yE ::5: y. Hence {g(XUE +n)} is a non-negative 
supermartingale. 

If 0 ::5: r < 8, then Proposition 3-11 applied to -g (or Proposition 
8-79) shows that the mean number of downcrossings of [r,8] by 
{g(XUE +j)} up to time n is bounded by 8/(8 - r) independently of nand 
of E. Let n ---+ 00 and then let E increase so that U E approaches u. 
The mean number of down crossings of [r, 8] remains bounded, and by 
monotone convergence the mean number of downcrossings after time 
u is finite. By the argument in the proof of Theorem 3-12, g(xn) 
converges a.e. as n decreases to u. It can be shown that the limit is 
finite a.e., but this fact will not be needed. 

Lemma 10-17: Let t'§ be a Borel field of subsets of a set Q, let S* be 
a compact metric space, and for each n let fn: Q ---+ S* be a function 
with the property thatfn -l(E) is in t'§ for all Borel sets E. Iffn(w)---+ 
f(w) for all w, thenf-l(E) is in t'§ for all Borel sets E. 

PROOF: First consider the case of a compact set O. Let N€(O) be the 
open set of all points at a distance less than € from O. Then 

00 00 u n fm -l(Nl/k(O)). 
n=l m=n 

Let <'C be the class of all Borel sets E for whichf-l(E) E t'§. Then <'C is 
clearly closed under countable unions and complements. Since <'C 
contains all compact sets, it contains all Borel sets. 

Theorem 10-18: Let the chain P with all states transient be started 
with a distribution 7T such that TTN > o. For each path w let v(w) be 
the supremum of the n such that xn(w) is in S. Then a.e. either v(w) < 
+00 and XV(CO)(w) E S or v(w) = +00 and xn(w) converges to a point 

XV(CO)(w) E S* as n tends to infinity. Furthermore, if t'§ is the least 
Borel field containing the cylinder sets for P, then the set of w where 
Xv is defined is in t'§, and the inverse image under Xv of any Borel set in 
S* is a set of t'§. 
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PROOF: First we prove the measurability. The set where Xv is defined 
is the countable union of the sets {v = I}, {v = 2}, ... and the set 
{v = 00 A Xn(w) converges}. All of these except possibly the last are 
certainly in t§. The last set is 

A = {w I v(w) = 00 A lim sup K(i, xn(w)) 
n 

= lim inf K(i, xn(w)) for all i} 
n 

and is therefore in t§. Now the intersection of {v = n} with the inverse 
image under Xv of a Borel set E is certainly in t§. Therefore to com­
plete the proof of the measurability part of the theorem it is sufficient 
to prove that the intersection of the set A defined above with Xv -l(E) 
is in t§ for every Borel set E. In Lemma 10-17 let n be the set A 
and let the field be the class of sets A n G, where G E t§. Since 
A n Xn -l(E) is in the field for all E, the lemma applies and gives the 
result immediately. 

Next we are to prove the almost-everywhere statement. Form the 
extended chain associated with 7T and P, as described in Section 2 after 
COl",llary 10-7. All statements about this extended chain after time 
n ~ 0 have the same probabilities as the corresponding statements 
about P, and the vector v of mean times in the various states is 7TN. 
It is therefore sufficient to show in the extended chain the convergence 
of K(i, xn) for all i. 

Let {xn} be the reverse of this extended chain. Since 

it suffices to show for each i that in the !everse process b Xn. t converges 
a.e. as n decreases to U. But b.t is the P-potential of a unit charge at i. 
Since the charge has finite support, ~ times it must be finite. Therefore 
the theorem follows by applying Lemma 10-16 to the potential b. t 

for the reverse process {xn}. 

By Theorem 10-18 the statement that Xv exists (or equivalently that 
Xv E S*) and the statement that Xv E E, where E is a Borel set in S*, 
are both measurable with respect to the least Borel field containing 
all cylinder sets. But Prj is defined on all such statements. Hence 

is defined if E is a Borel set in S*. 
From now on, we use the notation of Chapter 2 that ~ is the field of 

cylinder sets for P and t§ is the least Borel field containing ~. 
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Corollary 10-19: Prt[xv E S*] = 1. 

PROOF: As in the proof of Theorem 10-18, form the extended chain 
associated with P and 7T. By Theorem 10-18 almost every path in the 
process P (started according to 7T) satisfies Xv E S*. Hence the same is 
true of the extended chain, and hence it is true of those paths in the 
extended chain which pass through i. On any path w which passes 
through i, xv(w) E S* if and only if xv(WU{o) E S*. Therefore by 
Definition 10-4, the extended chain watched starting in {i} satisfies 

PrJl{ll[xv E S*] = ILit}. 

On the other hand, 

PrJl{j}[xv E S*] = ILit} Prlxv E S*]. 

Since IL}i) =I 0, we must have Prt[xv E S*] = 1. 

It is to be emphasized that S* has been constructed for the fixed 
starting distribution 7T and that Corollary 10-19 is not the same as 
Theorem 10-18 restated for the case where 7T assigns measure one to 
the statei: The boundaries for different starting distributions may be 
different. 

5. Poisson-Martin Representation Theorem 

The notation P, 7T, K(i, x), S*, !F, and ~ of Sections 3 and 4 is still 
in force. We shall use Pr to mean PrJ!. 

We recall that 7TK(., j) = 1 for all j in S. If jn __ x in S*, then 
K(·, jn) -- K(·, x) and, for all n, 7TK(., jn) = 1. Hence 7TK(., x) :::;; 1 
by Fatou's Theorem. Moreover, we know that K(· ,j) is P-super­
regular for all j in S. If jn -- x, then again by Fatou's Theorem, 

PK(·,x) = PlimK(·,jn):::;; liminfPK(·,jn) 

:::;; lim inf K( ., jn) = K(·, x). 

That is, K(·, x) is P-superregular for all x in S*. These remarks enable 
us to prove the following proposition. 

Proposition 10-20: If v is any Borel measure on S* with v(S*) = 1, 
then the function h, defined by 

ht = r K(i, x)dv(x), Js. 
is finite-valued non-negative superregular and satisfies 7Th :::;; 1. 
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PROOF: It is clearly non-negative and is finite-valued because 
K(i, .) is bounded. By Fubini's Theorem, 

7Th = L r 7TIK(i, x)dv(x) = r [L 7T,K(i, X)]dv(x) s; r dv(x) = 1 
I Js. Js. I Js. 

and 

(Ph)1 = L r PjjK(j, x)dv(x) = r [L PjjK(j, X)]dv(x) 
j Js. Js. j 

~ r K(i, x)dv(x) = hi. Js. 
Thus Borel measures on 8* give rise to 7T-integrable non-negative 

superregular functions h. Our goal in this section will be to prove 
conversely that every non-negative (finite-valued) superregular func­
tion h arises as the integral over 8* of K(i, x) with respect to some 
measure. We postpone the uniqueness question to Sections 6 and 7. 

Throughout the remainder of this chapter we shall use "superregular " 
to mean "finite-valued superregular." 

Harmonic measure J.I. is defined on the Borel sets E of 8* by 

I-'(E) = Pr[xv E E]. 

By Theorem 10-18 the definition of J.I. makes sense and 1-'(8*) = 1. 
The complete additivity of J.I. is a consequence of the complete additivity 
of Pro Thus J.I. is a Borel measure. The proposition to follow gives a 
formula for Prl[xv E E] in terms of harmonic measure. 

Proposition 10-21: For every Borel set E of 8*, 

Prl[xv E E] = IE K(i, x)dl-'(x). 

PROOF: Let En be a fixed increasing sequence of finite sets of 8 with 
union 8. Let vn(w) be the last time (possible +(0) that an outcome on 
the path w is in En, and let vn(w) = 0 if no outcome on w is in En. 
For any starting distribution y, Proposition 4-28 implies that 

Hence 

00 

Pr[XVn = j) = L Pry[xk = j t\ Xm i En after time k] 
k=O 

00 

= L (yPk)jefn 
k=O 

= (yN)jefn. 

Prt[xVn = j) = Njjefn = K(i,j)Nnjefn = K(i,j) Prn[XVn = j). 
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For Borel sets E of S* define measures by 

I-'tn(E) = Prj[XVn E E], 

I-'t(E) = Prj[xv E E], 

I-'nn(E) = Pr,,[XVn E E], 
and 

I-'n(E) = Prn[xv E E] = I-'(E). 

What we have just shown is that 

I-'tn(E) = Is K(i, x)dl-'nn(x). 

343 

Now if I <:= 0 is a Borel measurable function on S*, the claim is that 

f I(x)dl-'tn(x) = f I(xvn (w)) dPrt(w). Js. In 
The result for characteristic functions is just the definition of I-'tn' and 
for general I <:= 0 it follows from the result for simple functions by 
monotone convergence. Then the result holds for continuous I <:= 0 
and hence for all continuous f. Similarly for continuous I, 

f I(x)dl-'t(x) = f I(xv(w)) dPrj(w), Js. In 
where we set xv(w) = 0 when v is not defined. 

As n -- 00, xvn(w) -- xv(w) a.e. [Prt] by Corollary 10-19. When I is 
continuous, I(xvn (w)) -- I(xv(w)) a.e. [Prtl. Since continuous functions 
are bounded, we have 

lim f I(xvn (w)) dPrj(w) = f I(xv(w)) dPrt(w) 
n In In 

by dominated convergence. Hence 

lim f I(x)dl-'tn(x) = f I(x)dl-'j(x) 
n Js. Js. 

for all continuous f. Similarly 

lim f I(x)dl-'"n(x) = f I(x)dl-',,(x). 
n Js. Js. 

Since K(i, .) is continuous, so is I( . )K(i" .). Therefore 

lim f l(x)K(i, x)dl-'"n(x) = f l(x)K(i, x)dl-',,(x) 
n Js. Js. 

for all continuous f. Since I-'tn(E) = f E K(i, x)dl-'"n(x), we obtain 

f I(x)dl-'t(x) = f l(x)K(i, x)dl-',,(x) Js. Js. 
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for all continuous f. Therefore 

p.t(E) = L K(i, x)dp.n(x). 

Corollary 10-22: Is. K(i, x)dp.(x) = 1 for all i E s. 

PROOF: Since Prt[xv E S*] = 1 by Corollary 10-19, the result follows 
from Proposition 10-21. 

The corollary we have just proved is the representation theorem as it 
applies to the column vector which is identically one. We shall be 
able to get the general case by applying the corollary to a suitable 
modification of the h-process introduced in Chapter 8. We now 
re-define the h-process in such a way that we allow h to have some 
entries equal to zero. 

Definition 10-23: If h ;::: 0 is a finite-valued P-superregular function 
such that 7Th = 1, then h-process is defined to be the Markov chain with 
state space S and with the measure Prh defined by 

Prh[xo = C II Xl = d II X 2 = ell· .. II X n - l = i II Xn = j] 

= 7TcPcaPae . .. Pjjhj • 

We readily check that the h-process is indeed a Markov chain. If 
we define Sh by 

Sh = {i E S I ht > O}, 

then the transition matrix ph of the h-process satisfies 

{
PUhj for i and j in Sh 

P h - h,. ' 
jj-

o for i E Sh and .i E S - Sh 

and the starting vector 7Th satisfies 

7T~ = 7Ttht for all i. 

If i is in S - Sh, then Pt is not defined and we shall agree to take it to 
be zero. With this definition we compute directly that the funda­
mental matrix Nh satisfies 

{
Niih j if i and j are in Sh 

Nh. = hi 
'J 

Djj otherwise. 

Hence ph has only transient states. 
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Lemma 10-24: If h ~ 0 is a P-superregular function and if ht = 0 
and hj > 0, then Ntj = O. If, in addition, 7Th = 1, then (~Nh)j = 
hj(7TN)f,and(~Nh)j > o if and only ifj is inSh. ForiandjinSh, 

Kh(i, j) = K(i, j)/ht. 

PROOF: If ht = 0 and hj > 0, then for every n 

ht ~ 2: PI~)hk ~ P\j)hj 

k 

and hence Pjj) = O. Therefore Ntj = Ln P\j) = O. Consequently, 

(7ThNh)j = 2: 7Tjht(N~hj) = hj 2: 7TtNtj = hj 2: 7TtNtj = hj(7TN)j. 
;eS" ; teS" teS 

By assumption 7T is a vector such that TTN is strictly positive. Therefore 
(7ThNh)j = 0 if and only if hj = O. 

Finally, according to the convention at the end of Section 3 and the 
calculation just completed, Kh(i,j) is defined if i andj are in Sh. We 
have 

Since the h-process has the property that (7ThNh)j is positive exactly 
whenj is in Sh, we can, as noted at the end of Section 3, define a metric 
dh on Sh x Sh and we can form the Cauchy completion Sho with 
boundary Bh. We shall agree to use the same weights in defining dh 

that were used in defining d. 

Lemma 10-25: The identity map from (Sh, dh) into (S, d) IS an 
isometry. 

PROOF: Let j and j' be in Sh. Then 

dh(j,j') = 2: Wt(7ThQh)tIKh(i,j) - Kh(i,j')1 
teS" 

= 2: wtNnthtIK(i,j) - K(i,nl/h; 
teS" 

= 2: WtNntIK(i,j) - K(i,nl 
teS" 

= 2: w;NntIK(i,j) - K(i,j')1 
teS 

= d(j,j'). 
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It follows from Lemma 10-25 that S"'· can be canonically identified 
with a compact subset of S*. Thus by continuity, K"'(i, x) = K(i, x)/h, 
for all i in S'" and x in S"'·. Harmonic measure for the h-process will 
be denoted p."'. We can consider it to be defined on S* (as well as on 
S"'·) if we set 

for Borel sets E in S*. 

We are finally in a position to state and prove the existence half of 
the Markov chain analog of the Poisson-Martin Representation 
Theorem. 

Theorem 10-26: If h ~ 0 is a finite-valued P-superregular function 
such that 7Th = 1, then 

PROOF: Applying Corollary lO-22 to the h-process, we have 

r K"'(i, x)dp."'(x) = 1 Jsl>· 
for i in S"'. That is, for i in SIz 

Now if i ES - Sh, N jj = 0 for all j ESh by Lemma 10-24. Thus 
K(i,j) = 0 for such i and j. Since K(i, x) is continuous on Sh., 
K(i, x) = 0 for i E S - SIz and XES"'". Therefore for such i, 

h j = 0 = r K(i, X)dp.h(X) = r K(i, x)dp."'(x). 
Jsl>" JS" 

Of course, the representation theorem immediately extends to cover 
all P-superregular functions h ~ 0 for which 7Th is positive and finite. 
However, the probabilistic interpretation of the measure p.h is lost. 
We shall return to this point in Theorem 10-41 of Section 7 after 
proving the uniqueness theorem. 

6. Extreme points of the boundary 

The measure p.h is not necessarily the unique Borel measure which 
represents h in the sense of Theorem 10-26, and we consequently need 
another hypothesis to get uniqueness. What we shall do in this section 
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is to define the set Be of extreme points of the boundary and the subset 
S = S u Be of S*. In Section 7 we shall see that jJ-1/, has all its mass on 
S and that jJ-1/, is the unique measure with all its mass on S for which the 
representation in Theorem 10-26 holds. 

There are three kinds of behavior of points of the boundary that we 
shall want to exclude: 

(1) x has the property that 7TK(·, x) < l. 
(2) x has the property that K( " x) is not regular. 
(3) x has the property that K(., x) is regular but is a nontrivial 

convex combination of other non-negative regular functions. 

The first two of these possibilities are the topic of the two lemmas to 
follow. The third possibility will require more of our attention, and 
we discuss it beginning with Definition 10-29 and Lemma 10-30. 

We recall that 7TK(., x) :$; 1 for all x in S*. 

Lemma 10-27: For almost every x [jJ-] in S*, 7TK(., x) 
where the equality holds is a Borel set. 

1. The set 

PROOF: For each i, the function K(i, x) is continuous. Hence the 
countable sum 7TK(., x) is Borel measurable. Therefore the set where 
it equals one is a Borel set. 

By Corollary 10-22, 

r K(i, x)djJ-(x) = l. Js. 
Thus by Fubini's Theorem, 

1 = 7T1 = 7T r K(·, x)djJ-(x) = r 7TK(·, x)djJ-(x). Js. Js. 
But Is. IdjJ-(x) = 1 also, and since 1 - 7TK(., x) ~ 0, we conclude that 
7TK( " x) = 1 a.e. by Corollary 1-40. 

We say that a function h is normalized if 7Th = l. By Lemma 10-27, 
K( " x) is normalized for a.e. x [jJ-]. 

We recall that K(., x) is P-superregular for all x E S*. 

Lemma 10-28: For almost every x [jJ-] in the boundary B of S*, the 
function K( " x) is regular. The set where it is regular is a Borel set. 

PROOF: The set where Pj.K(·, x) = K(i, x) is a Borel set since it is 
the set where a Borel measurable function takes on the value K(i, x). 
The set where K( . , x) is regular is the countable intersection of these 
sets. 
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By Theorem 4-10 with the random time identically equal to one, we 
see that the column vector whose ith component is (see Proposition 
10-21 ) 

is P-regular. By this observation and by Fubini's Theorem, we have 

L PK(·, x)d/-,(x) = P L K(·, x)d/-,(x) = L K(·, x)d/-,(x). 

Since PK(·, x) ::;; K(·, x), we must have PK(·, x) = K(., x) a.e. by 
Corollary 1-40. 

Definition 10-29: A finite-valued function h ~ 0 is minimal if 

(1) h is regular, and 
(2) whenever 0 ::;; h' ::;; h with h' regular, then h' = ch. 

Lemma 10-30: A normalized finite-valued regular function h ~ 0 is 
minimal if and only if it cannot be written as a nontrivial convex 
combination of two distinct normalized non-negative regular functions. 

PROOF: If h = clhl + c2h2 is such a convex combination, then either 
hl or h2' say hl' is not equal to h. Since h ~ clhl , we must have 
clhl = ch if h is minimal. Multiplying through by Tr, we obtain 
Cl = c. Since Cl i= 0, we conclude hl = h, contradiction. 

Conversely, if h ~ h' ~ 0 with h' regular and h' not equal to 0 or h, 
then 

h' h - h' 
h = (Trh') (Trh') + [Tr(h - h')] Tr(h _ h') 

exhibits h as a nontrivial convex combination of normalized regular 
functions, provided we can prove 0 < Trh' < l. If so, then by 
hypothesis the two normalized functions must be equal to each other 
and hence equal to h. That is, h' = (Trh')h. Thus we are to prove 
o < Trh' < l. Let h; > O. Since (TrN)j > 0, choose n so that 
(Trpn)j > O. Since h' is superregular, h' ~ pnh' and hence Trh' ~ 
Trpnh' ~ (Trpn)jh j > O. A similar argument applied to h - h' shows 
that Trh' < 1. 

Definition 10-31: A point x in S* is an extreme point of S* if the 
function K(·, x) is minimal and normalized. The set of extreme points 
is denoted Be. Let S = S u Be' 
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Since K(·, j) is not regular when j E S, no point of S can be in Be' 
and Be must be entirely contained in the boundary B. The set S is 
the subset of S* with respect to which the uniqueness theorem will be 
stated. We shall see eventually that S is a Borel set and that /L(S) = 1 
(compare with Lemmas 10-27 and 10-28). 

If we form an h-process, we know that Sh C Sil,o C S*. The 
following lemma strengthens this conclusion and shows that actually 
Sh C S. 

Lemma 10-32: Let h ;::: 0 be a finite-valued normalized P-super­
regular function. If x is in Sh O , then 

(1) Kh(., x) is normalized if and only if K(·, x) is normalized. 
(2) Kh(., x) is regular for ph restricted to Sh if and only if K( " x) is 

P-regular. 
(3) Kh(., x) is minimal for ph restricted to Sh if and only if K( " x) 

is minimal for P. 

Hence B~ = Bh n Be and Sh C S. 

PROOF: Conclusions (1) and (2) follow from the identities 

2: 7T~Kh(i, x) = 7TK(., x) 
leSh 

2: P~jKh(j, x) = PK(., x), 
1eSh 

both of which use the fact that K(i, x) = 0 if i is not in Sh (see the proof 
of Theorem 10-26). 

Thus in (3) we may assume that Kh(., x) and K(., x) are both regular. 
Multiplying both by the same constant, if necessary, we may assume 
for the purposes of this proof that they are normalized. We shall use 
Lemma 10-30 and show that a nontrivial decomposition exists for 
K( " x) if and only if a nontrivial decomposition exists for Kh(., x). 
In fact, if for i E S 

K(i, x) = clhjl) + c2hj2) 

nontrivially, then for i E Sn, 
hj1) h;2) 

Kh(i, x) = K(i, x)/h, = Cl -h. + C2 -h . 
, 1 

We have 
h(ll 1 1 h(l) 

" ph. _1_ = " _ p . .h<l) = " _ p . .h<l) = _1_ L... IJ h L... h IJ J L... h IJ J h jeSh j jeSh i jeS i i 

and 
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where the sums over 8 11 can be replaced by sums over 8 because 
i E 8 - 8 11 implies 0 ;s; hl l ) ;s; K(i, x)/cl = 0 or hl l ) = O. Consequently 
we may assume that 

hP) h12 ) 

"h;="h; 

for i E 8 11• That is, hl l ) = h12 ) for i E 8 11• But hl l ) = h12 ) = 0 for 
i E 8 - 8 11• Hence h(l) = h(2). 

Conversely, if for i E 8 11 

KII(i, x) = c3h13 ) + c4hI4 ), 

then 
K(i, x) = c3hl3)hl + c4hl4 )hl 

for i E 8 11• Extend {hl3)htl and {hI4 )ht} to be defined for all i E 8 by 
setting them equal to zero for i E 8 - 8 11 • The convex sum of them is 
still K(i, x), and they are both regular normalized functions, since 

and 

"" P h(3)h - "" P h(3)h - h(3)h L.. Iii i-L.. jji i- Ii 
j iESh 

L 7TthI3)ht = L 7TthI3)ht = 7TlIh(3) = 1. 
t tESh 

Consequently we may assume that hl3)ht = hl4)ht for all i E 8. That is, 
h13 ) = h14 ) for all i E SII. 

We now begin to derive properties of the set Be of extreme points. 

Lemma 10-33: If h ;::: 0 is a normalized minimal function such that 

ht = f K(i, x)dv(x) Jso 
for a Borel measure v with v(8*) = 1, then v is concentrated at a single 
point and that point is extreme. 

PROOF: Consider the functions 

hA = v(~) L K(·, x)dv(x) 

as A ranges through the Borel sets with 0 < v(A) < 1. For any such 
A, hA and hA are superregular and satisfy 7ThA ;S; 1 and 7ThA ;s; 1 by 
Proposition 10-20. But 

h = v(A )hA + v(.1')hA 

with h regular and normalized and with v(A) + v(.1') = 1. Hence hA 
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and kA must bo.th be regular and no.rmalized_ By Lemma 10-30, 
k = hA = hA• Thus, if 0 < v(A) < 1, 

v(A)hl = L K(i, x)dv(x) 

fo.r each fixed i. The same is trivially true if v(A) = 0, and it is true by 
hypo.thesis if v(A) = 1. Hence it is true o.f all Bo.rel sets. Therefo.re 
fo.r fixed i, 

K(i, x) = hi a.e. [v]. 

Thus K(i, x) = hi fo.r all i almo.st everywhere [v]. Since v(S*) > 0, 
there is at least o.ne po.int Xo where it is true. We have 

K(i, xo) = hi 

fo.r all i. If there were ano.ther such po.int x', then we wo.uld have 
K( " xo) = K(·, x'), and hence Xo = x' by Pro.po.sitio.n 10-14. There­
fo.re the co.mplement o.f {xo} has measure zero., o.r v is co.ncentrated at 
xo. No.w, we know that K(·, xo) = hand h is no.rmalized and 
minimal. Hence Xo is extreme. 

Lemma 10-34: If h, h(1), and h(2) are no.rmalized no.n-negative super­
regular functio.ns with 

h = clh(l) + C2h(2), 

where Cl ~ 0 and C2 ~ 0, then 

PROOF: Fo.r a typical basic statement Xo = i 1\ Xl = j 1\ x2 = k, 
we have, by Definitio.n 10-23, 

P~[xo = i 1\ Xl = j 1\ x2 = k] = 1TIPtJPjkhk' 

Using the analo.go.us identities fo.r h(l) and h(2) and breaking up hk as 
clhlcl ) + c2hlc2 ), we o.btain 

P~[xo = i 1\ Xl = j 1\ X2 = k] = Cl p~(1)[xo = i 1\ Xl = j 1\ X 2 = k] 

+ C2 Prh(2)[XO = i 1\ Xl = j 1\ X2 = k]. 

Hence the same is true o.f all statements in oF, and by the uniqueness 
half o.f Theo.rem 1-19 we find that 

Prh[p] = Cl Prh(1)[p] + C2 Prh(2)[p] 

fo.r all statements p measurable relative to. ~. 



352 TranBient boundary theory 

Take p to be the statement Xv E E, where E is a Borel set of S*. The 
claim is that Xv E E if and only if ~ E E, and similarly for hPj and h(2). 
For each n we certainly have Xn = x~. Hence Xv = x~ when v is 
finite. When v is infinite, we have Xv = x~ because Xn = x~ for all n 
and because Sh. is isometric with a subset of S*. Therefore 

Prh[xv E E] = Cl Prh(l)[XV E E] + C2 Prh(2)[XV E E] 

or 

Proposition 10-35: Let h = K(·, x). Then XES if and only if h is 
normalized and ILh({X}) = 1. 

PROOF: First let XES. Then h is certainly normalized, and hence 
the h-process is defined. Suppose we can prove that the h-process 
disappears with probability one. Then by definition of IL\ ILh(Sh) = 1. 
Hence by Theorem lO-26, 

K(·, x) = r K(·, y)dlLh(y) = r K(·, y}dILh(y) = "2 Ntj (IL~j})). Js. Js j nj 

But K(., x) = Ntx/Nnx = Li Njj(oix/Nnj). By Theorem 8-4, 

°ix = ILh({j}) for all j. 
Nni N nj 

That is, ILh({X}) = 1. Thus we are to prove that the h-process dis­
appears with probability one. By the remarks following Definition 
8-13, it suffices to show that LjESh N~fi = 1 for somej. Takefto be a 
single mass l/(Nnxhx} at x, and the equality follows. 

Next let x E Be. Then h is normalized by definition. By Theorem 
10-26, 

K(·, x} = r K(., y}dILh(y). Js. 
In Lemma 10-33 take v to be ILh. Then ILh({XO}) = 1 for· some Xo' 
But then K(·, x) = K(·, xo}, and hence x = Xo by Proposition 10-14. 

Conversely, suppose h is normalized and ILh({X}) = 1. If x 1= S, then 
x E B, and by Lemmas 10-28 and 10-32 (conclusion 2), h must be regular. 
It remains to show that h is minimal. If h = c1h(1) + c2h(2), then by 
Lemma 10-34 

Hence ILh (1) must put all its weight on x, and therefore h = h(l). By 
Lemma 10-30 we conclude that h is minimal. 
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7. Uniqueness of the representation 

In this section we retain all of the notations of Sections 3 through 6. 
We are going to prove that JLk is the unique Borel measure concentrated 
on S for which the representation in Theorem 10-26 holds_ The first 
step will be to show that S is a Borel set of harmonic measure one. 

We denote by SN the set of points x in S* for which K(·, x) is normal­
ized. These are exactly the points for which the h-process with 
h = K(., x) has been defined. By Lemma 10-27, SN is a Borel set of 
harmonic measure one. Since SN is a Borel subset of S*, the notion of 
a Borel measurable function on S N is well defined. 

Lemma 10-36: If A is a fixed ~-measurable set in Q, then PrK<-,X)[A] 
is a Borel measurable function of x in SN' 

PROOF: By Definition 10-23, 

PrK<-·x)[xo = i 1\ Xl = j 1\ x2 = k] = TTjPjjPjkK(k, x), 

and the right side is continuous even for x in S*. Since any cylinder 
set is the countable disjoint union of basic cylinder sets, the function 
PrK<-·X)[w E A] for A E.?F is a denumerable sum of such functions and 
hence is Borel measurable. 

Let c(? be the class of all sets in Q for which PrK("x)[w E A] is Borel 
measurable. If {An} and {Bn} are, respectively, increasing and 
decreasing sequences of such sets, then 

PrK<-·X)[U An] = lim PrK<-·x)[A n] 
n 

and 
PrK<-·X)[n Bn] = lim PrK("x)[Bn], 

n 

the latter equality holding since PrK("x) is a finite measure. Hence 
U An and n Bn are both in C(? By the Monotone Class Lemma (see 
Halmos [1950], pp. 27-28), C(? contains ~. 

Lemma 10-37: If A is in ~ and if 0 is a Borel set in S N, then 

Pr[w E A 1\ Xv EO] = L prK<-·X)[A]dJL(x). 

PROOF: If P is the typical basic statement Xo = i 1\ Xl = j 1\ x 2 k, 
then 

Pr[p 1\ Xv EO] = Pr[p] ·Pr[xv EO I p] 
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by Theorem 4-9. By Proposition 10-21 and by Definition 10-23, this 
expression is equal to 

= 1Tj P jjP jk L K(k, x)dl-'(x) 

= L 1Tj P jjP jkK(k, x)dl-'(x) 

= L PrK<-,X)[p]dl-'(x). 

By Lemma 10-36 the function PrK("x)[A] is a Borel measurable function 
of x if A is in C§. Fixing 0, we may therefore define a set function a by 

a(A) = L PrK("X)[A]dl-'(x). 

Then a is certainly non-negative, and it is completely additive by the 
Monotone Convergence Theorem. The calculation above shows that 
the two set functions a(A) and Pr[w E A 1\ Xv EO] agree on basic 
cylinder sets and hence on all of the field~. By Theorem 1-19 they 
must agree on all of C§. 

Proposition 10-38: The set 8 is a Borel set with 1-'(8) = 1. 

PROOF: Applying Lemma 10-37 to the statement Xv E D, where Dis 
a Borel set of S*, we have for any Borel subset ° of SN 

Pr[xv E D 1\ Xv EO] = L PrK<-,X)[xv E D]dl-'(x) = L I-'K(.,X)(D)dl-'(x). 

But by definition 

Pr[xv E D 1\ Xv EO] = I-'(D nO) = L XD(x)dl-'(x). 

The set on which two Borel measurable functions agree is a Borel set. 
Hence for fixed D the set of x's on which 

I-'K(.,X)(D) = XD(X) 

holds is a Borel set in SN' Since these two functions have the same 
I-'-integral over all Borel sets 0, they must be equal a.e. [I-'J. 

We shall let D range over the intersection with S N of all balls with 
centers in S and with rational radii. Let.r be the collection of such 
balls and let 

T = {x ESN il-'K("X)(D) = XD(X) for all Din .r}. 
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Remembering that SN is a Borel set of harmonic measure one, we see 
that T is the denumerable intersection of Borel sets of measure one and 
is therefore Ii Borel set with IL(T) = 1. We show T = S. 

First let x E T. Choose Sn in S with d(X,8n) < lin, and let Dn be 
the intersection with SN of the ball with center 8n and radius lin. By 
assumption 

for all n. Hence 

ILK<-'X)({X}) = ILK("X)(() Dn) = 1. 

Therefore XES by Proposition 10-35. 
Conversely, if XES, then 

ILK("X)({X}) = 1 

by Proposition 10-35, and so 

ILK<-,X)(D) = XD(X) 

for all Borel sets Din SN' Therefore X' E T, and T = S. 

Lemma 10-39: Let h be defined by 

hj = Is K(i, x)dv(x), 

where v is a measure with v(S) = 1. Then the h-process is well defined, 
and for any A in f§ 

Prh[A] = Is PrK(,.X)[A]dv(x). 

PROOF: By Proposition 10-20, h is non-negative superregular. By 
Fubini's Theorem 7Th = 1, since 7TK(·, x) = 1 for all x in S. Hence the 
h-process is well defined. If p is a typical basic statement, 

Prh[p] = 7TjPjjPjkhk 

= Is 7T j P jjP jkK(k, x)dv(x) 

= Is PrK<-,X)[p]dv(x). 
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Proceeding as in Lemma 10-37, we define a by 

a(A) = Is PrK<-,X)[A]dJ/(x). 

Then a is a finite measure on <:§ which agrees with the measure Prh[A] 
on ofF. By Theorem 1-19, 

Prh[A] = a(A) 

for all A in <:§. 

The theorem to follow is the uniqueness theorem mentioned at the 
beginning of this section. 

Theorem 10-40: If h ~ 0 is a normalized superregular function such 
that 

hi = Is K(i, x)dJ/(x) 

for some measure J/ on 8* with J/(8) = J/(8*) 

PROOF: By Lemma 10-39, 

1, then J/ = p.h. 

p.h(O n 8) = Prh[xv EOn S] = Is PrK("X)[xv EOn 8]dJ/(x}. 

But by Proposition 10-35, 

PrK<-·X)[xv EOn 8] = p.K<-.X)(O n 8} = Xcns(x}. 

Hence for all Borel sets 0 n 8 

p.h(O n 8} = L Xcns(x}dJ/(x} = J/(O n 8}. 

Since J/(8) 1, we must have p.h(8} = 1 and hence p.h(O} = J/(O} for 
all Borel sets C in 8*. 

We have not yet proved that the representation in Theorem 10-40 
does hold for the measure p.h, but this fact is a consequence of the 
theorem to follow, which will summarize the results of the past three 
sections. 

Theorem 10-41: The 7T-integrable non-negative P-superregular 
functions h stand in one-one correspondence with the non-negative 
finite measures J/ on the Borel sets of 8, the correspondence of h to J/ 
being 

hi = L K(i, x}dJ/(x} 

and satisfying 7Th = J/(8}. The unique representation h = N! + r with 
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r regular arises by decomposing the integral over S into a part over S 
and a part over Be' If h is normalized, then the measure that corre­
sponds to h is p.h. 

PROOF: By Fubini's Theorem any function of the form 

hi = Is K(i, x)dv(x) 

with v finite is non-negative superregular and has 7Th = v(S). 
Conversely, let h be given. If 7Th = 0, then the superregularity of 

h implies that 
o = 7Th ;::: 7Tpnh ;::: 0 

for all n and hence 7Tpnh = 0 for all n. Thus (7TN)h = O. Since 7TN 
is everywhere positive, h = O. Thus existence and uniqueness of v 
follow if 7Th = O. Next, let 7Th be positive. Since h and v must be 
related by 7Th = v(S), we may, for both existence and uniqueness, divide 
h by an appropriate positive constant to obtain 7Th = 1. Uniqueness 
of v and the fact that v = p.h then follow from Theorem 10-40. Exist­
ence of v follows from Theorem 10-26 provided we can show that 
p.h(S* - S) = O. By Lemma 10-32, 

Sh C Sh* (") S. 
Hence 

p.h(S) = p.h(Sh. (") S) ;::: p.h(Sh). 

But the right side equals one by Proposition 10-38. Thus p.h(S) = 1 
and p.h(S* - S) = O. 

Finally we have S = S u Be disjointly, and an application of 
Fubini's Theorem shows that 

f K(i, x)dv 
Be 

is regular. Since 

f . ,,(v({j})) 
K(~, x)dv = L. N jj ~ , 

S jES nJ 

the representation h = Nf + r is as asserted. 

8. Analog of Fatou's Theorem 

In the classical case of the disk, which was discussed in Section 1, 
normalized Lebesgue measure m on the circle has the distinguishing 
property that it corresponds to the function 1. If h is the non­
negative harmonic function corresponding to a measure v and if 
v = fm + P.s is the Lebesgue decomposition of v with respect to m, 
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then Fatou's Theorem asserts that for almost every x [m] on the 
circle, h(reI8 ) ---+ f(x) whenever re l8 converges to x nontangentially. In 
this section we shall prove a Markov chain analog of this theorem in 
terms of the Martin boundary and the measures given by Theorem 
10-41. As expected, harmonic measure p. will play the role of Lebesgue 
measure. 

Our procedure will be first to derive an almost everywhere statement 
in terms of the measure on the probability space and then to translate 
this statement into a result in terms of harmonic measure. As a 
preliminary to the first step, we consider a special case in the lemma 
below. 

We shall be dealing with expressions of the form limn"'"" h(xn(w» in 
this section, where h is non-negative and P-regular, and we shall adopt 
the convention that h(xn(w» = 0 if n > v. This definition is moti­
vated by the following consideration: If P is the enlarged chain for P, 
then a P-regular function h extends to be regular for P if h is defined 
to be zero at the absorbing state; consequently if 7Th is finite, {h(xn)} is a 
martingale with M[h(xo)] = 7Th. 

Lemma 10-42: If h ~ 0 is a normalized bounded regular function, 
then p.h is absolutely continuous with respect to p. and 

hi = f K(i, x)/(x)dp.(x) = f K(i, x)/(x)dp.(x), Js B. 

where / is the Radon-Nikodym derivative of p.h with respect to p.. 
The function / may be taken to be zero on S, and if it is, then 

Pr[ lim h(xn) = /(xv )] = 1. 
n ... "" 

PROOF: Since h is bounded, h ~ c1 for some constant c > 1. Noting 
that 

1 = c - 1 [_1_ (c1 _ h)] + ~ h, 
c c - 1 c 

set g = (c - 1)-1(c1 - h). Then g and h are non-negative normalized 
superregular functions, and Lemma 10-34 shows that 

c - 1 1 
P. = -- p.g + _ p.h. 

C c 

Thus p.h ~ CfL and p.h is absolutely continuous with respect to fL. By 
the Radon-Nikodym Theorem there is a Borel function / such that 

fLh(C) = L /(x)dfL(x) 
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for all Borel sets O. Since h is regular, fLh(S) = 0 and we may take f 
to vanish on S. 

By Theorem 10-41 we have 

hi = Is K(i, x)dfLh(X) 

= Is K(i, x)f(x)dfL(X) 

= r K(i, x)f(x)dfL(X). Js. 
Now the argument in the proof of Proposition 10-21 shows that 

r K(i, x)f(x)dfL(X) = r f(xv(w)) dPrl(w). Js. JQ 
Thus jf Pr,,[xo = j /\ ... /\ Xn = i] > 0, 

M,,[f(xv) I Xo = j /\ ... /\ Xn = i] = Mlf(xv)] = hi' 

Similarly, if b denotes the absorbing state in the enlarged chain, then 

M,,[f(xv) I Xo = j /\ ... /\ Xn = b] = 0 = hb• 

That is, if fHn is the partition generated by {xo, ... , xn}, then 

On one hand, the Borel field generated by the fHn is '#, and on the other 
hand f(xv) is measurable over ~, since it is the composition of a Borel 
function and a function for which the inverse image of every Borel 
set is in '#. By Proposition 3-18, 

Pr[ lim h(xn) = f(xv)] = l. 
n-+ '" 

The general case of the almost everywhere statement in terms of the 
measure on the probability space is covered by the following theorem. 

Theorem 10-43: Let h ~ 0 be a normalized regular function and let 
fLh = ffL + fLs be the Lebesgue decomposition of fLh with respect to fL 
(where f is taken to be zero on the state space S); then 

Pr[ lim h(xn) = f(xv)] = l. 
n-+ '" 

PROOF: If we let k ==!1 + !h, then k is a non-negative normalized 
superregular function. Since k is strictly positive, we have Sk = S 
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and Sk. = S*. By Lemma 10-32, B~ = Be. The function h/k is a 
bounded regular function for the k-process with 

2: 7Tr(~) = 2: 7T,h, = 1, , , , 
and hence Lemma 10-42 yields a function g with 

(~), = L Kk(i, x)g(X)dp.k(X) 

and 

prk[lim h(xn ) = g(Xk)] = 1 
k(xn ) v • 

As was pointed out in the proof of Lemma 10-34, x~ is identical with Xv 

and also 
Prk[p] = 1 Pr1[p] + l Prh[p] 

for all p. Thus Prk[p] cannot be one unless Pr1(p) and Prh[p] both 
equal one, and we conclude that 

pr[lim ~(~:; = g(xv )] = 1 

or 

Since {h(xn )} is a non-negative martingale, lim h(xn ) exists a.e. [PrJ and 
is finite. Therefore the above identity implies that 

pr[lim h(xn ) = 2 ~(~lxJ = 1. 

Thus to complete the proof, it suffices to prove that 

g(x) 
f(x) = 2 _ g(x) a.e. [p.]. 

First we identify g as the Radon-Nikodym derivative of p.h with 
respect to p.k. On one hand, we have 

hi = ki Is Kk(i, x)g(X)dp.k(X) 

= Is K(i, x)g(X)dp.k(X). 

On the other hand, Theorem 10-41 gives 

hi = Is K(i, X)dp.h(X), 
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and thus the uniqueness part of Theorem 10-41 gives t-th = gt-tk • 

Now, by Lemma 10-34, we have t-tk = it-t + it-th • Hence 

ft-t + t-ts = t-th = gt-tk = igt-t + igt-th = igt-t + igft-t + igt-ts 
or 

(2f - g - fg)t-t = (g - 2)t-ts· 
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Since t-t and t-ts are singular with respect to each other, each side is the 
zero measure. For the left side, this statement means that 

2f - g - fg = 0 a.e. [t-t] 
or 

g 
f = 2 _ g a.e. [t-t]. 

The corollary to this theorem is the analog of Fatou's Theorem; it is 
a translation of the theorem into a result in terms of harmonic measure. 
The statement of the corollary needs a way of singling out for attention 
a single point x of S*. One way of proceeding is to use the K(·, x) 
process, at least if x is in S; for in that case Proposition 10-35 shows 
that 

Corollary 10-44: Let h ;::: 0 be a normalized regular function, and let 
t-th = ft-t + t-ts (withf equal to zero on S) be the Lebesgue decomposition 
of t-th with respect to t-t. Then for almost every x [t-t] for which K( ., x) 
is normalized, 

PrK("X)[ lim h(xn ) = f(x)] = l. 
n-+ co 

PROOF: By Theorem 10-43, 

Prelim h(xn ) = f(xv)] = l. 

Then by Lemma 10-39, 

1 = Prelim h(xn ) = f(xv)] = Is PrK("x)[lim h(xn ) = f(xv)]dt-t(x). 

Since 
PrK<-·X)[lim h(xn ) = f(xv )] :::; 1 

for every x, equality must hold for almost every x [t-t]. But 

PrK("x)[ Xv = x] = 1 

or 
PrK('.X)[f(XV ) = f(x)] = 1 

for almost all x in S. Since t-t(S) = 1, the corollary follows. 
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The results above clearly extend to all 'IT-integrable regular h ~ 0 
provided we replace p.1I. everywhere by the unique measure v associated 
to h by Theorem 10-4l. 

Since the function f in all three of the above results is equal to zero 
on S, we may think of f as a function on Be. Iff is so restricted, it is 
called the fine boundary function of h. 

9. Fine boundary functions 

The results of Section 8 may be extended to non-negative 'IT-integrable 
superregular functions with the help of the proposition below. Our 
convention that h(xn(w)) = 0 if n > v(w) is still in force. 

Proposition 10-45: If g is a 'IT-integrable function of the form Nf with 
f ~ 0, then 

Pr[ lim g(xn) = 0] = l. 
n .... "" 

For almost every x [p.] for which K(·, x) is normalized, 

PrK(.,:r)[ lim g(xn) = 0] = l. 
n .... "" 

PROOF: In the first statement, g is non-negative superregular and 'lTg 
is finite; hence {g(xn)} is a non-negative supermartingale and g(xn) -­
Z ~ 0 a.e. [PrJ. Now g ~ png for all n, and png __ O. By dominated 
convergence 'lTpng __ O. Thus 

Mn[z] :s lim Mn[g(xn)] = lim ('lTpng) = 0 

and z = 0 a.e. [PrJ. The proof of the second statement in the proposi­
tion is the same as the proof of Corollary 10-44. 

Thus if h ~ 0 is 'IT-integrable and superregular, we may write, accord­
ing to Theorem 5-10, h = Nf + r, with r regular and Nf and r both 
'IT-integrable and non-negative. Corollary 10-44 and Proposition 
10-45 may therefore be combined into a single result whenever 
necessary. 

The fine boundary function f of a normalized minimal regular func­
tion h takes on an especially simple form. By Lemma 10-33, we must 
have h = K(·, y) for some y in Be' and, by Proposition 10-35, 

p.h({y}) = l. 

There are two cases. First, if p.({y}) = 0, then p.h is singular with 
respect to p. and the fine boundary function of h is zero. By Lemma 
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10-42, h is unbounded. Second, if f'({Y}) = a > 0, then the fine 
boundary function may be taken as IJa at y and 0 elsewhere, since 

f''''(0) = Xdy) = L f(x)df'(x) 

for all Borel sets O. Moreover, h is bounded by IJa since 

1 ~ Pri[xV(w) = y] = 1 K(i, x)df'(x) = aK(i, y) = ahj • 

{l/} 

The class of 7T-integrable regular functions h ~ 0 with a given 
f'-integrable non-negative function f as fine boundary function is 
exactly the class of functions h for which 

v = ff' + f's 

is the Lebesgue decomposition with respect to f' of the measure v 
associated to h. Thus the class of such functions h is exactly the class 
of functions of the form 

hi = r K(i, x)f(x)df'(x) + r K(i, x)df's(x), J B. J B. 

where f's is any Borel measure singular with respect to f'. In this class 
there is a unique smallest such function 

hi = f K(i, x)f(x)df'(x). JB. 
On one hand, Theorem 10-43 gives lim h(xn) = f(xv ) a.e. [PrJ, and 
hence 

Mn[lim h(xnH = Mn[f(xv )] = f f(x)df'(x) = 7Th. JB. 
On the other hand, 

lim Mn[h(xn)] = lim 7T pnh = 7Th. 

If hi > hi for some j, choose n so that (7Tpn)j > O. Then 

7Th = 7T pnh > 7T pnh = 7Th. 

Thus by Proposition 1-52, {h(xn )} is uniformly integrable if and only if 
h = h. 

There is a different topology for S* which is occasionally referred to 
in connection with fine boundary functions. The fine topology for S* 
is defined in terms of its neighborhood system as follows: For any 
point x in S* - Be every set in S* containing x is to be a neighborhood 
of x. For x in Be' the neighborhoods of x are the sets A in S* such that 
x is in A and 

PrK(',X>[xn E A from some time on] = 1. 
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Evidently x is in each of its neighborhoods, the intersection of two 
neighborhoods is a neighborhood, and a superset of a neighborhood is a 
neighborhood. We must check that S* is a neighborhood of x; that is, 
that the K(., xl-process disappears with probability zero. But this 
fact is a consequence of Proposition 10-35. 

If x is in Be and if A is an open set containing x in the metric 
topology of S*, then 

1 ~ PrK("x>[xn E A from some time on] 

~ PrK("x>[xv E A] = p.K("x>(A) ~ p.K<-.x>({x}) = 1. 

Therefore A is open in the fine topology, and the fine topology is 
stronger than the metric topology. 

The next lemma and proposition show that a zero-one law holds for 
the probabilities which define the fine topology. The lemma by itself 
is of value in checking whether a non-negative regular function is 
minimal. 

Lemma 10-46: A non-negative normalized regular function h is 
minimal for P if and only if the only bounded regular functions for ph 
(restricted to Sh) are constants. 

PROOF: If h is minimal, then the regularity of h implies that 1 is 
regular for ph restricted to Sh. By adding a suitable multiple of 1 to a 
given bounded regular function for ph, we may assume that it is 
a non-negative bounded regular function for ph. Thus let h with 
o ~ h ~ c1 be a regular function for ph restricted to Sh. Set 

{
hjh! if i E Sh 

k· = 
, 0 otherwise. 

Then k is P.regular and satisfies 0 ~ kj ~ chj' Since h is minimal, 
kj = c'hj for all i and hence hj = c' for i in Sh. That is, h = c'1. 

Conversely, if h is not minimal, find a regular function k with 
o ~ k ~ hand k =1= ch. Set 

hi = kdhj for i E Sh. 

Then h is a non-constant regular function for ph restricted to Sh. 

Proposition 10-47: If x is in Be' then, for any subset A of S, 

PrK("X>[Xn E A from some time on] = 0 or l. 
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PROOF: The h-process for h = K(·, x) disappears with probability 
zero, and thus 

Therefore 

PrK("x)[xn E A from some time on] 

= PrK("X)[xn ES - A only finitely often] 

= 1 - PrK("X)[xn E S - A infinitely often]. 

By Lemma 10-46, the only bounded regular functions for this process 
are the constants, and thus, by Proposition 5-19, this last expression 
must equal zero or one. 

Proposition 10-47 shows that fine neighborhoods of x in Be are those 
sets A in S* for which x is in A and 

PrK(',X)[xn E A from some time on] > O. 

The complement of a fine neighborhood of x is called thin at x. Such 
sets A are characterized by the property 

PrK("X)[xn E A infinitely often] = o. 
By Proposition 10-47 this probability must again be zero or one. 

Let h ~ 0 be a 1T-integrable regular function with fine boundary 
functionf. The fine topology for S* has the property that the function 
h U f obtained by extending h to S* by f is continuous at almost every 
[fL] point x in S*. In fact, the statement is trivial for x not in Be' and 
it therefore suffices by Corollary 10-44 to prove the result for every 
x in Be for which 

PrK("X)[lim h(xn ) = f(x)] = 1. 

Let a < f(x) < b. We are to produce a fine neighborhood of x such 
that 

a < (h U f)(y) < b 

for all y in that neighborhood. Let A be the set of points of S for which 
a < h < b and form the set A U {x}. We shall show this is a neighbor­
hood of x. The convergence of h(xn ) to f(x) implies that 

PrK(',X)[a < h(xn ) < b from some time on] = 1 
or 

PrK("X)[xn E A from some time on] = 1. 

Therefore 
PrK("X)[xn E A u {x} from some time on] = 1 

and A U {x} is a fine neighborhood of x. 
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10. Martin entrance boundary 

The Martin exit boundary was defined in terms of P and a vector 
7T ;::: 0 such that TTN is strictly positive. The completion 8* of 8 in the 
metric d served for a representation of all 7T-integrable superregular 
functions h ;::: 0 in terms of fir lite measures on this space. 

In this section we shall introduce a different completion *8 of 8 
which will serve for the representation of P-superregular measures. 
As the analog of 7T, we fix once and for all a function f ;::: 0 such that 
Nf is everywhere positive and finite-valued. The representation 
theorem will be for superregular measures a ;::: 0 for which af is finite. 

The formalism is as follows: For i and j in 8 we define 

J( .. ) NIj 
~,J = (Nf}t· 

Then the measure J(i,·) is P-regular everywhere except at i, where it 
is strictly superregular, and it satisfies J(i, ·)f = 1 for all i. For each 
j the function is bounded by Njjf(Nf}j because, if g is defined as Nf, 
then 

We define 

d'(j,j') = 2: wt(Nf)tIJ(j, i) - J(j', i)l, 
i 

where the Wi are positive weights such that 2 wtNtt is finite. The 
bound we have just computed shows that d' is finite-valued, and d' is a 
metric if we can show that d' (j, j') = 0 implies j = j'. But if 
d'(j, j') = 0, then 

J(j, .) = J(j', .). 

Multiplying through by P and supposing that j i= j', we obtain 

J(j, j') = 2: J(j, i)Pij' = 2: J(j', i)Pji' < J(j', j'), 
j i 

the strict inequality holding since J(j', .) is not regular at j'. Thus 
j = j' and d' is a metric. 

We define *8 to be the Cauchy completion of 8 in the metric d'; the 
set *8 - 8 is the Martin entrance boundary. A sequence Un} is Cauchy 
in 8 if and only if the sequence {J(jn' i)} is Cauchy for every i. Con­
sequently J(., i) extends to a continuous function on *8. Then 
{xn} is Cauchy in *8 if and only if {J(xn' i)} is Cauchy for every i. 
Two points x and yare equal if and only if J(x, .) = J(y, .), and the 
space *8 is compact. 

A P-superregular measure a is normalized if af = 1. It is minimal ifit 
is regular and if 0 ~ ii ~ a with ii regular implies ii = Ca. Application 
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of Fatou's Theorem shows that J(x, .) is a P-superregular measure 
for each x and that it satisfies J(x, ·)f:::; 1. A point x of *8 is extreme 
if J(x, .) is minimal and normalized, and the set of extreme points is 
denoted Be. Then Be (') 8 is empty. 

The next theorem is the Markov chain analog for the Poisson­
Martin Representation Theorem for P-superregular measures. 

Theorem 10-48: The sets 8 and Be are Borel subsets of *8. The 
non-negative P-superregular measures a with af finite stand in one-one 
correspondence with the non-negative finite measures v on the Borel 
sets of 8 u Be, the correspondence of a to v being 

ai = f J(x, i)dv(x) 
SUBe 

and satisfying af = v(8 U Be). The unique representation a = 

yN + P with p regular arises by decomposing the integral over 8 U Be 
into a part over 8 and a part over Be. 

The proof will be accomplished by using duality, but we shall isolate 
several of the steps beforehand. Let a > 0 be a superregular measure 
such that af = 1. Duality in the remainder of this section will mean 
a-duality. Let P = dual P and ;r = dualJ. Since 

o < dual g = dual (NJ) = ;rN 
and 

1 = af = (dualf)(dual a) = ;r1, 

the exit boundary of P relative to ;r is defined. Let d be the defining 
metric of the exit boundary, and let 8* be the completion of 8 under 
d. We have 

dual J(j, .) = J(~ .) = (:fJ)··. = ~~. = K(., j). 
. Ja. (7T1V)J 

Lemma 10-49: If the same weights Wi are used in defining d and d', 
then the identity map on 8 extends to an isometry of (*8, d') onto 
(8*, d). 

PROOF: We have 

d'(j,j') = 2: wi(Nf)iiJ(j, i) - J(j', i)i 
i 

= 2: wiai(Nf)i I J(j, i) _ J(j', i) I 
i ai a i 

= 2: wi(;rN)iiK(i,j) - K(i,j')i 
i 

= d(j,j'). 
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Under the identification of *S and 8*, 
J(x, .) = dual£(., x) 

by the continuity of the functions J(., i) and £(i, .). Under duality a 
P-superregular function h corresponds to a P-superregular row vector 
a = dual h. Since P = dual P and iT = dualj, regularity and 
normalization are both preserved. But minimality is also preserved 
since duality preserves inequalities. Therefore Be = Be. 

PROOF OF THEOREM 10-48: Let h = dual a, and apply Theorem 10-4l. 
Then 

hj = J . £(i, x)dv(x) 
SuB. 

with iTh = v(S U Be). Therefore 

~ = J 2:.. J(x, i)dv(x) 
a j SUB, aj 

and aj = v(S U Be). If we identify Be and Be and call v by the same 
name on Be as on Be' then we have 

aj = J J(x, i)dv(x) 
SuB' 

as required. Conversely, if a is given by 

aj = J J(x, i)dv(x), 
SuB' 

then 

(dual a)i = J . £(i, x)dv(x). 
suB, 

Therefore dual a is P-superregular and a must be superregular. Since 
there is only one measure which represents dual a, there can be only 
one measure which represents a. The last statement of the theorem 
follows from the fact that the unique decomposition a = yN + P is 
transformed under duality into the unique decomposition of dual a 

in the P-process. 
If a > 0, we can take a = a and then the proof of Theorem 10-48 

gives us the following interpretation for v : v is harmonic measure for 
the chain with transition matrix a-dual P and starting distribution 
a-dual f. 

11. Application to extended chains 

In order to assign a probabilistic interpretation to the entrance 
boundary, we must pass to extended chains. Except where noted, 
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we therefore assume throughout this section that {zn} is an extended 
chain with state space 8 U {a} U {b}, with (enlarged) transition matrix 
P, and with vector v of mean times in the various states of 8. Let 1T 

and I be row and column vectors, respectively, such that 1T ;::: 0 
I;::: 0,1T1 = 1, vi = 1, 1TN > 0, and NI > O. By Theorem 8-3, NI is 
finite-valued. We continue to use the notations of Sections 3 through 
10 for boundary theory of P relative to 1T and I, and we shall use the 
vectors p.E and vE defined for extended chains in Section 2. 

Our first pair of propositions will give the "final" and "starting" 
distributions for the extended chain. If x is in *8 and if E ranges over 
finite sets in 8, we define 

p(x) = lim J(x, . )eE • 
ErS 

Similarly, if y is in 8*, we define 

qV(y) = lim p.EK(.,y). 
Ers 

We first show that these limits always exist. 

Lemma 10-50: For every x in *8 and y in 8*, both p(x) and qV(y) 
exist, possibly being infinite. Their defining limits are increasing 
limits as E t 8. Each is a Borel measurable function on its domain, 
and the functions satisfy 

) 1· l' hf p(x = 1m 1m (Nf) 
Ers j .... x j 

and 

PROOF: For any finite set E, 

hf = 2: Njke~ 
keE 

and 

(~ff) = 2: J(j, k)e~. 
j keE 

Since E is finite, we may pass to the limit as j ~ x to get 

1· hf J( ) E 
i~~ (Nf)j = x,' e . 

For each fixedj, the expression hf/(NI)j increases with E, and hence so 
does the limit asj ~ x. Therefore p(x) exists, is defined by an increas­
ing limit, and has the asserted value. If we choose an increasing 
sequence of finite sets En with union 8, then p(x) is exhibited as the 
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limit of a sequence of continuous functions and is therefore Borel 
measurable. 

Similarly we have 

and hence 

lim ( vfN,) = ILEK(., y). 
' .... 11 1T , 

Thus the same argument applies to q"(y), since vB increases with E. 

Proposition 10-51: On almost every path, 

zv(w) = lim zn(w) 
ntv 

exists in S*. On almost every path for which the limit exists, either 
v < +00 and Zv E S or else v = +00 and Zv E Be. Moreover, for any 
Borel set 0 in S*, 

Pr[zv EO] = L q"(y)dIL(Y)· 

PROOF: The process watched starting in E is a Markov chain with 
transition matrix P and starting distribution ILE if E is a finite set in S. 
By Proposition lO-21, Zv exists and has the required values for almost 
every path in this chain, and in this chain 

PrjAzv EO] = 2: ILf PrI[Zv E 0] 
leE 

. = 2: ILf r K(i, x)dIL(x) 
leE Jc 

= L ILEK(., x)dIL(x). 

As E increases to S, we obtain almost all paths of {zn} in this way. 
Hence Zv exists and is in S U Be a.e., and, by Definition 10-4, 

Pr[zv EO] = lim r ILEK(., y)dIL(Y). 
EtS Jc 

By Lemma 10-50, the integrand increases with E. Replacing the sets 
E by an increasing sequence En and applying monotone convergence, 
we obtain 

Pr[zv EO] = r lim ILE K(·, y)dIL{Y) Jc EtS 

= L q"{y)dIL{Y)· 
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Proposition 10-52: On almost every path, 

zu(w) = lim zn(w) 
nlu 
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exists in *8. On almost every path for which the limit exists, either 
U > -00 and Zn E 8 or else u = -00 and Zu E Be. Moreover, for any 
Borel set 0 in *8, 

Pr[zu EO] = L p(x)dp.V(x), 

where P.v is the unique measure on 8 u Be representing v. 

PROOF: Form the reverse process and call its measure Pr'. Its 
transition matrix restricted to the states of 8 is the v-dual of P, denoted 
P. Form the exit and entrance boundaries of P relative to 17- = v-dual j 
and J = v-duaITT. By Proposition 10-51, the limit 

Zv = lim Zn 
ntv 

exists in S* a.e. [Pr'], and either v is finite and Zv E 8 or else v is infinite 
and a.e. Zv E 13e• Therefore 

exists in S* a.e. [PrJ, and either u is finite and Zu E 8 or else u is infinite 
and a.e. Zu E 13e• Since S* and *8 are canonically identified according 
to Lemma 10-49, the first part of the proposition follows. Moreover, 
we have 

Pr[ Zu EO] = Pr,[ Zv EO] = f lim [p.E K ( . , x)]dp.V(x), 
C EtS 

where P.v is the measure on S* which represents 1, that is, the measure 
on *8 which represents v. The above expression is 

= f lim [J(x, . )(dual p.E)]dp.V(x). 
C EtS 

But p.E, by Proposition 10-8, is the balayage charge of v on E and its 
dual is thus the balayage charge of 1 on E; that is, the charge eE of hE. 

We thus obtain J p(x)dp.V(x) and J qV(y)dp.(y) as starting and final 
distributions for the extended chain. The fact that v is normalized 
(vj = 1) implies that P.v is a probability measure. Note that p(x) 
depends only on P, TT, and j and not on the extended chain or even the 
vector v, but that qV(y) depends on P, TT, j, and v. We shall return to 
this point shortly. 
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Conversely, if we select a.ny probability measure p.(1 on S u Be, then 
Theorem 10-48 yields a unique normalized P-superregular measure U 

represented by p.(1. If U is positive, Theorem 10-9 assures the existence 
of at least one extended chain with u as its vector of mean times. Any 
such chain starts in 0 with probability 

L p(x)dp.(1(x). 

By varying p.(1 we may change the total measure on {zn}, even as to 
whether it is finite or infinite. 

We consider two special cases. First, if 0 is in S, let 

Ui = J(O, j) = N oi/(Nj)o. 

By the uniqueness of the representation we must have p.(1({0}) = 1, and 
hence we may represent u (provided it is positive) by an extended chain 
which has a.e. path starting at O. The total measure of the process 
must be 

J p(x)dp/'(x) = p(O)p.(1({O}) = p(O), 
·s 

and so the interpretation of Uj as the mean number of times in state j 
shows that 

Ui = p(O)N OJ' 

As a check, we can compute p(O) directly. We have 

1. kg 1 
p(O) = i~ (Nj)o = (Nj)o' 

as required. 
Second, choose U = J(x, .), where x is in Be. Then p."({x}) = 1, 

and (if U is positive) an extended chain representing U in the sense of 
Theorem 10-9 must start a.e. at x with total measure p(x). Therefore, 
J(x, .) may be interpreted as the vector of mean times for any extended 
chain which is started almost surely at x, and, if p(x) is finite, then 

J(x, .) 
p(x) 

is the conditional mean of the number of times in the various states 
given that the process starts at x. 

Returning to the case of a general v and supposing that p(x) is finite 
a.e. [}LV], we see that the identity 

Vj = J J(x(,J)")'P(X)dp.V(X) 
.s p x 

may be interpreted as follows: Vj may be computed by choosing a 



10-52 Application to extended chains 373 

starting state x according to the starting distribution and then weight­
ing it by the conditional mean of the number of times in j given that 
the process starts at x. 

As we noted earlier, there is an asymmetry between p(x) and qV(y) 
in that one of these quantities depends on v and the other does not. 
This asymmetry is cleared up by a discussion of k-processes for P; we 
shall see that p(x) depends on k and that qV(y) does not. The special 
case we have been considering so far will be seen to be the case k = 1. 

In discussing the entrance boundary for ph, where k > 0 is super­
regular and normalized, we choose 

fth = ft/ki 

in analogy with the choice of 7Th • Define a by 

at = Vtkt· 

Then a is positive, is ph-superregular, and satisfies afh = vf = l. 
Direct calculation shows that 

a-dual (Ph) = v-dual P = P 
and that 

a-dual (jh) = v-dualf = 77-. 

Therefore the entrance boundary for ph and jh is the same as that for 
p andf· 

Now let {z~} be an extended chain representing ph and a (existence 
by Theorem 10-9), and take 7Th andjh as the functions relative to which 
the exit and entrance boundaries are formed. The process starts in *8 
and goes to 8ho = 8*. To obtain the starting and final distributions, 
we need the functions p and q. For p we have 

For q we have 

h( ) _ l' l' (kE)J 
P X - 1m 1m (Nhl'h) EtS j-+x J j 

2: (BE)Jk 
= lim lim =ke:,=:E=---:=-_ 

EtS j-+x (Nf)jjkj 

1· l' (BEk)j 
= 1m Im--· 

EfS j-+x gj 

qu,h(y) = lim (ftE)hKh(., y) 
EtS 

= lim 2: ftfktK(i, y)jkt 
EtS ieE 

= limftEK(·,y) 
ErS 
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Therefore, in the chain {z~} we have as starting and final distributions 

and 

These relations show the symmetric roles of p and q and give us sym­
metric interpretations for P.v and p.h. 

In the special case of positive minimal y and h, we must have 

and 
h = K(·, Yo), 

where Xo and Yo are in Be and Be' respectively. In this case 

Thus the process {z~} has almost every path starting at Xo and going to 
Yo' The paths which start at Xo have measure ph(XO), and the paths 
which go to b have measure qV(yo). Therefore we must have 

ph(xo) = qV( Yo). 

12. Proof of Theorem 10-9 

( 1) C onstruction of the extended stochastic process. Let 

P = P;V{bl and P = Ps . 

Redefine y as being restricted to the domain S. Let yE be the balayage 
potential of yon a finite set E with p.E the balayage charge. For each 
E we shall consider a Markov chain with transition matrix P and 
starting distribution p.E, and we shall combine these into a single 
extended stochastic process by choosing a common time scale. For 
the sake of convenience we assume that S = {O, 1, ... }. Our measure 
space will, as usual, be the double sequence space obtained from S, a, 
and b. To define the process {xn } it is sufficient to assign probabilities 
consistently to basic statements. 

We shall URe {Yn} to denote the outcome functions for the Markov 
chain P with various p.E as starting distributions. These vectors are 
finite measures, but not necessarily probability measures. Since S is 
the set of non-negative integers, it has a natural ordering on it. For 
each path w in the ordinary sequence space of P, let s(w) be the smallest 
numbered state on path wand let t(w) be the time that s(w) is first 
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entered. (Then sand t are defined everywhere except on the one 
path (b, b, b, b, . .. ).) 

There are two kinds of probability assignments to be made on the 
basic cylinder sets. First, if i E S, define 

Pr[xn = i /\ Xn+l = j II ... II Xn+m = k] 

= PruE[Yt+n = i II Yt+n+l = j II ... /\ Yt+n+m = k], 

where E= {i} and where the right side is taken as 0 for the set of w 

on which t(w) + n < O. Second, define 

Pr[x_ n_r = a II ... II X- n - 2 = a /\ X- n - 1 = a 

II X-n = i II X- n +1 = j /\ ... /\ X-n+m = k] 

= p..i Pri[Yl = j II ... II Ym = k /\ t = n]. 

The effect of these definitions is to fix a time scale with this property: 
For each path there is a designated state such that the first entry into 
that state occurs at time O. Then for i E S, Pr[xn = i] is finite for all n. 
To show that {xn} is an extended stochastic process, we must check that 
the above definitions on cylinder sets are consistent. That is, we must 
show typically that 

.L Pr[xn = i /\ Xn+l = j /\ Xn+2 = k] = Pr[xn = i /\ Xn+l = j], 
k 

when i and j do not both equal a, and that 

(*) .L Pr[x_ n- 1 = i II X_n = j /\ X-n+l = k] 
i 

= Pr[x_ n = j /\ X-n+l = k], 

when j and k do not both equal b. The first identity is immediate 
from the above definitions. But to prove the second identity, we need 
some alternate expressions for the left side. 

Let i E S, let E = {i}, let F be a finite set with E C F, and let q be 
the statement Yt+n = i II Yt+n+l = j II Yt+n+2 = k. By the first 
definition above, 

Pr[xn = i II xn +1 = j /\ Xn+2 = k] = PruE[q]. 

We shall show that 
PruF[q] = PruE[q]. 

Since the truth of q depends only on events after the time tE when E 
is reached, Theorem 4-10 gives 

PruF[q] = .L PrUF[YtE = m] Prm[q] 
meE 

= .L (p..F BE)m Prm[q]. 
meE 
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Now ILF BE = ILE, since ILF and ILE are balayage charges (see Section 2). 
Therefore 

Pr"F[q] = 2: (ILE)m Prm[q] = Pr"E[q]. 
meE 

It follows that 

which is the first of the two alternate identities we need. 
Next, we note that v(I - P) = IL by Theorem 5-10. Hence ILl = 

limFls ILf by the property of balayage charges that they converge to 
the product of the given superregular measure and I - P. Thus 

Pr[x_ n_2 = a " X- n- 1 = a " X-n = i " X- n+1 = j " X-n+2 = k] 

= ILl Prl[Yl = j " Y2 = k " t = n] 

= lim ILf Prl[Yl = j " Y2 = k " t = n] 
F 

= lim Pr"F[Yo = i " Yl = j " Y2 = k " t = n], 
F 

which is our second alternate identity. 
Now we are in a position to prove (*). In the proof we shall use the 

abbreviation 
00 

Y = lim 2: 2: Pr"F[Ym_l = i " Ym = j " Ym+l = k 
FIS m=l feS-F 

" t = m + n]. 

We begin by using our two alternate identities and by performing a 
direct calculation. Recall that i cannot equal b, since j #- b. 

2: Pr[x_ n - 1 = i " X-n = j " x- n+1 = k] 
feS 

orf=a 

lim 2: Pr"F[Yt_n_l = i " Yt-n = j " Yt-n+l = k] 
FIS fEF 

+ lim Pr"F[Yo = j " Yl = k " t = n] 
FIS 

=lim{i 2: Pr"F[Ym_l=i" Ym=j" Ym+l=k"t=m+n] 
F m= liEF 

+ Pr"F[Yo = j " Yl = k " t = n]} 
00 

= lim 2: Pr"F[Ym = j " Ym+l = k " t = m + n] - Y 
F m=O 

= lim Pr"F[Yt_n = j " Yt-n+l = k] - Y 
F 

= Pr[X_n = j /\ X-n+l = k] - Y. 
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Thus we are to prove Y = o. Now 

ex> 

o :::; Y :::; lim 2: 2: PrIlF[Ym_l = t /\ Ym = j] 
F m=1 jeS-F 

ex> 

= lim 2: 2: (I1-F pm -1 )jPjj 
F m=l teS-F 

= lim 2: (I1-F N)iPij 
Fiei' 

= lim 2: vi Pij 
Fiei' 

Since Lj VjPjj is convergent, the right side is zero. Hence Y o. 
Therefore {xn} is an extended stochastic process. 

(2) Verification of some of the properties of an extended chain. We 
must now check that {xn} satisfies the four properties of an extended 
chain. First we check (2). Consider the special case in which E is the 
finite set {O, 1,2, ... , i}. This set has the property that on any path 
beginning in a state of E the statement t :?: n implies the statement 
that there is an m :?: n with Ym E E. Therefore 

lim Pr[x_ 1 E E for some l :?: n] 
n 

ex> 

= lim 2: Pr[x_ 1 E E /\ X- 1+ 1 ¢ E /\ ... /\ X-n ¢ E) 
n l=n 

ex> 

= lim 2: PrIlE[Yt-l E E /\ ... /\ Yt-n ¢ E) 
n l=n 

= lim PrIlE[Yt-l E E for some l :?: n] 
n 

:::; lim PrllE[t :?: n] 
n 

:::; lim PrIlE[(3m) with m :?: nand Ym E E). 
n 

Since P is transient and I1-E is finite, the right side is zero. Hence so is 
the left side. By Corollary 1-17 we conclude that 

Pr[uE = -00] = o. 
For the general case of a finite set F, choose a finite set E of the above 
form which contains it. Then 

Pr[uF = -00] :::; Pr[uE = -00] = o. 
Hence (2) holds. 
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Now suppose for the moment that we have proved (3) in the form 
that for any finite set E the process watched starting in E is a Markov 
chain with starting distribution I-'E and transition matrix P, and suppose 
we have identified the given measure vas the vector of mean times in 
the various states. Then (4) follows, since v was assumed finite-valued. 
To prove (1) that the domain of U E has positive measure, let j E E. 
Then 

° < Vj = if = L I-'fNIj' 
teE 

Hence JLf > ° for some i E E. But I-'E1 is the measure of the set on 
which E is ever entered for the first time. That is, it is the measure of 
the set where U E > -00. Hence (1) holds. 

Thus we are to prove that the process watched starting in the finite 
set E is a Markov chain with starting distribution I-'E and transition 
matrix P, and we are to identify v. Suppose we have proved this 
assertion for all finite sets of the form E = {a, 1,2, ... , e}, and suppose 
F is an arbitrary finite set. We show first how the assertion follows 
for F. Choose a set E of the special form containing F. Then watch­
ing the process beginning in F is the same as watching the process 
watched starting in E beginning in F. Thus since the E-process is a 
Markov chain, so is the F-process by Theorem 4-9. The starting 
distribution for the F-process is 

PrlAYtF = j] = L I-'f Prt[YtF = j] = L I-'f Eft = I-'f. 
ieS ieS 

Hence we may assume that E is a set of the form E = {a, 1, ... , e}. 
Let {zn} be the outcome functions for the process watched starting in E. 
We shall compute the probability of the typical basic statement p 
defined as Zo = i /\ Zl = j /\ Z2 = k, where i E E, by considering 
separately the contributions from paths of {xn} with u > -00 and 
paths with u = --00. The notation E will mean S - E. 

(3) Contribution to Pr[p]Jrom paths with u > -00. The contribution 
to Pr[p] of paths with u > -00 is 

00 00 

L L Pr[x- m - n - 1 = a /\ X- m- n EE /\ ... /\ X- n- 1 EE /\ X_n = i 
n== - co m=:O 

/\ X-n+l = j /\ X-n+2 = k] 
00 00 

L L Prll[yo EE /\ ... /\ Ym-l EE /\ Ym = i /\ Ym+l = j 
n=-oom==Q 

/\ Ym+2 = k /\ t = m + nJ. 
The fact that E is of the special form {a, 1, ... , e} means that if 

Yo{w) E E /\ '" /\ Ym-l{W) E E /\ Ym{w) = ~, 
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then since i E E we must have t(w) :?: m. Hence we need sum on n 
only over n :?: 0. If n :?: 0, then for any w for which Yo, ... , Ym -1 are 
not in E, we have that t(w) = m + n if and only if t(wm ) = n. There­
fore we may apply Theorem 4-9 to Pr[-]. In symbols the argument is 
that the contribution is 

= L L Prll[yo EE 1\ .. . 1\ t = m + n] 
n2:0 m2:0 

= L L Prll[yo EE 1\ .. . 1\ Ym-1 EE 1\ Ym = i] 
n2:0 m2:0 

x Prj [Y1 = j 1\ Y2 = k 1\ t = n]. 

Let BE.m denote the matrix of probabilities of entry to E at time m. 
The above expression is 

= L L (fLBE.m)j Prj [Y1 = j 1\ Y2 = k 1\ t = n] 
n2:0 m2:0 

= L (fLBE)j Pr j [Y1 = j 1\ Y2 = k 1\ t = n] 
n2:0 

= (fLBE)j Prj [Y1 = j 1\ Y2 = k] 

= (fLBE)jPj)jjk' 

Thus the contribution is (fLBE)jPjjPjk. 

(4) Contribution to Pr[p] from paths with u 
to Pr[p] of paths with u = -00 is 

-00. The contribution 

00 

L lim Pr[x_ n - m EE 1\ .. . 1\ X- n - 1 EE 1\ X_n = i 
n = - 00 m- 00 

1\ X-n+1 = j 1\ X-n+2 = k] 

= L lim L Pr[x_ n - m = s 1\ X- n - m+1 E E 1\ ... 1\ X-n+2 = k] 
n m SEE 

= L lim L lim PrIlF[Yt-m-n = s 1\ Yt-m-n+1 EE 1\ ... 
n m SEE F IS 

1\ Yt-n+2 = k] 
00 

= L lim L lim L PrIlF[YI = s 1\ Yl+1 EE 1\ ... 
n m SEE F 1=0 

1\ Yl+m+2 = k 1\ t = l + m + n]. 

In the expression PrIlF[-], for fixed n we may assume that m is large, 
say m :?: Inl. Then t :?: l. Now since E is of the special form 
{O, 1, ... , e} and since i E E, state i is lower in the ordering on S than 
any of the states of E. Hence 

Yl(W) = s 1\ Yl+1(W) E E 1\ ... 1\ t(w) = l + m + n 
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for m ~ n if and only if 

Yo(w) E G " ... " YI-1(W) E G " YI(W) = 8 

" YI+1(W) EE " ... " t(w) = 1 + m + n, 

where G = {O, 1, ... , i}. In the presence of the information 

Yo(w) E G " ... " YI-1(W) E G " YI(W) = 8, 

it is true that t(w) = 1 + m + n if and only ift(wI) = m + n. Theorem 
4-9 now applies. The contribution to Pr[p] therefore is 

= 2: lim 2: lim 2: PrIlF[Yo E G " ... " YI-1 E G " YI = 8] 
n m SEE F 1,,0 

X PrS[Y1 E E " ... " Ym+2 = k " t = m + n]. 

Next, we operate on lihe second factor. In the presence of the 
information Yo(w) = 8 " Y1(W) E E " ... " Ym-1(W) E E " Ym(w) = i, 
we know by the special form of E that t(w) = m + n if and only if 
t(wm) = n. Hence, by Theorem 4-9, we have 

PrS [Y1 E E " ... " Ym+2 = k " t = m + n] 

= PrS[Y1 E E " ... " Ym = i]· Prj [Y1 = j " Y2 = k " t = n). 

The second factor on the right side of this last equation does not depend 
on m and therefore factors out. We may sum it on n, and we get 
PjjPjk . Hence the contribution is 

= lim 2: lim 2: PrIlF[Yo E G " ... " YZ-1 E G " YI = 8] 
m SEE F 1,,0 

X PrS[Y1 E E " ... " Ym = iJPjjPjk· 
The first factor here is 

2: PrIlF[Yo E G " ... " YI-1 E G " YI = 8] = fL; + 2: PrIlF[-] 
1,,0 1>0 

= fL; + 2: (fLF G pi -1 P)s 
1>0 

= fL; + (fLF GN P)s. 

Applying the identity GN = N - BGN of Lemma 8-17, we have 

fLF GNP = fLF(N - BGN)P 

= fLFNP - fLFBGNP 

= fLFNP - fLGNP if F J G 

= ?P _ vGP. 
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Since ? ~ v monotonically and since JLf ~ JLs' we have 

lim L PruF[YoEG /\ ... /\ Yl-1 EG /\ Yl = 8] = JLs + (vP)s - (vGP)s 
F 1.,,0 

= Vs - (vG P)s' 
since v(I - P) = JL. Thus the contribution is 

= lim L (v - vG P)s PrS [Y1 E E /\ ... /\ Ym -1 E E /\ Ym = i]P/jPjk · 

But 

If 

and 

m sEt 

E P m-1 P _( ° 0) 
- Qm-1R Qm· 

From this representation of E pm -1 P, we see that the sum LSEE may now 
be extended over all of S, and the contribution is 

= lim [(v - vGPwpm-1p)]/PjjPjk. 
m 

Now 
VGp(Epm-1)p S vGpm+1 ~ ° 

since vG is a potential. Therefore the contribution is 

= lim (v E pm-1 PMFijFjk ). 
m 

Since i is a state of E, this expression is 

= lim (VtQm-1 RMF/jPjk ). 
m 

From the identity v = vP + 1-', we have 

or 

Iterating, we find that 

and hence 

Qm-1 VE 

VE = vEU + vEQ + JLE 
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By monotone convergence, 

lim vtQm-lR = vtR - (vEU + p.t)ENtR. 
m 

As we noted in Section 2, the balayage potential vE satisfies 

Hence 

lim VtQm-l R = (v - vE)tR - p.t ENtR. 
m 

If we twice use the fact that v and vE agree on E, we obtain 

(v - vE)tR = [(v - VE)P]E = [(v - p.) - (vE - p.E)]E = p.~ - P.E' 

Thus 

m 

We conclude that the contribution to Prep] is 

(p.E - p.BE)J5jjP jk. 

(5) Complef1:on of proof. From steps 3 and 4, we find that 

Pr[zo = i 1\ Zl = j 1\ Z2 = k] = P.fPijPjk for i E E. 

Hence 

Pr[Z2 = k I Zo = i 1\ Zl = j] = Pjk 

if Pr[zo = i 1\ Zl = j] > 0. That is, {zn} is a Markov chain with 
matrix P and with starting vector p.E, provided E = {a, 1, ... , e}. 
We have seen how the proof for a general finite set follows from this 
special case. 

We must compute the mean number of times in state j in {xn}. The 
mean number starting in E is (p.EN)j = vf. Hence the mean total 
number is limE vf = Vj by monotone convergence. 

Finally we show that the contribution to v ofthe paths with u > -00 

is fLN. On these paths the process behaves as if it were started with 
distribution fLBE (see step 3 if E = {a, 1, ... , e} and use the identity 
BEBF = BF, where E J F, in the general case). Therefore the 
contribution is 

lim (fLBE)N = fLN - lim p. EN 
E E 

by Lemma 8-17. Since EN::;: N and lim EN = 0, fL EN ---+ ° by 
dominated convergence. Thus the contribution is 

lim (p.BE)N = fLN. 
E 
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13. Examples 

EXAMPLE 1: Basic example. 

For the basic example, we recall from Chapter 5 that 

if i ~ j 

In a process of this kind in which all pairs of states communicate, there 
is no gain in choosing a complicated starting vector 7T. Indeed, if we 
choose 7T to be a unit mass at 0, then all finite-valued P-regular func­
tions are certainly 7T-integrable, and therefore no other choice of 7T will 
make the representation theorem yield additional regular functions. 

With 7T chosen as a unit mass at 0, K(i, j) becomes 

N.. {I 
K(i, j) = N ~; = fJi ~i fJoo 

if i ~ j 

if i > j. 

Since K is of a particularly simple form, it is possible to compute the 
metric for the exit boundary. If j < j', then 

d(j, j') = L wINoIIK(i, j) - K(i, jf)1 
i 

= L Wi· 
j <i~j' 

The metric space (S, d) thus is isometric to the subset of the real line 
consisting of the points 0, WI' WI + W 2 , WI + W 2 + W 3 , • • • • Its 
Cauchy completion contains the one extra point corresponding to 

LI«1 Wi· 

Alternatively we can find S* directly without using the metric. In 
fact, if Un} is a sequence of points in S, then {K(i, jn)} is clearly Cauchy 
if and only if either Un} is eventually constant or Un} tends to infinity. 

Either way, there is exactly one boundary point, which we may call 
+00, and the relative topology for S is discrete. Moreover, 

K(i, +00) = lim K(i,jn) = 1. 

Since 1 IS regular and since there is only one boundary point, the 
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boundary point must be extreme. Moreover, every regular function 
h 2:: ° must be constant. Since the process does not disappear, 
harmonic measure JL must assign unit mass to +00. 

Next, we consider the entrance boundary. Iff is a unit mass at 0, 
then J is given by lfJdf10 

J(j, i) = ;:~ = ~:f1/0( f10 _ f1o) if j > 0, j > i 

r:I r:I r:I if j > 0, j ~ i. 
1-'00 1-'00 1-'1 

if j = ° 

The sequence 1, 2, 3, ... again is Cauchy, so that there is necessarily 
exactly one limit point in *8. But 

lim J(n, i) = J(O, i), 
n-+ 00 

and consequently *8 = 8 and the entrance boundary is empty. The 
state ° is a limit point and thus 8 does not have the discrete topology. 
Since the entrance boundary is empty, there are no non-zero regular 
measures a 2:: 0. (We had arrived at this conclusion in Chapter 5, 
too.) 

EXAMPLE 2: The p-q random walk. 

The process P is the Markov chain with state space the integers which 
moves one step to the right with probability p or one step to the left 
with probability q = 1 - p. We shall assume ° < q < p < 1. A 
calculation like that in Section 5-8 shows that 

Hij = {;qjP)i-j 

if i ~ j 

if i 2::j 
and then fP -q)-l if i ~j 

Nij = (qjp)i-j(p _ q)-l if i :::: j. 

Take 7r and f to be unit masses at state 0; as in Example 1, we may 
make these choices since all pairs of states communicate. We obtain 

K(i,j) = N jj = {I 
NOj (qjp)i 

for j :::: i and j :::: ° 
for j ~ and j ~ o. 

There are two distinct infinite Cauchy sequences, one corresponding to 
+00 and the other corresponding to -00. For these points, 

K(i, +00) 1 

K(i, -00) = (qjp)i. 
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Both functions are regular and minimal, and thus the boundary 
contains two points, both extreme. No point of S is a limit point. 
Since the process goes to +00 with probability one, we have 
11-( { +oo}) = 1. (The concentration of 11- can also be deduced analytically 
from the representation of 1.) 

The entrance boundary is treated most quickly by reversing the 
process with respect to the regular measure a = 1 T. Then P is a 
process of the same type but with the roles of p and q interchanged. 
Consequently 

J(-oo,j) = 1 

J( +oo,j) = (p/q)i, 

and l1-a ({ -oo}) = ,1({ -oo}) = 1. 
The function p(x), which does not depend upon a, satisfies 

( ) 1· l' hf l' 1 P -00 = 1m 1m -N = 1m -N = P - q. 
E t S i~ - 00 iO E t S 00 

For p( +(0), we note that if j is large, then hf = Him, where m is the 
last state in E. Also 

Him (q/p)i-m 
N iO (p - q) l(q/p)i 

As E t S, m ---7>- + 00 and therefore 

p( +(0) = O. 

(q/p)-m 
(p _ q) 1 

Any extended chain representing F starts at -00 with probability 
p - q and goes to +00. 

The p-q random walk can be used to show what happens if 'TT is 
chosen in such a way that there is a P-regular function which" is not 
'TT-integrable. In fact, set 

- {(P/q)!(P - q) 
'TT! - P 

o 

for i ~ 0 

for i > O. 

Then 'TT1 = 1 and the regular fURction (q/p)i will not be integrable. 
We must recompute K(i,j). First we note that for j > 0, 

Nnj = L 'TTiNii = (p - q)-l L'TTi = (p - q)-l, 
i:50 

and that for j ~ 0, 

Nnj = (p - q)-l L 'TTiHji = p-l L (p/q)iHii 
i:50 i:50 

= p-l L (p/q)i + p-l L (p/q)i(q/p)i-i 
i5.j j < iSO 
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Then 

K(i,j) = ;If = {I (p _ q)-l(q/p)! 
xi (p _ q) 1 + P lj 

for j ~ i and j ~ 0 

for j ::;; i and j ::;; o. 

Again there are two boundary points +00 and -00, but this time 

K(i, +00) = 1 

and 

K(i, -00) = o. 

Thus -00 is not an extreme boundary point. The nonintegrability of 
(q/p) , introduced a boundary point whose associated function was 
identically zero. This example is typical of the general situation, but 
we shall not pursue the details. 

There is still a second way a zero boundary point can arise, and the 
degenerate case where p = 1 and q = 0 in the example above illustrates 
the point. If h is regular for this process, then 

hi = P1.!+lhl + l = h, + l , 

and hence h must be constant. On the other hand, it is readily seen 
that, for any choice of TT for which TTN > 0, there are two boundary 
points +00 and -00 and that 

K(i, +00) = 1 

and 

K(i, -00) = o. 

Thus again there is a zero boundary point, but this time no function is 
missing. 

EXAMPLE 3: Symmetric random walk in three dimensions. 

The symmetric random walk in three dimensions is the sums of 
independent random variables process on the integer lattice in three­
dimensional space with transition probability i- from any point to each 
of its six neighbors. We recall from Proposition 5-20 that the only 
bounded regular functions for this process are the constants. We now 
prove, using in part the methods of transient boundary theory, the 
deeper result that the only non-negative regular functions are the 
constants. 

In fact, if we choose TT to be a unit mass at 0, then every regular 
function is TT-integrable, and the representation theorem assures us that 
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it is enough to prove that K(" x) = 1 for every x in the boundary, 
That is, it suffices to prove that for every i 

lim K(i, j) = 1. 
j .... co 

We shall prove in a moment the following estimate for NOj: If j :1= 0, 
then 

NOj = 2~jl + O(ljl-2), 

Once we have this estimate, we also have, for i :1= j, 

N 2 I ,3 'I + O(lj - il- 2 ) 

K( ' ') If _77--"'-J_---:::-~-'--____ _ 
~J = - = 

, NOj ~ + 0(ljl-2) 
277IJI 

Ij - il- 1 + 0(ljl-2) 
Ijl 1 + O(ljl 2) 

,iii, + O(ljl-l) 
IJ - ~I 

1 + O(ljl 1) 

Ijl 0(1'1-1) I ' 'I + J ' J - ~ 

Hence, limj K(i, j) = 1, as asserted, 
Thus we are to prove the estimate for N OJ' We first show that 

where x = (Xl' x 2 , xg ), Call the right side of the equation hj' The 
singularity in the denominator of the integrand is of the order of 

1 1 
3 - (1 - 2772X12) - (1 - 2772X22) - (1 - 2772Xg2) = 27721x12 

near x = 0, and Ixl-2 is integrable in a neighborhood of x = 0, Thus 
hj is certainly well defined, and moreover h j ---+ 0 as j ---+ 00 by the 
Riemann-Lebesgue Lemma, We claim that 

(1 - P)m.h. = 8mo ' 

Call the six neighbors of 0 by the names as' and call the region 

- i < Xl' X 2, Xg :s: i 
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by the name E. Then 

(1 - P)m.h. = hm - 12: hm + a.. 
8 

= 3 IE (3 - cos 27TX1 - cos 27TX2 - cos 27TX3)-1 

x (e- 211t<m.x> - 1 f e-211Hm+a.s>,x)dX 

= 3 IE (3 - cos 27TX1 - cos 27TX2 - cos 27TX3)-1 

x e-211im,x(1 - 1 f e- 211ia."x)dx 

Now No. = N.o is also a function tending to zero (see Proposition 7-10) 
and satisfying 

(1 - P)m.N.o = Smo, 

and thus N.o - h. is a bounded regular function. By Proposition 
5-20 it must be constant, and that constant must be zero, since both 
functions vanish at infinity. Thus the formula for N OJ is established. 

We now have N OJ exhibited as the jth Fourier coefficient of a certain 
periodic function of three variables. The remainder of the proof will 
presuppose some knowledge of Fourier transforms and tempered 
distributions. 

Let <p(x) be an infinitely differentiable function defined on R3 such 
that 

(1) 0 :s; <p :s; l. 
(2) <p(x) = 1 for x in a small neighborhood of O. 
(3) <p(x) = 0 outside of a slightly larger neighborhood of O. 

For simplicity, let IIxI14 = X14 + x/ + X3 4 • Denote by J(x) the periodic 
continuation of the function 

[ 3 IIXI14] 
f(x) = <p(x) 27T2JXJ2 + 2JXJ4 . 

The difference 

J(x) 
3 

3 - cos 27TX1 - cos 27TX2 - cos 27TX3 

is a bounded periodic function which is infinitely differentiable away 
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from 0 and is 0(\X\2) near o. Moreover, its Laplacian is integrable in 
E - {O}. These facts imply that the Fourier coefficients of the 
difference are 0(\j\-2) asj -,.. 00. Hence it is enough to show that the 
Fourier coefficients of J are equal to 

2,.,.~j\ + 0(\j\-2). 

It is clear from the definitions that the Fourier coefficients of J 
satisfy 

Here the right side is the Fourier transform off evaluated at j. We are 
thus to estimate the Fourier transform off. Write 

and take the Fourier transform of both sides in the sense of distributions. 
We shall consider the four terms on the right separately. 

The transform of the constant -to is the distribution defined by the 
measure which assigns weight -to to the origin. It has the property 
that it is supported, say, entirely in the unit ball. 

In the third term, the numerator is a homogeneous harmonic 
polynomial, and the transform of the term is known from Fourier 
analysis to be 

where 

(PV[g], t/J) = lim r g(x)t/J(x)dx. 
£ .... 0 J Ixl '<£ 

This distribution has the property that it is the sum of a function and 
a distribution which is supported in the unit ball. The function is 

15 IIyI14 - I\ y\4 for \ y\ ;;:: 1, 
8,.,. 2\y\7 

and it is 0(\ y\-3) as y ---+ 00. 

The transform of the second term is known from Fourier analysis 
to be the distribution arising from the function 

3 
2,.,.\y\· 
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We come to the first term. Since the transform of the left side is a 
function, the transform of the first term must be the sum of a function 
and a distribution supported in the unit ball. On the other hand, the 
first term is an infinitely differentiable function. If we iterate taking 
the Laplacian of it enough times, the resulting function is integrable 
and has a bounded function as Fourier transform. Since the opera­
tion of taking the Laplacian goes into multiplication by - 41721 Yl2 
under the Fourier transform, we obtain the inequality of functions 

k sufficiently large. 

This result implies that the function part of the distribution 
FT(first term) is 0(1 yl-2k) as y __ 00. 

Since the sum of the transforms of the four terms is a function, we 
must have, outside the unit ball, 

We conclude therefore that 

FT(f)(j) = 217~jl + 0(ljl-3) 

and hence that 

as required. 

EXAMPLE 4: 

This example will be a process with an exit boundary point x such 
that K(., x) is regular and normalized but is not minimal. 

The state space will be 

S = {ai' a;, bi 1 i = 0, 1, 2, ... } 

and the non-zero transition probabilities are 

P ai _ ,ai = Pi' 

The picture for this process is as follows. 
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! qi 

'; hi 
)0 • ----il)o ... 

t qi 
PI 

)0 • >0 • 

0;. 

fJcrJ = lim fJt, 
t ... crJ 

t 

n Tk , 
k=l 

at = L: fJkqk + l/Yk' 
k=O 
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We shall assume for this example that acrJ = +00. At the end of the 
discussion of the example we shall show that this condition is possible. 

Any state can be reached either from ao or from a~. Thus if we set 

then 1TN is strictly positive. Since the process is in any given state at 
most once, we must have H = N. It is clear that 

and Ha'a = Ha a' = 0 = Hb a = Hb a'· If' f , f , f 

if j < i 

if j ~ i, 

if j < i 

if j ~ i, 

We must compute Ha,bJ 

(and Ha;bf). If j < i, then Ha,bf = o. Otherwise we obtain a set of 
alternatives by considering the first time the process switches from 
the a-row to the b-row. Then 

Substituting, we find 

{
o if j < i 

Ha,bJ = Ha;bJ = Yj ( ) ·f. 
fJt aj - at-l 1 J ~ ~. 
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In determining the exit boundary we use the observation that when­
ever finitely many Cauchy sequences exhaust S, then those Cauchy 
sequences define all of the boundary points. In the present example 
the claim is that the three sequences {at}, {aa, and {bi } are each Cauchy 
sequences. 

First consider K( ., a j } for large j. We have 

K(a;, a j } = K(bt, a j } = 0 
and, for i ~ j, 

Hence aoo = lim a j is a boundary point, and it satisfies 

K(at, aoo } = ~ and K(a;, a oo } = K(b j , a oo } = o. 

We can check directly that K(·, aoo } is a regular function; moreover, it 
is normalized because 

7TK(.,a oo } = !K(ao,aoo } = !.2 = l. 

Similarly we find that {a;} is a Cauchy sequence. If we call its limit 
a~, then 

Since K(·, aoo } i:- K(·, a~}, a oo and a~ are distinct boundary points. 
We see also that K(., a~} is regular and normalized. 

Finally we consider the sequence {bJ for large j. For i ~ j, we have 

K(ai , b j } = Halbj = Halbj = ..!. (a j - aj-I) 
Hnbj Haobj f3j aj 

and 

Since, by hypothesis, a oo = +00, we have 

and 

lim K(a j , bj } = lim K(a;, bj } = f3~ 
J J j 

lim K(b j , b j } = o. 
j 

Therefore {bJ is Cauchy. Denoting its limit in S* by boo, we conclude 

K(a j , boo} = K(a;, boo} = l/f3j and K(b j , boo} = o. 
We can check that K(·, boo} is regular and normalized. 
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Thus there are exactly three boundary points, and each is associated 
with a regular normalized function. But 

K(·, boo) = !K(·,aoo ) + tK(·,a:") 

and boo therefore cannot be an extreme point. Then by the repre­
sentation theorem all non-negative regular functions are generated by 
K ( • , aoo ) and K ( • , a _ 00). Hence their linear independence as functions 
on S implies that they are both minimal. That is, Be = {a oo , a:.,}. 

In this example, f300 is positive if and only if harmonic measure assigns 
positive weight to the boundary. In fact, 

The remainder of the weight is put on the states from which the process 
can disappear. We obtain 

fL({b j }) = Pr,,[process disappears from bj ] = (')I, - ')Ij+l)Uj. 

Note that if f300 = 0, then there exist non-negative regular functions, 
but none of them is bounded. 

We still must show that the condition U oo = +00 puts no restriction 
on whether f300 must be positive. To get f300 = 0, take 

Pj = qj = rj = !. 
Then f3j = ')Ij = 2-1 and Ui = !(j + 1). Hence Uoo 

f300 > 0, take 
+00. To get 

j(j + 2) 
Pj = (j + 1)2' 

j + 1 r, = -.--. 
J + 2 

Then 

and 

j + 2 
f3j = 2(j + 1)' 

2 
')Ii = -.--, 

J + 2 

00 j+2 1 j+2 00 1 
U oo = i~ 2(j + 1) (j + 2)2 -2- = j~O 4(j + 1) 

EXAMPLE 5: 

+00. 

This example will be a process in which S* has every point of S as a 
limit point. 

Let S be the set of all finite strings of positive integers of the form 

(1, kl' k2 ,.·., kn ) 

as n and the k's vary. The transition probability from (1, kl> ... , kn ) 
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to (1, k1' ... , kn' m) is to be 2- m and all other transition probabilities 
are zero. 

Since each state is entered at most once, we have N = H. The 
hitting probability from 

to a distinct state 

is 
J = (1, k1, ... , kn" m) 

{
2-(kn + 1 + ... +kn .+m) if n::;; n' andj1 = k 1 , ... ,jn = kn 

HIJ = 
o otherwise. 

Take 7T to be a unit mass at (1). If 

0=(1), J = (1, kv "" kn), J m = (1, k1, ... , kn' m), 

the claim is that 
lim K(I, J m ) = K(I, J) 

m-> 00 

for all I. It would therefore follow that every point J in S is a limit 
point of S*. 

For the proof we observe first that K(I, J) = K(I, J m) = 0 unless I 
is an initial segment of some J m' Also if I = J mo' then 

K(I, J) = lim K(I, J m) = O. 

Thus we may suppose that J is an initial segment of J. In this case, if 
I = (1, kv ... , ks), 

and 

K(J,J) = HI! = 2kl+,··+k •• 

HOI 

Hence K(I, J) = lim K(J, J m) always. 

EXAMPLE 6: Space-time coin tossing. 

Let S be the set of lattice points (n, i) in the plane with 0 ::;; i ::;; n. 
A point of S is to be identified with i heads in n tosses of a fair coin. 
Thus we take 

Pen.n,(n + l,n = p(n,n.(n + l,t + 1) = ! 
with all other transition probabilities equal to zero. In this example, 
N = H and also 

{
2m - n(n - m) if n ;::: m, j ;::: i 

H(m,i),(n,;) = 0 j - i 

otherwise. 



10-52 Examples 395 

Let 7T be a unit mass at (0,0). Then TTN > 0 since every state can 
be reached from (0, 0). We obtain 

K((m, i), (n,j)) = j - i j {
2m(n - m)j(n) if n ~ m, j ~ i 

o otherwise. 

As a first step in obtaining the exit boundary, we shall prove that if 
(nk, jk) is Cauchy, then limk (jk/nk) exists. In fact, set i = 0 and 
m = 1 and consider, for nk ~ 1, the expression 

K((l, 0), (nk,jk)) = 2(nk .- l)j(~k) = 2(nk - jk) = 2 _ 2 jk. 
Jk Jk nk nk 

As k ~ 00, the left side converges; hence so does the right side, and 
limjk/nk must exist. 

Conversely suppose that (nk, jk) is an infinite sequence such that 
t = limjk/nk exists. We claim that (nk,jk) is Cauchy. Fix (m, i) 
and denote by (n, j) a term of the sequence (nk, jk)' Then 

K((m, i), (n,j)) 

= 2m[(j) ... (j - i + l)][(n -j) ... (n -j - m + i + 1)], 
(n) ... (n - m + 1) 

Noting that both numerator and denominator have exactly m factors 
and that m is fixed, divide the numerator and the denominator by nm 
and pass to the limit in each factor separately. In each factor we have 
j/n ~ t and, for instance, (i - l)/n ~ O. We get 

lim K((m, i), (n,j)) = 2mtf(1 - t)m-t. 

Therefore the classes of infinite Cauchy sequences are in one-to-one 
correspondence with the rays to infinity, that is, in one-to-one corre­
spondence with points t in [0, 1]. The functions associated to these 
sequences are 

It is easy to check that all of these functions are regular and normalized, 
and hence the points in question form the entire boundary B (and 
nothing more). 

Next, we check that the topology of B is the usual topology for the 
unit interval. The map of the unit interval onto B is continuous 
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since each function K((m, i), .) is continuous in the unit interval 
topology. Since the map is one-one from a compact space onto a 
Hausdorff space, it is a homeomorphism. 

To see that every point of B is extreme, we assume, on the contrary, 
that 2mth(I - to)m-i is not minimal. By Theorem 10-41 there is a 
measure v on the Borel sets of Be C [0, I] with 

2mth(I - to)m-i = r 2mti(1 - t)m-idv(t). 
JBB 

Specializing to the case m = i and extending Ii to be defined on [0, I], 
we find that 

t~ = f: tidv(t) 

for all i. But by the Weierstrass Approximation Theorem, v is 
completely determined by its integral against all polynomials ti. 
Hence v is a point mass at to, and to is extreme. 

We can summarize our results so far by saying that no point of S is a 
limit point, that the boundary B is homeomorphic to the unit interval 
under the correspondence 

K((m, i), t) = 2mti(1 - t)m- I, 

and that every point of the boundary is extreme. 
The Strong Law of Large Numbers, when applied to coin tossing, is 

equivalent with the statement that harmonic measure #-' concentrates 
all its mass at t = t, We can verify this result directly: We do have 

Ll 2m(t)I(1 - t)m- Id8 1/2 (t) = 2m(!)I(1 - !)m-I = I, 

and, by the uniqueness half of Theorem 10-41, 81 / 2 can be the only 
measure yielding 1. Hence 81 / 2 is harmonic measure; that is, harmonic 
measure concentrates all its mass at t = !. 

By Theorem 10-41 every measure #-,11- on the unit interval gives rise 
to a non-negative regular function h for the process and #-,11- is harmonic 
measure for the h-process. We shall discuss only two special cases. 

If #-,11- is the unit mass at a point to other than 0 or 1, then 

and 
h(m.1) = 2mth(1 - to)m-I 

p~.I).(m+1.1) = I - to, 

p~m.I).(m+1.1+1) = to· 

Thus the h-process is space-time coin tossing in which there is prob­
ability to of heads and probability 1 - to of tails. The fact that 
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fLh({tO}) = 1 means that with probability one the ratio of heads to 
total tosses tends to to, again in agreement with the Strong Law of 
Large Numbers. 

If, instead, fLh is Lebesgue measure, then 

h . = 2m 11 ti(l - t)m- idt (m.l) 
o 

2m r(i + l)r(m - i + 1) 
T((m + 1) + 1) 

2m i!(m - i)! 
= (m + I)!' 

Consequently, the transition probabilities in the h-process are again 
computable, and we find 

and 

p~m.i).(m + l.i) 
m - i + 1 

m+2 

ph i + 1 
(m.i)'(m+l.i+l) = m + 2' 

The significance of this process is discussed in Problems 28 and 29. 

14. Problems 

1. If 1T assigns positive weight only to finitely many states, show that 
1TK(·, x) = 1 for every boundary point x. What is the corresponding 
condition so that K(·, x) is regular for every boundary point? 

2. Consider the identity 

r PK(., x)d,.,,(x) = P r K(·, x)d,.,,(x) = P1. 
Js* Js* 

What can we conclude about,." if P1 = 1? What if (P1)i < I? 

Problems 3 to 12 deal with sums of independent random variables on the 
integers with P-l = j, PI = l, P2 = l This example was discussed in 
Section 5-8, and the results there obtained will be useful. 

3. Find N. 
4. Let 1To = 1, and compute K(i,j). 

5. Show that the two boundary points are ± 00, and find the two minimal 
functions. 

6. From the form of these two functions determine what weight,." must 
put at each point. Does this agree with your understanding of the 
long-range behavior of the chain? 

7. Let hi = (t)i. Find ph and ,.,,11.. Check the representation of h. 
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B. Show that the h of Problem 7 is minimal by proving that ph has only 
constants for bounded regular functions. 

9. Let!1 = 810 andg = Nf. FindJ(i,j). 
10. Show that the entrance boundary is "the same" as the exit boundary, 

and find the two minimal measures. 
ll. Findp(-oo) andp(+oo). 
12. Construct extended chains representing the two minimal measures of 

Problem 10 (in the sense of Theorem 10-9). For each chain, verify that 

Pr[zu EO] = L p(x)dll."(x). 

Problems 13 to 20 refer to a "double basic example." Let 

S = {O, 1,2, ... ,0', 1',2', ... }. 

The non-zero entries of Pare 

P I - l.1 = PI; P I - l.O· = 1 - PI; P H- 1)'.I' = PI'; PH-l)'.O = 1 - PI" 

Let 
I I 

Po = Po' = 1, PI = T1 PI' PI' = T1 PI" 
k=1 k=l 

Assume that P«> > 0 and P«>, > O. 

13. Find H. [Hint: Use Propositions 4-14 and 4-16.] 
14. Let ?To = 1, and compute K. 
15. Show that there are two boundary points which correspond to 00 and 

00', and find the minimal functions. 
16. From the forms of the two minimal functions, find,.,.. Give an intuitive 

interpretation for the two weights. 
17. Find the most general non-negative normalized regular function h. 

Show that h is a convex combination of the two minimal functions. 
lB. Show that any such h tends to ,.,.h/,.,. at each boundary point. 
19. Let k = iK(·, (0) + tK(·, - (0). Show that ph goes to 00 with prob­

ability i by computing ,.,.h( (0). 

20. For the example of Problem 19, compute ph explicitly if 

i(i + 2) d (i + l)(i + 3) 
Pi = (i + 1)2 an Pi' = (i + 2)2 . 

Verify the conclusion of Problem 19 by computing kg for 

E = {i,i + l,i + 2, ... } 

and by letting i tend to 00. 

Problems 21 to 27 deal with a certain tree-process. The states are all finite 
sequences of Hand T. The empty sequence is the starting state and is 
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denoted state O. From state a = (aI' a 2, ... , an) the process IS equally 
likely to go to (av a2' ... , an' H) or to (aI' a2' ... , an' T). 

2l. Find N. 
22. Let ?To = 1, and compute K. 
23. Show that the boundary is the set of all infinite sequences of Hand T. 
24. What is the topolop'v of the boundary? [It is not that of the unit interval.] 

25. Use the identity 

Pra[Xv E C] = L K(a, x)df-L(x) 

to find the measure f-L. 

26. Let h be defined by 
if a = 0 

if a = (H) 

if a begins with a l = a2 = H 

otherwise. 

Prove that h is a normalized regular function. Find P" and f-L". Show 
that h is continuous and that h(x) = df-L"/df-L for a.e. x. 

27. Let fa = l/m if a consists of exactly m H's and m T's, and let fa equal 0 
otherwise. Show that f is a charge, and verify that 

Pr[lim g(xn) = 0] = 1. 

Problems 28 and 29 deal with an instance of Polya's urn scheme. An urn 
contains some white balls and some black balls. A drawing is made with 
each ball equally likely to be drawn; the ball drawn is then replaced and 
another of the same color is added to the urn. This scheme is repeated over 
and over. 

28. Let the pair (m, i) stand for m + 2 balls in the urn with i + 1 of them 
white. Show that if the outcomes of the Polya urn scheme are taken as 
such pairs (m, i), then the resulting process is a Markov chain. Note 
that the transition matrix for this chain is identical with the one for the 
h-process considered at the very end of Section 13. 

29. Let the scheme be started with 1 white ball and 1 black ball, and let r m 

be the fraction of white balls at time m. Use the observation in Problem 
28 to compute 

lim sup Pr[Jrm - il < €]. 
m 

Problems 30 to 34 establish the necessity of a necessary and sufficient 
condition that a transient chain P with all pairs of states communicating 
have a non-zero non-negative regular measure a. Number the states 
0, 1, 2, . . .. Let k Ltj be the probability that the process started at i reaches 
j and that the first visit is immediately preceded by a visit to a state :2: k. 
For instance, 0 Lif = Hij . The condition on P if a exists is as follows: 
There must exist an infinite set E of states such that 

lim lim k Lij = 0 for all j. 
k_oo 1_00 H lj 

leE 
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30. Prove that 

k LIJ k LIJ N 00 
-H :s; -N pen) 

IJ 10 Oi 
for any n with Pb~) > O. 

31. Let 

Show that 
ao ao 

kLIJ = L L iPc~)P'i' 
,=k n=O 

and derive as a consequence that 
k-l 

k LIJ :s; NIJ - L N1,P,i' 
,=0 

32. Define I by Ii = 8iO' If an ex > 0 exists with exP = ex, show that there is 
a point Xo of *8 for which J(xo, .) is a minimal measure. Choose E to 
be the set of states in some Cauchy sequence converging to Xo. 

33. Prove that 

34. Put together the preceding results to obtain a proof of the necessity of 
the stated condition. 

Problems 35 to 38 refer to a transient chain with absorbing states. As 
usual, we write the transition matrix in the form 

35. Put 

pi = (~ ~). 
Show that pi has only transient states. Let TT be any starting distribu­
tion for P' with TTN' > O. Prove that if i is an absorbing state of P, 
then the harmonic measure /L(i) in pi is equal to the probability in P 
of absorption in i. 

36. If P is the infinite drunkard's walk with p = I, find harmonic measure 
for pi when TTl = 1. 

37. Suppose P1 = 1. Find a necessary and sufficient condition on harmonic 
measure for pi that P should have been an absorbing chain. 

38. ~et Q be any chain with all states transient and with the enlarged chain 
Q absorbing. Use the condition of Problem 37 to give a new proof that 
Q has no non-zero· bounded regular functions h ;::: O. 



CHAPTER 11 

RECURRENT BOUNDARY THEORY 

1. Entrance boundary for recurrent chains 

Boundary theory for recurrent chains proceeds along altogetheI 
different lines from the approach in Chapter 10. A clue to the 
difficulty is that every non-negative superregular function is constant, 
and hence the representation of such functions degenerates. More­
over, since a recurrent chain is in every state infinitely often with 
probability one, an almost-everywhere convergence theorem is out of 
the question. 

But intuitively, at least for some recurrent chains, there is some 
limiting behavior going on. For instance, with the one-dimensional 
symmetric random walk the Central Limit Theorem implies that the 
probability that the process is on either half-axis after time n tends to 
! as n increases. 

If p is a normal chain and E is a finite set, then (pn BE)ij is the 
probability that the process started in i enters E after time n at state 
j, and its limit Af is the "long run" probability of entering E at j. 
As we let E swell to the whole state space S, it is not clear from this 
interpretation just what happens. Consider therefore the following 
alternate interpretation: (pnBE)ij is the probability that the process 
started in i at time - n enters E after time 0 at state j, and the limit 
Af is the probability that the proc~ss started at time -00 enters E 
after time 0 at state j. In this interpretation, if we let E swell to Sand 
pass to the limit in the appropriate sense, we can expect AE to converge 
to an entrance distribution for the chain. 

Suppose we compute instead the limit of pn BE on E followed by the 
limit on n. By dominated convergence, we have limE _ s pn BE = pn. 
Therefore, if we can justify the interchange of limits on E and n, we 
see that each row of pn can be expected to converge to an entrance 
distribution for the chain. This conjecture is in contrast with the 
situation for transient chains, where pn converges to an exit distribution. 

401 
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In other words, the limiting behavior of pn has something to do with 
the past history of the process. Our procedure will therefore be as 
follows: We start with a recurrent chain P, make it disappear after it 
reaches 0, and apply transient entrance boundary theory to the result­
ing process. The boundary obtained will be the entrance boundary 
for P, and it will be suitable in a wide class of chains for describing the 
limiting behavior of both AE and pn. We shall see that this procedure 
is canonical in that it does not depend upon the choice of the state O. 

For the remainder of this chapter, let P be a recurrent chain, let 0 
be a distinguished state, and let a be a finite-valued positive regular 
measure; a is unique up to a constant factor. 

We define a transient chain Q associated to P and 0 by 

{
PH if i # 0 

Qt· = 
1 0 if i = O. 

For this transient chain Nij = 0 NIj + SiO' Choose f to be a column 
vector which places a unit weight at O. Then Nf = 1. 

Form the Martin entrance boundary ofQ with respect to the reference 
function f. We have 

J(i, j) Ntj oN 0:-

(Nf)t = Ij + DiO' 

The compact metric space *8 is the completion of 8 in the metric 
described in Chapter 10, and we shall see in Proposition 11-1 that *8 
does not depend upon the choice of the state O. The spaces *8 and 
*8 - 8 can unambiguously be called the completed space and the 
recurrent entrance boundary, respectively, of the chain P. The set 
Be of extreme points of *8 - 8 will also be independent of state 0, and 
we ace therefore free to speak of extreme points of the recurrent 
boundary. 

Since J(x, j) is well defined for x in *8, the above expression for J 
shows that ON(x,j) is also well defined if we put 

Proposition 11-1: If *80 and *81 are the completed spaces of P formed 
with respect to two distinct states 0 and 1, then the identity map on 8 
extends to a homeomorphism of *80 onto *81' Under the homeo­
morphism the extreme parts of the boundary correspond. 
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PROOF: We first establish the identity 

IN oN IN a j oN 
tj = tj + OJ - - 11· 

a1 
(*) 

In fact, the mean number of times the process started at i visits j from 
the time of the first visit to 1 until before the first visit to 0 is 0 HI1 oN lj. 
Thus if we compute in two ways the mean number of times the process 
started at i visitsj before reaching both 0 and 1, we obtain 

Substitute 1 HID = 1 - 0 Hil and get 

Applying Lemma 9-9 to P under the identification i ---i>- 1, j ---i>- 0, and 
k ---i>- j, we find that the term in parentheses equals (a j /a1 ) °Nll • From 
this relation, (*) follows. 

Equation (*) and the expression for the kernel J show immediately 
that Cauchy sequences of 8 in the chain relative to state 0 are Cauchy 
relative to state 1, and by symmetry the converse is also true. Thus 
the statement about *80 and *81 follows. 

For the assertion about the extreme points, let J 0 and JIbe the 
kernels for the two transient chains, and suppose, for instance, that 
J 1 (y, .) is normalized minimal and that Jo(y, .) is not. In any case, 
Jo(y, .) is normalized since Jo(y, 0) = 1. Thus 

Jo(y, .) = f Jo(x,· )dv(x) 
·s 

by Theorem 10-48, where v(*8) = 1 and v does not concentrate all its 
mass at one point. Extending equation (*) to *8 and using the 
connection between the kernels and the N's, we have also 

Integration of this equation against v gives 

Since J 1(y, .) is normalized minimal and v concentrates its weight at 
more than one point, this last equation contradicts the dual of Lemma 
10-33. 
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2. Measures on the entrance boundary 

Let So. and S.o denote the Oth row and column, respectively, of the 
identity matrix. In this section we consider finite-valued row vectors 
v for the Markov chain P with the following three properties: 

(1) v ~ O. 
(2) Vo = O. 
(3) vP ~ v + So .. 

We shall associate to each such row vector a probability measure {3V on 
the entrance boundary and show how {3V is related to v probabilistically. 

Direct calculation shows that the row vector whose jth entry is 
Vj = Vj + SOi is non-negative and Q-superregular. We introduce a 
process which, when v > 0, is the v-dual of Q. Let sv = {i I Vt > O} 
and define 

Qrj = VjPjt for i, j E sv U {O}. 
Vt + Sot 

All other entries of QV are taken to be O. Note that 

Proposition 11-2: If v satisfies (1), (2), and (3), then there is a unique 
probability measure {3V on the Borel sets of S U Be such that 

v = f ON(x, . )d{3V(x). 
SuBe 

PROOF: By Theorem 10-48 

v = f J(x, . )d{3V(x) 
SuBe 

for a unique measure W. Since Vo = 1, v is normalized and W(S U Be) 
= 1. Hence 

v - f ON(x, . )dW(x). 
SuBe 

If another such probability measure is given, we can reverse the 
argument and conclude the measure is W by the uniqueness half of 
Theorem 10-48. 

We define Of to be the probability in the QV-process started at 0 
that there is a last time the process is in E and that this occurrence is 
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at state j. Note that OE depends on P, 0, v, and E and that Of = 0 
for j not in E. 

Proposition U-S: If E is any subset of S containing 0 and if v satisfies 
(1), (2), and (3), then 

PROOF: Using as a set of alternatives the time when the QV-process is 
last in E, we have for, j E E, 

ct) 

Of = 2: (QV)bj) Prj[processleaves E immediately and never returns] 
n=O 

Now N~i = Vi + SOi' and therefore 

N~iQjle = Vle P lei 
and 

N~jQjc E N~dQ~1e = vleP led EN dC P cj. 

for all states, not just those in Sv U {O}. Substitution and use of 
Lemma 6-6 give 

Of = Vj + SOj - 2: VleP~i· 
keE 

In general, OE has total measure less than one, since the QV process 
either may fail to reach E or may return to it infinitely often. If E is 
finite and 0 E E, neither of these alternatives has positive probability 
and thus OE1 = 1. This conclusion also follows from Proposition 11-3, 
since finite matrices associate. 

The special case E = S yields the following corollary. Let pv stand 
for the restriction to S of the measure (J" defined in Proposition 11-2. 

Corollary U-4: If v satisfies (1), (2), and (3), then 

v(I - P) = pv - So .. 

PROOF: Let E = S in Proposition 11-3. The only way the process 
can leave S is to disappear, and thus Or is the probability that the 
QV-process disappears from state j. But this is just the definition of 
(J"U), since {J" was defined as harmonic measure for the QV-process 
started at o. 

We conclude this section by noting the connection between OE and 
{J". The proof is contained in the proof of Proposition 10-21. 
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Proposition ll-5: If v satisfies (1), (2), and (3) and if {Ek} is an 
increasing sequence of finite sets of states with union S, then the 
measures (JEk converge to W weak-star on *S. 

3. Harmonic measure for normal chains 

We come now to the first convergence theorem. We shall prove 
that if P is a normal chain, then the measures 'AE converge weak-star 
to a measure fJ which will play the role of an entrance distribution for 
P. This result agrees with the statement in Section 1. 

Lemma ll-6: If P is normal, then the row vector v = Go. satisfies 
conditions (1), (2), and (3). Also, for any finite set E containing 0, 

vE(I - PE) = 'A~ - 80 ., 

PROOF: We know that Go; :2: 0 and Goo = O. Hence (1) and (2) 
hold. Condition (3) follows by multiplying the definition of Go. 
through on the right by P and applying Fatou's Theorem. 

Form the K-matrix of Definition 9-80 with respect to the distin­
guished state O. By Lemma 9-81, KOj = GOj ' Hence the formula 
for vE(I - PE) is the Oth row of the formula of Corollary 9-86. 

Harmonic measure fJ for a normal chain P is defined to be the 
measure fJ = W of Proposition 11-2 for v = Go.. The justification for 
a name independent of 0 is contained in the following theorem. 

Theorem ll-7: If {Ed is an increasing sequence of finite sets with 
union S, then the measures 'AEk converge weak-star to fJ on *S. The 
measure fJ is independent of the distinguished state O. Also 

Gjj = f iN(x, j)df3(x) 
SuB' 

and 

G(I - P) = 1P - 1. 

PROOF: Ultimately the sets Ek contain 0, and Proposition 11-3 and 
Lemma 11-6 apply. From these results we obtain IIEk = (JEk, and from 
Proposition 11-5 we conclude that IIEk converges to fJ. Thus fJ is given 
a characterization independent of the state 0 (since liE does not depend 
on 0). Since fJ does not depend on 0, we can use any state i as dis­
tinguished state in Proposition 11-2 and Corollary 11-4. The two 
formulas of the theorem then follow. 
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4. Continuous and T-continuous functions 

The first convergence theorem, which was proved in Section 3, 
resulted from examining a particular row vector v satisfying conditions 
(1), (2), and (3) of Section 2, namely v = Go.. We now begin to work 
toward the second convergence theorem, and we do so by examining 
the vector v = ON(x, .). For the present we do not assume that Pis 
normal. 

We start by checking that v = ON(x, .) does satisfy the three condi­
tions and by identifying (JE for v. In fact, v ~ 0 and vo = 0 because 
°N(i, .) ~ 0 and °N(i, 0) = O. Thus (1) and (2) hold. Moreover we 
have, for every i t= 0, 

°N(i, .)P ~ °N(i, .) + 80 , 

Thus we can let i ...-+ x, using Fatou's Theorem, and obtain (3). 
The procedure for calculating (JE is to do so for the approximating 

vectors 0 N(i, .) first. 

Lemma 11-8: If E is a finite set containing 0 andj, then 

2: 0 Njk(I - PE)kl = BfJ - 801, 
keE 

PROOF: Apply Lemma 9-37 and conclusion (1) of Theorem 9-15. 

REMARK: The lemma remains valid for infinite sets E containing 0 
and j, and the proof consists in computing the dual of the left side by 
means of Propositions 6-16 and 6-17 and Lemma 9-14. 

We shall say that a column vector h is continuous if it has a (neces­
sarily unique) extension to a continuous function h(x) defined on all 
of*S. 

In this notation the right side of the identity in Lemma 11-8 is 
continuous for fixed j E E, and hence B~ is continuous if j E E. But 
B~ is identically zero for j ¢ E and any state can be taken as the 
reference state O. Thus we are justified in writing BE(X, j) for the 
continuous extension of the jth column of E whenever E is a non­
empty finite set. By an elementary continuous function is meant a 
finite linear combination of such functions. 

Passing to the limit i...-+ x in Lemma II-8, we have 

2: ON(x, k)(I - PE)kl = BE(X,j) - 801 
keE 

whenever 0 E E, j E E, and E is finite. Consequently (JE = BE(X, .) 
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by Proposition 11-3, provided E is a finite set containing o. (Note 
both sides are zero for states j not in E.) 

Let us denote the measure fiv obtained from Proposition 11-2 for 
v = ON(x, .) by W:. If {Ek } is an increasing sequence of finite sets 
with union 8, then Proposition 11-5 asserts that BE" (x, .) converges 
weak-star to fiX. We have thus proved the following proposition. 

Proposition 11-9: If h is a continuous column vector and if {Ek} is an 
increasing sequence of finite sets with union 8, then 

lim BE,,(X, ·)h = J h(y)dfiX(y) 
k .8 

pointwise for x in *8. 

If v = ON(x, .), then the associated Q-superregular measure is 
ii = J(x, .). Since fiX is the measure for J(x, .), fiX concentrates its 
mass at x if x is in 8 or in Be. Thus the right side of the identity of 
Proposition 11-9 equals h(x) for all such x. 

Define a linear transformation T of continuous functions to bounded 
functions on *8 by 

A continuous function h such that Th = h is said to be T-continuous. 
(The motivation for this name appears as Problem 2 at the end of the 
chapter.) 

We conclude this section by characterizing the T-continuous func­
tions. Notice that if every boundary point is extreme, then every 
continuous function is T-continuous. 

Lemma 11-10: If h is an elementary continuous function, then 
Th = h. 

PROOF: It suffices to consider the function B~ where E is a finite set. 
If E C E k , then BE"BE = BE by Proposition 5-8. Passing to the 
limit as i ~ x with k fixed, we have 

BEk(X, . )B~ = BE(X,j). 

Hence the left side of the identity in Proposition 11-9 is BE(X, j). But 
the right side is T BE(X, j). 

Lemma 11-11: If his T-continuous and {Ek} is an increasing sequence 
of finite sets with union 8, then for any £ > 0 some convex combination 
of the functions BEk(X, ·)h is within £ of h uniformly for x in *8. 
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PROOF: By Proposition 11-9, the functions BEk(X, .)h converge 
pointwise to h(x). Thus by dominated convergence their integrals 
against any Borel measure on *8 converge to the integral of h. That 
is, the functions converge to h weakly. Thus h is in the weak closure 
of the set {BEk (x, . )h}, is certainly in the weak closure of the convex hull 
of the set, and must therefore be in the strong closure of the convex 
hull of the set. (See Dunford and Schwartz [1958], p. 422, Corollary 
14.) 

Proposition 11-12: The set of T-continuous functions is exactly the 
uniform closure of the set of elementary continuous functions. 

PROOF: Every T-continuous function is contained in the uniform 
closure according to Lemma 11-11, since BEk(X,j} vanishes unless j is 
in E/c. Conversely, every elementary continuous function is T­
continuous by Lemma 11-10, and the uniform limit of T-continuous 
functions is T-continuous, since T has norm no greater than one. 

5. Normal chains and convergence to the boundary 

As an application of the machinery of Section 4, we can prove the 
second convergence theorem-that each row of pn converges weak-star 
to the harmonic measure f3 in a suitable class of normal chains. This 
result was suggested in the discussion in Section 1, and it was pointed 
out that the key to the proof should be a certain interchange of limits. 
In fact, this interchange has already taken place and is concealed in 
the proof of Lemma 11-11. 

We begin with a particularly sharp form of the convergence theorem. 

Theorem 11-13: If P is normal, if i is any state in 8, and if h is 
T-continuous, then 

lim (pnh)! = f h(x)df3(x}. 
n .s 

Conversely, if this equation holds for all states i and all T-continuous 
h, then P is normal. 

PROOF: Let £ > 0 be given and let {E/c} be an increasing sequence of 
finite sets with union 8. Since h is continuous, we can choose ko large 
enough so that 

for all k ~ ko by Theorem 11-7. Truncate the sequence of sets so that 
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it contains only those sets {EIc} with k ;::: ko. Since h is T-continuous, 
we can apply Lemma 11-11 to the truncated sequence to obtain a 
convex combination of the functions BEk(X, ·)h which is uniformly 
within E of h. If, say, 

then also 

IP f(2: CjBEfh - h) 1 < E 

since pn1 = 1 and pn ;::: O. Consequently, 

If h(x)d{3(x) - (pnh)tl :::; If h(x)d{3(x) - 2: cj.>tEfhl 

+ 12: CA.>tEf - PfBEf)hl 

+ Ipr.(2: CjBEfh - h)1 

< 2E + 12: Cj(.>tEf - PfBEf)hl· 

The sum on the right is a finite sum and in each summand only finitely 
many entries of .>tEf - pr.BEf can be non-zero. Since PfBEf -J>o .>tEl 
pointwise, we conclude that the sum on the right side is less than E for 
n sufficiently large. 

The converse follows by applying the assumption to columns of BE 
for two-point sets E. 

The convergence theorem is as follows. 

Theorem 11-14: If P is normal and if B = Be, then each row of pn 
converges weak-star to the harmonic measure {3. 

PROOF: Apply Theorem 11-13. If B = Be, then every continuous 
function is T-continuous. 

Thus for normal chains with B = Be, the measure (3 indicates what 
the chain is "near" in the long run. In the case of null chains with an 
additional property, we can show that the chain is near the boundary 
in the long run. 

Proposition 11-15: If P is a normal null chain with B = Be in which 
everyone-point set in S is open, then (3(S) = O. That is, the measure is 
entirely on the boundary. 

PROOF: If i is given, then the characteristic function of i is con­
tinuous. By Theorem 11-14, lim p~n) = (3(i). But for a null chain, 
pn tends to zero. 
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Under the hypotheses of Theorem 11-15, the number fJ(X) for any 
Borel subset X of B may be interpreted as the probability that the 
process is near this part of the boundary in the long run. For example, 
if x is at a positive distance from other boundary points, then any 
sufficiently small neighborhood E of x will have a continuous charac­
teristic function. By Theorem 11-14, 

lim Prt[xn E E] = L p~';> ~ fJ(x). 
n jeE 

Let us see what our results say for a noncyclic ergodic chain P. 
Such a chain is necessarily normal, and a may be chosen to have total 
measure one. If this choice is made, then G(1 - P) = 1 a - 1 by 
Corollary 9-51. Comparison with Theorem 11-7 shows that a = p. 
Thus the harmonic measure is concentrated entirely on S, in contrast 
with Proposition 11-15. The measure fJ is a generalization to all 
normal chains of the measure a for noncyclic ergodic chains. Thus 
our results generalize to all normal chains results known for ergodic 
chains. For example, the representation 

Gtj = r tN(x, j)dfJ(x) 
JSUBe 

is a generalization of the identity Gtj = Lk ak tN kj' which holds for 
noncyclic ergodic chains. (Theorem 9-26 gives 

and Proposition 1-57 yields Gjj = L ak INkj.) As a second example, 
(pnh)1 converges to ah for any bounded function h if P is noncyclic 
ergodic (Lemma 9-52). This result is generalized in Theorem 11-13, 
but in this theorem we had to make a stronger assumption about h. 
The difference arises because in a noncyclic ergodic chain each row of 
pn actually converges to a in the norm topology of measures, not just 
in the weak-star topology (see Theorem 6-38). 

6. Representation Theorem 

Beginning in this section, we connect the results we have obtained 
so far with the results of Chapter 9 on potential theory. We start by 
proving a representation theorem. For the moment we do not assume 
that P is normal. 

If iL and v are row vectors with iL = v(1 - P), then iL will be called 
the deviation (from regularity) of v. If iL1 is finite, then we say that v 
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is of totally finite deviation. Dually I = (1 - P)h is the deviation of 
h, and h is of totally finite deviation if al is finite. 

Theorem 11-16: If II is a non-negative row vector whose deviation JL 
is totally finite, then JL1 ~ ° and there is a probability measure 7T on 
Be such that 

IIj = 1I0(aj/ao) + (JLoN)j - (JL1)j °N(x,j)d7T(X). 
Be 

If JL1 # 0, then the probability measure 7T is uniquely determined. 

PROOF: We know that 

If we put ji = 11(1 - Q), we have jii = JLi + 1I0P Oi by direct calculation. 
We therefore get 

(jiN)j = (JL 0 N)j + (JL1 )80j + 110 oN OJ 

= (JL °N)j + (JL1)80j + 1I0(aj/ao)· 

From Proposition 8-7 applied to the chain Q, we see that II = jiN + p, 
where P is regular and non-negative. The calculation of jiN yields 

p. = II. _ (jiN). = {-(JL1) if j = ° 
J J J II} _ lIo(aj/ao) _ (JL 0 N)j if j # 0. 

Since Po ;::: 0, JL1 ~ 0. If JL1. = 0, then p is a Q-regular measure ;::: ° 
with Po = 0. Since it is possible to get from any state to ° eventually 
in the Q-process, p vanishes identically. The representation then 
follows immediately from the expression for p. 

Thus suppose JL1 # 0. Define a by 

aj = - (JL1) -l[lIj - lJo(aj/ao) - (JL 0 N)J. 

We claim that a satisfies conditions (1), (2), and (3). It is clear that 
ao = 0, and the fact that a ;::: ° follows from what we have shown 
above. For (3), we have 

and thus equality holds. Thus, except for the assertion that 7T is 
concentrated on Be, the rest of the theorem is immediate from Prop­
osition 11-2. So simply note from the proof of that proposition that 
if we have equality in (3), then 7T is concentrated on Be. 
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We define the exit boundary of P to be the entrance boundary of P. 
That is, S* = *8 and Be = Be. We obtain a dual for Theorem 11-16. 

Theorem 11-17: If h is a non-negative column vector whose deviation 
f is totally finite, then exf ~ ° and there is a probability measure 1T on 
Be such that 

If exf -# 0, then the probability measure 1T is uniquely determined. 

We turn to results connected with potential theory. We first apply 
Theorem 11-17 to give elementary continuous functions a characteriza­
tion which is valid for all recurrrent chains, normal or not. 

Proposition 11-18: If h is an elementary continuous function, then 

(1) (1 - P)h = f has finite support. 
(2) h = c1 + °Nffor some c. 
(3) exf = 0. 
(4) BEh = h for any set E containing the support of f. 

Conversely, if (1) and (2) hold, then h is an elementary continuous 
function. 

PROOF: (1 - P)BE is equal to 1 - pE for states in E and is ° 
otherwise. Hence ex[(1 - P)BE] = ° and (1) and (3) hold for columns 
of BE. Since an elementary continuous function is a finite linear 
combination of such functions for finite sets E, (1) and (3) follow. In 
particular, any column of BE is of totally finite deviation and Theorem 
11-17 applies. The representation in that theorem establishes (2) for 
columns of BE, and the general result follows by linearity. 

We shall complete the proof by showing that (2) implies (4) and that 
(1) and (4) imply that h is an elementary continuous function. Suppose 
(2) holds. Let ° E E. Then oN = BE oN + EN by Lemma 9-14. If 
E contains also the support off, then ENf = 0, and we see directly that 
BEh = h. So (4) holds. If (1) and (4) hold, then (4) holds for some 
finite set E, and h is exhibited as a finite linear combination of the 
columns of BE. 

We now assume that P is normal and we shall prove statements for 
T-continuous functions that look like applications of Proposition 11-18 
followed by a passage to the limit. 
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Proposition 11-19: If P is normal, then a function h of finite deviation 
is T-continuous if and only if h = c1 + g for a T-continuous potential 
g. If the representation holds, then 

c = f h(x)dfJ(x). 
·s 

PROOF: If (1 - P)h = f and if his T-continuous, then 

(1 + P + ... + pn)f = (1 - pn+l)h ~ h - c1 

by Theorem 11-13. If h is of finite deviation, thenfis a charge and the 
limit h - c1 is a potential. This potential is T-continuous, since 1 is. 
(Notice that 1 is the Oth column of B{O}.) The converse is clear. 

Corollary 11-20: If P is normal and if g is a T-continuous potential, 
then 

f g(x)dfJ(x) = o. 
·s 

PROOF: Potentials are of finite deviation by definition. Applying 
Proposition 11-19 and using the fact that 1 is not a potential (since its 
charge would have to be zero), we see that c = o. 

Corollary 11-20 is a recurrent analog of the statement for transient 
boundary theory that potentials tend to zero along almost all paths of 
the process. 

Corollary 11-21: If P is normal and if h is a T-continuous function 
whose deviation f is totally finite, then af = 0 and h = c1 + 0 Nf. 

PROOF: By Proposition 11-19, h differs from the potential g of f by a 
constant. But g = go 1 + 0 Nf by Theorem 9-15. 

Our final proposition enables us to give an interpretation to ()E for 
certain infinite sets provided we have an interpretation for finite sets. 

Proposition 11-22: If Ek is an increasing sequence of finite sets with 
union E and if ()E1 = 1, then lim ()Ek = ()E pointwise. 

PROOF: Since ()fk is an exit probability, it is decreasing in k from some 
point on. Hence it tends to a limit, say ()j. Since ()Ek1 = 1, we have 
()1 :::; 1 by Fatou's Theorem. For large k, we have also ()f :::; ()fk and 
hence ()f :::; ()j. Thus 1 = ()E1 :::; ()1 :::; 1. This statement is consistent 
with the inequality ()E :::; () only if ()E = (). 
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As an application of Proposition 11-22, suppose P is normal and we 
choose Vj = GOj' Then ()E = AE for finite sets containing 0, and ()E is 
thus a limit of AE-measures for any set with ()E1 = 1, whether or not AE 
exists for the infinite set E. The condition that ()E1 = 1 means that 
the transient chain QV leaves E with probability one; this condition is 
exactly the statement that E be an equilibrium set for QV. For such a 
set E and for any reference state i E E, we have 

[GE(I - PE)]j. = ()~ - OJ. 

by Proposition 11-3. Since, for two different reference states i in E, 
we have ()E as the limit of the same sequence AE• (by Proposition 
11-22), we may write GE(I - PE) = 1 ()~ - I. Then 

(()~GE)(I - PE) = ° 
and hence ()~GE = ka for some constant k. If we form the K-matrix 
relative to state 0, then Lemma 9-81 gives 

Gjj = Kij + (Gw - OiQ)(aj/ao)' 

Consequently, ()~KE = k'a, provided 

L ()PIO < 00 and 
leE 

L ()Pw < 00. 
jeE 

The conclusion that ()~K E = k' a is exactly the statement that k' be the 
generalized capacity of E and ()E be the (generalized) recurrent equili­
brium charge for E in the sense of Definitions 9-88 and 9-113. How­
ever, in the part of Chapter 9 where these points were discussed, we 
restricted ourselves to finite sets. By means of boundary theory we see 
we can extend these results to certain infinite sets. 

Finally, let us consider the special case where the space *8 for P has 
only one limit point 00. Then a neighborhood of 00 is simply the 
complement of a finite set not containing 00. Hence the probability of 
being within this neighborhood tends to one if P is null. Therefore pnh 
tends to h(oo) for any such null chain and any continuous function h. 

If P is null and if P and P both have only a single limit point, then 
P must be normal. For such a chain, 

Glj = jN(oo , j) and Ojj = (aj/aj) r&(oo, i), 

and the representation theorem takes on the simpler form 

hj = ho + (0 NJ)j - af Ow. 
ao 

From Proposition 9-45 we know that 

°Njj - (aj/ao)Ow = 00j - 0li' 
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Hence 
h = ho 1 + (00 . - OJ.)f. 

Thus if Of is finite-valued, then h differs from Of by a constant. 

7. Sums of independent random variables 

The results of this chapter take on an especially neat-looking form 
where P is a recurrent sums of independent random variables process 
with state space the lattice in N-dimensional space. Such a chain is 
always null, and Spitzer [1962] showed it is always normal, has only 
minimal boundary points, and has no points of S as limit points. In 
two dimensions there is always a unique boundary point, whereas in one 
dimension there are one or two, depending on whether the distribution 
has infinite or finite variance. 

In the case of a single boundary point, a continuous function h is 
one having a limit at infinity, and we have already noted that the 
convergence of pnh is trivial. In one dimension with finite variance, 
the two distinct boundary points correspond to - 00 and + 00, and h, to 
be continuous, must have limits in both directions. For such a 
function Theorem 11-14 states that pnh converges to the average of 
these two limits. This result also follows from the Central Limit 
Theorem. 

There are such chains in one dimension for which pnh fails to con­
verge for as nice a function as the characteristic function of the positive 
integers. However, this behavior can occur only if the variance is 
infinite; then there is only one boundary point, and h is not continuous. 

If h ~ 0 is a function whose deviation f is totally finite and if Of is 
finite-valued, then the representation theorem takes the form 

h = -Of + const. 

for the case of one boundary point and 

for the two-boundary-point one-dimensional case. We have already 
seen that the former identity holds for any chain with a single limit 
point. The latter follows from the representation theorem together 
with special knowledge of the nature of 0 obtained by Spitzer for sums 
of independent random variables. 

8. Examples 

EXAMPLE 1: Sums of independent random variables, P-1 

P2 = -1. 
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This example shows the best possible boundary behavior for a null 
chain and illustrates the points discussed in Section 7. To deter­
mine the recurrent entrance boundary we can work either with the 
kernel J(i, j) associated to the chain Q or with the matrix °Nij 
associated to P, since 

We use the latter. 
To compute oN, we can proceed in the familiar way-first finding 

o H and then computing oN from the identities 0 B = P 0 H, oN jj = 
1/(1 - °Bjj ), and °Nij = °Hij °Njj . As usual, the calculation of °H 
involves a difference equation valid for certain intervals of i's and j's. 
In this case, the equation is 

The general solution as a function of i is 

o Hi) = A + Bi + C( - 2)i 

and is valid always for a slightly larger interval of i's. For instance, 
if 0 < j and if we are considering i's satisfying 0 ~ i ~ j, then the 
difference equation is valid for 0 < i < j and the solution applies for 
o ~ i ~ j + 1. The initial conditions in this instance are 0 H OJ = 0, 
°Hjj = 1 and °Hj+1.j = 1, and they determine A, B, and C. Similar 
remarks apply for the other intervals of i's andj's, and the result is: 

for o < j r ~ (-2:~'][1 - (-;)'1 i ~ 0 

°Nij = 't - a( - 2) J[ 1 - (- 2) ] 0 ~ i ~j 

j + i[1 - (- 2)-j] j ~ 't, 

i ~j 

j ~ i ~ 0 

0 ~ 'to 

Therefore there are two boundary points, +00 and -00, no point of S 
is a limit point, and r + i[ 1 - (- 2) - j] j 2': 0 

°N( +oo,j) = 
0 j ~ 0 

. {i[I-(-2)-j] j 2': 0 
°N( -oo,J) = Ijl 

j ~ o. 
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From the Central Limit Theorem we know that for large n the 
process is very likely to be far from 0 and equally likely to be on the 
right or on the left. Hence fJ( +(0) = fJ( -(0) = i. Since fJ assigns 
positive mass to each boundary point, both boundary points are 
extreme and consequently every continuous function is T-continuous. 
From Theorem 11-7 we have 

GOj = i °N( +oo,j) + i °N( -oo,j), 

and for sums of independent random variables we have also 

Cjj = Gjj = Go.j - t . 

Therefore 

Ot' = G .. = {ilj - il + t[l - (_2)t-1] j ~ i 
1 t1 11 . '1 . . 

"2 J - ~ J ~ ~. 

Let us see what the representation theorem says for this process. 
We first need to know 0 §r(x, i). We can take a = 1 T, and we see that 
Pij = P;i and 0 §ri; = 0 N jj • For P we again have two boundary points, 
and 

i ~ 0 

o ~ i, 

i ~ 0 

o ~ i. 

Now let h ~ 0 be a function whose deviation j is totally finite, and 
suppose OJ is finite-valued. The representation theorem gives 

ht = ho + (ONj)t - (aj)[7T( +(0) O§r( +00, i) + 7T( -(0) O§r( -00, i)]. 

If we use the identity 

o N i; - (a;/aO)OiO = 0 0; - OJ;, 
we obtain 

ht = - (OJ)i + (aj)[7T{ -00) - t]i + {ho + (OJ)o)· 

This last equation is an example of the formula 

hi = - {OJ)t + ai + b 
discussed in Section 7. 

EXAMPLE 2: Basic example, null case. 
For the basic example we have 

oN .. = {iNti = aj/ai 
tJ o 

if j ~ i > 0 

otherwise. 
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Hence, lor fixed j, °N j ; = 0 if i is sufficiently large. Consequently 
there is a single limit point pin *8, and ON(p, i) = 0 for all i. Since 
°N(p, i) = ON(O, i), we have p = 0; the limit point is the state o. 
Thus the boundary is empty. 

We know from Section 9-6 that in a null basic example )..g = 1 if E 
is a finite set containing zero. Therefore the harmonic measure f3, which 
is the weak-star limit of such measures, assigns unit mass to state o. 
Thus by Theorem 11-7, Go; = ON(O,O) = 0, in agreement with the 
result obtained in Chapter 9. This example shows that the condition 
on one-point sets in Proposition 11-15 cannot be omitted. 

We can also check directly, using the results of Section 9-6, that 
Gjj = jN(O, j) and G(1 - P) = 180 . - I, again in agreement with 
Theorem 11-7. 

The reverse P of the basic example has 

{
I if i ~ j > 0 

O§!j. = 
J ° otherwise. 

Again there is one limit point p', but this time we have o§!(p',j) 
1 - 80;. The measure J(p', .) associated with the transient chain 

~ {Pi; if i =1= ° 
Qj; = 

o ifi=O 

satisfies J(p',j) = O§!(p',j) + 8;0 = 1 and is easily seen to be Q­
regular, and it follows that p' is a boundary point and is extreme. Put 
+00 = p'. 
It is clear that )..~ = 1 if m is the largest element of the finite set E 

and if P is null. Hence f3( +(0) = 1, in agreement with Proposition 
11-15. Therefore Qjj = j§!( +oo,j), and we find that Q(I - p) = -I. 

EXAMPLE 3: Three-line example. 
This example is designed to show that P and P can have different 

limiting behavior and to show tha~ in a normal null chain some addi­
tional assumption is needed (such as B = Be in Theorem 11-14) to 
ensure that each row of pn converges weak-star to a limiting measure. 

Let 8 consist of three copies of the non-negative integers with typical 
elements denoted by i, i', and i", respectively. The process P moves 
deterministically to the left on the first and third lines and moves from ° or 0" to 0' also with probability one. On the middle line it moves 
one step to the right or moves to one of the other lines, as shown in the 
accompanying figure. The quantities on the arrows are transition 
probabilities, and p and q are positive numbers with sum one. The 
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pj and qj are chosen as in the basic example, except that ql = 0, {Jj is 
defined as the product of the p/s up through pj as in the basic example, 
and we require that {Jj ~ 0 and L (Jj = +00. 

i-I 1 i 
L 0 • 

t 1 tp ·q; 
PI 

0' 
(1-1)' • i' 

L' 

t 1 ~ q·ql 
0" 

(i-1)" I( in L" 

Clearly li 0'0' = I - lim {Jj = I, and thus P is recurrent. If a is 
defined by 

aj' = {Jj, ajN = q{Jj, 

then a is a regular measure. 
null. 

Since a1 = 2 L {Jj = + 00, the chain is 

To see that P is normal, we compute 0' A and o't Since P is null, 
the process after a long time is likely to be far to the right of any state 
we consider. Thus 

{
p ifaEL 

o'Aa = q if a E L" 

o if a E L' and a :F 0'. 

The reverse process P moves a step to the right on L (or L") or switches 
to L'. On L' it moves deterministically to the left until it reaches 0', 
and then it goes to 0 with probability p and 0" with probability q. 
Thus 

{o if a E L or a E L" 
o'A -

a - I if a E L' and a :F 0'. 

By Theorem 9-26, P is normal. 
We now determine the boundaries of P and P. If we choose 0' as 

the distinguished state, we see that if a and b are any two states 
different from 0', not necessarily on the same line, then 

I if a, bEL or a, bEL", a to the right of b 

p if a E L', bEL, a to the right of b 

o'Nab = q if a E L', bEL", a to the right of b 

ab/aa if a E L', a to the left of b 

o otherwise. 
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Thus for each b, 0' N ab tends to a limit along each line, but, as functions 
of b, the limits are different for each line. The result is three boundary 
points 00, 00', and 00", and we have 

O'N(oo, b) = {: 
if bEL 

otherwise 

"N(oo', b) ~ {~ 
if bEL 

if bEL" 

otherwise 

O'N(oo", b) = {: 
if bEL" 

otherwise. 

The measures J(x, .) defined for the associated transient chain satisfy 

J(x, b) = O'N(x, b) + SbO" 

and direct calculation shows that 

J(oo', .) = pJ(oo, .) + qJ(oo", .). 

We conclude that 00 and 00" are extreme boundary points, whereas 
00' is not. 

If E is a large finite set of states containing 0 and 0", then the chain 
P is most likely to be to the right of E. Hence A~ = p and A!. = q, 
where k and m" are the last elements of E on the first and third lines, 
respectively. From the form of AE , we deduce that 

{J(oo) = p and {J(oo") = q. 

We may interpret this result as follows: L, L', and L" are neighborhoods 
of 00, 00', and 00", respectively. In the long run, the chain is typically 
far to the right in one of these sets. If it is in L or L", it must remain 
there for a long time; but if it is in L', it can leave in one step by switch­
ing to Lor L". This behavior is what makes 00' nonminimal. In other 
words, far out in L is near 00, fax: out in L" is near 00", but far out in L' 
means near 00 with probability p and near 00" with probability q. 

Now let us consider the boundary of P. We are to look at the limit­
ing behavior of o'Nab = ab o'Nba/aa along sequences of a's. But for 
fixed b, this quantity tends to the same limit along all three lines. 
We thus have just one limit point 00, and the corresponding measure is 

{
I if bEL' 

J(oo, b) = O'N(oo, b) + SbO' = 
o otherwise. 
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This measure is regular for (?, and consequently 00 is an extreme 
boundary point. By Proposition 11-15, S(oo) = 1. For P the chain 
either is far out in L' (and hence has to stay there for a long time) or 
else is in a set from which it can move in one step at any moment to a 
position far out in L'. The three boundary points for P collapse into 
one for P because a position far out on L or L" is only one step away 
from being far out on L'. 

We conclude by sketching a proof that the O'th row of pn does not 
converge weak-star as n tends to infinity if the Pt's are chosen 
appropriately. 

Thus some condition such as B = Be is needed in Theorem 11-14, 
and some condition such as T-continuity is needed in Theorem 11-13. 
Let h be the characteristic function of L'. Then h is continuous, since 
h(oo) = h(oo") = 0 and h(oo') = 1; but (Th)(oo') = 0 and thus h is 
not T-continuous. Let 

an = (pnh)o' = Pro{xn E L']. 

We shall show that {an} does not converge if the p/s are chosen suit­
ably, and hence PH,. does not converge weak-star. In fact, we shall 
indicate that {an} can fail to be even Abel summable. We define 

A(t) = 2: antn, 

B(t) = 2: f3ntn, 

P(t) = 2: P6'!b,tn 

F(t) = 2: F6'!b,tn. 

If we let k be the last time before n that the process is in 0', we see 
that 

n 

an = 2: P6~b,f3n-k 
k=O 

and hence 
A(t) = P(t)B(t). 

For any chain, we have 
1 

P(t) = 1 _ F(t)· 

For this chain, 
F-(2n+2) - f3 q f3 f3 

0'0' - n n+l = n - n+l, 

whereas Fg~, = 0 if m is not of the form 2n + 2, Thus 

Combining our results, we have 

B(t) 
A(t) = (1 _ t2)B(t2) 
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The Abel limit of the sequence an is 

1· )A( ) 11· B(t) 
1m (1 - t t = -2 1m B( 2)· 
ttl ttl t 

Now the sequence {.8n} which defines B(t) is an arbitrary decreasing 
sequence of positive numbers subject only to the conditions that 
lim.8n = 0, 2:.8n = +00, and .80 = .81 = 1. Such a sequence can be 
found so that the expression B(t)jB(t2) oscillates as ttL 

9. Problems 

1. For sums of independent random variables on the integers with P -1 = 
i and P2 = t, show that if h is continuous and is of finite deviation, then 
af = O. 

2. Prove that if hand Th are both continuous, then h is T-continuous. 
3. Show that for any normal chain (1 - P)C = ba - 1. Identify the 

vector b. 
4. What identities hold for (1 - P)K and K(1 - P) in a normal chain 1 

5. Let P be normal and let h be continuous. The balayage potential of h 
on a small ergodic set E is BEh - (,Vh)1 (see Proposition 9-43). Let 
{Ek } be an increasing sequence of finite sets with union S. Prove that 
the balayage potentials of h on Ek converge to h - (J hdfj)1 on S. 

6. Show that if P is a normal null chain with B = Be and if x is a point of 
the boundary with a neighborhood in S* containing no other limit points, 
then limn Pr[xn E E] exists for all sufficiently small neighborhoods E and 
is the same for all such sets E. 

7. Prove that in a normal chain the elementary continuous functions are 
exactly the functions that can be written as the sum of a constant and a 
potential of finite support. [Hint: Use Theorems 9-15 and 11-18.] 

8. Prove that if P is a normal null chain and if P., has only finitely many 
non-zero entries, then Pi = O. [Hint: Consider columns of 1 - P as 
charges.] 

9. Show that every T-continuous potential in a normal chain is the uniform 
limit of potentials of finite support. 

Problems 10 to 15 refer to the null chain of Chapter 9, Problems 11 to 22. 
We shall use the notation and results there developed. 

10. Show that the recurrent entrance boundary is empty and that fjo = 1. 
11. Show that E is the unit interval when parametrized by t = lim (xjn) and 

that 

J(t, z) = (n - 2)F-l(I _ W-1. 
x-I 

12. What is the form of the most general non-negative function regular for P 
except at 01 
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13. In Problem 12, let 11,0 = 0 and use Lebesgue measure on.n. Verify that 
II, is regular except at O. 

14. Show that P is Lebesgue measure on .n. 
15. Verify the interpretations of fJ and P as limits of rows of pm and pm by 

showing this: For either chain n is most probably large in the long run. 
For P, the ratio x/n cannot change much in a few steps (if n is large), 
but for P a transition to 0 is always possible. 



CHAPTER 12 

INTRODUCTION TO RANDOM FIELDS 

DA YlD GRIFFEATH 

1. Markov fields 

One means of generalizing denumerable stochastic processes {xn} 
with time parameter set N = {O, 1, ... } is to consider random fields {Xt}, 
where t takes on values in an arbitrary countable parameter set T. 
Roughly, a random field with denumerable state space S is described 
by a probability measure IL on the space Q = ST of all configurations of 
values from S on the generalized time set T. In this chapter we discuss 
certain extensions of Markov chains, called Markov fields, which have 
been important objects of study in the recent development of proba­
bility theory. Only some of the highlights of this rich theory will be 
covered; we concentrate especially on the case T = 7L = the in­
tegers, where the connections with classical Markov chain theory are 
deepest. 

Proceeding to the formal definitions, assume as usual that the state 
space S is a countable set of integers including 0, but let the time 
parameter set T be any countable set. The configuration space Q = ST 
is the space of all functions w from T to S. An element w = {Wt; t E T} 
of Q is called a configuration, and is to be thought of as an assignment 
of values from S to the sites t of T. The outcome function X t from Q 
to S takes the configuration W to its value Wt at site t. Let fA be the 
minimal complete a-algebra with respect to which all the outcome 
functions Xt, t E T, are measurable. In this context, we introduce the 
following definition. 

Definition 12-1: A random field is given by (Q, fA, IL, {xt}), where p- is 
a probability measure on (Q, fA) such that 

Pr[xt = it; tEA] > ° 
425 
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for all finite (non-empty) AcT and arbitrary it E S. (As always, 
Pr[p] = JL({wlp}).) 

As in the case of stochastic processes, we often identify a random 
field with its outcome functions {xt} (the remaining structure being 
understood). At other times it will be more convenient to think of JL 
as the random field. Our positivity assumption on cylinder proba­
bilities ensures that all conditional probability statements are well­
defined. The role of transition probabilities at this new level of 
generality is played by characteristics, which we define next. 

Definition 12-2: Given a random field {Xt} , and finite (non-empty) 
sets A and .11 such that A c .11, the (A, A)-characteristic is the real­
valued function on Q given by 

JL~(L) = Pr[xt = it for all tEA I xt = it for all t E .11 - A] 

when evaluated at the configuration L = {it; t E T}. For a E T, we 
abbreviate JL~ = JL?a}; the collection {JL~; a E.I1 c T} is called the local 
characteristics of the random field. 

Throughout this chapter A and .11 will always be finite subsets of T, 
even when not explicitly identified as such. 

Our immediate objective is to formulate the notion of a Markov field. 
As motivation, we return briefly to the setting of Chapter 4. 

Definition 12-3: A denumerable stochastic process {xn} satisfies the 
two-sided Markov property if 

Pr[xn = in I X k = i k ; k E {m, m + 1, ... , M} - {n}] 

= {pr[xo = ~o I Xl = id. if 0 = m = n < M 

Pr[xn = tn I X n - l = t n - l /\ X n + l = i n + l ] 

ifO:::;m<n<M 

whenever Pr[xk = i k ; m :::; k :::; M] > O. 

Proposition 12-4: Any Markov chain {xn} satisfies the two-sided 
Markov property. 

PROOF: Let'TT be the starting distribution, P the transition matrix for 
{xn}. When Pr[xk = i k ; m :::; k :::; M] > 0, we consider the quantity 
Pr[xn = in I xk = ik ; k E {m, m + 1, ... , M} - {n}]. If 0 = m = n < 
M this is simply Pr[xo = io I Xl = id by reversibility of the Markov 
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property (Proposition 6-44). Otherwise the above conditional proba­
bility may be evaluated as 

M-l 

(7Tpm)t .. 11 Pikil<+l 
k=m 

= Pi"-lt"Pt"t,,+JPI~)-lt"+l 
= (7T pn-l )1"_lPt"_lt"Pt"tn+1/(7T pn -1 )t"_lPI~)-lt"+l 

= Pr[Xn = in I X n - 1 = i n - 1 1\ X n +1 = i n +1]. 

The two-sided Markov property, unlike the ordinary Markov property, 
generalizes to any parameter set T which has a neighbor system, i.e., a 
collection a = {oa; a E T} of finite subsets of T such that (i) a ¢ oa, 
and (ii) a E ob if and only if bE oa, a, bET. The sites b E oa are called 
the neighbors of a. We write a = {a} U oa. Also, for A c V let 

oA ={bET-A:bEoa forsomeaEA}; A=AuoA. 

Definition 12-5: Let T have neighbor system a. The random field 
{Xt; t E T} is a Markov field (with respect to a) if 

,.,.~ =,.,.~ whenever a cAe T, A finite. 

We shall usually assume an underlying neighbor system for T, and 
simply refer to the Markov field {Xt}. Note that any Markov chain 
with strictly positive cylinder probabilities is a random field, where 
T = N. The natural neighbor structure on N is 00 = 1, and for 
n 2: 1, an = {n - 1, n + I}. In this case the Markov random field 
condition is precisely the two-sided Markov property. Proposition 
12-4 shows that any Markov chain with positive cylinders may be con­
sidered as a Markov field on D = SN. Later we will see that the classes 
of Markov processes with positive cylinders and Markov fields on SN 
actually coincide. 

A random field is called finite when T is a finite set. Such fields have 
an elementary theory, which will be developed in the next two sections. 
First, though, we note that the Markov field property simplifies some­
what when T is finite. 

Proposition 12-6: Let {Xt} be a finite random field. Then the follow-
ing three conditions are equivalent: 

(1) {Xt} is a Markov field. 
(2) ,.,.~ =,.,.~ for all a E T. 
(3) ,.,.~(,) = ,.,.~(,/) whenever a E T and it = i~ for all tEa. 
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PROOF: When T is finite, (2) is simply the Markov field property 
with A = T, while the fact that JLa depends only on tEa together with 
(2) implies p.~(,) = p.a(,) = JLa(,') = JL~(") whenever, and " agree on a. 
To see that (3) implies (2), fix a E T and let K = {kt ; t E T - a} be any 
prescription of values from S on T - a. Denote by p, q, and r the 
statements 

Xa = i a, Xt = it for all t E oa, Xt = kt for all t E T - a, 
respectively. Then (3) asserts that 

Pr[p I q " rIC] = c for all K, 

or equivalently, 

Pr[p " q " rIC] = c Pr[q " rIC]' 

Summing over all possible K, we obtain Pr[plq] = c. Thus Pr[p I q " rIC] 
= Pr[plq], which is precisely (2) when kt = it for all t E T - a. Finally, 
to show that (2) implies (1) we choose a cAe T and, = {it} E Q. 
Since JL& depends only on sites in a, (2) yields 

Pr[xt = it for all tEA" Xt = kt for all t E T - A] 
= Pr[xt = it for all tEA - {a} " xt = kt for all t E T - A] p.~(,), 

where K = {kt ; t E T - A} is any prescription of values from S on 
T - A. Summing over all possible K, we conclude that JL~(') = p.g(,). 

2. Finite Gibbs fields 

In this section we introduce an extremely useful representation for 
the measure p. of an arbitrary finite random field. The inspiration 
behind this approach (and hence most of its terminology) is derived 
from statistical mechanics, where random fields may be considered as 
equilibrium distributions for a variety of physical systems. 

Definition 12-7: A potential U on a finite set T is a family 
{U A (,); AcT} of functions from Q to the real line ~ with the property 
that U A(') = U A(") whenever it = i; for all tEA, and such that 
U IZI = O. The energy H u of the potential U is given by 

Hu= 2: UA" 
AcT 

U is said to be normalized if U A (,) = 0 whenever i a = 0 for some a EA. 
When T has a neighbor system 8, a set C c T is called a clique if 
b E 8a whenever a, bEe, a -:f b, i.e. if every two distinct sites in Care 
neighbors. Let rI be the class of all cliques in T. U is called a 
neighbor potential if U A = 0 whenever A rt= rI. 



12-2 Finite Gibbs fields 429 

Definition 12-8: A finite random field {xt} is a Gibbs field with potential 
Uif 

p.({t}) = z-leHu«) tED, 

where z = L<eQ exp{H u(t)} is often called the partition function. Im­
plicit is the assumption z =1= + 00, which imposes a condition on 
U. If U is a neighbor potential, then {Xt} is called a neighbor Gibbs 
field, and H u = Lce'if U c. 

We remark that the potential and energy of random field theory 
should not be confused with those of Markov chain theory presented in 
earlier chapters. These terms have common origins in classical physics. 

Example 12-9: T is sometimes called a cubic lattice if no clique in the 
neighbor system for T has more than two elements. The most im­
portant examples are subsets of the d-dimensional integer lattices 7Ld , 

where oa = {b E T: I a - b I = 1}. When T is a finite cubic lattice and U 
is a neighbor potential, the energy function becomes 

H u = L: U{a} + L: U{a. b} where.At = {{a, b}: bE oa}. 
aeT {a.b}e.#" 

In this case U is called a neighbor pair potential. 

Two lemmas prepare the way for the representation theorem for 
finite random fields. Given t = {it} and AcT, the modification 
tA = {it} of t has values 

{ it for tEA 
it = o otherwise. 

We abbreviate tA+a = tA u{a} when a ¢ A and tA- a = tA-{a} when 
aEA. 

Lemma 12-10: If {Xt} is a finite random field, t = {it} ED, AcT 
and a ¢ A, then 

p.~(tA) p.({tA}) 

p.~(tA+a) p.({tA+a}) 

PROOF: p.~(tA) = Pr[xt = it for all t E T]/Pr[xt = it for all t E T - {a}]. 
When we replace tA by t A + a the denominator is unchanged, since it = 

it+ a for t E T - {a}. 

Lemma 12-U (Mobius inversion formula): Let A be finite, and let cP 
and 1JI be real-valued set functions defined on all subsets of A. Then 

cP(A) = L: (_1)IA- BI 1JI(B) for all A c A 
Bc:A 
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if and only if 

Y'(A) = 2: tP(B) for all A c A. 
Bc:A 

(Here IA 1 denotes the cardinality of the set A.) 

PROOF: Assume that the first condition holds. Then 

2: 4>(B) = 2: 2: (_I)IB-DIY'(D) 
Bc:A Bc:ADc:B 

= 2: Y'(D)[ 2: (_I)IEI] 
Dc:A Ec:A-D 

(E = B - D) 

= Y'(A), 

since the bracketed sum above is 1 if D = A and 0 otherwise. The 
opposite implication is verified by an analogous computation. 

Theorem 12-12: Let {xt} be a finite random field with local character­
istics {f'~}. Then {Xt} is a Gibbs field with canonical potential V defined 
by V 0 = 0, and for A ¥ 0, 

V A(') = L: (_I)IA-BI In f'({,B}), 
Bc:A 

= L: (_I)IA-BI In f'~({,B}) 
Bc:A 

for any fixed a EA. Moreover, V is the unique normalized potential 
for {xt}. 

PROOF: Let 0 denote the configuration with a 0 at every site of T. 
Fix, E D. For AcT, define Y'(A) = In[p,({,A})/f'({O})] and tP(A) = 
V A(')' where V is the potential given by the first sum in the 
Theorem. When A ¥ 0 we have LBC:A (_I)IA-BI = 0, and hence 

tP(A) = VA(,) = [2: (-I)IA- Bl ln f'({,B})] - In f'({O}) [ L: (_I)IA-BI1 
BeA BeA J 

= 2: (_I)IA-BIY'(B). 
BeA 

When A = 0, tP(0) = V 0(')= 0 = In[p,({,0})/,u({O})] = 0/(0), since 
,0 = 0 for any t. Applying Lemma 12-11 with A = T we conclude that 

and hence 
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Thus {Xt} is a Gibbs field with potential V. For any a E AcT we 
can write 

V A{t) = L: (_l)IA-BI[ln 1'{{tB}) - In 1'{{tB+a})]. 
BeA-a 

This shows that V is normalized, since tB = t B + a whenever ia = O. By 
Lemma 12-10 the right hand side of the last equation may be rewritten as 

L: ( _l)IA-BI[ln 1'~{tB) - In 1'~{tB+a)] 
BeA-a 

= L: (_I)IA-Blln 1'~{tB), 
BcA 

which establishes the second expression for V in the statement of the 
Theorem. Finally, suppose that U is any normalized potential for {Xt}. 
Then H u{O) = 0 and U D{tB) = 0 unless DeB. Therefore 

In 1'{{tB}) = H u{tB) = L: U D{tB) = L: U dtA) 
I'{{O}) DeB DeB 

whenever B cAe T. If we apply Lemma 12-11 with 11 = A, 
(/>{D) = U D{tA) and 1JI{B) = In[/L{{tB})!I'{{O})], the conclusion is 

U ( ) = '" (_I)IA-Blln 1'{{tB}) = V ( ) 
A t B~ I'{{O}) At, 

since the last sum is 0 when A = 0, and otherwise 

In I'{{O}) LBCA {_l)IA-BI = O. 

Corollary 12-13: A finite random field is completely determined by its 
local characteristics {p.~}. 

PROOF: The second equation in Theorem 12-12 shows that the 
canonical potential V for /L is determined by the local characteristics, 
and V determines 1" 

Proposition 12-14: Let {Xt} be a finite Gibbs field with potential U. 
Then the canonical potential V for {Xt} is related to U by 

V A{t} = L: ( _1}IA-BI U D{tB), A i= 0. 
BcAcDcT 

PROOF: Since {Xt} is Gibbs, 



432 Introduction to Random Fields 

for any a E T and BeT - {a}. Using the first equation for V in 
Theorem 12-12, it now follows that whenever a E AcT, 

The inner sum in the last expression is 0 unless j) n A = 0, i.e., 
unless A c D. 

Corollary 12-15: Given two potentials U' and U", let LlA = U~ - U~. 
U' and U" determine the same finite Gibbs field if and only if 

.L: (-l)IA-BILl D(tB ) = 0 for every A # 0. 
Bc:Ac:Dc:T 

PROOF: Letting V' and V" be the canonical potentials corresponding 
to U' and U" respectively, Proposition 12-14 shows that the given 
equation is equivalent to V~ = V~. 

3. Equivalence of finite Markov and neighbor Gibbs fields 

We now prove an important equivalence theorem which states that 
the finite Markov fields are precisely those for which the canonical V 
is a neighbor potential. 

Theorem 12-16: Let {xt} be a finite random field with canonical 
potential V. Then {x t} is a Markov field if and only if V is a neighbor 
potential. 

PROOF: Fix a E T and t, t' E Q such that it = i; whenever tEa. 
Let St and St' be the modifications of t and t' respectively obtained by 
replacing the value at site a with 8 E S. If V is a neighbor potential, 
then 

Hv(St) = .L: V A(St) + 
Ac:T-{a} 

+ 
where 21 is independent of 8. Let 2~ and 2;(8) be the corresponding 
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sums when a, is replaced by s,'. 
L2(8) = L~(8) for all 8. Thus 

Since s, and s,' agree on a, we have 

for any 80 E S. Taking 80 = ia = i~ we have verified (3) of Proposition 
12-6; this shows that {xt} is Markov. Conversely, if {xt} is Markov, we 
claim that the canonical potential V is a neighbor potential. To see 
this, choose a, b E AcT such that b ¢ a. Expand V as 

_ _ IA-BI [ I-'~(,B)/I-'~(,B+a) ] 
VA(£) - ~ (1) In T( B+b)/ T( B+a+b) . 

Be A - {a,b} I-'a £ I-'a £ 

Since b ¢ a, Proposition 12-6 shows that I-'~(£B+b) = I-'~(£B) and 
I-'~(£B+a+b) = I-'~(£B+a), yielding the desired result. 

Corollary 12-17: There is a one-to-one correspondence between the 
local characteristics {I-'~; a E T} for finite Markov fields and normalized 
(canonical) potentials V for finite neighbor Gibbs fields, given by 

VA(£) = ~ (_I)IA-Blln I-'~(£B) a E A E ~ 
BcA 

(= 0 A¢~), 

and 

I-'~(£) = Z-l exp{ ~ V B(')}' 
aeBcii 

where z is the appropriate normalizing constant. 

PROOF: If {xt} is Markov, then VA (£) = 0 for A ¢~, by the last 
theorem. The rest of the first equation above was proved in Theorem 
12-12, and the second equation was derived in Theorem 12-16. 

Another consequence of Theorem 12-16 is an alternative formulation 
for finite Markov fields. 

Corollary 12-18: A finite random field {xt} is Markov if and only if 

1-'1(£) = 1-'1(£) whenever A cAe T. 

PROOF: Let {xt} be Markov, with canonical neighbor potential V. 



434 Introduction to Random Fields 

A computation similar to the one in the proof of Theorem 12-16 shows 
that 

whenever it = if for all tEA. The claim now follows from the straight­
forward generalization of Proposition 12-6 obtained by replacing {a} 
with A. 

Example 12-19: The Markov process case. Let {xn; 0 ::;; n ::;; N} be 
a denumerable Markov process viewed from time 0 to time N. Suppose 
that {xn} has starting distribution 7T and one-step transition matrix p. 
at time n, where 

Pn,iJ = Pr[xn+ 1 = j I Xn = iJ. 

If 7T and all the P n are strictly positive, then {xn} is a Markov field with 
neighbor system 0, where 00 = {I}, oN = {N - I}, and on = 
{n - 1, n + I} for 1 ::;; n < N. The local characteristics for {xt} are 
given by 

I-"~(t} = PN-I,IN-lIN 

The canonical potential for the process is then given by 

V{n}(t} = In I-"~(t}/I-"~(O}, 

I-"~(tA}I-";;(O} 
VA(t} = In T( {n-I}} T( {n}} A = {n - 1, n}, 

I-"n t I-"n t 

V A(t} = 0 otherwise, 

o ::;; n ::;; N, and {xn} is a neighbor Gibbs field with normalized potential 
V. Conversely, suppose that {xn; 0 ::;; n ::;; N} is a Markov field with 
the above neighbor system o. A routine calculation using the explicit 
representation for I-" in terms of V shows that 

Pr[xn+ 1 = j I Xn = in,' .. , Xo = ioJ = Pr[xn+ 1 = j I Xn = inJ 

whenever 0 ::;; n < N, so {xn} is a Markov process. On a finite time 
parameter set we see that the one and two sided Markov properties are 
equivalent, so that Markov fields are precisely the Markov processes 
with positive cylinder probabilities. 
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4. Markov fields and neighbor Gibbs fields: the infinite case 

For the remainder of the chapter, T will be a countably infinite set 
with some neighbor system o. A neighbor potential U on T is defined 
just as in the previous sections. But we can no longer define the 
probability measure fL for a neighbor Gibbs field with potential U 
explicitly; instead we must make use of the local characteristics. 

Definition 12-20: An infinite random field {Xt} is a neighbor Gibbs field 
with neighbor potential U if 

fL~(t) = Z-l exp{ 2: _ U B(!)} for all finite A => a, 
aeBca 

where z is the appropriate normalizing constant. If s E Sand St is the 
modification obtained by replacing ia with 8, then 

z = 2: exp{ 2: _ U B(S!)}. 
seS aeBc::a 

Theorem 12-21: Let {Xt} be an infinite random field. Then {Xt} is a 
neighbor Gibbs field if and only if it is a Markov field. 

PROOF: Suppose {Xt} is neighbor Gibbs. From the definition we see 
that fL~(!) = fL~(!') whenever A => a and !' agrees with! on a. Just as 
in Proposition 12-6, this implies that fL~(t) = fL[(t) for all finite A => a, 
so {Xt} is Markov. Conversely, if {Xt} is Markov we define a potential V 
by V" = 0 and 

V A(!) = 2: (_1)IA- B1 ln fL~(!B) a EA. 
Bc::A 

The argument of Theorem 12-16 shows that V is a neighbor potential, 
and the only normalized potential determined by the {fL~}. An applica­
tion of the Mobius inversion formula shows that V satisfies the con­
ditions in Definition 12-20, so {Xt} is a neighbor Gibbs field. We remark 
here that Corollary 12-18 also holds for infinite fields; the proof is 
routine. 

Let ~v = ~v(T) be the class of neighbor Gibbs fields on the infinite 
set T with canonical potential V. The bijection of Corollary 12-17, 
which carries over to the finite subsets of T, shows that ",e may con­
sider equivalently the class of Markov fields with local characteristics 
{fL~} corresponding to V. Since we will be considering many fields 
simultaneously, the elements of ~v will be thought of as measures fL 
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governing {xt}. In the finite case we have seen that <§v always contains 
a single field. When T js infinite this need not be so; indeed, there are 
exactly three possibilities: 

(i) <§v = 0 (ii) I<§vl = 1 (iii) I<§vl = 00. 

This follows from the fact that <§v is convex, i.e., if P-l' P-2 E <§v and 
o ~ a ~ 1, then ap-l + (1 - a)p-2 E <§v' Examples of (i)-(iii) will be 
presented in Section 5. 

Definition 12-22: When I<§vl = 00 we say that there is phase multi­
plicity (or phase transition) for V. A measure P- E <§v is extreme if 
whenever P- = ap-l + (1 - a)P-2' P-l, P-2 E <§v, 0 < a < 1, then P-l = 
P-2 = p-. The class of extreme elements of <§v is denoted by cff'v. 

Since <§v is convex, in the case of phase multiplicity one would hope 
for an integral representation in terms of cff'v. We will obtain such a 
representation, along with a number of other results on the structure of 
<§v, by connecting neighbor Gibbs fields with Martin boundaries for 
certain Markov chains. The remainder of this section is devoted to the 
study of general structural properties of <§v with the aid of the boundary 
theory developed in Chapter 10. 

To begin, we fix a neighbor potential V, assume <§v # 0, and choose 
a reference measure v E <§v' Also we fix an increasing sequence 
{.1(n), n = 0,1, ... } of finite subsets of T, such that .1(n) c .1(n, + 1) 
and .1(n) t T as n......,.. 00. Write K(O) = .1(0), K(n) = .1(n) - .1(n -1) 
for n ~ 1. Then any configuration t E Q may be thought of as a 
sequence of sub configurations (KD, K\ ... ), where Kn = {kf; t E K(n)) 
satisfies kf = it when t E K(n). For brevity's sake we denote 
{w I Xt(w) = kf for all t E K(n)} simply as [Kn]. Similarly, [KD, Kl, •.. , Kn] 
means {w I Xt(w) = ki for all t E K(r), 0 ~ r ~ n}, and so forth. Also, 
we write v(AIB) = v(A n B)jv(B) when convenient (and, of course 
v(B) > 0). With these notations in effect, observe the following key 
property of neighbor Gibbs fields. 

Proposition 12-23: If t = (KD, K\ . .. ) E Q, then 

V([Km+\ ... , Kn] I [KD, . .. , Km]) = V([Km+\ ... , Kn] I [Km]) 
1 ~ m < n < 00. 

PROOF: If {v1} are the characteristics of v, then the left hand side 
divided by the right hand side is equal to V1~:;'>_1)(t)jv1~;;:)_1)(t) = 1, since 
the numerator and denominator of this last quotient both equal 
v1i;;:=B(t) by the Markov field property. 

The above result reveals a Markovian structure for v which can be 
exhibited explicitly in terms of a Markov chain. The states for the 
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chain are all possible pairs (n, Kn), n ;::: 0, Kn E SK(n). The transition 
matrix is 

p(n,/Cn)(n+l,/Cn+l) = V([Kn+l] I [Kn]). 

Proposition 12-23 and a simple induction show that the n-step transition 
matrix is given by 

Pi::1./Cm)(m+n,/Cm+n) = V([Km+n] I [Kn]). 

If the initial distribution is 7T(O,/CD ) = v([ KO]), and {Yn} denotes the result­
ing chain, then we obtain the simple relationship 

Prn[Yn = (n, Kn)] = V([Kn]). 

Next, we connect P-regular functions with fields in ~v' A lemma will 
be useful for this purpose. 

Lemma 12-24: If JL E ~v, t = (KO, K\ ... ) E Q, then 

JL([ KO, K\ ... , Kn]) 

V([KO, K\ ... , Kn]) 

JL([ Km, ... , Kn]) 

V([Km, ... , Kn]) 
1 ~ m ~ n < 00. 

PROOF: The left hand expression may be rewritten as 

JL([Km, ... , Kn]) JL1i::1-1)(t) 

V([Km, ... , Kn]) v1i::1-dt ) 

and the two characteristics agree, being identical functionals of the 
potential V. 

As in Section 10-6, we call a non-negative P-regular function h 
normalized if 

and minimal normalized if it cannot be written as a non-trivial con­
vex combination of two distinct non-negative regular functions. 

Theorem 12-25: There is a one-to-one correspondence between non­
negative normalized P-regular functions h and neighbor Gibbs fields 
JL E ~v given by 

and 

JL([KO, ... , Kn]) = V([KO, ... , Kn])h(n,/Cn), 

n ;::: 0, K r E SK(r). Moreover, h is minimal normalized if and only if JL 
is in tffv. 
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PROOF: Given JL E f§v, define h according to the first equation in the 
theorem. By Lemma 12-24, 

V([Kn, Kn+l]) JL([Kn, Kn+l]) 
'" P n n+lh n+l = '" L.. (n,>e )(n+l,>e ) (n+l,>e ) L.. ([ n]) ([ n n+l]) 

>en + 1 >en + 1 V K V K , K 

so h is P-regular. Clearly, h is also non-negative and normalized. 
Conversely, let h be any non-negative normalized P-regular function. 
We claim that the second equation of the theorem prescribes cylinder 
probabilities for a unique measure JL E C§v determined by h. Note first 
that h must be strictly positive. To see this, write 

2: V([Kn+l])h(n+l,>en+ 1 ) = 7Tpn+lh = 1, 
JCn+ 1 

and 

The first equation above implies that hen + 1.",n + 1) > ° for some K n + 1, and 
hence the second shows that hen.",n) > ° for all (n, Kn). Thus all cylinder 
measures for JL are evidently positive. Next, we use Proposition 12-23 
to compute 

'" ° + 1 ° '" v([ KO, ... , Kn + 1]) h L.. JL([K , ... , Kn ]) = V([K , ... , Kn]) L.. [ On]) (n+1.",n + 1) 
len + 1 len + 1 v{ K , ••. , K 

= V([KO, ... , Kn])(Ph)(n.",n) 

= V([KO, ... , Kn])h(n,>en) = JL([KO, ... , Kn]). 

This shows that the measures JL([KO, ... , Kn]) on SA(n) are consistent for 
n 2: 0, and also by induction that 

L fL([KO, ... , Kn]) = 1 
KO ••••• x: n 

for all n 2: 0, since 2",0 fL([ KO]) = 7Th = 1. By the usual extension 
theorems we obtain a unique fL with the desired cylinder probabilities. 
To see that fL E C§v, fix finite A, A, with A c A, and choose n large 
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enough that A c A(n). Let £ = {it; t E T} = (KO, Kl, ... ) E Q. Intro­
duce the sets 

[£A] = {w I Wt = it for all tEA}, 
[£A-A] = {w I Wt = it for all tEA - A}, 

[if] = {w I Wt = !ft for all t E A(n - 1) - A} where!f ESA(n-l)-A. 

Then by construction, 

fL([£A]) = L L V([£A] n [if] n [Kn])h(n,Ie") 
I/t Ie" 

and 

fL([£A-A]) = L L V([£A-A] n [if] n [Kn])h(n,Ie")' 
I/t Ie" 

where!f is summed over SA(n-l)-A, Kn over SK(n). If £1/t,1e" denotes the 
modification of £ obtained by replacing its values on A(n - 1) - A with 
1/;, and its values on K(n) with Kn, then v1(n)(£I/t,Ie") = v1(£) for all!f and K n, 
since v E !§y. Thus 

fL([£A]) = L L v1(n)(£I/t,Ie")V([£A_A] n [1/;] n [Kn])h(n,Ie") 
I/t Ie" 

= v~(£)fL([£A-A])' 

and so fL1(£) = v1(£) = d(£). Hence fL E !§y. To check the one-to-one 
correspondence, let yt' denote the normalized non-negative P-regular 
functions. We have defined mappings p: !§y ~ yt' and a: yt' ~ !§y. 

One easily verifies that a(p(fL)) = fL and p(a(h)) = h, as desired. Finally, 
p is obviously a cone homomorphism in the sense that 

p(afLl + (1 - a)fL2) = ap(fLl) + (1 - a)p(fL2), 

o :::; a :::; 1, fLl' fL2 E !§y. This implies the last assertion in the theorem, 
and the proof is complete, 

Using the Martin boundary theory for the chain P with starting 
distribution 7T, as constructed from the reference measure v E !§y, we 
will now derive several structure properties of !§y. 

Definition 12-26: When fL E!§y and n ~ 1, set 

fLle"([KO, ... , Kn- l ]) = fL1~~)-1)(£)' £ = (KO, Kl , .•. ) E Q. 

For each fixed Kn on K(n), fLle"(.) defines a finite random field on 
SA(n-l). The fields fLle" are said to have thermodynamic limit fLoo, 
t-limn .... 00 fLle n = fLoo in notation, if there is a measure fLoo on Q such that 

lim fLle"([KO, ... , Km]) = fLoo([KO, .•. , Km]) 
n .... oo 



440 Introduction to Random Fields 

for all m ~ 0 and all configurations (KO, . •. , Km) on SA(m). 

Theorem 12-27: 

V( {w I t~~~ vKn{ro) E Sy}) = 1, 

where Kn(W) is the configuration of w restricted to K(n). In particular, 
Sy ¥ 0 whenever ~v ¥ 0. 

PROOF: Let Be comprise the extreme points of the Martin boundary 
for P started with 7T, and let ,\ denote harmonic measure. Theorem 
10-41 applied to the constant regular function h = 1 shows that 
Pr,.[yv E Be] = '\(Be) = 1. Since {Yn} visits each state (m, Km) at most 
once, the Martin kernel is given by 

K((m, Km), (n, Kn)) = P~~~K~;(n'Kn)/2 7T(KO)P(O,Ko)(n,Kn), n ~ m, 
KO 

(= 0 otherwise). Thus Yv(w) E Be means that 

exists for every (m, Km), and is a minimal regular function of (m, Km). 
By the last theorem, K(., x) is minimal regular if and only if 
V([KO, . .. , Km])K((m, Km), x) = /-Loo([KO, ... , ~m]) for a (unique) /-Loo E Sy. 
In this case, we deduce from Proposition 12-23 that 

/-Loo([KO, ... , Km]) 
lim V([KO, ... ,Km] I [Kn(W)]) 
n--+oo 

V([KO, ... , Km]) V([KO, ... , Km]) 

lim vKn{ro)([ KO, ... , Km]) 
n--+oo 

V([KO, . .. , Km]) 

for all m, Kr. This shows that t-limn--+oo v"n{ro) E Sy on {w: Yv(w) E Be}. 
Using the reference measure v E ~y, we have produced a set of measures 
in Sy which has v-measure 1. 

Theorem 12-28: The elements of Sy are in one-to-one correspondence 
with those of Be' If /-Lx E Sy corresponds to x E Be' then there is a 
bijection between the probability measures on Be and the neighbor 
Gibbs fields in ~y, given by the equations 

/-L = r /-LXd,\ll(X) 
JXEBe 
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N'(E) = p.({w I t-lim p."'~(OO) = p.x 
n--+ oo 

E 

for some x E E } ), 

Borel in Be. 

441 

PROOF: We know from Chapter 10 that Be is in one-to-one corre­
spondence with the class :Yt'e of minimal normalized regular functions, 
while Theorem 12-25 gives a bijection between :Yt'e and @"y. Hence 
there is a one-to-one correspondence Xf--+ p.x between Be and @"y. For 
11. E ~y, apply Theorem 10-41 to p(p.) E:Yt', and use Lemma 12-24, to get 

where Ah is harmonic measure for the h-process. A routine computation 
using the explicit form of the Martin kernel, derived in the proof of the 
previous theorem, shows that 

AP(Jl)(E) = 11.( {w I t~~! v"'"(OO) = p.x for some x E E }) 

= 11. ( {w I t~~! 11."'"(00) = p.x for some x E E} ) , 
(The p(p.) process changes the reference measure to 11., and 11."," = v"'" 
since both random fields are defined in terms of the same characteris­
tics.) Setting AJl = AP(Jl), the theorem follows. 

Corollary 12-29: If 11. E @"y, then there is an L = (KO, Kl, ... ) E Q such 
that 

11. = t-lim 11."'". 
n--+oo 

PROOF: The uniqueness of the integral representation implies that if 
11. = p.x E @"y, then AJl({X}) = p.({w: t-limn--+co 11."'"(00) = p.}) = 1. The 
desired L may therefore be any configuration from a full w-set with 
respect to 11.. 

The entire development of this section has proceeded on the assump­
tion that ~y is not empty. The problem of determining from the 
potential V just when ~v is not empty turns out to be a difficult one if 
the state space S is countably infinite. In the case where T is the 
integers, we shall have more to say about this later. When S is finite 
on the other hand, it will now be proved that ~y is always non-empty. 
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Theorem 12-30: If S is finite, then t§v =F 0. Moreover, the limits 

I' +([1(0, ... , I(m]) = lim max 1''''"([1(0, ... , I(m]) 
ft.-+ co left-eSKeR) 

and 

exist for all m ~ 0, (1(0, ... , I(m) E SA(m), and there is phase multiplicity 
for V if and only if 

I' + ([1(0, ... , I(m]) =F 1'- ([1(0, ... , I(m]) for some m and (1(0, ... , I(m). 

(Recall that 1''''"([1(0, ... , I(m]) is a certain characteristic which is com­
pletely and uniquely determined by V.) 

To prove the theorem, we first need the following lemma. 

Lemma 12-31: For given I-' E t§v, m > 0 and fixed (1(0, ... , I(m) E SA(m), 
abbreviate 

Then 

(1) 0 < 1';; ~ 1'([1(0, ... , I(m]) ~ 1-';; for each n > m, and 
(2) 1-';; is increasing and 1-';; is decreasing as n --+ 00. 

PROOF: (1) 1-';; is a minimum over a finite set of strictly positive 
probabilities, hence strictly positive. When n > m, 

1-'([1(0, ... , I(m]) = L>",n([I(O, ... , I(m])I-'([l(n]) 
",n 

~ 1-';; .2 p.([l(n]) = 1';;, 
",n 

and an analogous estimate esta,blishes the remaining inequality. 
(2) For any n > m and I(n+l E K(n + 1), 

l-'"n+1([1(0, ... , I(m]) = .21-'([1(0, . .. , I(m] I [I(n, I(n+l])I-'([l(n] I [l(n+1]) 
len 

= .2 I-'"n([ 1(0, ... , I(m])I-'([ I(n] I [I(n + 1]) 
len 

~ 1-';; .21-'([l(n] I [I(n+l]) = 1-';; 
len 
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This shows that /L;; is increasing with n; a similar estimate proves that 
/L;; is decreasing. 

PROOF OF THEOREM 12-30: The limits /L + and /L - are well-defined by 
the monotonicity established in the lemma. We now show that for 
any given configuration (KO, ... , Km) on A(m), there is a random field 
l!: E r§v such that l!:([ KO, •.. , Km)) = /L - ([ KO, ••. , Km]). Let!i.n denote 

the configuration on K(n) for which the minimum value /L; is attained, 
and define measures l!:n' n ~ 1, on Q by 

{

l!:n([£)) = /L",n([£A]) whenever A c A(n - 1) 

l!:n: l!:n([Kn)) = 1 

l!:n({w: x t = O}) = 1 whenever t i A(n) 

(The notation [tAl was introduced in the proof of Theorem 12-25.) 
These specifications are clearly consistent, so each /Ln is well-defined. 
Now by the finiteness of S, we can use a diagonal argument (like the 
one in Proposition 1-63) to choose a subsequence {/Ln'} such that 
l!:n'([£A]) -+ l!:([tA]) for all possible configurations on every-finite AcT. 
By the extension theorem, these cylinder limits give rise to a unique /L 

on Q. Now observe that 

/L([KO, ..• , Km)) = lim /Ln'([Ko, •.• , Km]) = lim /L!£n'([KO, ••. , Km]), 
- n'-+oo - n'-+oo 

the last limit being equal to /L - ([ KO, .•. , Km]) by definition. To verify 
that /L E r§v, we first note that the /Ln' measures of [£A] are bounded 
away from 0 for n' sufficiently large, since /Ln'([£A)) = /L.!£n'([£A]) is strictly 
positive as soon as A c A(n' - 1) and increases with n' by Lemma 
12-31. It follows that l!: is strictly positive on finite cylinders, and that 

the neighbor Gibbs property is inherited from the l!:n' (i.e., the limit 
may be interchanged with the operations defining the characteristics.) 
This completes the proof that r§v is always non-empty. By an analo­
gous construction we find a neighbor Gibbs field ji E r§v with 
ji([ KO, •.• , Km)) = /L + ([ KO, .•• ,Km)). If /L + =1= /L - (for some (KO, ••. , Km)), 
then evidently I r§vl > 1. If /L + = /L - , then Lemma 12-31 shows that 
any /L E r§v is uniquely determined on all events [KO, • .. , Km], m ~ 0, 
hence on all [£A], finite AcT. This shows that Ir§vl = 1, completing 
the proof. 

Unfortunately, the general criterion for phase multiplicity just given 
is often difficult to apply, since /L + and /L - may not be readily comput­
able. A more detailed theory is available for certain "attractive 
potentials," examples of which will be mentioned in Section 6. 
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5. Homogeneous Markov fields on the integers 

Throughout this section the time parameter set T will be 7L = the 
integers, N = {O, 1, ... } or - N = { ... , -1, O}, with the standard 
neighbor structure 0 (i.e. on = {n' E T: In' - nl = I}). Our objective 
is to treat, in some detail, the classes of Markov fields on these infinite 
linear lattices. 

First let us consider the "one-sided" cases. We show here the 
previously mentioned fact that the Markov random fields on N are 
simply the Markov processes with strictly positive cylinders. 

Proposition 12-32: If T = Nand p. E @v, then {xn} is a Markov pro­
cess. In particular, there are probability measures 1Tn and transition 
matrices P n' n ?: 0, such that 

1Tn ,1 = Pr[xn = i], Pn,ii = Pr[xn+ 1 = j I Xn = i], 

and 1TnP n = 1Tn+l' Similarly, if T = - Nand p. E @v, then {xn} is a 
Markov process on - N, and there are probability measures 1Tn and 
transition matrices P n' n < 0, satisfying the above relations. 

PROOF: Without loss of generality, assume that V is normalized. 
It suffices to assume T = N and check the Markov property (the proof 
for T = -N being analogous). Fixn> 0, and set A = {I, 2, .. . ,n - I}. 
For any tEn, define 

zn(io, in) = 2: exp{ _ 2: V B(t IC )}, 
ICeS A BcA:BnA*0 

where tIC is the modification obtained by replacing the values of t on A 
with those of K. Now choose a particular tEfl, and let t' be the con­
figuration obtained by replacing the value io at site ° with a 0. Then, 
using the Markov field property at 0, we have 

Pr[xo = io 1\ Xn = in] = p.g(t} p.i(t'} = p.8(t} p.i(t'}. 

Pr[xo = ° 1\ Xn = in] p.g(t'} p.1(t} p.8(t'} p.1(t} 

Writing the characteristics according to Definition 12-20, the last term 
is 
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after cancellation. Hence 

Pr[ Xo = io A ••• A Xn = in] 

= ,.d(£) Pr[xo = io A Xn = in] 

= Zn(io,in)-lexp{ _L VB(£)}Pr[xo = io A Xn = in] 
Bc:A:BI"\A~flI 

Finally, after further cancellation, we obtain 

Pr[xn = in I Xo = io A ... A Xn-l = in-I] 

Zn_I(O, i n- l )[ V ()+V ()] Pr[xo = 0 A Xn = in] = e {n - l} , {n - l.n} , , 
Zn(O, in) Pr[xo = 0 A Xn- l = in-I] 

a conditional probability depending only on n - 1, in- l and in, which 
we may set equal to Pn-l,in.-lin. 

Proposition 12-33: Let T = I\J, and suppose that v E <§v has initial 
measure 170 and transition matrices P n. Then any f£ E <§v is Markovian 
with initial measure 17~ and transition matrices P~ which satisfy 
17~,to = 170,toh(0,io) and P~,tnin+l = Pn,inin+lh(n+l,in+l)/h(n,in) for some solu­
tion h of the equations 

h(n""n) = "" P i i h( Ii) L.. n, n n + 1 n + . n + 1 • 
in+ leS 

Conversely, any f£ arising in this way is in <§v. 

PROOF: Apply the construction of the previous section with T = I\J 
and A(n) = {O, 1, ... , n}. Then the correspondence of Theorem 12-25 
is clearly equivalent to the one asserted here, because v and f£ are both 
Markovian by Proposition 12-32. 

Of course, an obvious analogue of the last result holds in case T = 
- I\J. A concrete example of phase multiplicity on a half-line will be 
given later in this section. 

We turn our attention now to the "two-sided" case, T = 71... In 
contrast to the one-sided setting, we shall see shortly that there are 
Markov fields on 7L which are not Markov processes. Since the neighbor 
structure 8 on 7L commutes with translation, it is possible to define a 
class of homogeneous Markov fields. 
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Definition 12-34: A Markov field {xthez is homogeneous if 

fL:::(L) = fL:::t~(8-nL) for all m, n E 71., LED, 

where the value of 8- nL at site t is it-no A neighbor potential U is 
homogeneous if 

U(m}(L) = u j and U{m,m+l}(L) = Ujk whenever im = j, im+ 1 = k. 

Two facts follow immediately from the definitions. First, if {xt} is 
homogeneous Markov, then the canonical V of Theorem 12-21 is a 
homogeneous neighbor potential. Second, any neighbor Gibbs field 
with homogeneous neighbor potential U is homogeneous Markov. 
For such a U, if we set Qjk = exp{!uj + u jk + !uk}, then fL is a Gibbs 
field with potential U if and only if 

QjjQjke-(Uj+Uk )/2 QjjQjk 

L QtsQske-(uj +uk )/2 = (Q2)tk 
seS 

whenever im- 1 = i, im = j and im+ 1 = k. On the other hand, any 
strictly positive Q defines consistent local characteristics by means of 
the above equation, and these in turn give rise to a homogeneous 
neighbor Gibbs potential for fL' according to Theorem 12-21. Thus we 
obtain a multiplicative representation for the characteristics in terms 
of Q which is more convenient than the one involving the canonical 
potential V. Let '§Q denote the class of Markov fields determined byQ 
in this manner. An immediate requirement for '§Q to be non empty is 
Q2 < 00, and since the local characteristics determine all the character­
istics, it follows from this assumption that Qn < 00 for all n, so that 

whenever m ::; nand [m - 1, n + 1] c A. (Here [m, n] denotes 
{m, m + 1, ... , n}.) 

We have seen that any homogeneous neighbor Gibbs field is in '§Q 

for some Q. But many matrices Q' give rise to the same character­
istics, just as in the potential representation. By definition, either 
'§ Q = '§ Q' or '§ Q n '§ Q' = 0; say that Q is equivalent to Q' in the former 
case (Q ~ Q' in notation). 

Proposition 12-35: Strictly positive matrices Q' and Q" are equivalent 
if and only if 

Q7f hf .. S 
Q' =ch- t,JE , 

if i 

for some c > 0 and strictly positive h = (hk)keS' 
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PROOF: The statements and proofs of Proposition 12-14 and Corollary 
12-15 are easily modified to apply to neighbor potentials on an infinite 
parameter set by replacing T with A. In our case, if U' and U" are 
the homogeneous neighbor potentials such that u~ = u~ = 0 for all k 
and u;; = In Q;;, U7i = In Q7j , then U' and U" determine the same 
Gibbs fields if and only if 

2: J -1)IA-BILlD(~B) = 0 for every A = {m}, {m, m + 1}, 
Bc:Ac:Dc:A 

where LlA = U~ - U~. Setting Ojj = u;i - u7i , these equations become 

(1) OkO + OOk - 2000 = 0 
i, k,j ES. 

(2) Oji - 0iO - 00; + 000 = 0 

The combination (2) + l( 1 with k = i) + l(l with k = j) yields 

(3) (u;j - Urj) + Wj - Wj - Z = 0, 
where W k = l( OOk - 0kO)' Z = 000 , 

Defining hk = eWk and c = eZ , the desired equation in terms of Q' and 
Q" follows. Conversely, if the hypothesis holds then 

Q;~Q;k c2 Q;j(hj/hi)Q;k(hk/hj) Q;jQ;k 

(Q"2)jk = c2 2: Q;s(hs/hj)Q~k(hk/hs) = (Q'2)jk' 
seS 

so that Q' and Q" determine the same local characteristics, i.e., Q' ~ Q". 
The remainder of this section will be devoted to an analysis of 'll Q' 

the class of homogeneous Markov fields on 7l. determined by a strictly 
positive matrix Q. We let CQ comprise the extreme measures in 'llQ. 
It will now be proved, using the Martin boundary arguments of the 
previous section, that these extreme Markov fields on 7l. are always 
Markov processes. 

Theorem 12-36: If IL E CQ , then {xn}n e Z is a Markov process. Thus 
IL is determined by measures TT n and transition matrices P n' nEll., where 

TTn,i = Pr[xn = i], Pn,ij = Pr[xn+ 1 = j I Xn = i], 

and TTn P n = TTn+l' 

PROOF: It suffices to check the Markov property. For n ~ 0, let 
A(n) = { - n, - n + 1, ... , n}. By Corollary 12-29, if IL E CQ , then 
IL = t-limn-+oo IL",n for some (KO, Kl, ••• ) E Q. This implies that there are 
states kn E S for nEll. such that 

Pr[xl = i l 1\ X I +1 = i l + 1 1\ ... 1\ Xm = im] 

= lim Pr[xl = i l 1\ X I +1 = i l + 1 1\ ... 1\ Xm = im I 
n-+oo 
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whenever 1 s; m. Therefore 

Pr[xm = im I XI = i l 1\ XI+l = i l +1 1\ ••• 1\ Xm-l = im- 1] 

= lim Pr[xm = im I X_n = k-n 1\ XI = i l 1\ XI+l = i l +1 1\ 
n .... '" 

••. 1\ X m - 1 = i m - 1 1\ Xn = kn]. 

By the Markov field property, for all n sufficiently large the right hand 
side becomes 

lim Pr[xm = im I X-n = k-n 1\ Xm- 1 = im- 1 1\ Xn = k n] 
n .... '" 

1. Pr[xm_l = im- 1 1\ Xm = im I X-n = k-n 1\ Xn = k n] 
= 1m --~~~~~~~~,-~~~----~--~~--~ 

n .... oo Pr[Xm-l = im- 1 I X-n = k-n 1\ Xn = k n] 

= Pr[Xm = im I Xm-l = im- 1] = P m- 1,im -1i m' 

Next we present a useful representation theorem for the extreme 
homogeneous Gibbs states with matrix Q. 

Theorem 12-37: If /L E ,ff Q' then there are strictly positive functions 
g(n,i) and h(n,i) (n E 7L., i E S) such that 

(1) g(n+l,in +1) = 2: g(n,in)Qinin + 1' 
ineS 

(2) h(n, in) = 2: Qinin + 1h (n+1,in+1)' 
'n+l eS 

and 

and such that the measures 7I"n and transition matrices Pn for {xn} are 
given by 

7I"n,i = g(n,j)h(n,i) and Pn,ik = Qikh (n+1,k)/h(n,i)' 

Moreover, there are constants e', e" > ° and kn ES (n E 7L.) such that 

g(m,im) = e' lim (Qm-n)knim/(Q-n)knO m < 0, im ES 
n-+ - 00 

h(m,im) = e" lim (Qn - m)imk)(Qn)Okn m > 0, im E S 
n .... oo 

PROOF: Since {xn} is a Markov process, 

n+l( ) _ QikQko _ Pn,i"Pn+1,kO 
/Ln+l' - (Q2)iO - (PnPn+dio 
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and 

n+2( ) _ QkOQOO _ P n+1 ,kOP n+2,OO 
fL +2 L - --- -

n (Q 2 ko (Pn+ 1Pn+ 2 )kO 

whenever in = j, in+1 = k, in+2 = in+3 = O. Let h(n,j) = 
(Q2)jo/(PnP n+1 )iO' Cn = Qoo/Pn+ 1 ,oo' Then dividing the first equation 
by the second and rearranging terms, 

1 h(n+l,k), 

Cn+ 1 h(n,j) 

Choose cn, n E 71., so that Co = 1 and cn _ dCn = Cn" Now define h(n,j) = 
cnh(n,j) to get 

Pn,jk = Qjkh(n+l,k)/h(n,j) 

as desired. Equation (2) follows immediately from the fact that P n is 
a transition matrix. If we define g(n,i) = 7Tn,j/h(n,j)' then (3) holds 
because 7T n is a probability measure, while the equation 7T n P n = 7T n + 1 

implies (1). It therefore remains only to derive the representation of g 
and h as ratio limits of powers of Q. To this end, choose A(n) and kn 

as in the proof of the previous theorem. Then for m > 0, 

Pr[xm = im I Xo = 0] 

= lim Pr[ Xm = im I x _ n = k _ n /\ Xo = 0 /\ Xn = knl 
n ... co 

= lim Pr[xm = im I Xo = 0 /\ Xn = knl, 
n ... co 

the last since {xn} is a Markov field. In terms of g, hand Q we have 

g(O,O)(Qm)oimh(m,im) l' g(O,O/Qm)Oim(Qn- m)imkn h(n,kn) 
------- = 1m -----::---::-----

g(o,o)h(o,o) n ... co g(O,O)(Qn)okmh(n,kn) 

so that 

An analogous computation yields the result for g when m < O. 

With the aid of the above representation, cases where I~QI = 0, 1 
and 00 will now be discussed. 

Example 12-38: Let S = 71., and consider any matrix Q of the form 

Qij = qj-f > 0, i,j E 71., where L qf = 1. 
fEZ 

Suppose that fL E CQ , with g and h the functions of Theorem 12-37. 
Equations (1) and (2) of that theorem say that ge-m,i) and hem,i)' m 2:: 0, 
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are space-time harmonic for sums of independent random variables. 
By analogy to Example 6 of Section 10-13, one can show that the 
extreme such functions are of the form emtl for some e > 0, t > 0 
(ql > 0 excludes degenerate solutions). Thus, 

g(o,Ok(o,i) = L"" L"" [Sltl]dv(s)dp.(t) 

for some measures v and p. on (0, (0). It follows that 

f ""f"" ["" "" 1] 1 g(O,Ok(o,O = 1 + 1 (st)1 + 1 -( )1 dv(s)dp.(t) 
leZ 0 0 1=1 1=1 st 

= 00, 

since one of the two infinite sums must diverge for any given sand t. 
This contradicts equation (3) of Theorem 12-37, so tffQ is empty. f'§Q 

is therefore empty by Theorem 12-28. 
If Q > 0 is an ergodic transition matrix, then there is a unique 

probability measure a > 0 such that aQ = a. In this case f'§Q clearly 
contains the stationary process with 

?Tn,1 = a l and Pn,ii = Qu for all n E 7L. 

Thus, whenever Q' ~ Q for some ergodic Q, then If'§Q,1 '=f o. Our next 
goal is to show that when S is finite f'§Q' contains exactly one Markov 
field for any Q' > 0, and that this field is a stationary Markov chain on 
7L. The first step is contained in a lemma. 

Lemma 12-39: If S is finite, then any Q' > 0 is equivalent to a strictly 
positive transition matrix Q (with Ql = 1). 

PROOF: We show that there is a vector h > 0 such that Q'h = ch for 
some constant c > O. Then, defining 

Qt' = Q;~hj, 
J -L 

enj 

it follows that Q is a transition matrix, while Q' ~ Q by Proposition 
12-35. To get h, let 9' = {k = (ki)les: 11, ~ 0 and LieS k j = lSI}, and 
define c = sup{e: Q'k ~ eh for some 11, E 9"}. Easy estimates prove 
that 0 < mini,i Q;i ~ c ~ lSI maxi,i Q;j < 00. By definition of c and 
Proposition 1-63, there are constants e(n) and elements hen) of Y, 
n = 0, 1, ... , such that e(n) -+ c, Q'k(n) ~ e(n)h(n), and limn-+ao hen) = h 
for some hE 9'. This implies that Q'h ~ ch. Now if (Q'h)j > chj for 
some j, then Q'(Q'h) > c(Q'h) so Q'(Q'h) > (c + e)(Q'h) for small E. 
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But this contradicts the definition of e once we normalize Q'h. Hence 
eh = Q'h > 0, which shows that h > 0. 

Theorem 12-40: If S is finite, then I~Q,I = l. ~Q' consists of the 
Markov chain with transition matrix Q and stationary measure a, where 
Q is defined as in Lemma 12-39 and a is the regular probability measure 
for Q. 

PROOF: Suppose JL E ,sQ' and let len, n E 7L., be the states in the ratio 
limit representation of Theorem 12-37 for the functions Y(m,i) and h(m,i)' 

Since S is finite, there is some state j" E S and an infinite sequence 
n" --i>- 00 such that lenN == j". Hence 

by the convergence theorem for noncyclic ergodic chains. Thus h is 
constant. Similarly, there is some j' and sequence n' --i>- -00 with 
len' == j', whereby 

lim (Qm-n')j'lm 
,~~-oo ,a~ 

Y(m,lm) = c -l:-.--(Q=-----:n':-)- = c - = cOal' 
1m j'O a o m 

n'-+ - co 

It follows that 71'n,i == a; and P n,;k == Qik' In other words, JL is uniquely 
determined as the process described in the statement of the theorem. 
For any strictly positive finite matrix Q' with equivalent transition 
matrix Q, we therefore have I,sQ' I = I,sQI = l. Theorem 12-28 now 
implies I~QI = l. 

Next we present a concrete example of a matrix Q with phase multi­
plicity, for which all the elements of,sQ can be exhibited explicitly. 

Example 12-41: Let S = {O, 1, ... }, and consider the strictly positive 
matrix Q given by 

QI; = % [(:)(i)I][e- 1/2(!);-k/(j - le)!] (i A j = min{i, j}). 

Q may be thought of as describing transition from i to j particles in a 
population. First particles disappear independently with probability 
1/2, and then an independent Poisson distributed population of mean 
1/2 is added to those which remain. This interpretation makes it clear 
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that Ql = 1. We remark next that Q is ergodic, with regular measure 
aj = e-1/i!, i ES. In fact, Q is a-reversible; 

ajQjj = e- 3 /2 ~ [ (~) ] (l)j+i-k 
k-O i!(j _ k)! 

= e- 3/2 j% [ ({) ] (l)t+i-k = aiQjj, 

k-O j!(i _ k)! 

since the terms in square brackets agree for every i, j and k. Thus C§ Q 

contains the stationary Markov chain with 7Tn,j = aj and Pn,jj = Qji for 
every n E 71... In order to determine the other elements of C§ Q' we first 
compute the powers ofQ. For this purpose it is convenient to introduce 
the generating functions yf(s) = J.,;=o (Qn)jjSi (lsi:=:; I), i E lL. We 
claim: 

When n = 0 both sides are Si; the result follows by induction from the 
following considerations. If we start with i particles at time 0, and 
Sn denotes the number at time n + 1, then Sn+l = X + J.,f~l Yi , 

where X and the Yj are independent, X Poisson with mean 1/2, the Yi 

taking on values 0 and 1 each with probability 1/2. Since X has 
generating function e - (1 - s)/2 and each Yj has generating function 
(1 + s)/2, it follows from the formula for the generating function of a 
random sum that yf+1(S), the generating function of Sn+1' equals 
e-(1-S)/2y f((1 + s)/2) for n ~ O. The desired formula for yf(s) satisfies 
this recursion relation. Hence (Qn)jf' the coefficient of Sf in the power 
series expansion of yf(s), is given by 

If fL E CQ , then according to Tpeorem 12-37, the limits 

g(m,i) = c' lim (Qn+m)k_nt/(Qn)k-nO' mE lL, i E S, 
n-+ 00 

exist and are strictly positive, for some c' > 0 and fixed sequence kn' 
nElL. We show next that these limits exist if and only iflimn-+ 00 k_ n/2n 

() for some () ( ~ 0). Under this assumption 
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and 
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( k ) ()!( 1/2)m! 
~n ((i.)n+m)!--+ l! ' l ~ 0. 

= e-(6(1/2)m+ 1) i (i) [()(1/2)m]l/i ! 
!=o l 

= e-(6(1/2)m+ 1)(()(1/2)m + l)t/iL 
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We can take this last quantity to be g(m,i) by choosing c'·= e-(6+ll. On 
the other hand, if limn-+oo k_n/2n does not exist then we must have 
k_n/2n --+ 00 as n --+ 00, for otherwise the defining ratios would converge 
to distinct limits along different subsequences. But the ratio 
(Qn+1)k_ nd(Qn)k_ nO, for example, is a sum of positive terms including 

_----'~2'___ 2 > e 1 + -- e. > 0 [
e-(1-(1/2)n+l)][1 _ u,-)n+1]k_ n [1 _ (.1)n+1]' ( 1 )k_n 
e - (1 - (1/2)n) ~ 1 _ (!)n i ! - t 2n + 1 " , 

and this last expression tends to 00 as n --+ 00 if k_n/2n --+ 00. We have 
therefore shown that the limits defining g(""i) exist if and only if 
k _ n/2n --+ () E [0, (0) as n --+ 00, in which case g(m,1) as a function of i may 
be taken to be Poisson with mean ()(t)m + 1. Since Q is a-reversible, 
at(Qn)u = aj(Qn)jt, and hence the function h(m,i) of Theorem 12-37 can 
be computed as 

h "1' (Qn-m)ikn "1' ao(Qn-m)kni 
(m i) = e 1m = c 1m 

, n-+ 00 (Qn)Okn n-+ 00 ai(Qnkno 

= eme-(n2m+1)(7]2m + 1)i 

if kn(!)n --+ 7] E [0, (0); otherwise the limit does not exist. Condition (3) 
of Theorem 12-37 now dictates e'" = el - 6n . In summary, we have 
proved that if fL E tffQ, then fL is one of the Markov process measures 
fL6n' (), 7] E [0, (0). Here () determines g, 7] determines h, and then g and 
h determine fL6n according to Theorem 12-37. Finally, it remains to 
check that all the fL6n are extreme, so that in fact tffQ = {fL6n; (), 7] E [0, oo)}. 
One first verifies, as in Example 6 of Section 10-13, that the topology 
of the Martin boundary B associated with ~ Q is the usual topology on 
IR~ = {((), 7]): () ~ 0, 7] ~ O}. Then by Theorem 12-28, 

fLiHj = 100 100 

fL6nd>"((),7]) 
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for a unique probability measure A on IR; such that A({(O, 7)): fLoTl E @"Q}) 

= 1. Evaluating both sides on {w I Wn = i, Wn+l = j}, we derive the 
equation 

e- illI{e-(6(1/2)n+ 1)(O(1)n + l)iji!}{e-(1I2n+l+l)(7i2n+l + l)fjj!} 

x {e-(Tl2n+l+1)(7)2n+l + l)fjj!}d>-'(O, 7)). 

Multiply both sides by UiV i (u, V E IR), sum over i, j E S, and interchange 
summation and integration, to obtain 

If we make the change of variables: x = (1 - u)j2n, y = 2n+l(1 - v), 
then for x ~ 0 and y ~ 0 the right hand side is the double Laplace 
transform of the measure e- olld>-'(O, 7)). Since the equation is satisfied 
when >-. concentrates at (e, 7i), the uniqueness theorem for Laplace 
transforms implies that >-. must be this measure. We conclude that 
fLon E @"Q, as desired. 

Whenever Q is a transition matrix and fL E @"Q admits a representation 
with h(n,i) == 1, then 7Tn,i = g(n,i) and P n == Q. A family of probability 
distributions 7Tn, n E"l.., such that 7TnQ = 7Tn+l is called an entrance law 
for Q. For example, the Poisson distributions 7Tn with mean O(l)n + 1 
for fixed 0 E [0, 00) constitute an entrance law for the matrix Q of the 
last example. The case 0 = 0 yields the stationary Markov process 
with regular measure a; when 0 > 0 the process {xn} with measure !Lon 
"comes down from infinity" in the sense that limn-+ _ 00 Pr[ Xn = i] = 0 
for any i E S. A more surprising type of entrance law is described in 
Problem 8 at the end of the chapter. 

The matrix Q of Example 12-41 may also be used to illustrate phase 
multiplicity on the non-negative half-line. Namely, for 7) E [0,00), let 
h'?n,i) = e- n2n(7)2 n + l)i, and define 7T3,i = exihro,i),p~,ik=Qikh?n+l,k)/h?n,j)' 
If we set 7To = ex, P n == Q, 7T~ = 7T3 and p~ = P~ in Proposition 12-33, 
then the hypotheses there are clearly satisfied. Thus we have con­
structed a large family of one-sided Markov fields with the same 
characteristics as the Markov chain with transition matrix Q and 
initial distribution a. 

As a final application of Example 12-41, we exhibit an element of '§Q 

which is not a Markov process. Consider the field {xn} given by the 
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convex combination P- = tP-oo + tP-ll' Clearly P- E t'§Q' and to see that 
P- is not the measure for a Markov process it suffices to check that 

Pr[X2 = 0 I Xo = 0 A Xl = 0] =F Pr[X2 = 0 I Xl = 0]. 

The 7Tn and P n for P-ll satisfy 7To,O = e-4, 7T1,O = e- 9/2, Po,oo = e- 1Qoo 
and P 1,oo = e- 2Qoo' Thus 

Pr[x = 0 I X = 0 A X = 0] = t(e- 1QooQoo) + t(e-4e-1Qooe-2Qoo) 
2 0 1 t(e lQoO) + t(e 4e 1QoO) 

1 + e- 6 

1 + e 4 Qoo, 

while 

1 + e- ll/2 

1 + e -7/2 Qoo· 

Hence {xn} has the two-sided Markov property, but not the one-sided 
Markov property. 

We conclude this section by mentioning without proof the deepest 
result to date in the theory of denumerable Markov fields on 7L.. When 
T has a group structure it is natural to consider the class t'§~ consisting 
of all those P- E t'§v which are invariant under translations. The 
following theorem completely determines the possibilities for t'§g" the 
translation invariant Markov fields on T = 7L. with characteristics deter­
mined by the strictly positive matrix Q'. 

Theorem 12-42: If P- E t'§ Q" then Q' ~ Q for some strictly positive Q 
such that Q1 ~ 1. If Q1 = 1 and Q is ergodic, then It'§g,1 = 1. In 
this case the unique member of t'§g, is the stationary Markov chain on 7L. 

with transition matrix Q and 7T n == the Q-regular measure IX. In all 
other cases t'§g, = 0. 

6. Examples of phase multiplicity in higher dimensions 

When T = 7L.rJ. for d ~ 2, the conclusion of Theorem 12-40 ceases to 
hold. In other words, there are instances of phase multiplicity for 
homogeneous potentials U with S finite. This phenomenon is un­
doubtedly the most important in the theory of random fields, but an 
adequate treatment is far beyond the scope and purpose of this chapter. 
Instead, we briefly discuss two examples. Suggestions for further 
reading are included in the Additional Notes. 
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Example 12-43: Tree processes. S = {O, 1, ... , N} and T is a count­
able tree (Le., T is endowed with a neighbor structure 0 which defines a 
connected graph with no loops). Let P be a strictly positive N-state 
transition matrix with regular measure a, and assume that P is a­
reversible. The random field {xtl on ST is called a tree process for 
(a, P) if p. is defined by the following three properties: 

(i) Pr[xt = i] = aj for all i E S, t E T; 
(ii) Pr[Xto = io " xt! = il " ... " Xt, = il] = a!OPjO!l' ••• ,P!I-l!1 

whenever {to, t1 , ••• , tl} is a finite path in the tree T and io, iI' ... , 
iIES; 

(iii) Pr[xto = io " ... " Xt, = i l I Xt. = iT for all rEA] 
= Pr[Xto = io " ... " Xt, = i l I Xto = i o] 

for any finite AcT and path {to, ... , tl } c T which intersect 
only at site to, and any io, ... , i l E S. 

For given a and Q, conditions (i)-(iii) determine a well-defined and 
unique Markov field. According to (i) and (ii) the process behaves like 
a reversible Markov chain along paths (reversibility ensures that 
cylinder probabilities are independent of the direction we travel along a 
path in (ii», while paths "patch together" because of condition (iii). 
As a special case, suppose that S = {O, I} and T is the tree with three 
neighbors for every site (sometimes called the 3-Bethe lattice). Con­
sider the tree processes with measures p.' and p." induced by (ai, Pi) and 
(a", P") respectively, where 

a' = (!, i) P ' = (! !), 
a" = (t, t) P" = (: t) 5 . 

9 9 

It is not hard to verify that both fields have the same local character­
istics, so there is phase transition for the potential V corresponding to 
these characteristics. For instance, 

I (!)(i)3 32 
P. ({xa = O} I {Xt = 0 for all t E oa}) = 1 2 3 (2 (1)3 = 33, 

(a)(a) + a) 6" 

p."({Xa = O} I {Xt = 0 for all t E oa}) = 4 8 ~)(i)31 (4 3 = ~~. 
(5)(9) + (5) 9) 

In this setting, if P = C ; p p ) then a = (-q-, _P-) and 
l-q p+qp+q 

P is always a-reversible. The (a, P)-process is called attractive when 
p + q :S; L. Roughly, attractiveness means that a 1 at site t increases 
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the likelihood of I's near t (and similarly for O's). More precisely this 
implies that in Theorem 12-30 J.'"n({Xt = I}) is maximized when Kn 

consists of" anI's" on K(n). Using this fact it is possible to show that 
in the attractive case there is phase multiplicity for the potential corre­
sponding to (a, P) if and only if (p - q)2 - 2(p + q) + 1 ~ ° and 
(p, q) of (h l)· The (a, P)-process is repulsive when p + q ~ 1, and 
in this case one can prove by entirely different methods that phase 
multiplicity occurs if and only if p + q > l 

Random fields on countable trees T have the advantage that most 
physically meaningful quantities can be computed explicitly; the fact 
that T ha,s no loops enables one to use inductive methods. The natural 
setting for statistical mechanics is T = 7Ld , however, and in this case 
the theory is immensely more difficult. We summarize some of the 
leading results for the simplest Markov fields on the two-dimensional 
integer lattice in our last example. 

Example 12-44: Two-dimensional Ising model. S = {O, I}, T = 7L 2 • 

V is a normalized potential of the form: 

V{al(t) = Vo V{a,bl(t) = VI 

whenever la - bl = 1 and ia = ib = 1, with VA(t) = ° in all other 
cases. V is attractive if VI ~ 0, repulsive otherwise; the intuitive 
interpretation is the same as in the previous example. When V is 
attractive there is phase multiplicity if and only if Vo + 2VI = ° and 
VI > 2 In(V2 + 1). For repulsive V there is phase multiplicity in an 
open neighborhood of the line segment {(vo, VI): Vo + 2VI = ° and 
VI < K}, with K sufficiently negative. Similar results hold in higher 
dimensions, though less is known. 

7. Problems 

1. Show that if S = {O, I}, T is a finite subset of 7L d , and V is a normalized 
neighbor potential, then the energy Hv of V may be expressed as 

Hv(t) = l 2: 2: Vabiaib ! = {if} E Q, 
aeT bed 

for some V = {Vab E ~, \a - b\ of I} satisfying Vab = Vba' 

2. Give an example of a finite Gibbs field which cannot be represented in 
terms of a pair potential. 

3. Let 8 be a given neighbor system. The K-neig~bor set 8K a (K = 1,2, ... ) 
of a E l' is defined recursively by 81a = 8a, 81a = Ii, and for K > 1, 
8K + l a = 8(8Ka),8K + l a = (8K + l a) U (8K a). ThusaK-neighbortofaisa 
site which can be reached from a in K steps to neighboring sites, and no 
fewer. A random field {Xt} is called a K-Markov field (with respect to 8) 
if fL~ = fL~Ka whenever 8Ka cAe T, A finite. A potential U is called 
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a K-neighbor potential if U A = 0 whenever A contains two sites which 
are not K-neighbors. Show that {Xt} is K-Markov if and only if the 
canonical potential V for {Xt} is K-neighbor. What does this say when 
K = O? [Hint: Define a new neighbor system.] 

4. Suppose that there is a metric d defined on T, and say that {Xt} is L­
Markov (L ~ 0) if f.L~ = f.L:<4.Ll whenever B(a, L) = {t E T: d(a, t) :$ L} 
cAe T. What property for the canonical potential V is equivalent 
to the L-Markov property for {Xt}? State and prove a theorem to 
justify your assertion. Describe the V2-Markov fields on lL2 • 

5. Show that if {Xt} has any neighbor potential U, then {Xt} is a Markov field. 
Give an example of a Markov field with potential U, such that U is not 
a neighbor potential. [Hint: For the first part, look carefully at the 
proof of Theorem 12-16.] 

6. Let T = lL. Prove that C§Q = 0 if 

lim sup (Q~)li(Q")fk = 0 for some j E S. 
" .... "" l.keS (Q2")lk 

[Hint: Show that this condition forces Pr[xo = j] = 0.] 
7. Give an example of a Markov process {xn}nez which is not extreme in its 

class of Markov fields. [Hint: Use the matrix Q of Example 12-41.] 
8. Let S = {O, 1, ... }, T = lL. Define al inductively by ao = t, and 

a! = (a!_1113) + f(i)! for i ~ 1. Let 

{
a f i = O,j ES 

Q!j = aWl + lSI-lj](aflal) i ~ 1, j E S 

Finally, put 

7Tn.! = {at + (S<-n-lJI - a!) k=D-l (akI3ak+l) 

a! n~O 

Show that a and all of the 7Tn are strictly positive probability vectors on 
S, and that Q is a strictly positive transition matrix with Ql = 1. 
Finally, prove that aQ = a, 7TnQ = 7Tn+l' and 7Tn =I a for n < o. Thus 
Q has an entrance law which agrees with the stationary one from time 
o on, but not before time O. 

9. Let V be any neighbor potential on lL. Show that if f.L E rffv, then {xn} 
is a Markov process. 

10. Suppose g and h satisfy (1)-(3) of Theorem 12-37 for some Q > o. 
Show that 7Tn .i and P n•jk as prescribed in that theorem give rise to a well­
defined field {xn}. Is {xn} in C§Q? Is it in rffQ? 



NOTES 

Chapter 3: 
Stochastic processes with the martingale property were first studied by 

Levy [1937]. Levy considered, in Sections 67 to 70, partial sums of sequences 
{In} such that 

M[f,,+l 110 A ... A I,,] = O. 
These are a natural generalization of sums of independent random variables 
with mean o. He proved theorems such as a central limit theorem suggested 
by comparison with sums of independent random variables. Ville [1939] 
recognized the importance of studying processes representing a fair game and 
for which system theorems should hold. He called these processes martin­
gales. Although he did not prove any convergence theorems, he did prove 
the inequality given in Problem 7. From this he was able to conclude that 
non-negative martingales had finite lim sup with probability one. He made 
application of this to the study of sample paths of coin tossing. In par­
ticular, he proved one half of the law of the iterated logarithm. The basic 
convergence theorem, Theorem 3-12, for martingales was proved by Doob 
[1940]. In his book on stochastic processes, Doob [1953] introduced sub­
martingales (called semi-martingales in that book) and made a systematic 
study of the system theorems and convergence theorems for these processes. 
The proof of Proposition 3-11 for martingales is due to Doob [1940]. The 
proof given here and the extension to submartingales is due to Snell [1952]. 
Additional applications of martingale theory to Markov chains may be found 
in Lamperti [1960a] and [1963a]. 

Chapter 4: 

Markov chains with a finite number of states were introduced by Markov 
[1907]. Kolmogorov [1936] considered the case of a denumerable number 
of states. Important contributions in the foundations of Markov chains 
were made by Doeblin [1938]. There are a number of books devoted to the 
study of finite Markov chains. Among these are Frechet [1938], Romanovskii 
[1949], Kemeny and Snell [1960], Lahres [1964], and Gorden [1965]. The 
theory of denumerable Markov chains is the subject of a book by Chung 
[1960]. 

Finite random walks have been analyzed in some detail in Kemeny and 
Snell [1960], Chapter 7. See also Kac [1947a]. The books by Spitzer 
[1964] and Kemperman [1961] give detailed studies of Markov chain problems 
applied to sums of independent random variables. The class of random 
walks discussed in Example 8 was introduced by Karlin and McGregor 
[1959] who made an extensive study of these processes. There is a large 

459 



460 Notes 

literature on branching processes. References to this literature as well as an 
account of the theory of these processes may be found in a book of Harris 
[1963]. The process called the basic example in this book is often referred 
to as a "renewal process." 

The recognition of the need for and the importance of system theorems is 
due to Doob. See Doob [1953], Chapter VII. The strong Markov property 
which holds for any denumerable Markov chain does not hold for general 
Markov processes where time is allowed to be continuous and the state space 
is the real line. For a discussion of this problem in the more general setting, 
see Blumenthal [1957]. 

A discussion of system theorems and a rather systematic use of these 
theorems in Markov chain theory may also be found in Chung [1960]. 

Chapter 5: 
Kemeny and Snell [1960], Chapter III, showed that the fundamental 

matrix N could be used to obtain moments of many descriptive quantities 
for finite absorbing chains. The extension of this use of N to denumerable 
chains was made in Kemeny and Snell [1961b]. Theorem 5-10 is the analog 
of the Riesz Decomposition Theorem for superregular functions. A 
systematic discussion of results of this type which exploit the analogy 
between superregular functions for a Markov chain and classical super­
harmonic functions may be found in Feller [1956] and Doob [1959]. The 
proof of Proposition 5-20 is due to Dynkin and Malyutov [1961]. 

Proposition 5-22 i8 true even if we drop the hypothesis of finitely many 
k-values. This theorem is due to Chung and Erdos [1951], and a simplified 
proof of this result was given by Chung and Ornstein [1962]. 

Chapter 6: 

Theorem_6-9 is due to Derman [1954]. He proved existence by showing 
that aj = INjj is a regular measure. His proof of uniqueness is less elemen­
tary than ours and uses the Doeblin ratio theorem applied to the chain 
reversed by a. This ratio theorem proved by Doeblin [1938] states for 
recurrent chains that lim1\_co (NI'])/Nk1») exists and is independent of i and k. 
Derman also used the identification of this limit as aj/a,. 

Proposition 6-24 is due to Kac [1947b]. 
Doeblin [1938] proved Proposition 6-32 and then applied limit theorems 

for sums of independent random variables to obtain limit theorems for 
Markov chains. For details of this technique and resulting limit theorems, 
see Chung [1960], pp. 75-106. The converse to Proposition 6-32 is due to 
Y osida and Kaku tani [1940]. 

The fact that limn _ ex: pn exists for a non cyclic recurrent chain is due to 
Kolmogorov [1936], [1937]. The extension of thi8 result given in Theorem 
6-38 is due to Orey [1962], and the first proof (including Lemmas 6-36 and 
6-37) is a somewhat simplified version of his proof. The proof using the 
Renewal Theorem may be found in Feller [1957]. Theorem 6-43 is new. 

Chapter 7: 
The details of the connection between Brownian motion and classical 

potential theory are discussed by Knapp [1965]. The recognition of the 
importance of identifying these two theories started with Kakutuni [1944]. 
Doob [1954] made significant extensions of the results of Kakutani by further 
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identifying martingale and submartingale theory with the theory of harmonic 
and superharmonic functions. Important contributions again exploiting 
connections between Brownian motion and classical potential theory were 
made by Kac [1951]. The next major contribution was made by Hunt 
[1957], [1958]. Hunt showed that one could develop a potential theory for 
essentially the most general Markov process. He considers continuous 
time and abstract state space. He showed conversely that under rather 
minimal requirements for a potential theory one can construct a Markov 
process associated with this theory. His work related to the potential 
theory that goes with transient processes. 

Although many of Hunt's results go over easily to the Markov chain case, 
even for transient chains new problems arise, and a whole new theory must 
be developed for the recurrent case. These extensions were made by 
Kemeny and Snell [1961b] for general Markov chains and by Spitzer [1962] 
for the important class of Markov chains which arise from sums of lattice­
valued independent random variables. 

The fact that the symmetric random walk in one and two dimensions is 
recurrent, whereas in dimension three or greater it is transient was first 
proved by Polya [1921]. The proof of Proposition 7-10 was supplied by 
Lamperti. 

Chapter 8: 

The notion of h-regular function was introduced into the study of potential 
theory by Brelot [1956] and the corresponding idea of a function regular in 
the h-process for chains was discussed in Feller [1956] and Doob [1959]. 

A discussion of equilibrium potential, equilibrium charge, and capacity as 
they arise in electrostatics and Newtonian potential theory may be found in 
the book of Kellogg [1929]. A somewhat more modern approach may be 
found in Brelot [1959]. In the classical theory the Green's function which 
plays the role ofthe matrix N is always symmetric. The fact that there is an 
interesting potential theory even for nonsymmetric operators in probability 
was first shown by Hunt [1957], [1958]. 

The results of Sections 1 and 2 of this chapter were for the most part in 
Doob [1959]. Those of Sections 3 and 4 are specializations to the Markov 
chain case of results obtained by Hunt [1957], [1958] for more general 
Markov processes. 

Choquet and Deny [1956-57] investigated the problem of the relation 
between the various potential principles for the case of potentials of the form 
g = aj, where a is an arbitrary non-negative finite matrix. If a has an 
inverse they proved that the Principles of Balayage and Domination are 
equivalent and that each implies the Principle of Lower Envelope. Here 
every non-negative function j is a charge. They showed further that if a 
satisfies the Principle of Lower Envelope, then there is a unique permutation 
of the columns of a such that the resulting matrix satisfies the Principle of 
Balayage. Also they showed that a satisfies the Principle of Balayage if 
and only if it is of the form a = A '2.':=0 SP, where A is a diagonal matrix 
with strictly positive diagonal entries and S is a non-negative matrix. Thus 
the most general operator here is only slightly more general than the class of 
all matrices of the form N = (1 - Q) -1, where Q is a finite transient chain. 
Some investigation of this problem for denumerable matrices was made by 
Kemeny and Snell [1961b]. 
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The notion of energy seems to be significant only in the case of reversible 
chains and even here it does not have the nice probabilistic interpretations 
that the other potential theory concepts have. 

The results of Section 8 are taken from Kemeny and Snell [1961b]. The 
idea of developing a potential theory for supermartingales was suggested by 
Doob [1961] where he also indicated the proof of Proposition 8-79. 

Chapter 9: 

The potential theory for recurrent chains discussed in this chapter was 
introduced by Kemeny and Snell [1961b]. 

The existence of the limit in Theorem 9-4 was first proved by Doeblin 
[1938]. The identification of the limit was made by Chung [1950]. The 
present proof is from Kemeny [1962]. 

Theorem 9-7 was proved under a mild assumption in Kemeny and Snell 
[1961b]. The case i = j was proved in general by a method due to Chung in 
Chung [1961] and Kemeny and Snell [1961c]. The general case was proved 
by Kemeny [1963]. 

The fact that all ergodic chains are normal follows from Theorem 4, 
Chapter 1, Section 11 of Chung [1961]. The remaining results in the first 
three sections are taken primarily from Kemeny and Snell [1961b]. 

Proposition 9-65 was first proved by Lamperti [1960b]. Results of the 
form of Propositions 9-67 and 9-68 may be found in Chung [1960] Chapter 1, 
Section 11. 

The notion of strong ergodic chains introduced here is new. The matrix Z 
was introduced in Kemeny and Snell [1960]. It was shown in this book that 
the matrix Z for finite ergodic chains could be used to express the moments 
of many interesting descriptive quantities and hence played for recurrent 
chains a role similar to the matrix N for finite absorbing chains. 

All sums of independent random variables processes which form aperiodic 
recurrent Markov chains are normal. This was proved by Kemeny and Snell 
[1961a] for the case of finite variance and in general by Spitzer [1962]. 

The operator K was introduced by Kemeny and Snell [1963b]. Most of 
the results of Sections 8 and 9 are taken from this paper. 

The method of associating denumerable chains with electric circuits 
discussed in Section lO was carried out by Nash-Williams [1959] under 
slightly more restrictions on the chain than we impose. He proved also 
Lemma 9-129. 

Chapter 10: 

The Martin boundary for Markov chains was introduced independently by 
Doob [1959] and Watanabe [1960a]. Doob and Watanabe used the methods 
which were developed in the study of the classical Martin boundary relevant 
to Newtonian potentials. Details of this approach may be found in Brelot 
[1956] and Doob [1957] or Watanabe [1960a]. 

Hunt [1960] gave a new and more probabilistic treatment of Martin 
boundary theory for Markov chains and completed the work of Doob and 
Watanabe in several ways. In particular, he introduced a new class of 
processes called approximate P-chains. These are slightly more general 
than the processes we have called extended chains. Our treatment of the 
Martin boundary is for the most part a rewriting of Hunt's paper with more 
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detail supplied, except that we have used a slightly different definition of 
boundary than that listed by Hunt. The difference is as follows. Doob 
introduced a metric on the state space, the one we have used if TT assigns all 
its weight to one point, and completed the state space in terms of this 
metric. A point was called a boundary point by Doob in the completed 
space if it was a limit point of the original states. It is possible for one of 
the original states to be such a limit point. To avoid this peculiarity, Hunt 
modified Doob's metric slightly to make such a point into a new point. 
Since these new points are always nonminimal points and appear to play no 
essential role in the theory, we have followed Doob's metric. However, we 
have chosen to call the boundary simply the new points added by the 
completion. The observation that TTN > 0 is the only condition on TT that 
is needed appears in Orey [1964]. 

One can also use G. Choquet's theory of convex cones to develop Martin 
boundary theory. This approach has been carried out by Neveu [1964]. 
See also Hennequin and Tortrat [1965]. 

Brelot [1956] showed that the Martin boundary was ideally suited to the 
study of the first boundary problem, or the Dirichlet problem. His approach 
was to generalize the method developed by Perron and Wiener (see Kellogg 
[1929]) for regions in Euclidean space. 

The probabilistic approach to the first boundary problem was first sug­
gested by Kakutani [1945] and done more generally using the Martin bound­
ary by Doob [1958]. The method presented in this book is the probabilistic 
approach of Kakutani and Doob. 

The discussion of fine boundary limits follows that of Doob [1957], who 
considered these problems for superharmonic functions using Brownian 
motion theory. 

The Martin boundary has now been worked out for several important 
classes of Markov chains. In particular, Doob, Snell and Williamson [1960] 
have worked out the boundary for general sums of independent random 
variables. Related results may be found in Dynkin and Malyutov [1961]. 
There are close connections between classical moment problems and the 
Martin boundary for certain of these processes. A discussion of this point 
may be found in Watanabe [1960b]. Lamperti and Snell [1963] discussed 
the Martin boundary for the class of random walks introduced by Karlin and 
McGregor [1959]. This discussion was generalized by Kemeny [forthcoming]. 
Finally Blackwell and Kendall [1964] have given a discussion of the Martin 
boundary for the Polya urn scheme. 

The result in Example 3 that the only positive regular functions for the 
symmetric random walk in three dimensions are the constants was proved by 
Murdoch [1954] by other methods. Murdoch obtained a better estimate of 
NOJ than that given here. The short proof of the estimate for NOJ that we 
give was supplied by E. Stein. 

The results in Problems 30 to 34 were discovered by Harris [1957] and 
Veech [1963]. 

A point x of S* is regular for the Dirichlet problem if for each continuous 
function! ~ 0 on S* the superregular function h with! as boundary values 
has limJ_ x h(j) = !(x). An equivalent condition on x is that for each open 
neighborhood U of x, limJ_ x Prj [xv E S* - U] = o. Knapp [1966] showed 
that the set of regular points is a Borel set and gave an example of a chain P 
with P1 = 1 for which the set of regular points was empty. 



464 Notes 

Chapter 11: 

The main results of this chapter were presented in a paper by Kemeny 
and Snell [1963a]. As noted in this paper, these authors are indebted to 
W. A. Veech for the important Lemma Il-Il. The recurrent boundary was 
introduced independently by Orey [1964]. 



ADDITIONAL NOTES 

The discussion below deals with some of the developments in the theory 
since the publication of the first edition. Some papers that predate that 
publication are mentioned to put matters in context. Citations point to the 
Additional References except when the bracketed date is followed by "R." 
The latter citations point to the References section. 

Chapter 12: 

The foundations for the theory of Markov fields and random fields in 
general were developed by Dobruschin (e.g., [1968]) in a series of papers. 
Our treatment of finite random fields and the equivalence theorem for 
Markov and neighbor Gibbs fields, as presented in Sections 2 and 3, is based 
on Griffeath [1973]. K. L. Chung and D. Dawson made helpful improve­
ments in the presentation. Theorem 12-16 is due in essence to Averintsev 
[1970], though he considered only the case T = lLd • A series of papers, 
culminating in Grimmett [1973], exploited the Mobius inversion formula to 
obtain simpler proofs in a more general context. The Martin boundary 
approach to infinite Gibbs fields is due to Follmer [1975a], and is based on 
the work of Dynkin [1971]. Their setting is far more general than the one 
presented here, so their arguments are not as elementary. The detailed 
study of countable Markov fields on lL was initiated by Spitzer [1975a]; much 
of Section 5 is based on his paper. Follmer [1975b] has also treated this 
subject. The proof of Proposition 12-32 was supplied by H. Kesten. 
Theorems 12-36 and 12-37 were obtained by Spitzer using tail fields rather 
than the Martin boundary approach. The ratio-limit representation of 
Theorem 12-37, which does not appear in Spitzer's paper, is cited by Cox 
[1976]. Example 12-38, due to Spitzer, makes use of Doob, Snell, and 
Williamson [1960R]. The important Theorem 12-40 was discovered by 
Dobruschin [1968]. Example 12-41 is a special case of a family of phase 
transition examples discussed by Cox [1976]. ! The remarkable Theorem 
12-42 is due to Kesten [1976]; the reader is referred to his paper for the proof. 
Spitzer [1974] gives a very nice exposition of many aspects of random field 
theory not discussed here. Another useful reference is Dawson [1974]. 
Tree processes were first studied by Preston [1974], whose book contains 
a wealth of information on random fields. A more recent reference is 
Spitzer [1975b]. A lucid exposition of the Ising model may be found in 
Griffiths [1972]. Problems 7 and 8 are derived from Spitzer [1975a]; Problem 
9 is based on a construction of S. Kalikow [1976].\ 

Corrections to the first edition: 

Pitman [1974] pointed out that Theorem 9-53 was stated incorrectly in 
the first edition. It had stated incorrectly that g = - Gf, overlooking the 
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possible failure of the relation A(ONf) = (A ON)f. This theorem and its 
consequences have been corrected in the second edition. 

For general ergodic chains we can give no useful condition under which this 
associativity holds. However, for a strong ergodic chain associativity holds 
if f is bounded (and in particular if the potential U is bound~d, since f = 
(J - P)U). In fact, it is enough to observe that a; °N1 :::; a; °N1 = Mao < 
00. Thus for a strong ergodic chain, U = - Gf if the charge f is bounded. 
This conclusion was obtained in a more direct way in Proposition 9-73. 

Martingales: 

Two books that develop the subject of martingales are those by Meyer 
[1972] and Neveu [1972a]. Both books begin with the basic material on 
martingales. Neveu's contains a short chapter on the optimal stopping 
problem that is discussed later in these notes. The latter part of each book 
begins to reflect the explosion in the subject of martingales that has centered 
around integral inequalities. 

Early developments were by Burkholder [1966] and Gundy [1967]. Sup­
pose Un' §,;) is a martingale and dn is the sequence of differences do = fo, 
dn = fn - fn-l for n ~ I, so that fn = do + ... + dn. If Vn is measurable 
with respect to §,;-l, then the sequence Un with 

n 

Un = L Vkdk 
k=O 

is called a transform of fn. It is a martingale if M[IYnl1 < 00 for all n, by 
imitation of the proof of Proposition 3-7. (The case that the Vn are charac­
teristic functions arises in the proof of the Upcrossing Lemma and is the case 
of optional sampling.) Burkholder and Gundy deal with questions of 
convergence and integral boundedness of such transforms. The gambling 
interpretation is as follows: A gambler playing a sequence of rounds in a fair 
game can win dn dollars in round n, and his fortune is thenfn. If sup M[jfnl1 
< 00, his fortune converges to a finitelimitf "" a.e. and M[jf ",,11 :::; sup M[jfnlJ. 
In the transformed game he is allowed to vary the stakes according to his 
past experience; at time n he can win vndn dollars. How can he improve his 
circumstances by choosing Vn suitably? Burkholder's first theorem is that 
if supn Ivnl < 00 a.e., then Un converges a.e. to a finite limit g",,; however, 
M[jy"" I] may be infinite. 

In studying a martingale Un}, Burkholder and Gundy work with the 
function CL:;:'=l Ifn - fn_11 2 )1/2 and generalizations. This is called the S­
function; some of its properties of convergence and average size are com­
parable with those of Un}. The prototype for such conclusions is the 
Khintchine-Kolmogorov Theorem: Let {Yn} be independent random variables 
with M[Yn] = 0 and M[jYnI 2] = a~. If L:;:'=l a~ = a2 < 00, then L:;:'=l Yn 
is convergent a.e. and in L2. Conversely if 1: Yn is convergent in L2, then 
1: a~ = a 2 < 00 and M[ 11: Y n 12] = a2 . There is a corresponding martingale 
result with fn - fn-l in place of Yn. 

There is a parallel between the theory of martingales and some of the 
developments in Euclidean Fourier analysis, and some of the theorems in 
each of the areas motivate theorems in the other. Let Qo be the unit cube in 
n dimensional space [Rn, and let f?Jk be the partition of Qo consisting of cubes 
of side 2 - k with all coordinates of vertices at integral multiples of 2 - k. Now 
let Uk' f?Jt) be a martingale; for example, fk = M[fIf?JZ] is a martingale if f 
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is integrable on Qo, and there are other examples. Meanwhile, consider 
harmonic functions u in ~~+1 = {(x, t) I x E ~n, t > O}; for example, the 
Poisson integral of an integrable function on Qo (or in all of ~n) is an example, 
and there are other examples. The parallel is obtained by comparing 
properties of the function fk in the special martingale with the function 
u(·, 2- k ), where u is harmonic. 

This parallel was handled rigorously in one case when the martingale 
theorem of Burkholder and Gundy [1970] was generalized by Burkholder, 
Gundy, and Silverstein [1971] to deal with Brownian motion and then to 
prove a Euclidean theorem. 

Except in this one case, however, the idea has been to make the comparison 
and to proceed by analogy. Under the parallel, the martingale S-function 
corresponds to the" Lusin area function" of Fourier analysis if the martingale 
Ifk' ~n is general, and to the "Littlewood-Paley g-function" of Fourier 
analysis if the martingale has fk = M[fl~n The parallel also gives useful 
information in dealing with functions of bounded mean os~illation. For an 
account of the martingale results, see Garsia [1973]. Fefferman [1975] has 
given a thorough exposition of the Euclidean results and described the 
parallel in more detail. 

Strong ratio limit property: 

A non cyclic recurrent chain P has the strong ratio limit property (SRLP) 
if there are positive numbers 71'j > 0 such that 

p(n+m} 71' 

lim _If_}_ = ....1. 
n-oo P<k~ 71'z 

for all i, j, k, l, m. Chung and Erdos [1951 R] showed the SRLP holds for 
sums of independent random variables on the integers, and an example 
reproduced in Chung [1960 R] shows the SRLP fails for a certain non-cyclic 
recurrent P. 

Orey [1961] proved the SRLP holds if P<O"o + 1} / Pb'l1 tends to 1 and it holds if 
Dlm(n+1» 

li roo 1 m sup p(mn} :$ . 
n-+ IX) 00 

The latter condition holds for a reversible chain since P<tJ is non-increasing 
in n, and hence the SRLP holds for reversible chains. 

The result of Chung and Erdos can be interpreted as showing the SRLP 
holds if there is spatial homogeneity of the right kind. Kingman and Orey 
[1964 R] proved the SRLP under a much weaker assumption of spatial 
homogeneity-that N\f} ~ 1 + € for all i for some € > 0 and some n. Sums 
of independent random variables clearly have this property. 

More recent work has concentrated on transient chains. The SRLP 
requires reformulation in these cases. Pruitt [1965] gives a definition and 
proves theorems analogous to those of Orey [1961]. The book by Orey 
[1971] treats these matters in some detail. See also Freedman [1971]. 

Applied uses of Markov chains: 

Probabilistic functions of finite Markov chains: Let P be a finite Markov 
chain with state space S and starting vector 71'. Suppose, for each i in S, 
that Fl' is a probability measure on a finite set Y. We imagine a process in 
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which P takes place unseen in the background and the matrix F is used at 
each time to produce an outcome in Y. Calling the outcomes Yn' we have 

(*) Pr[Yl = kl /\ ... /\ YN = kN ] 

2: 7TioPioil Filkl Pili2Fi2k2' •. PiN _liNFiNkN' 
io.···.iNeS 

For example, a subject in a psychological experiment may have different 
probabilities for making responses according to his state of mind. If we 
imagine his frame of mind as the outcome of a Markov chain, then S is the 
set of frames of mind and Y is the set of responses. 

If each row vector F i . has all its mass in one entry, then the situation is 
that in lumping. The states in S are lumped in some fashion and the 
lumped states are those in Y. The lumped process need not be a Markov 
chain. Such processes have been studied extensively for a long time. See 
Rosenblatt [1971], Chapter III. 

The opposite extreme occurs when all F ii , P ii , and 7TI are > O. The typical 
practical problem that arises is to estimate the parameters 7T, P, and F if a 
finite sequence of outcomes is all that is known. Specifically one wants 
values of 7T, P, and F that make (*) a maximum, given kl' ... , kN • Baum 
et al .. [1970] give an iterative procedure in the last paragraph of their paper for 
passing from one set of values of 7T, P, and F to another with the property 
that (*) increases to a critical point. Their theorem that (*) increases to a 
critical point has been used in modeling letter patterns in English words, in 
predicting sunspot behavior, and in anticipating the stock market. As 
indicated above, it also has applications to psychology and sociology. 

Optimal stopping problems: Let (Yn'~) be a denumerable stochastic 
process, and let Xn = xn(Yo, Yl' ... , Yn) be real-valued and measurable. 
Suppose the Xn are integrable. The problem is to find 

V = sup M[xI], 
t 

where the supremum is taken over all random times t. V is the value of the 
Xn process. If the supremum is attained for some t, t is an optimal strategy, 
and a further problem is to describe t. 

We are to regard the Yn's as some observable outcomes and the xn's as 
rewards. We are allowed to choose the time of obtaining our reward, 
without clairvoyance, and the problem is to maximize the payoff. There is 
an extensive theory in this generality. See Chow, Robbins, and Siegmund 
[1971]. Neveu [1972a] treats the martingale case, beginning with "Le 
probleme de Snell," solved in Snell [1952 R]. 

In many applications the {Yn} are the outcome of a Markov chain, and the 
nth reward function is xn(Yo, ... , Yilt) = !(Yn), with! a function on the state 
space that is independent of n. The value is simply Vi = SUPt M;[f(Yt)]. 
If! is bounded, then v is the least nonnegative superregular function '?f. 
See Dynkin and Yushkevich [1969], Chapter 3, for a treatment ofthe problem 
and discussion of strategy. A deeper investigation is the book by Sirjaev 
[1973]. 

Recurrent potential theory: 

Orey [1964 R] developed a recurrent potential theory that avoids the 
notion of a normal chain and proceeds from axioms for a potential operator. 
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Neveu [1972b] developed recurrent potential theory from a different 
perspective, proceeding as follows. For a function 11, on S with 0 ::s; 11, ::s; 1, 
define 

co co 

U" = 2: (PD,_,,)np = 2: P(D,_"p)n, 
n=O n=O 

where D" is the diagonal matrix with 11,1 as ith diagonal entry. 
When 11, = 1, U" = P. When 11, = 0, U" = P + p2 + p3 + .... In 

the general case with f ~ 0, 

(U"n = M{~o (1 - h(xl»(1 - h(x2»·· ... (1 - h(Xn-l»f(Xn»). 
If we write U E for U" when 11, is the characteristic function of E, we have 

When f is 1 on E and 0 elsewhere, the right side reduces to the probability 
that the chain started in state i ever returns to the set E. 

Let P be recurrent with positive regular measure a. Neveu proves that 
there is some 11, on S with 0 < 11, ::s; 1 such that U"h = 1 and U" ~ 1 Ct. 

Fix such an 11" put V = U" - 1 a, and define 
co 

W = 2: (VD,,)nv. 
n=O 

Clearly W is ~ O. The finiteness of W is settled by the facts that Wh = c1 
and aD" W = ca, where c is the constant (1 - ah)J(ah). The operator I + W 
is the potential kernel, and Neveu develops an appropriate theory for it. 

See also Revuz [1975]. 

Transient boundary theory: 

Transient boundary theory for general denumerable Markov chains stands 
about where it was in 1966. 

Dynkin [1969] gave an account of the theory that does not use extended 
chains. For the theory of the exit boundary the idea is to use a martingale­
upcrossing argument to deal with a superregular measure p.. If f(i) = 
p.t!(7TN)I, the key result is that limn .... co f(xn(w» exists a.e. on infinite paths, 
provided f satisfies a suitable integrability condition. From this result, 
the result we call Theorem 10-18 follows without reference to any extended 
chains, and the rest of the theory requires no change. 

Athreya and Ney [1972] apply transient boundary theory to branching 
processes in Chapter II of their book. 

Sums of independent random variables: 

Sums of independent random variables for a countable group that is not 
necessarily abelian can be defined just as in the abelian case (see Chapter 4), 
as long as left and right are distinguished carefully. Let P be the transition 
matrix for such a chain, and suppose that the states form a single class. 
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Regarding the question of transience VB. recurrence, Kesten [1959] con­
sidered a symmetric P as a linear operator on square-summable sequences. 
He proved that the group admits such a P with spectral radius one if and 
only if the group is amenable, Le., there is a non-zero left-invariant positive 
linear functional on the bounded functions on the group. If the spectral 
radius is less than one, then not only does N have finite entries but also N 
is a bounded operator on square-summable sequences; hence recurrence 
implies spectral radius one. Day [1964] removed the hypothesis of symmetry 
in Kesten's theorem and found further equivalent conditions. His theorem 
has been reproved several times by other authors. 

For the exact question of transience VB. recurrence the results are less 
decisive. In his book Spitzer [1976] settles the case of processes on the 
lattice points in Euclidean space. Dudley [1962] proved that a countable 
abelian group has a recurrent P (with one class of states) if and only if the 
maximum number of linearly independent elements is at most 2. In the 
non-abelian case Kesten [1967] conjectured that the existence of a recurrent 
P for a group is related to the growth in n of the number of elements of the 
group expressible as a product of n generators. Milnor [1968a] showed that 
this growth function is approximately independent of the set of generators; 
he pointed out that the existence of a symmetric P with spectral radius less 
than 1 implies exponential growth, and he gave an example of a solvable 
group and a symmetric P with spectral radius 1 and with exponential growth. 
Milnor [1968b] and Wolf [1968] considered classes of countable groups and 
gave conditions under which the growth function is of polynomial size or of 
exponential size. 

Ney and Spitzer [1966] compute the Martin boundary for transient sums 
of independent random variables on a lattice with nonzero mean. Kesten 
and Spitzer [1965] prove the existence of the potential kernel for recurrent 
sums of independent random variables on countable abelian groups, and they 
consider the Martin boundary. Kesten [1967] generalized this work to 
general countable groups, although the extent to which non-trivial non­
abelian groups can admit recurrent processes is still not known. 

Derriennic [1975] deals with sums of independent random variables on a 
free group with n > 1 generators. It is assumed that the transition matrix 
has only finitely many nonzero entries in each row and that all states com­
municate. He shows that such a process is transient and that the boundary 
consists of all "reduced infinite words." The special case in which the process 
in one step can move from a word only to the product of that word by a 
generator or its inverse was considered earlier by other authors. When in 
the special case all the 2n one-step probabilities are equally likely, the 
resulting example is one that arises in the theory of algebraic groups. 
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