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PREFACE 

This is a systematic exposition of the basic part of the theory of mea­
sure and integration. The book is intended to be a usable text for 
students with no previous knowledge of measure theory or Lebesgue 
integration, but it is also intended to include the results most com­
monly used in functional analysis. Our two intentions are some what 
conflicting, and we have attempted a resolution as follows. 

The main body of the text requires only a first course in analysis 
as background. It is a study of abstract measures and integrals, and 
comprises a reasonably complete account of Borel measures and in­
tegration for R Each chapter is generally followed by one or more 
supplements. These, comprising over a third of the book, require some­
what more mathematical background and maturity than the body of 
the text (in particular, some knowledge of general topology is assumed) 
and the presentation is a little more brisk and informal. The material 
presented includes the theory of Borel measures and integration for ~n, 
the general theory of integration for locally compact Hausdorff spaces, 
and the first dozen results about invariant measures for groups. 

Most of the results expounded here are conventional in general 
character, if not in detail, but the methods are less so. The following 
brief overview may clarify this assertion. 

The first chapter prepares for the study of Borel measures for IR. This 
class of measures is important and interesting in its own right and it 
furnishes nice illustrations for the general theory as it develops. We 
begin with a brief analysis of length functions, which are functions on 
the class cf of closed intervals that satisfy three axioms which are 
eventually shown to ensure that they extend to measures. It is shown 
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in chapter 1 that every length function has a unique extension Jc to the 
lattice 2? of sets generated by f so that }, is exact, in the sense that 
A(A) = Jc(B) + sup{A(C): C E 2? and C c A \B} for members A and B 
of 2? with A c B. 

The second chapter details the construction of a pre-integral from a 
pre-measure. A real valued function J.1 on a family d of sets that is 
closed under finite intersection is a pre-measure iff it has a countably 
additive non-negative extension to the ring of sets generated by d (e.g., 
an exact function J.1 that is continuous at 0). Each length function is a 
pre-measure. If J.1 is an exact function on s#, the map XA f--+ J.1(A) for A in 
." has a linear extensi.on / to the vector space L spanned by the 
characteristic functions XA, and the space L is a vector lattice with 
truncation: / A IE L if IE L. If J.1 is a pre-measure, then the positive 
linear functional/has the property: if {fn}n is a decreasing sequence in 
L that converges pointwise to zero, then limn/Un) = O. Such a function­
ai/is a pre-integral. An integral is a pre-integral with the Beppo Levi 
property: if {In}n is an increasing sequence in L converging pointwise 
to a function f and sUPnl(In) < 00, then IE L and limn/Un) = /U). 

In chapter 3 we construct the Daniell- Stone extension L 1 of a 
pre-integral/on L by a simple process which makes clear that the 
extension is a completion under the L 1 norm II I III = / (I I I). Briefly: a 
set E is called null iff there is a sequence {In} n in L with I n II In 111 < 00 

such that In IIn(x)1 = 00 for all x in E, and a function g belongs to L1 
iff g is the pointwise limit, except for the points in some null set, of a 
sequence {gn}n in L such that In Ilgn+1 - gn 111 < 00 (such sequences 
are called swiftly convergent). Then L 1 is a norm completion of Land 
the natural extension of / to L 1 is an integral. The methods of the 
chapter, also imply for an arbitrary integral, that the domain is norm 
complete and the monotone convergence and the dominated conver­
gence theorems hold. These results require no measure theory; they 
bring out vividly the fundamental character of M. H. Stone's axioms 
for an integral. 

A measure is a real (finite) valued non-negative countably additive 
function on a is-ring (a ring closed under countable intersection). If J is 
an arbitrary integral on M, then the family." = {A: XA E M} is a 
is-ring and the function A f--+ J (XA) is a measure, the measure induced 
by the integral J. Chapter 4 details this procedure and applies the 
result, together with the pre-measure to pre-integral to integral theo­
rems of the preceding chapters to show that each exact function that is 
continuous at 0 has an extension that is a measure. A supplement 
presents the standard construction of regular Borel measures and an­
other supplement derives the existence of Haar measure. 

A measure J.1 on a is-ring ." is also a pre-measure; it induces a pre­
integral, and this in turn induces an integral. But there is a more direct 
way to obtain an integral from the measure J.1: A real valued function 
f belongs to LdJ.1) iff there is {an}n in IR and {An}n in ." such that 
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In I an 1,u(An) < CIJ and I(x) = In anXAJX) for all x, and in this case the 
integral 11'(1) is defined to be In an,u(An). This construction is given in 
chapter 6, and it is shown that every integral is the integral with 
respect to the measure it induces. 

Chapter 6 requires facts about measurability that are purely set 
theoretic in character and these are developed in chapter 5. The critical 
results are: Call a function I d (I-simple (or d (I+ -simple) iff I = 

In an XAn for some {An}n in d and {an}n in IR (in IR+, respectively). Then, 
if 091 is a <5-ring, a real valued function I is s;f (I-simple iff it has a 
support in d(T and is locally d measurable (if B is an arbitrary Borel 
subset of IR, then An 1-1 [B] belongs to d for each A in s:1). Moreover, 
if such a function is non-negative, it is d (I+ -simple. 

Chapter 7 is devoted to product measures and product integrals. It is 
concerned with conditions that relate the integral of a function I w.r.t. 
,u ® v to the iterated integrals S (S I(x, y) d,ux) dvy and S (S I(x, y) dvy) d,ux. 
We follow the natural approach, deriving the Fubini theorem from the 
Tonelli theorem, and the latter leads us to grudgingly allow that some 
perfectly respectable (I-simple functions have infinite integrals (we call 
these functions integrable in the extended sense, or integrable*). 

Countably additive non-negative functions ,u to the extended set IR* 
of reals (measures in the extended sense or measures*) also arise naturally 
(chapter 8) as images of measures under reasonable mappings. If ,u is a 
measure on a (I-field d of subsets of X, fiJ is a (I-field for Y, and 
T: X -+ Y is d - fiJ measurable, then the image measure T,u is defined 
by T,u(B) = ,u(T-1 [B]) for each B in fiJ. If .91 is a <5-ring but not a 
(I-field, there is a possibly infinite valued measure that can appropri­
ately be called the T image of ,u. We compute the image of Borel­
Lebesgue measure for IR under a smooth map, and so encounter inde­
finite integrals. 

Indefinite integrals w.r.t. a (I-finite measure ,u are characterized in 
chapter 9, and the principal result, the Radon-Nikodym theorem, is 
extended to decomposable measures and regular Borel measures in a 
supplement. Chapter 10 begins the study of Banach spaces. The duals 
of some standard spaces are characterized, and in a supplement our 
methods are used to establish very simply, or at least (I-simply, the 
basic facts about Bochner integrals. 

This book is based on various lectures given by one or the other of 
us in 1965 and later, at the Indian Institute of Technology, Kanpur; 
Panjab University, Chandigarh; University of California, Berkeley; and 
the University of Kansas. We were originally motivated by curiosity 
about how a (I-simple approach would work; it did work, and a version 
of most of this text appeared as preprints in 1968, 1972 and 1979, 
under the title "Measures and Integrals." Since that time our point of 
view has changed on several matters (but not on (I-simplicity) and the 
techniques have been refined. 

This is the first of two volumes on Measure and Integral. The ex-
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ercises, problems, and additional supplements will appear as a com­
panion volume to be published as soon as we can sift and edit a large 
disorganized mass of manuscript. 

We are grateful to Klaus Bichteler, Harlan Glaz, T. Parthasarathy, 
and Allan Shields for suggestions and criticisms of earlier versions of 
this work and to Dorothy Maharam Stone and I. Namioka for their 
review of the final manuscript. We are indebted to our students for 
their comments and their insights. We owe thanks to Jean Steffey, Judy 
LaFollette, Carol Johnson, and especially to Ying Kelley and Sharon 
Gumm for assistance in preparation of the manuscript, and to Saroja 
Srinivasan for her nonmeasurable support. 

This work was made possible by support granted at one time or 
another by the Miller Foundation of the University of California, 
Berkeley, the National Science Foundation, the Panjab (India) Uni­
versity, and the University of Kansas. We thank them. 

J. L. KELLEY T. P. SRINIVASAN 
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Chapter 0 

PRELIMIN ARIES 

This brief review of a few conventions, definitions and elementary 
propositions is for reference to be used as the need arises. 

SETS 

We shall be concerned with sets and with the membership relation, E. If 
A and B are sets then A = B iff A and B have the same members; i.e., for 
all x, x E A iff x E B. A set A is a subset of a set B (B is a superset of A, 
A c B, B => A) iff x E B whenever x E A. Thus A = B iff A c Band 
B c A. The empty set is denoted 0. 

If A and B are sets then the union of A and B is Au B, {x: x E A or 
x E B}; the intersection An B is {x: x E A and x E B}; the difference 
A \ B is {x: x E A and x ¢: B; the symmetric difference A 6 B is (A u B) \ 
(A n B); and the Cartesian product A x B is {(x, y): x E A, y E B}. The 
operations of union, intersection, and symmetric difference are com­
mutative and associative, n distributes over u and 6, and u distributes 
over n. The set 0 is an identity for both u and 6. 

If, for each member t of an index set T, At is a set, then this cor­
respondence is called an indexed family, or sometimes just a family of 
sets and denoted {At }tE r. The union of the members of the family is 
Ute T At = U {At: t E T} = {x: x E At for some member t of T} and 
the intersection is ntETAt = n {At: t E T} = {x: x E At for each 
member t of T}. There are a number of elementary identities such as 
UteTUSAt = (UtETAt)u(UtESAt), C\UtETAt = ntET(C\At ) for 
all sets C (the de Morgan law), and UtE T(B nAt) = B n UtE TAt. 
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FUNCTIONS 

We write f: X ~ Y, which we read as "f is on X to Y", iff f is a map of 
X into Y; that is, f is a function with domain X whose values belong to 
Y. The value of the function f at a member x of X is denoted f(x), or 
sometimes fx. 

If f: X ~ Y then "x f----+ f(x), for x in X", is another name for f. Thus 
x f----+ x 2 , for x in IR (the set of real numbers) is the function that sends 
each real number into its square. The letter "x", in "x f----+ x 2 for x in IR" 
is a dummy variable, so x f----+ x 2 for x in IR is the same as t f----+ t 2 for t in 
IR. (Technically, "f----+" binds the variable that precedes it.) 

If f: X ~ Y and g: Y ~ Z then go f: X ~ Z, the composition of g 
and f, is defined by go f(x) = g(f(x» for all x in X. 

If f: X ~ Y and A c X then f I A is the restriction off to A (that is, 
{(x, y): x EO A and y = f{x)}) andf[A] is the image of A under f(that is, 
{y: y = f(x) for some x in A}). If BeY thenf-l[B] = {x: f(x) EO B} 
is the pre-image or inverse image of B under f For each x, f- 1 [x] is 
f- 1 [{x}J. 

COU NTABILITY 

A set A is countably infinite if there is a one to one correspondence 
between A and the set N of natural numbers (positive integers), and a 
set is countable iff it is countably infinite or finite. 

Here is a list of the propositions on countability that we will use, with 
brief indications of proofs. 

A subset of a countable set is countable. 

If A is a subset of N, define a function recursively by letting f(n) be 
the first member of A \ {x: x = f(m) for some m, m < n}. Then f(n) ~ n 
for each member n of the domain of f, and A is countably infinite if the 
domain of f is N and is finite otherwise. 

The image of a countable set under a map is countable. 

If f is a map of N onto A and D = {n: nEON and f(m) #- f(n) for 
m < n} then f I D is a one to one correspondence between A and a subset 
of N. 

The union of a countable number of countable sets is countable. 

It is straightforward to check that the union of a countable number 
of finite sets is countable, and N x N is the union, for k in N, of the 
finite sets (em, n): m + n = k + 1}. 
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If A is an uncountable set of real numbers then for some positive 
integer n the set {a: a E A and I a I > lin} is uncountable. 

Otherwise A is the union of countably many countable sets. 

The family of all finite subsets of a countable set is countable. 

For each n in N, the family An of all subsets of {1, ...... , n} is finite, 
whence Un An is countable. 

The family of all subsets of N is not countable. 

If f is a function on N onto the family of all subsets of N, then 
for some positive integer p, f(p) = {n: n ¢ f(n)}. If p E f(p) then p E 

{n: n ¢ f(n)}, whence p ¢ f(p). If p ¢ f(p) then p ¢ {n: n ¢ f(n)}, 
whence p E f(p). In either case there is a contradiction. 

ORDERINGS AND LATTICES 

A relation ~ partially orders a set X, or orders X iff it is reflexive on X 
(x ~ x if x E X) and transitive on X (if x, y and z are in X, x ~ y and 
y ~ z then x ~ z). A partially ordered set is a set X with a relation ~ 
that partially orders it (formally, (x, ~) is a partially ordered set). A 
member u of a partially ordered set X is an upper bound of a subset Yof 
X iff u ~ y for all y in Y; and if there is an upper bound s for Y such that 
u ~ s for every upper bound u of Y, then s is a supremum of Y, sup Y. A 
lower bound for Y and an infimum of Y, inf Yare defined in correspond­
ing fashion. 

An ordered set X is order complete or Dedekind complete iff each 
non-empty subset of X that has an upper bound has a supremum, and 
this is the case iff each non-empty subset that has a lower bound has an 
infimum. 

A lattice is a partially ordered set X such that {x, y} has a unique 
supremum and a unique infimum for all x and y in X. We denote 
sup {x, y} by x v y and inf {x, y} by x /\ y. A vector lattice is a vector 
space E over the set IR of real numbers which is a lattice under a partial 
ordering with the properties: for x and y in E and r in IR+ (the set of 
non-negative real numbers), if x ~ ° then rx ~ 0, if x ~ ° and y ~ ° 
then x + y ~ 0, and x ~ y iff x - y ~ 0. Here are some properties of 
vector lattices: 

For all x and y, x v y = -((-x) /\ (-y)) and x /\ y = -((-x) v 
(- y)), because multiplication by -1 is order inverting. 

For all x, y and z, (x v y) + z = (x + z) v (y + z) and (x /\ y) + z = 
(x + z) /\ (y + z), because the ordering is translation invariant (i.e., 
x ~ y iff x + z ~ y + z). 
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F or all x and y, x + y = x v y + X /\ Y (replace z by - x - y in the 
preceding and rearrange). 

rr x+ = x V 0 and x- = -(x /\ 0) = (-x) v 0 then x = x v 0 + 
X /\ 0 = x+ - x-. 

For each member x of a vector lattice E, the absolute value of x is de­
fined to be Ixl = x+ + x-. Vectors x and yare disjoint iff Ixl/\ Iyl = O. 

For each vector x, x+ and x- are disjoint, because x+ /\ x- + 
X /\ 0 = (x+ + X /\ 0) /\ (x- + X /\ 0) = (x+ - x-) /\ 0 = X /\ 0, whence 
x+ /\ x- = O. 

The absolute value function x f---> I x I completely characterizes the 
vector lattice ordering because x ~ 0 iff x = I x I. On the other hand, if 
E is a vector space over ~, A: E ~ E, A 0 A = A, A is absolutely homo­
geneous (i.e., A (rx) = I riA (x) for r in ~ and x in E), and A is additive on 
A [EJ (i.e., A (A (x) + A (y)) = A (x) + A (y) for x and y in E), then E is a 
vector lattice and A is the absolute value, provided one defines x ~ y to 
mean A (x - y) = x - y. 

(Decomposition lemma) If x ~ 0, y ~ 0, z ~ 0 and z :;:; x + y, then z = 

u + v for some u and v with 0 :;:; u :;:; x and 0 :;:; v :;:; y. Indeed, we may set 
u = Z /\ x and v = z - Z /\ x, and it is only necessary to show that 
z-z /\ x:;:; y. But by hypothesis, y ~ z-x and y ~ 0, so y ~ (z-x) v 0, 
and a translation by - z then shows that y - z ~ (- x) v (- z) = 

- (z /\ x) as desired. 
A real valued linear functional f on a vector lattice E is called posi­

tive iff f(x) ~ 0 for x ~ O. Iff is a positive linear functional, or if f is the 
difference of two positive linear functionals, then {f(u): 0 :;:; u :;:; x} is a 
bounded subset of ~ for each x ~ o. 

Iff is a linear functional on E such that f+(x) = sup {f(u): 0:;:; u:;:;x} < 00 

for all x ~ 0, then f is the difference of two positive linear functional.~, for 
the following reasons. The decomposition lemma implies that {f(z): 
0:;:; z:;:; x + y} = {f(u) + f(v): 0:;:; u:;:; xandO:;:; v;;::: y},consequently 
f+ is additive on P = {x: x E E and x ~ O}, and evidently f+ is abso­
lutely homogeneous. It follows that if x, y, u and v belong to P and 
x - y = u - v, then f+(x) - f+(y) = f+(u) - .r+(v), and f+ can be ex­
tended to a linear functional on E-which we also denote by f+. More­
over, f+ - f is non-negative on P and so f = f+ - (f+ - f) is the 
desired representation. 

The class E* of differences of positive linear functionals on E is itself 
ordered by agreeing that f ~ g iff f(x) ~ g(x) for all x in E with x ~ O. 
Then E*, with this ordering, is a vector lattice and f + = f v o. It is to 
be emphasized that ''fis positive" does not mean that f(x) ~ 0 for all x 
in E, but only for members x of E with x ~ o. 

Suppose a vector space F of real valued functions on a set X is 
ordered by agreeing that f ~ 0 iff f(x) ~ 0 for all x in X. If F, with 
this ordering, is a lattice, then it is a vector lattice and is called a vector 
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function lattice. This is equivalent to requiring that (f v g)(x) = 

max {f(x), g(x)} for all x in X. 

CONVERGENCE IN IR* 

A relation ~ directs a set D iff ~ orders D and for each (X and [3 in D 
there is y in D such that y ~ (X and y ~ [3. Examples: the usual notion of 
greater than or equal to directs IR, the family of finite subsets of any set 
X is directed by ~ and also by c, and the family of infinite subsets of 
IR is directed by ~ but not by c. 

A net is a pair (x, ~) such that x is a function and ~ directs the 
domain D of x. We sometimes neglect to mention the order and write 
the net x, or the net {xa}, ED' A net with values in a metric space X (or 
a topological space) con verges to a member c of X iff {xa LED is even­
tually in each neighborhood U of c; that is, if for each neighborhood U 
of c there is (X in D such that xp E U for all [3 ~ (x. If {xa LED converges 
to c and to no other point, then we write lim, E D Xa = c. 

A finite sequence {XdZ~l is a function on a set of the form {1, 2, ... , n}, 
for some n in N. A sequence is a function on the set of positive integers, 
and the usual ordering of N makes each sequence a net. A sequence 
{xn} n EN will also be denoted by {xn }~~1 or just by {xn}n. Thus for each 
q, {p + q2}p is the sequence p 1---+ P + q2 for p in N. 

It is convenient to extend the system of real numbers. The set IR, 
with two elements 00 and -00 adjoined, is the extended set IR* of real 
numbers and members of IR* are real* numbers. We agree that 00 is 
the largest member of IR*, -00 is the smallest, and for each r in IR we 
agree that r + 00 = 00 + r = 00, r + -00 = -00 + r = -00, r' 00 = 00 

if r> 0, r' 00 = -00 if r < 0, r'(-oo) = (-r)· 00 for r =1= 0,0' 00 = 
0· ( -(0) = 0, 00 . 00 = ( -(0)' ( -(0) = c/o and 00 . (-00) = ( -(0)' 00 = 
-00. 

Every non-empty subset of IR which has an upper bound has a 
smallest upper bound, or supremum, in IR and it follows easily that 
every subset of IR* has a supremum in IR* and also an infimum. In 
particular, sup 0 = -00 and inf 0 = -00. 

A neighborhood in IR* of a member r of IR is a subset of IR* containing 
an open interval about r. A subset V of IR* is a neighborhood of 00 iff for 
some real number r, V contains {s: s E IR* and s > r}. Neighborhoods of 
-00 are defined in a corresponding way. Consequently a net {xa LED in 
R * converges to 00 iff for each real number s there is [3 in D such that 
Xa > s for (X ~ [3. 

H {Xa}HA and {Ya}aEA are convergent nets in R* then 1imaEA (xa+ Ya)= 
lima EA Xa + limaE A y" provided the sum of the limits is defined and 
lima E A XaYa = (lim, E A Xa) . (lim, E A Ya) provided the pair (lima E A X" 

limaEAYa) is not one among (0, ±oo) or (±oo,O). The proofs parallel 
those for nets in IR with minor modifications. 
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If a net {x.} a E A in IR* is increasing (more precisely non-decreasing) in 
the sense that xp ~ x. if f3 ~ IX, then {x.}. E A converges to SUP. E A x.; 
for if r < SUPH A x., then r is not an upper bound for {xa} H A, conse­
quently r < x. for some IX, and hence r < xp ~ sUP. E A x. for f3 ~ IX. 

Likewise, a decreasing net in R* converges to infH A x. in R*. 
If {x.} H A is a net in IR* then 1Xf-..... sup {xp: f3 E A and f3 ~ IX} is a de­

creasing net and consequently converges to a member of IR*. This 
member is denoted IimsuP. EA xa or limsup{xa: IX E A}. Similarly 
lim inf { x.: IX E A} is limH A inf {x Ii: f3 ~ IX}. It is easy to check that a net 
{xa} H A converges iff lim SUPH A x. = lim infH A x", and that in this case 
lim. E A Xa = lim SUP. E A x. = lim info E A x •. 

If {fa} a E A is a net of functions on a set X to IR* then SUPH A f. is 
defined to be the function whose value at x is SUPH A f.(x), and simi­
larly, (infH A fa)(x) = info EA f.(x), (lim SUPH A f.)(x) = lim SUPH A f.(x) 
and (lim infH A f.)(x) = lim infHA fa (x). The netUa}aEA converges 
pointwise to f iff f = lim SUP. E A fa = lim infa E A f. or, equivalently, 
f(x) = lim. EA fa (x) for all x. 

UNORDERED SUMMABILITY 

Suppose x = {XtLE T is an indexed family of real* numbers. We agree 
that {x t LET is summable* over a finite subset A of T iff x does not 
assume both of the values 00 and -00 at members of A, and in this case 
the sum of X t for t in A is denoted by Lt E A XI or LA x. If {x,}, E T is 
summable* over each finite subset, and if !F is the class of all finite 
subsets of T, then !F is directed by ::::J, {LA X}A E ff is a net, and we 
say that x is summable* over T, or just summable* provided that the 
net {LA X}A d" converges. In this case the unordered sum, LT x, is 
lim {LA x: A E .~}, and {x,}. E Tis summable* to LT x. 

If x = {XI }'E T is a family of real numbers, then x is automatically 
summable* over each finite subset of T and we say that x is summable 
over T, or just summable, provided it is summable* and LT x E IR. 

If {Xn}nE'~ is a sequence of real numbers then the (ordered) sum, 
limn Lk=l Xb may exist although the sequence is not summable (e.g., 
Xn = (-IY/n for each n in N). However, if {xn}n is summable* then the 
limit of {Lk=l xdn exists and limn Lk=l Xk = Ln d\1 Xn· 

Here are the principal facts about unordered summation, with a few 
indications of proof. Throughout, x = {x t L E l' and y = {y, LET will be 
indexed families of real* numbers, (x+)t = (x I )+ and (x"')t = (x t)'" for 
each t, and r will be a real number. 

The family x = {x t LET is summable iff for e > 0 there is a finite 
subset A of T such that LB I x I < e for each finite subset B of T\A. 

If x = {x,}, E T is summable then x, = 0 except for countably many 
points t. 

If Xt ~ 0 for each t then {Xt}tE Tis summable*. 
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(The net {LA x: A E ff} is increasing.) 
The family x is summable* iff one ofLTx+ and LTX- is finite; it is 

summable (ff both are finite; and in either of these two cases, LT x = 

L l' x+ - L l' X-. (The result reduces to the usual "limit of the diffe­
rence" proposition.) 

If x is summable* and r E IR then rx is summable* and LT rx = r LT x. 
The next proposition states that "Ix is additive except for 00 - 00 

troubles". It's another "limit of a sum" result. 
If x and yare summable*, {xnYt} =I {oo, -oo} for all t, and 

{LT x, I l' y} =I {oo, -oo}, then x + y is summable* and I l' (x + y) = 

LTx + ITY' 
If x is summable* over T and AcT then x is summable* over A. 
If x is summable* over T and [JI is a disjoint finite family of subsets 

of T then LBd6(IBX) = I {Xt: t E UBE2#B}. 
If d is a decomposition of T (i.e., a disjoint family of subsets such that 

T = U A E.W A) and x is summable* over T then A f---+ LA X is summable* 
over.# and LT x = LA EW LA X. 

If x is summable* over Y x Z, then Lyxzx = LYEyLzEZX(Y,Z) = 

LZEZLyEyx(y,z). 
It is worth noticing that the condition, "x is summable*", is neces­

sary for the last equality. Here is an example. Define x on N x N by 
letting x(m, n) be 1 if m = n, -1 if n = m + 1, and 0 otherwise. Then 
L m d,j X (m, n) = 0 if n > 0 and 1 if n = 0, so L n E f'<dLm EIIi X (m, n)) = 1, 
whereas LmE '\dLnd\J x(m, n)) = LmEf\1 (0) = O. 

A family {fr L ET of real* valued functions on a set X is pointwise 
summable* (summable, respectively) iff {fr(x)}t E l' is summable* (sum­
mable, respectively) for each x in X, and in this case the pointwise sum, 
(LIE Tit )(x) is defined to be It E l' fr(x) for each x in X. 

HAUSDORFF MAXIMAL PRINCIPLE 

If ~ partially orders X then a subset C of X is a chain iff for all x and 
yin C with x =I y, either x ~ y or y ~ x but not both. We assume (and 
occasionally use) the following form of the maximal principle. 

ZORN'S LEMMA If C is a chain in a partially ordered space (X, ~) then 
C is contained in a maximal chain D-that is a chain that is a proper 
subset of no other chain. 

Consequently, if every chain in X has a supremum in X then there is a 
maximal member m of X -that is, if n ~ m then n = m. 

Here is a simple example of the application of the maximal principle. 
Suppose that G is a subset of the real plane 1R2 and that :?fi is the family 
of disks Dr(a,b) = {(x,y):(x - a)2 + (y - b)2 ~ r2} with (a, b) in 1R2, 
r > 0 and Dr(a, b) c G. Then there is a maximal disjoint subfamily J!t of 
:?fi, and G\ UDE.uD contains no non-empty open set. 



Chapter 1 

PRE-MEASURES 

We consider briefly the class of length functions. These will turn out 
to be precisely the functions on the family of closed intervals that can 
be extended to become measures; these are examples of pre-measures. 
Their theory furnishes a concrete illustration of the general construc­
tion of measures. 

A closed interval is a set of the form [a:h] = {x: x E IR and a;:O;;x;:O;;b}, 
an open interval is a set of the form (a:b) = {x: a < x < b}, and 
(a: b] and [a: b) are half open intervals. The family of closed intervals is 
denoted J; we agree that 0 E ,I. We are concerned with real valued 
functions I" on,l, and we abbreviate )"([a:b]) by A[a:h]. The closed 
interval [b:b] is just the singleton {b}, and A[b:b] = }"({b}) is abbre­
via ted;' { h }. 

A non-negative real valued function A on ,I such that ,.1.(0) = 0 is a 
length, or a length function for IR, iff A has three properties: 

Boundary inequality If a < b then A [a: b] ~ l {a} + J. {b}. 
Regularity If a E IR then }" { a} = in! P [a - e: a + e] : e > O. 
Additive property If a;:O;; b;:;; c then A[a:b] + ),[b:c] = )[a:c] + 

A[b:b]. 

The length, or the usual length function t, is defined by t[a: b] = b - a 
for a ;:0;; b. The length t is evidently a length function; it has a number of 
special properties - for example, )" {x} = 0 for all x. 

There are length functions that vanish except at a singleton. The unit 
mass at a member c of IR, eo is defined by letting Gc [a: b] be one if 
c E [a: b] and zero otherwise. Thus Gc {x} = 0 if x of c and ec {c} = 1. Each 
such unit mass is a length function, and each non-negative, finite linear 
combination of unit masses is a length function. 
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A length function l is discrete iff A [a: b] = Lx E [d] A {x} for every 
closed interval [a: b]. That is, a length function). is discrete iff the 
function x f---». {x} is summable over each closed interval [a: b] and 
I. [a: b] is the sum Lx E [d])' {x} (of course, in this case ). {x} = 0 except 
for countably many x). Each discrete length). is the sum LXE~ A{X}Sx, 
since Lxd~).{x}sx[a:b] = LXE[a:b]A{X} = I.[a:b]. 

If ). is a discrete length function then the function x f--->). {x} deter­
mines ), entirely. On the other hand, if f is a non-negative real valued 
function that is summable over intervals and A [a: b] = Lx E [a: b] f(x), 
then ). evidently satisfies the boundary inequality and has the additive 
property required for length functions. It is also regular, and hence a 
discrete length function, as the following argument shows. If a E IR, 
e> 0 and E = [a - I:a + I]\{a}, then there is a finite subset F of E 
such that LXEEf(x)<e+LxEFf(x), whence LXEE\Ff(x)<e. If 
d < min{lx-al :xEF}, then LXE[a-d:a+d]f(x);?; f(a)+ LxEE\Ff(x)< 
f(a)+e. Thus ).[a - d:a + d] < I.{a} + e, and consequently A{a} = 
i~f{A[a - d:a + d]:d > OJ. 

A length function A is continuous iff A {x} = 0 for all x. The usual 
length function t is continuous. Another example of a continuous length 
function: if f is a non-negative real valued continuous function on IR 
and) [a: b] is the Riemann integral off over [a: b], then ). is a con­
tinuous length function. 

It turns out that each length function is the sum, in a unique way, of 
a discrete length function and a continuous one. We prove this after 
establishing a lemma. 

1 LEMMA If}. is a length function and a = ao ;?; a l ;?; ... ;?; am +1 = b, 
then Lr=o)' [a i : ai+l] = ), [a: b] + L 7'=1 Jc {ad, and if ai < a i +1 for each i, 
then ).[a:b] ~ Lr=+ol I.{a i }. 

PROOF The definition of length implies the lemma for m = I. Assume that 
the proposition is established for m = p and that ao ;?; a 1 ;?; ... ;?; ap + 2 . 

Then Lf=o Jc[a i : a i +1 ] = A[ao: ap +1] + LI=l J.{ aJ, hence Lf";-6 A[ai : a i +1 ] = 

).[aO:ap +1 ] + A[a p +1 :aP+2] + Lf=l X{ad, and the additivity property 
of I. then implies that Lf";-6 ). [a i : ai+1 ] = A [a o : ap +2] + L f,,;-l A {a;}. 

If ai < a i+ 1 for each i, then the boundary inequality implies that 
Li"coA[ai:ai+1 ] ~ Lr=oU.{ad + ).{ai+d), so Jc[a:b] + Lr=1 Jc{ad ~ 
L r=o ). {ad + L r=+/ l {ai } and hence I. [a: b] ~ L r=+ol ;. {ad· • 

It is a consequence of the preceding that each length function is 
monotonic; that is, if [c: d] c [a: b] then I. [c: d] ;?; A [a: b]. If a < c < 
d < b then I,[a:c] + A[c:d] + Jc[d:b] = A[a:b] + Jc{c} + Jc{d}, so 
A[a:b] - A[c:d] = ).[a:c] - J.{c} + }[d:b] - I.{d} ~ O,andthevar­
ious special cases (e.g., a = c) are easy to check. 

Suppose ). is a length function. The discrete part of I"~ Ad is defined by 
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A.d(l) = Lx E 1)0 {x} for each closed interval I. The inequality asserted in 
the preceding lemma states that )od(l) ~ A(l) for each I in f, and it fol­
lows that x 1--+ A {x} is summable over each interval, and consequently Ad 
is a length function. It is a discrete length function because )od[a: b] = 

LXE[a:bj)o{X} = LXE[dj)od{x}, 
The continuous part Ac of the length function A is defined by AC<l) = 

A(l) - Ad(l) for all closed intervals I. The function Ae is non-negative 
because )Od ~ A, and it is straightforward to check that it satisfies the 
boundary inequality and has the additive property for length. Finally, 
Ae{X} = A{X} - Ad{X} = 0 for all x, and infPe[x - e: x + e]: e > O} = 

inf{A[x - e:x + e] - Ad[x - e:x + e]:e > O} = 0 because)o is regu­
lar, so )oe has the regularity property, and consequently it is a continuous 
length. 

We have seen that each length function )0 can be represented as the 
sum Ae + A.d of a continuous length and a discrete length. The represen­
tation is in fact unique, for if A = .11 + )'2 where A1 is a discrete length 
and )02 is continuous then )0 { x} = A1 {x} + A2 {x} = )01 {x} because )02 is 
continuous, and since )01 is discrete, AdI) = Lx E [A1 {x} = Lx El )0 {x} = 

Ad(I) for all closed intervals I. Consequently )01 = Ad and )oe = 22 , 

We record this result for reference. 

2 PROPOSITION Each length function is the sum in just one way of a 
discrete length and a continuous length. 

There is a standard way of manufacturing length functions. Suppose 
f is a real valued function on ~ that is increasing in the sense that 
f(x) ~ f(y) whenever x ~ y. For each x in ~ let f_(x), the left hand 
limit of f at x, be sup { f( y): y < x} and let f + (x), the right hand limit of 
f at x, be inf{f(y): y > x}. It is easy to verify that f+ is increasing and 
right continuous (that is, U+)+ = f+) and that f- is increasing and left 
continuous. The jump offat x,jJ<x), is f+(x) - f-(x) = inf{f(x + e)­
f(x - e): e > OJ; it is 0 iff f is continuous at x. The function f is called 
a jump function provided f+(b) - f-(a) = LXE[dj h(x) for all a and b 
with a ~ b. 

The f length A[, or the length induced by f, is defined by )of [a: bJ = 

f+(b) - f-(a) for all a and b with a ~ b. We note that Af {x} is just the 
jump,jf(x). 

3 PROPOSITION If f is an increasing function on ~ to ~ then Af is a 
length function; it is a continuous length if I f is continuous and is discrete 
iff f is a jump function. 

PROOF A straightforward verification shows that Af satisfies the 
boundary inequality and has the additive property for length. If b E ~ 
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and e > 0 then infpJ[b - e:b + e]:e > O} = inf{f+(b + e):e > O}­
supU_(b - e):e > O}. But j~ is right continuous and f- is left con­
tinuous, hence infpJ[b + e:b - e]:e > O} = f+(b) - f_(b) = }.J{b}, 
so AJ is regular and hence is a length function. 

The length AJ is continuous iff AJ {x} = hex) = 0 for all x; that is, f 
is a continuous function. The function AJ is discrete iff AJ [a: b] = 

LXE[a:bj}'J{X} and this is the case iff f+(b) - f-(a) = LXE[a:bdJ(x); 
that is, if f is a jump function. • 

We will show that every length function is f length for some f. It will 
then follow from propositions 2 and 3 that each increasing f is in just 
one way the sum of a jump function and a continuous function. 

Different increasing functions F may induce the same length, and in 
particular F, F + (a constant), F+, F_ and any function sandwiched 
between F _ and F + all induce the same length. We agree that F is a 
distribution function for a length A iff A = At'. A normalized distribution 
function for a length A is a right continuous increasing function F that 
induces A and vanishes at 0 (one could, alternatively, "normalize" by 
pre-assigning a different value or a value at a different point and/or 
require left continuity in place of right). 

4 PROPOSITION The unique normalized distribution function F for 
a length}. is given by F(X)=A[O:X]-A{O} for x~O and F(x) = 

-A[X:O] + A{X} for x < 0; alternatively, F(x) = }.[a:x] - A[a:O] for 
each x and all a ~ min {x, O}. 

PROOF If a ~ b ~ c then A[a:c] - A[a:b] = }.[b:c] - A{b} by the 
additive property. It follows that if a ~ x, a ~ 0 and F(x) = ). [a: x] -
).[a:O] then F(x) does not depend on a, and that F(x) = A[O:X]­
}.{O} for x ~ 0 and F(x) = -A[X:O] + A{X} for x < O. Evidently 
F(O) = 0, and if e> 0, a ~ x and a ~ 0 then F(x + e) - F(x) = 
}.[a:x + e] - A[a:x] = A[X:X + e] - A{X}, so right continuity of Fis 
a consequence of the regularity of A. 

If b ~ c and a ~ min{b,O}, then F(c) - F(b) = ).[a:c] - ).[a:O] -
(J.[a:b] - J.[a:O]) = J.[a:c] - }.[a:b] = )'[b:c] - A{b}. If we show 
that F(b) = F_(b) + A{b}, then it will follow that F(c) - F_(b) = 
A [b: c] for all b ~ c, whence F is a distribution function for;" For 
a < b, F(b) - F(a) = ).[a:b] - A{a} and if a is near b, then A[a,b] is 
near A {b} by regularity. Moreover, since a r-d {a} is sum mabie over 
each interval,V{an}}n converges to zero for each strictly increasing 
sequence {an}n that converges to b. Hence F(b) - F_(b) = ).{b}, and it 
follows that F is a normalized distribution function for A. 

Finally, if C is also a normalized distribution function for A then 
F(x) - L(a) = ).[a:x] = C(x) - C_(a) for a ~ x so F and C differ by 
a constant, and since F(O) = C(O) = 0 this constant is zero. • 
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The usual length function t, where t[a: b] = b - a for a ~ b, is 
characterized among length functions A by the fact that for A = t, 
A [0: 1] = 1 and )~ is invariant under translation, in the sense that 
)~[a:bJ = ;~[a + x:b + xJ for all x and all a and b with a ~ b. If we 
agree that the translate of a set E by x, E + x, is {y + x: y E E} then 
t(E + x) = t(E) for each E in J. 

5 THEOREM There is, to a constant multiple, a unique translation 
invariant length-each invariant length X is A [0: I J t. 

PROOF Suppose), is a translation invariant length. Then )~ {x} = 

A {y} for all x and y in IR because y = x + (x - y), and since 00 > 
)_[0: IJ ~ LXE[O:1]'{{X}, it must be that )_{x} = 0 for all x. Thus A is a 
continuous length so A[a:b] + A[b:cJ = A[a:cJ for a ~ b ~ c. More­
over, A [b : c J = A [0: c - b] for b ~ c because )~ is translation invariant. 

Let f(x) = )~ [0: xJ for x ~ O. Then f is monotonic and for x and y 
non-negative, f(x + y) = )~[O:x + yJ = )_[O:xJ + A[X:X + y] = f(x) + 
f(y). Consequently, by induction, f(nx) = nf(x) for n in N and x ~ 0, 
and letting y = xln, we infer that f(yln) = (lln)f(y). Therefore f(rx) = 
rf(x) for all x ~ 0 and all rational non-negative r, and so f(r) = rf(I). 
Finally, f is monotonic, so sup {f(r): r rational and r ~ x} ~ f(x) ~ 
inf{f(r):r rational and r~x}, whence xf(1)=sup{rf(1):r rational 
and r ~ x} ~ f(x) ~ inf{rf(l):r rational and r ~ x} = xf(1), so f(x) = 
xf(l) for x ~ O. ThusA[b:cJ = f(c - b) = (c - b)f(l) = t[b:CJA[O:IJ 
for b ~ c. • 

We shall eventually extend each length function A to a domain sub­
stantially larger than the family J of closed intervals. We begin by 
extending A to the class of unions of finitely many closed intervals. 

A lattice of sets is a non-empty family ,91 that is closed under finite 
union and intersection. That is, a non-empty family .91 is a lattice iff 
Au B and An B belong to d for all members A and B of d. The 
inclusion relation partially orders each family .91, and d is a lattice 
with this partial ordering iff ,91 is a lattice of sets. The family of all finite 
subsets of IR, or of all countable subsets, or of all compact subsets or of 
all open subsets, are examples of lattices. 

The lattice !£(d) generated by a family .91 of sets is the smallest 
lattice of sets that contains d. Evidently ~ (.r;1) consists of finite unions 
offinite intersections of members of d. The family J of closed intervals 
is closed under finite intersection and the union of two intersecting 
intervals is an interval, so ~ (J) is the class of unions of finitely many 
disjoint closed intervals. 

An exact function is a real valued non-negative function fJ, on a lattice 
d such that: 0 E d, fJ,(0) = 0, and fJ,(A) = fJ,(B) + sup {fJ,(C): C E d 
and C c A \B for all A and B in d with B c A}. An exact function fJ, is 
automatically monotonic (if A :::J B then fJ,(A) ~ fJ,(B)), and exactness 
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also implies that ,u(A u B) = ,u(A) + ,u(B) for all disjoint members A 
and B of with A u B in d (that is, ,u is additive). 

We show that each length function A on f has a unique extension (its 
canonical extension) to an exact function on 2' (f). 

6 THEOREM Each length function A on f extends uniquely to an ex­
act function ,u on the lattice 2'(f) of unions of finitely many closed 
intervals. 

PROOF The only possible exact extension of a length function A to 
2'(f) is given by ,u(Ui'=l Ii) = Li'=l A(1i) for each disjoint family {I;}i'=1 
with Ii in f, so the proof reduces to showing ,u is exact. For con­
venience, let ,1* (E) = sup {A (1): IcE and I E f} and let ,u* (E) = 
sup {,u(D): DeE and D E 2'(f)} for E c IR. It is straightforward 
to verify, using the definition of length function, that if a < b 
then A*(a:b) = A[a:b] - A{a} - A {b}, A*[a:b) = A[a:b] - A{b} and 
A*(a:b] = A[a:b] - A {a}. 

Suppose C 1 ~ d1 < C2 ~ d2 < ... < Cn ~ dn. Then by lemma 1, 
A[c1:dn] = Li'=l A[ci :d;J + Li'':} (A[di :c i +1] - A{d;} - ).{C i + 1 }) = 
L i=l A [ci : d;] + L i,:f ,1* (di : Ci+d ~ L i=l A [Ci: d;]. If E is an interval­
open, closed or half-open-and E::) U:'=l [c i : d;] then E::) [c 1 : dn ] 

and it follows that ,u* (E) = ,1* (E). 
If A=[a:b]::)B=Ui=l [ci:d;] then ,u(A)=A(A)=A[a:c1]-A{cd+ 

A[c1:dn] + A[dn:b] - A{dn} = ,u*[a:cd + ,u(B) + Li,:f ,u*(di :Ci+1) + 
,u* (d n : b]. If E and F are intervals and sup E < inf F then ,u* (E u F) = 
Jl*(E) + ,u*(F). It follows that ,u(A) = ,u(B) + ,u*(A \B). Finally, this 
last equality extends without difficulty to a union A of finitely many 
disjoint closed intervals. • 

SUPPLEMENT: CONTENTS 

The extended length function of theorem 6 is a special case of a more 
general construct. Let us suppose that X is a locally compact Hausdorff 
space. A content for X is a non-negative real valued, subadditive, addi­
tive, monotonic function ,u on the family qj of compact sets. That is, for 
all A and B in rt, 0 ~ Jl(A) < 00, ,u(A u B) ~ ,u(A) + J1(B) with equality 
if All B = 0, and ,u(A) ~ ,u(B) if A c B. A content ,u is regular iff for 
each member A of rt and each e > 0 there is a member B of rt with A a 
subset of the interior BO of Band ,u(B) - ,u(A) < e. Thus, ,u is regular iff 
I-l(A) = inf{I-l(B): B E ((j and B°::) A}. A content may fail to be regular 
but each content can be "regularized" in the following sense. The regu­
larization ,,' of a content ,u is defined by ,u'(A) = inf{,u(B): A c BO, B 
compact} for all compact sets A. 

7 PROPOSITION The regularization ,u' of a content I-l is a regular con­
tent. 
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PROOF It is easy to see that fl' is regular; we have to show that it is a 
content. 

Clearly fl' is monotone, non-negative and real valued. Suppose that 
A and B are compact and C and D are members of C(!, that A c CO 
and B c DO. Then A u Be (C u D)O and hence fl'(A u B) :;:; fl(C u D) :;:; 
fl( C) + fl(D). Taking the infimum for all such C and D, we see that 
fl' (A u B) :;:; fl' (A) + f1' (B), so fl' is subadditive. 

It remains to prove that fl' is additive. Suppose that A and Bare 
disjoint compact sets and that A u B c CO where C E C(!. Then we may 
choose members E and F of (g so that En F = 0, EO ::::J A, FO ::::J B 

and E u FcC. Then fl(C) ~ fl(E u F} = fl(E} + fl(F) ~ fl'(A} + fl'(B}. 
Taking the infimum for all such C shows that fl'(A u B) ~ f1'(A) + 
f1' (B). • 

There is a variant of the preceding that is sometimes useful. Let us 
agree that a pre-content for X is a non-negative, real valued, sub­
additive, additive, monotonic function fl on a class []d of compact sub­
sets of X with the properties: the union of two members of []d belongs 
to []d, and []d is a base for neighborhoods of compacta in the sense that 
every neighborhood of a compact set A contains a compact neighbor­
hood of A that belongs to []d. The pre-content fl is regular iff its regu­
larization f1', given by f1' (A) = inf {fl(B): B E []d and A c BO for compact 
A, agrees with fl on []d. 

The argument for the preceding proposition shows that the regular­
ization of a pre-content fl on []d is a regular content fl'. If a regular 
content v is an extension of a pre-content fl on []d, then v = fl', for the 
following reasons. Each compact neighborhood A of a compact set C 
contains a compact neighborhood B that belongs to []d, so C c B c A 
and v(C) :;:; v(B) = fl(B) :;:; v(A). Hence v(C) :;:; fl'(C} :;:; v(A), and since v 
is regular, v = fl'. Thus: 

8 PROPOSITION The regularization of a pre-content fl is a regular 
content fl', and if fl is regular, then f1' is the unique regular content that 
extends fl. 

It turns out that a regular content fl is always an exact func­
tion; i.e., for all compact sets A and B with B c A, fl(A) - fl(B) = 

SUp{fl(C): C c A \B, C E C(!}. 

9 PROPOSITION Each regular content is an exact function. 

PROOF Suppose that A and B are compact sets and Be A. If C is a 
compact subset of A \B then fl(A) ~ fl(B u C) = fl(B) + fl(C). On the 
other hand, for e > 0 there is a compact set D so that D°::::J B 
and fl(D) - fl(B} < e, whence, if C = A \DO, then C c A \B and 
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fleA) ~ fleD) + fl(C) < fl(B) + fl(C) + e. It follows that fleA) = fl(B) + 
SUP{fl(C): C c A \B and C compact}. • 

A net {E,} a E D of sets is decreasing iff E fJ c Ea whenever f3 follows (y.. 

A content fl is hypercontinuous iff fl(nH DE,) = limH D fleE,) for every 
decreasing net {E,}, in the family C{/ of compact subsets of X. Since a 
content fl is monotonic, limaE D fleE,) = infaE D fleE,) for a decreasing 
net {E,},. 

10 PROPOSITION A content fl on C{/ is regular iff it is exact, and this is 
the case iff it is hypercontinuous. 

PROOF We know a regular content is exact and we show that an exact 
content fl is regular. Suppose B E (t and e > 0, and let A be any com­
pact neighborhood of B. Because fl is exact there is a compact subset 
C of A \B such that fleA) < fl(B) + fl(C) + e. Then every compact 
subset D of A \(B u C) has fl content less than e because fleA) ~ 
fl(B u CuD) = fl(B) + fl(C) + fleD) > fl(B) + (fl(A) - fl(B) - e) + 
fleD), whence ° > - e + fleD}. Let E be a compact neighborhood of C 
that is disjoint from B and let F = A \ EO. Then F is a compact neigh­
borhood of B, and if K is a compact subset of F \ B, then it is also a 
subset of A \(B u C) so fl(K) < e. Taking the supremum of fl(K) for 
such K and using exactness, we find fl(F) - fl(B) ~ e, so fl is regular. 

We next show that if fl is regular, then it is hypercontinuous. Suppose 
{E'}aED is a decreasing net of compact sets and E = naEDE,. For 
e > ° choose a compact neighborhood F of E so that fl(F) < flee) + e. 
Since na E D Ea c FO, and each Ea is compact and FO is open, there is 
some finite subset {C(1, (y.2," .an } so n7~1 E" c FO, and since D is dir­
ected, there is C( so E,cFo, whence infHDfl(E~)~fl(F)<fl(E)+e. 
Thus f.1 is hypercontinuous. 

Finally, suppose fl is hypercontinuous and B EO C{/. Then the family 
D of compact neighborhoods a of B is directed by c, and if Ea = a 
for each a, then {E,} H D is decreasing and nH D Ea = B. By hyper­
continuity limHDfl(E,) = fl(naEDE,) = fl(B), so there are compact 
neighborhoods of B with f.1 content near f.1(B). Thus f.1 is regular. • 

SUPPLEMENT: G INVARIANT CONTENTS 

We suppose throughout that X is a locally compact Hausdorff space, 
that G is a group, and that G acts on X in the following sense. For each 
a in G there is a homeomorphism (usually denoted x f--> ax for x in X) 
of X onto X such that the map x f--> ax followed by x f--> bx is x f--> (ba)x; 
that is, the composition (x f--> bx) 0 (x f--> ax) is x f--> (ba)x. Restated: If 
we let cp(a)(x) = ax, then cp is a homomorphism (cp(ab) = cp(a) 0 cp(b)) 
of G into the group of homeomorphisms of X onto itself. The situa­
tion is also described by saying X is a left G space. (If X is a right 
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G space and <p(a)(x) = xa, then <p(ab) = <pCb) 0 <pea); i.e., <p is an anti­
homomorphism. If X is a left G space, then the definition xa = a- 1 x 
makes X a right G space.) 

We also assume throughout that G acts transitively (for x and y in X 
there is a in G such that ax = y); and that the action of G is semi-rigid 
in the sense that if A and B are disjoint compact subsets of X and 
Xo E X, then there is a neighborhood V of Xo such that no set of the 
form {a V = av: v E V} intersects both A and B. The group of rigid 
motions of [Rn is the prototypical example of a semi-rigid transitive 
action. 

A content J1 for X is G invariant iff J1(aA) = J1(A) for each a in G and 
for each compact subset A of X. We will show that there is a G invari­
ant, regular content for X that is not identically zero. 

Let us call a set of the form aB = {ax: x E B} a G image, or just an 
image of B, and for each subset E of G let EB = {ax: a E E and x E B}. 
We begin the construction of a G invariant content by adopting a 
notation for the number of G images of a compact set B with BO i= 0 
required to cover a compact set A. Let [A I B] be the smallest number n 
such that there is a subset E of G with n members with A c EB. Notice 
that [A I B] [B I C] ;?: [A I C], for if A c EB and B c FC then A c EFC. 
Clearly [aA I B] = [A I B] for each a in G. 

We construct an approximation to a G invariant content from the 
function (A, B) f--> [A I B] as follows. Let B be a fixed compact subset of 
X with non-void interior, and let Xo be a fixed member of X. For each 
compact neighborhood V of Xo and each member C of the class '(j of 
compact subsets of X, let AV(C) = [CJ V]/[BI V]. Then ).v has the fol­
lowing properties. It is non-negative, subadditive and monotone, and is 
G invariant in the sense that Av(aC) = Av(C) for all a in G and C in '(j. 

Moreover, Av(0) = 0 and [CIB] ;?: Av(C);?: 1/[BIC] because [CIB] x 
[BI V] ;?: [CI V] and [BI C] [CJV] ;?: [BI V]. 

The function I.v may fail to be additive, but it does have a sort of 
additive property: if no G image of V intersects both C and D, then 
}'v(C u D) = Av(C) + ).v(D). 

11 LEMMA Let B be a compact subset of X with non-empty interior. 
Then there is a G invariant content ). on '(j such that [CJ B] ;?: A( C) ~ 
l/[BI C] for all C in '{j. 

PROOF For Xo in X and a compact neighborhood V of Xo let Zv be the 
set of all monotone, G invariant, subadditive functions A on '{j such that 
[CJ B] ;?: },(C) ;?: l/[BI C] for all C in '(j, and such that A is V additive in 
the sense that A(C u D) = A(C) + A(D) whenever no G image of V inter­
sects both C and D. The set Zv is not empty because the function Av 
constructed earlier is a member. Moreover, it is easy to check that 
Zv is a closed subset of the product space X{[O: [CJB]]: C E '{j}, this 



SUPPLEMENT: G INVARIANT CONTENTS 17 

product is compact by Tychonoff's theorem, and so Zy is com­
pact. If V c W then Zv c Zw, and therefore the family {Zv: V a 
compact neighborhood of x o } has the finite intersection property. 
Consequently there is a member ), which belongs to Zv for all V. That 
is, },(C u D) = },(C) + ),(D) if there is some neighborhood V of Xo such 
that no G image of V intersects both C and D. But the action of G is 
supposed to be semi-rigid by hypothesis, so }, is additive and the lemma 
is proved. • 

The G invariant content whose existence was just established is not 
identically zero because ).(C) ~ l/{BIC], whence A(B) ~ 1. It may be 
that ), fails to be regular, but according to proposition 7, the regular­
ization },' given by }.'(C) = inf{).(B): B is a compact neighborhood of 
C} is a regular content, and it is evidently G invariant. This establishes 
the following. 

12 THEOREM If the action of a group G by homeomorphisms on a 
locally compact Hausdorff space X is transitive and semi-rigid, then 
there is a regular G invariant content for X that is not identically zero. 

A topological group is a group G with a topology such that x f---+ X-I is 
a continuous map of G onto itself and (x, y) f---+ xy is a continuous map 
of G x G, with the product topology, into G. This is the same thing as 
requiring that (x, y) f---+ xy-l be a continuous map of G x G into G. 
Notice that since the map x f---+ X-I is its own inverse and is continuous, 
it is in fact a homeomorphism of G onto G. 

If A and B are subsets of G, then AB = {x: x = yz for some y in A and 
some z in B}, and A-I = {x: X-I E A}. For each member b of G, bA = 

{b} A and Ab = A {b}. The set bA is the left translate of A by band Ab 
is the right translate. Left translation by b is the map x --+ bx of G, and 
right translation by b is x f---+ xb. Left translation by b is continuous 
because it is the map x f---+ (b, x) followed by (y, z) f---+ yz and, since left 
translation by b- I is the inverse, it is a homeomorphism. Conse­
quently the left (or right) translate of a set which is compact, or open or 
closed, is of the same sort. If A is open, then A-I, BA = Ub E B bA and 
AB = Ub E B Ab are open. 

Each group G acts by left translation on itself; the assignment of a 
member a of G to the function x f---+ ax for x in G is such an action. 
Evidently the action is transitive (since y = (yx- I )x). We show that if G 
is a locally compact Hausdorff topological group, then the action by 
left translation is semi-rigid. 

13 PROPOSITION The action by left translation of a locally compact 
H ausdorjf topological group G upon itelf is semi-rigid. 

Consequently there is a regular content J1 for G, not identically zero, 
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which is left invariant in the sense that !leA) = !l(aA) for A compact and 
a in C. 

PROOF Suppose C and D are disjoint compact sets and that V is a 
neighborhood of the identity e such that for some x, (x V) n C i= 0 and 
xV n D i= 0; that is, xv E C and xw E D for some members v and wof 
V. Then V-I WE C- l D and consequently (V-I V) n (C- l D) i= 0. But 
C- l D is compact and e ~ C- l D because C n D = 0. Consequently 
there is a neighborhood of (e, e) of the form W- 1 x W whose image 
under the group map, (y, z) H yz, is disjoint from C-1 D. That is, 
(W- 1 W) n (C- 1 D) = 0, and so no left translate of W intersects both C 
and D .• 

SUPPLEMENT: CARATHEODORY PRE-MEASURES 

Here is the classical Caratheodory construction for measures and of 
extending certain pre-measures. We assume throughout that v is a 
non-negative IR* valued function on the class ,q>(X) of all subsets of X 
and that v(0) = O. Let us agree that a subset M of X splits A additively 
iff veAl = v(A n M) + v(A \M). A set M is Caratheodory v measurable 
iff M splits every memher of :?J(X) additively. Let .4tbe the family of 
Caratheodory measurable sets. Evidently 0 E .lit, X E .lit and if M E 

.It then X\M E .4t. We show that if M and N are members of.llt then 
so are M n Nand M u N besides X \ M (thus .lit is a field of sets), 
and if M n N = 0, then v(M u N) = v(M) + v(N) (that is, v is finitely 
additive or just additive). 

14 CARATHEODORY LEMMA The class .4t is a field of sets and v 1.IIt is 
finitely additive. 

PROOF We show that if M and N belong to jf then M nNE .lit; 
it will follow that ./It is a field of sets. For each A in Y'(X), veAl = 

v(A n M) + v(A \M) because A splits M additively, and v(A n M) = 

v(A n M n N) + v«A n M)\ N) because N splits An M additively. 
But v«A n M)\N) + v(A \M) = v(A \(M n N)) because M splits A \ 
(M n N) additively, so veAl = v(A n M n N) + v(A \(M n N» and 
hence M nNE jf. 

If M and N are disjoint members of .lit, then v(M u N) = 
v«M u N) n M) + v«M u N)\M) = v(M + v(N). Thus v is additive 
on the field .. 4t of sets. • 

We agree that v is countably sub additive iff veAl ~ Lk v(Ad for all A 
and {An}n in the domain of v such that {An}n covers A, and v is 
countably additive iff veAl = Lk V(Ak) provided {An}n is a disjoint 
sequence with Un An = A. If V is count ably sub-additive, then it is also 
finitely subadditive and monotonic. A family .r4 of sets is called a 
a-field iff .5# is a field of sets and .91 is closed under countable union. 
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15 THEOREM If v is countably subadditive non-negative IR* valued on 
g'!(X) and v(0) = 0, then the family vi{ of Caratheodory v measurable 
sets is a (J-field and v is countably additive on vI{. In fact M ~ v(A n M), 
for M in vI{, is countably additive for each A c X. 

PROOF If M and N are disjoint members of vi{ and A c X, then 
v(A n (M uN» = v(A n (M u N) n M) + v((A n (M u N»\N) = 

v(A n M) + v(A n N) because M E vI{, so M ~ v(A n M) is finitely 
additive on j{. 

Suppose that {Mn}n is a disjoint sequence in vi{ and A c X. Then 
for each n, v(A) = v(A \ U~=l Mk) + v(A n U~=l Mk) ;;; v(A \ Un Mn) + 
L~=l v(A n Mk)' Hence v(A);;; v(A \ Un Mn) + Ln v(A n Mn) so v(A) ;;; 
v(A \ Un Mn) + v(A n Un Mn) because v is countably sub-additive. But 
this last inequality is an equality because v is subadditive, and we infer 
that Un Mn E vi{ and (replace A by A n Un Mn) that M ~ v(A n M) is 
countably additive on .4i. • 

The preceding theorem underlies an extension process whereby, 
under certain circumstances, one may extend a function W d -+ IR+ to 
a measure. Suppose that d is a family of subsets of X, fl on d is 
IR* valued non-negative, 0 E ;#, and fl(0) = 0. The outer measure p* 
induced by p is defined on gil (X) by agreeing that fl* (E) = 00 if no 
sequence in .~ covers E, and fl*(E) = inf{Lnfl(An): {An}n in d and 
E c Un An} otherwise. Evidently fl* is an extension of fl iff fl is count­
ably sub-additive, and it is straightforward to verify that fl* is itself 
countably subadditive (the "£/2n argument"). Hence (taking v = fl*), if 
vi{ is the family of Caratheodory measurable sets, fl* is countably 
additive on "ft. But an assumption must be made to ensure that d c 

vi{ if fl* I vi{ is to be an extension of fl. 
A function fl: d -+ IR+ is a Caratheodory pre-measure iff it is count­

ably subadditive, d is non empty and closed under finite intersection 
and fleA) = fl(B) + fl*(A \B) for all A and B in d with Be A. 

16 EXTENSION THEOREM Each Caratheodory pre-measure fl: d -+ IR+ 
extends to a countably additive IR* valued function fl* on the (J-field vi{ 

of Carathcodory fl* measurable sets. 

PROOF We show that each member A of d is Caratheodory fl* 
measurable. Suppose B c X and {Cn}n is a sequence in d that covers 
B. Then fl(Cn) = fl(Cn n A) + fl*(Cn \A) for each n, so Ln fl(Cn) = 

Ln fl(Cn n A) + Ln fl*(Cn \A) ~ fl*(B n A) + fl*(B\A). Upon taking 
the infimum for all such sequences {Cn}n, we obtain fl*(B);;; 
fl* (B n A) + fl* (B\ A). The same inequality holds if no sequence in d 
covers B because in this case fl* (B) = 00. The reverse inequality holds 
because fl* is sub-additive, and it follows that A E vI{. • 
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If fl is a Caratheodory pre-measure on ,9/ and :J9 = {B: B E j{ and 
fl*(B) < oo}, then :J9 is a ~-ring of sets (i.e. iJlJ is closed under union, 
difference and countable intersection) and fl* 1:J9 is a non-negative, 
countably additive, real valued extension of fl. That is, fl* 1:J9 is a mea­
sure that is an extension of fl. 

Note The Caratheodory condition, fl(A) - fl(B) = fl*(A \B) for all A 
and B in .<:1' with B c A is, in a certain sense, the dual of the require­
ment for exactness: fl(A) - fl(B) = sup {fl(C): C c A \B}. 

It is not difficult to see that a regular content (in the sense of the 
preceding supplements) is a Caratheodory pre-measure as well as exact. 
Consequently each regular content has an extension that is a measure. 
We shall also deduce this fact later, from exactness. We shall not use 
the Caratheodory results in what follows. 



Chapter 2 

PRE-MEASURE TO PRE-INTEGRAL 

Each length function A induces a rudimentary integration process as 
follows. If the function X[a: b] is 1 on the interval [a: b] and 0 elsewhere, 
then its "integral" fA (X[a:b]) with respect to A should be ).[a:b], and if 
f = I7=1 ciX[a,:b,] then fA(f) should be I7=1 c).[ai:bJ. But is this as­
signment non-ambiguous? Stated in another way: does the function 
X[a: b] f--+), [a: b] have a linear extension to the vector space of linear 
combinations of functions of the form X[a: b]? It turns out that this is the 
case, and that it is a consequence of the fact that ). has an additive 
extension to a ring of sets containing the closed intervals, as we pre­
sently demonstrate. 

A ring of sets is a non-empty family sd' of sets such that if A and Bare 
members of.91 then A u B and A \B also belong to d. In other words, 
a non-empty family ,r:I of sets is a ring iff it is closed under difference 
and finite union. 

The family ~(X) of all subsets of a set X is a ring, as is the family of 
all finite subsets of X and the family of all countable subsets of X. 
Another example of a ring: the family of all finite unions of half-open 
intervals (a:b], where a and b are real numbers and (a:b] = 

{x: a < x ~ b}. 
A ring .r:I of sets is automatically closed under intersection because 

A n B = A \ (A \ B), and it is also closed under symmetric difference be­
cause A 1',. B = (A \ B) u (B\ A). Thus if cr:l is a ring of subsets of X then 
(d, 1',., n) is a ring in the algebraic sense; it is a subring of .~(X) (1',. is the 
operation of ring addition; n is multiplication). Conversely, a family ,r:I 
of sets which is closed under intersection and symmetric difference is 
closed under union and difference because A u B = (A 1',. B) 1',. (A n B) 
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and A \ B = A n (A 6. B). Hence a family of sets is a ring of sets 
iff (st', 6., n) is a ring in the algebraic sense. If in addition, X = 

U {A: A E d} E.91 then.91 is a ring with unit X, or d is a field of sets 
for X, or just a field of sets or an algebra of sets. 

If ,91 is a family of sets then the family of all subsets of U A E ,r£ A is a 
ring that contains d. The smallest ring that contains d is called the 
ring generated by d; its members are just those sets that belong to 
every ring of sets that contains .91. Similarly the lattice generated by d 
is the smallest lattice (family closed under finite union and intersection) 
that contains d. 

It is not difficult to give a simple, explicit description of the ring :JIl 
generated by a finite family {A l' A 2 , . •. , An}. Let X = U7=1 Ai' let A/ = 

X\A i for each i, and for each subset M of {I, 2, ... n} let EM = 

njEMAjn nHMA/ = njEMAj\UHMAj' Then EM belongs to each 
ring of sets containing {A 1, A 2 , • .. , An} and so Em E :JIl. If N is another 
subset of {l,2, .. . ,n} and j E M\N, then Em C Aj and EN c A/ so EM 
and EN are disjoint, and consequently the family of all unions of sets of 
the form EM is a ring /~' with .~' c:Jll. But if x E Ai and M = 

{j: x E Aj }, then x E EM C Ai' so Ai is the union of the sets EM that it 
contains. Consequently Ai E :JIll, and it follows that :JIl' = :JIl. Thus :JIl 
consists of unions of sets of the form EM' 

A non-empty set EM is an atom of the ring :JIl, in the sense that 
EM E :JIl and 0 is the only member of :JIl that is a proper subset of EM' 
Thus :JIl consists of all possible unions of atoms, i.e., :JIl is atomic. Notice 
that each atom EM = nj EM Aj \ U H M Aj is the difference of members of 
the lattice 2 generated by {A 1, A 2 , . .. ,An}. This establishes all except 
the last statement of the following. 

1 LEMMA If 2 is the lattice and :JIl the ring generated by {A l' A 2' ... , 

An} then .~ is atomic, each atom is the difference of members of 2, and 
for each A in 2 there is B in 2 so A \ B is an atom. 

PROOF Suppose that A is a non-empty member of 2. Choose a subset 
M of {1, 2, ... ,n} which is maximal with respect to the property that 
{AjLEM fails to cover A and let B = An UjEMAj' If k ¢ M then Ak::::> 

A \ UjEM Aj -=I- 0 by maximality, and if k E M then Ak' ::::> A \ UjEM A j . 
Hence the atom nk¢M Ak n nkEM Ak' ::::> A \B -=I- 0, so A \B E:JIl and 
is a non-empty subset of an atom of :JIl, and so must be identical with 
that atom. • 

We recall that an exact function J1 is a real valued function on 
a lattice .91 of sets such that 0 E d, J1(0) = 0, and peA) - pCB) = 

sup{p(C): C E d and C c A\B} for all A and B in d with Be A. 

For such sets A and B the number peA) - pCB) depends only on the 
difference set A \ B, and since A u B \ B = A \ A n B for all A and B, 
p(A u B) - J1(B) = peA) - p(A n B) for all A and B. 
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A function J1 is modular iff it is a real valued function on a lattice d 
of sets, 0 E d, J1(0) = 0 and J1(A) + J1(B) = J1(A u B) + J1(A n B) for 
all A and B in d. Each exact function is modular. A real (or real*) 
valued function J1 on a family d is finitely additive iff J1(A u B) = 
J1(A) + J1(B) for all disjoint members A and B of d with Au Bin d. 
The following proposition asserts that each modular function on d, 
and in particular each exact function, has a finitely additive real valued 
extension to the ring generated by 091. (We owe the proof to H. v. 
Weizsacker.) 

2 THEOREM The ring ~ generated by a lattice d of sets consists of 
unions of finitely many disjoint sets of the form A \ B with A and B in d. 

Each modular function J1 on d has a unique finitely additive extension 
J1- to~. 

PROOF The family f1J = {B: B belongs to the ring generated by some 
finite subfamily {A 1, A 2, ... ,An} of d} is itself a ring containing d, 
and consequently f1J :::J ~. The first assertion of the proposition then 
follows from lemma 1, and the proof of the second assertion reduces to 
the case where d is finite. 

Let us define J1'(A \B) to be J1(A) - J1(B) for A and B in d with B c 

A. This definition is not ambiguous, for the following reasons. Suppose 
A, B, C and D belong to ,91, Be A, DeC and A \B = C\D. Then 
A = (A n C) u B so, since J1 is modular, J1(A) = J1(A n C) + J1(B) -
J1(A n C n B) and since B n C = B n D, we have J1(A) - J1(B) = 
J1(A n C) - J1(B n D) which by symmetry is J1(C) - J1(D). We note that 
any additive extension of J1 must agree with J1' on differences, so an 
additive extension of J1 to ~, if there is one, is unique. 

Each atom of ~ is the difference of two members of d, and we define 
J1- of an arbitrary member A of ~ to be I {J1' (T): TeA and T is an 
atom of ~}. Clearly, J1- is additive on ,Uj{ and we show by induction on 
the number of atoms contained in A that J1-(A) = J1(A) for A in d. If A 
is a non-empty member of ,91, then there is, by the lemma, a member B 
of .vi such that B c A and A \ B is an atom, whence J1- (A) - J1- (B) = 

J1-(A \B) = J1'(A \B) = J1(A) - J1(B), so J1-(A) - J1-(B) = J1(A) - J1(B). 
The inductive hypotheses implies that J1-(B) = J1(B) and so J1-(A) = 

J1(A). • 

A real* valued function J1 on a family d of sets is countably additive 
iff JlO=nAn} = LnJl(An} for all disjoint sequences {An}n in .vi with 
Un An in d. If Sf! is a ring of sets then countable additivity can be 
viewed as finite additivity plus a continuity condition, as follows. If 
{An}n is a disjoint sequence in Sf!, then In J1(A n} = limn I ~=1 J1(A k ), and 
since Jl is finitely additive, this is limn J1(U~=l A k }. Consequently Jl is 
countably additive iff limn J1(UZ=l Ak ) = J1(Un An} for every disjoint 
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sequence in .91 with UnAn in d. The sequence {U~=l Ak}n of partial 
unions of {An}n is an increasing sequence in .91, and every increasing 
sequence {Bn}n in .91 is the sequence of partial unions of the disjoint 
sequence B1 , B2 \ B1 , B3 \ B2, ... in d. It follows that Jl is count ably 
additive iff it is continuous from below, in the sense that limn Jl(Bn) = 
Jl(UnBn) for each increasing sequence {Bn}n in .91 with UnBn in d. 
(A sequence {Bn}n is increasing iff Bn C Bn+1 for all n, and it is decreasing 
iff Bn ::J Bn+l for all n.) 

There are other characterizations of countable additivity. We agree 
that a real* valued function Jl on .91 is continuous from above at A iff 
A Ed and Jl(A) = limn Jl(An) for each decreasing sequence {An}n in .91 
with A = nn An and Jl(Ad < 00, that Jl is continuous from above iff it is 
continuous from above at each member A of .91, and that Jl is con­
tinuous at 0 iff it is continuous from above at 0. We notice that the 
counting function y, which assigns to a set A of integers the number 
y(A) of members of A, is continuous from above, although y is 00 on 
each of the sets {k: k > n} but is zero on their intersection. 

Lastly, Jl is subadditive iff Jl(C) ~ Jl(A) + Jl(B) for A, Band C in .91 
with C c Au B, and Jl is countably sub-additive iff Jl(C) ~ Ln Jl(An) 
provided C E .91, {An}n is a sequence in .91, and C c UnAn. 

We observe that if Jl is non-negative and finitely additive on a ring .91 
then it is monotonic in the sense that Jl(B) ~ Jl(A) if B ::J A, because 
Jl(B) = Jl(A) + Jl(B\A). 

3 PROPOSITION If Jl is a real* valued, finitely additive, non-negative 
function on a ring .91 of set, then Jl is countably additive iff it is con­
tinuous from below, and this is the case iff it is countably sub additive. 

If Jl is countably additive it is continuous from above and if Jl is finite 
valued and continuous at 0 then it is countably additive. 

PROOF We have already seen that Jl is countably additive iff it is 
continuous from below. Suppose Jl is count ably additive, {An}n is a 
sequence in .91, C c Un An and C E d. Let Bn = U~=l en Ak for each 
n. Then {Bn},; is increasing and C = Un Bn, so BI , B2 \Bl' B3 \B2' ... are 
disjoint and Jl(C) = Jl(Bd + LnJl(Bn+1\Bn) ~ Jl(Ad + LnJl(An+d be­
cause BI c Al and Bn+1 \Bn c An+1 for each n. Consequently Jl is 
countably subadditive. 

If {An}n is a disjoint sequence in .91 and Un An E .91 then Ln Jl(An) = 
limn L~=l Jl(A k) = limn Jl(Uk=l Ak) ~ Jl(Un An)· If Jl is countably sub­
additive then Ln Jl(An) ~ Jl(Un An), whence Ln Jl(An) = Jl(Un An) and 
Jl is countably additive. 

Suppose {An}n is a decreasing sequence in .91, A = DnAn E .91, and 
Jl(Ad < 00. Then {Al\An}n is increasing, the union is A 1\A, and 
Jl(A 1 \An) = Jl(Ad - Jl(An) for each n because Jl(A 1 \An) + Jl(An) = 
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,u(A 1 ) and ,u(An);;:; ,u(A 1 ) < 00. Therefore, if,u is countably additive, 
and hence continuous from below, then ,u(A 1 ) - ,u(A) = limn (,u(Ad -
,u(An)) so ,u(A) = limn ,u(An). Thus,u is continuous from above. 

Finally, suppose that ,u is finite valued and continuous from above at 
o and that {An}n is a disjoint sequence in ,-4 with A = Un An E d. 
Then {A\ U~=l Adn is a decreasing sequence with void intersection 
so limn ,u(A \ UZ=l Ak ) = O. It follows that ,u(A) = limn ,u(U~=l A k ) = 

limn I~=l ,u(Ak ), so I' is countably additive. • 

We have notice that each exact function ,u on a lattice d of sets is 
modular, and so by theorem 2 it has a unique finitely additive extension 
,u - to the ring :!Il generated by d. If A and B belong to d and B c A, 
then ,u -(A \B) = ,u(A) - ,u(B) = sup{,u(C): C E d and C c A \B}, and 
since every member of :!Il is the union of finitely many disjoint sets of 
the form A \B, ,u-(R) = sup{,u(C): C E ,r;1 and C c R} for all R in :!Il. 
We use this fact to show that ,u - is continuous at 0 if ,u is. 

4 PROPOSITION The unique finitely additive extension ,u - on :!Il of an 
exact function ,u on d is given by ,u-(R) = sup{,u(A): A Ed and 
A c R}. 

If,u is continuous at 0 then so is ,u-. 

PROOF The first statement has already been established. 
Suppose that {Rn}n is a decreasing sequence in:!ll with nnRn = 0 

and that {en}n is a sequence of positive numbers with Inen small. For 
each n there is An in ,-4 with An eRn and ,u-(Rn) - ,u(An) < en' We 
show inductively that ,u -(Rp) - ,u(nr=l A;) < e 1 + e2 + ... + ep for 
each p, and since {nr=l Adp is a decreasing sequence in d with void 
intersection, it will follow that ,u - (Rp) is arbitrarily small for p suf­
ficiently large. 

The proposition is clear for p = 1. The inductive step: by modularity, 
,u(A p+1 ) + ,u(nr=l Ad = ,u(Ap+1 n nr=l A;) + ,u(Ap+l u nr=l Ad ;;:; 
,u(nr:l1 Ad + ,u-(Rp) < ,u(nr:l Ad + ,u(nr=l Ad + e1 + e2 + ... + 
ep by the inductive hypothesis. So ,u(Ap+1 ) < ,u(nr~} Ad + e1 + e2 + 
... + ep and ,u-(Rp+1 ) < ,u(nr:l Ad + e1 + ez + ... + ep + ep+1 ' • 

If ,u is exact on a lattice d of compact sets then ,u is automatically 
continuous at 0, for if {An}n is decreasing in d with nn An = 0, then 
An = 0 for n large. Hence: 

5 COROLLARY Each exact function,u on a lattice of compact sets has 
a countably additive, non-negative real valued extension ,u - to the ring :!Il 
generated by d, given by ,u-(R) = sup{,u(A): A E d and A c R} for R 
in :!Il. 
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A function 11 on a family .9/ of sets is called a pre-measure provided 
d is closed under finite intersection and 11 has a countably additive, 
non-negative real valued extension to the ring .~ generated by d. Thus 
each exact function that is continuous at 0 is a pre-measure. The pre­
ceding corollary, together with theorem 1.6, shows that every length 
function is a pre-measure. (The term "pre-measure" is used in anticipa­
tion of the theorem that every pre-measure has an extension that is a 
measure.) 

A characteristic function is a function that assumes no value other 
than 0 or 1. If A c X then the characteristic function of A (on X), 
denoted lA, is defined to be 1 at points of A and 0 at points of X \ A. 

A real valued function f is simple iff it has finite range or, equiva­
lently, iff f is a finite linear combination of characteristic functions. If 
d is a family of subsets of X, then a function f on X is d simple iff f 
is a finite linear combination of characteristic functions of members of 
.91. We denote by L'''' the vector space of d simple functions. If .91 is a 
lattice of sets then L'" is identical with the class L'# of!JJl simple func­
tions, where !JJl is the ring generated by d, because !JJl consists of unions 
of finitely many disjoint sets of the form A \B with A and B in d. 
Further, if f1J is a family closed under intersection and d is the lattice 
generated by .U)] then V'i1 = V'" = V9I. We omit the straightforward 
proof of this fact. 

If c9i is a ring of sets then each .91 simple function is linear combina­
tion of characteristic functions of disjoint members of d (e.g., aXA + 
bXB = aXA\B + (a + b)xAnB + bXB\A)' Further, if f and g belong to V"', 
then we may suppose f = 2::;:'=1 akXC k and g = L;:'=1 bkXck for some 
disjoint finite sequence {C1 , C2 , ... , Cm } in d. It follows that f v 
g and f /\ g, where (f v g)(x) = max {f(x), g(x)} and (f /\ g)(x) = 

min {f(x), g (x)}, belong to V"', so V'" is a vector function lattice. This is 
a lattice with truncation, in the sense that if f E V'" then 1 /\ f E L d. 

Thus V'" is a vector function lattice with truncation. (We think of L d 

as a linearization of the ring d.) 
Suppose that 11 is a modular function on a lattice d. We will con­

struct a linear functionall Jl on Ld such that II'(XA) = I1(A) for all A in 
.91. It turns out that if 11 is monotonic then JIl is positive, in the sense 
that JIl(f) ~ 0 if f ~ O. If 11 is a pre-measure, II'(f) will turn out to be 
the integral of f with respect to any measure that is an extension of 11. 

6 PROPOSITION If 11 is a modular function on a lattice d of sets, then 
there is a unique linear functional II' on V'" such that JIl(XA) = I1(A) for 
A in d, and if 11 is monotonic then II' is positive. 

PROOF Suppose for the moment that 11 is finitely additive on a ring 
d of sets. We show that if A 1 , A z , ... , An are members of d 
and L7=1 aiXA i = 0, then Li'=1 a i l1(A;) = 0, whence the definition 
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[PC'L?=1 aiXA) = I7=1 aifl(A;) is not ambiguous. Choose a finite dis­
joint subfamily !JB of the ring sf so that Ai = U {B: B E!JB and 
B c Ai} for each i. Then fleA;) = I {fl(B): B E !JB and BeAd and 
I?=1aifl(A;)=IBEOIfl(B) O~:{ai:BcA;}). But for B in!JB, I{a i : 

BeAd = 0 because L7=1 aiXA, = O. Consequently I?=1 aifl(A;) = O. 
If fl is modular on a lattice sf then fl extends, by theorem 2, to a 

finitely additive function fl- on the ring iJi generated by ,r#, and 
[I"(XA) = fleA) for A in .r#. Each member of;Jl is the union of finitely 
many disjoint sets of the form A \ B with 0 c B c A and A and B in 
.r#, and if fl is monotonic then fl- is nonnegative and [I' - is posi­
tive. Uniqueness of [I" follows from the fact that {XA: A E sf} spans 
L~. • 

Here are some useful consequences of positivity of [I'. If f and 9 
belong to Land f ~ g, then ]I'(f - g) ~ 0 so [I'(f) ~ peg). If 0 ~ 9 ~ 
aXA with A in .r# then peg) ~ afl(A). A set S is a support for f iff f is 
zero outside S. If S is a support for f, f E L?if and S E .r# then [I'(!) ~ 
fl(S) max f. 

A pre-integral, or a Daniell-Stone pre-integral is a positive linear 
functional] on a vector function lattice L with truncation, such that 
limn I (fn) = 0 for every decreasing sequence {fn} n in L that con verges 
pointwise to zero. This last condition can be stated alternatively: ] 
is a countably additive linear functional, in the sense that ](Ln gn) = 
In](gn) for all sequences {gn}n of non-negative members of L with 
pointwise sum In gn belonging to L. (The proof is the usual partial sum 
and differencing trick.) Thus a pre-integral is a positive, countably 
additive linear functional on a vector function lattice with truncation. 

7 THEOREM (PRE-MEASURE TO PRE-INTEGRAL) [f fl is a pre-measure 
on .r#, then ]1' is a pre-integral on L .~. 

PROOF Suppose fl is a pre-measure on sf and that {fn L is a decreasing 
sequence in V?if with limn!n = O. We may suppose that .r# is a ring of 
sets. Let S in .r# be a support for f1; let b be an upper bound for f1 , and 
for e > 0 let An = {x: fn(x) > e}. Then {An}n is decreasing and nn An = 
0, so fl(An) is small for n large because fl is continuous at 0. Hence 
for n large, j~ < e save on a set A with fleA) < e, fn ~ bXA + exs and 
]I'(fn) < bfl(A) + efl(S) < (b + fl(S»e. Consequently limn [I'(fn) = O. • 

There are pre-integrals that are not induced by pre-measures. Let 
C[a:h] be the set of all continuous real valued functions f on [a:b]. 
Then the Riemann integral R (f) = S~ f(t) dt, for f in C [a: b], is a posi­
tive linear functional on a vector function lattice with truncation. We 
will show that it is a pre-integral. 

There is a variant of this example. Let Cc(lR) be the class of con-
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tinuous real valued functions on IR that have compact supports (i.e., 
for each f there is a compact set K such that f is identically zero on 
IR\ K). Then Cc (IR) is a vector function lattice with truncation and the 
Riemann integral, restricted to Cc(IR), is a pre-integral. We prove this 
after establishing a preliminary result. Recall that a real valued func­
tion f is upper semi-continuous, or u.s.c. iff {x: f(x) ~ c} is closed for 
each c in IR, and f is lower semi-continuous iff {x: f(x) ~ c} is closed for 
each c. 

8 DINI'S THEOREM If a decreasing sequence {fn}n of u.s.c. functions 
on [a: b], or on IR with compact supports, converges pointwise to zero, 
then it converges to zero uniformly. 

PROOF For e> 0 let An = {x: fn(x) ~ e}. Then {An}n is a decreasing 
sequence of compact sets and nIl An = 0 because limn fn(x) = 0 for all 
x. Consequently there is n such that An = 0. It follows that {fn}n 
converges uniformly to zero. • 

9 PROPOSITION Each positive linear functional, and in particular the 
Riemann integral, on either C [a: b] or Cc(IR), is a pre-integral. 

PROOF We prove only that a positive linear functional on CAIR) is a 
pre-integral. Suppose {fn}n is a decreasing sequence in Cc(IR), and let 
II fn II = sUPx E G;ll f(x) I for each n. By Dini's theorem, limn II f" II = O. 

Choose M so I fl (x) I = 0 if I x I ~ M and choose a non-negative 
member h of Cc(lR) that is 1 on [ - M : M], whence fn ~ II fn II h for all 
n. Then 0 ~ IUn) ~ II fn II I(h) because I is positive, and hence 
lim" I(j~) = O. • 

In the next chapter we will extend each pre-integral to an integral. 
An integral is a pre-integral, say J on M, with the additional Beppo Levi 
property: If {f,,}n is an increasing sequence in M that converges point­
wise to a real valued function f, and if SUPn J (fn) < 00, then f E M and 
JU) = limn JUn). In chapter 4 we show that each integral induces a 
measure so that each pre-measure induces a pre-integral, then an inte­
gral, and finally a measure. 

SUPPLEMENT: VOLUME Jon; THE ITERATED INTEGRAL 

A closed interval in IR is a set of the form A = [a: b]; a closed interval 
in IRn , or an n-interval, is the Cartesian product X7=1 Ai of n closed 
intervals {Ai }?=I in IR, and the class of n-intervals is denoted by 
cfn. The n-dimensional volume or just the volume is defined on c1n by 
setting ;"JX?=l Ai) equal to the product I17=1 t(A;), where t is the 
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usual length. Thus Al = t, and )'n+l (Xi~1 [a i : b;]) = Il i~1 (bi - ai) = 
An(Xi=l[ai:b;])t(an+l:bn+l]. We shall not distinguish between 
Xi;;; Ai and (Xi=l AJ x An+l · 

Let Ln (= Lf") be the class of /n simple functions. Because /n is 
closed under intersection, L n is identical with the class of :Jl simple 
functions, where :Jl is the ring generated by /n (we observe that XAuB = 

XA + XB - XAnB)' Consequently L n is a vector function lattice with 
truncation. 

Suppose f = I~=1 aiXA, for some ai' a2, ... , ak in ~ and A j , A 2, ... , 
Ak in /n- We define r(f) to be L~=1 aiAn(A;}. The first assertion of the 
following proposition implies that this definition is not ambiguous, and 
that I" is a positive linear functional on Ln. 

10 PROPOSITION If ai E ~ and Ai E fn for i = 1, 2, ... , k, and if 
L7=1 aiXAi ~ 0, then L~=l a;An(AJ ~ O. 

The function I" is a pre-integral on Ln. 

PROOF The proposition is true for n = 1, and we argue by induction. 
Each n-interval Ai is the cartesian product Bi x Ci with Bi in fn-l and 
Ci in /1' and if (x, y) E ~n-l X ~l, then XA,(X, y) = XB,(X) XCi (y). For 
each x in ~n-l the function L~=1 aiXB(x)XC is a non-negative fl sim­
ple function on ~, and hence I7=1 a).:(CJX~i(X) ~ O. Consequently, by 
the induction hypothesis, 0;;:; L7=1 ai),dC;)).n-l (Bi) = L7=1 aiAn{AJ 

Evidently I" is a positive linear functional on L n, and we show by 
induction that it is a pre-integral. Suppose that {sdk is a descending 
sequence in L n that converges pointwise to zero. Then for each k, 
Sk = Lf~1 aikXAik with Aik = Bik X Cik , with Bik in /n-l and Cik in fl' 
For each x in ~n-l, {Lf~1 aikXBik(x)xCi.}k is a decreasing sequence of 
/1 simple functions on ~ that converges pointwise to zero, whence 
{Lf~1 aikAdCik ) XB ik (x) h is decreasing and converges to zero for each 
x, and hence, by the induction assumption {Lf~1 aik }·1 (Cik )An- 1 (Bik ) h = 

{In(Sk) h converges to zero. • 

The Riemann integral restricted to Cc(~) is a pre-integral R ac­
cording to corollary 9. There is a similar pre-integral on Cc(~n), the 
class of continuous real valued functions on ~n that have compact 
supports. It is defined recursively as follows. For f in Cc(~n+j) and y 
in ~, let f y(x l ,x2,""xn) = f(x j ,x2, ... ,xn ,y). We let Rl = R. If 
f E Cc(~n+j) then fy E Cc(lRn) for all y, y f-+ RnUy) belongs to Cc(~)' 
and Rn+1 U) is defined to be Rj(Yf-+RnUy ». The functional Rn is the 
nth iterated Riemann integral. Evidently it is a positive linear func­
tional. We show that it is a pre-integral. (This fact has already been 
established for n = 1 and the generalization to locally compact Haus­
dorff spaces is theorem 12 in the next supplement.) 
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11 PROPOSITION Every positive linear functional I on Cc(lR.n), and in 
particular the iterated Riemann integral, is a pre-integral. 

PROOF Suppose a decreasing sequence {fdk in Cc(lR.n) converges to 
zero pointwise. Then the sequence converges to zero uniformly by the 
argument in Dini's theorem (theorem 8), so if II fk II = supx E ~n I fdx) I 
then { II fk II } k converges to zero. 

Choose M so that if x E IR. n and IXil ~ M for i = 1, 2, ... , n, 
then fl (x), and hence fq(x) for all q, is zero. If P is the Cartesian product 
of n copies of [ - M: M], then fq ~ II fq II XP and evidently XP ~ h = 

[17=1 «(1 + M -Ixil) v 0). Then h E Cc(lR.n), fq ~ II fq II h, so ° ~ I(fq) ~ 
II fq II I(h) because I is positive, and hence limqI(fq) = 0. • 

SUPPLEMENT: PRE-INTEGRALS ON Cc(X) AND Co(X) 

We assume, for the rest of this section, that X is a locally compact 
Hausdorff space. 

Let CC<X) be the family of all real valued continuous functions on X 
that have compact supports; and let Co(X) be the family of all real 
valued continuous functions that vanish at 00 in the sense that for 
e > 0, there is a compact subset K of X such that I f(x) I < e for each 
member x of X\K. 

12 PROPOSITION If I is a positive linear functional on either Co(X) or 
Co (X), then I is a pre-integral. 

PROOF Suppose {fn}n is a decreasing sequence in Cc(X) that converges 
to ° pointwise, and that K is a compact support for f1. Then it is 
easy to see that {fn}n converges uniformly to zero on K -indeed, the 
argument for theorem 8, as written, establishes this. Choose a non­
negative number g of C,,(X) such that g ~ XK. (Urysohn's lemma, ap­
plied to a compact neighborhood V of K, shows that there is such a 
function g.) Then fn ~ (suPxfn(X»)xK ~ (suPxfn(x»g and hence I(fn) ~ 
(suPxfn(x»I(g). Hence limnI(j~) = 0, and consequently I is a pre­
integral on Cc(X). 

Suppose that I is a positive linear functional on Co(X) and that 
y = Xu { oo} is the one point compactification of X (the open neigh­
borhoods of 00 are complements of compact subsets of X). For each f 
in C(Y) let J(f) = f(oo) + I(fIX). Then J is a positive linear func­
tional on C(Y) = Cc(Y) and is consequently a pre-integral. Finally, if 
{fn}n is a sequence in Co (X) that converges pointwise to zero, gn(Y) = 

fn(Y) for Y in X and gn(oo) = 0, then ° = limnJ(gn) = limn I (fn). Thus I 
is a pre-integral on Co (X). • 

The validity of the preceding proposition requires that the domain of 
I be large enough. A positive linear functional I on a vector sublattice 
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of Cc(X) or Co(X) need not be a pre-integral-for example, let L be the 
family of all continuous functions on [0: 1] which vanish at 0 and 
which have a right derivative there, and for f in L let 1 (f) be the value 
of the right derivative at O. 

There is an extension of the preceding proposition that applies to 
bounded linear functionals on Co(X). The supremum norm of a mem­
ber f of Co(X) is defined by II f II x = supx eX I f(x) I, and a linear func­
tional F on Co (X) is bounded relative to the sup norm iff IIF II = 

sup {I F(f) I: II f Ilx;;::; 1} < 00. One sees without difficulty that I F(f) I;;::; 
1lFllllfllx· 

The norm II II x induces a metric (f, g) I-> II f - g II x for Co (X), and 
the bounded linear functionals are just those that are continuous rela­
tive to the metric topology. The space Co(X) is complete since conver­
gence relative to the metric is just uniform convergence. 

The following argument shows that each pre-integral 1 on Co (X) 
is bounded, whence so is the difference of two pre-integrals on 
Co (X). Suppose II fn II x ;;::; 1 and 1 (fn) ;:;; 2n for each n. Then, since 
1(lfnl-fn);:;;0, 1(lfnl);:;;2n. The sequence O=~=12-nlfnlh is a 
Cauchy sequence and converges to some f;:;; L~=l rnlfnl, whence 
1(f);:;; L~=l r n1(lfnl);:;; N for all N, and this is a contradiction. 

13 PROPOSITION A linear functional F on Co (X) is bounded iff it is the 
difference of two pre-integrals. 

PROOF It is only necessary to show that a bounded linear func­
tional F is the difference of two positive linear functional, and this 
will follow (see chapter 0) provided we show that F+(f) = sup{F(u): 
u E Co (X) and 0;;::; u ;;::; f)} < 00 for all non-negative members f 
of Co(X). If 0;;::; u;;::; f, then IF(u)1 ;;::; 1lFllllull x ;;::; IIFIIII f Ilx whence 
F+(f) ;;::; IIFIIII f Ilx < 00. • 



Chapter 3 

PRE-INTEGRAL TO INTEGRAL 

This section is devoted to the construction of an integral from a 
pre-integral, and to a few consequences. Among these consequences 
are norm completeness, Fatou's lemma, the monotone convergence 
theorem and the dominated convergence theorem for an arbitrary 
integral. 

We recall that a pre-integral is a positive linear functional I on a 
vector function lattice L with truncation such that limn I Un) = 0 for 
every decreasing sequence {fn}n in L that converges pointwise to zero. 
This last condition is equivalent to requiring that limn IUn) = IU) for 
every increasing (or decreasing) sequence {fn}n in L that converges 
pointwise to a member f of L. An alternative statement: I is countably 
additive in the sense that InIUn} = IU} for every sequence {fn}n of 
non-negative members of L with pointwise sum f = In fn belonging to 
L. 

An integral is a positive linear functional I on a vector function 
lattice L with truncation that has the property (the Beppo Levi prop­
erty): if { fn } n is an increasing seq uence in L, SUPn I (1n) < 00, and f(x) = 

sUPnfn(x) < 00 for all x, then f ELand I(f) = limn IUn)· An alter­
native statement: if {fn}n is a sequence of non-negative members of L 
with I" 1(1,,) < 00 and f(x) = Infn(x) < 00 for all x, then f ELand 
IU) = I" I(j~). Notice that the domain of an integral is closed under 
pointwise convergence of decreasing sequences of non-negative mem­
bers. Each integral is evidently also a pre-integral. 

If I is any positive linear functional on Land f and g are members of 
L with f ~ g then I(g - f) ~ 0 so 1(1) ~ I(g). Consequently II(1}1 ~ 
I(lfl) because -If I ~ f ~ If I . The norm (or L} norm) ofa member f 
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of L, 11/11., or just II II, is defined to be 1(lfl)· Thus 11(f)1 ~ Ilfk 
(It would be more precise to call II 111 the "norm induced by 1", and 
label it "II 11/'.) 

The L 1 norm is unfortunately not always a norm. A norm for a vector 
space E is a real valued non-negative function II lion E such that 

(i) II f + g II ~ II f II + II gil for all f and g in E, 
(ii) Illtf II = Ilt III f II for all f in E and all scalars 'i, and 

(iii) for each f in E, if II f II = 0 then f = O. 

The L 1 norm has properties (i) and (ii) but, in general, may fail to satisfy 
(iii). It should properly be called a semi-norm or a pseudo-norm, but we 
follow time honored usage in calling it a norm. 

If II II is a semi-norm for a vector space E then II f - g II is the 
norm distance from f to g, and the function (f, g) f---+ II i-gil is the 
norm semi-metric. A sequence {fn}n is fundamental or Cauchy iff 
limm. n II fm - fn II = 0, and E is complete iff each Cauchy sequence in E 
converges to some member of E. This is the case iff each Cauchy se­
quence in E has a subsequence which converges to a member of E. 

The space L of a pre-integral I on L may fail to be complete, and the 
integral induced by I is to be a completion. That is, we enlarge L to a 
space L 1, and extend I on L to 11 on L 1 so that 11 is a pre-integral and 
L 1 is complete relative to its natural norm. The obvious approach is to 
adjoin to L the pointwise limits of Cauchy sequences in L, but unfor­
tunately a Cauchy sequence may fail to converge at any point. For 
example, the characteristic functions of the intervals, [0: 1 J, [0: 1/2J, 
[1/2: 1 J, [0: 1/3J, [1/3: 2/3J, [2/3: 1 J, [0: 1/4J, ... converge at no point 
of [0: 1]. But this sequence of characteristic functions is Cauchy rela­
tive to the norm f f---+ I (I f I), if I is the Riemann integral on the class of 
piecewise continuous functions on [0: 1]. Thus we cannot hope to com­
plete L by adjoining pointwise limits of arbitrary Cauchy sequences. 
But a variant of this idea works. 

A sequence {gn}n in a semi-normed space E is swiftly convergent iff 
In II gn+l - gn II < oc. A swiftly convergent sequence {gn}n is auto­
maticallya Cauchy sequence because II gn+p+l - gn II = II IZ!~ (gk+l -
gk) II ~ If=n II gk+l - gk II, and this sum is small for n large. Each 
Cauchy sequence has a swiftly convergent subsequence, and it follows 
that E is complete iff each swiftly convergent sequence in E converges 
relative to the norm distance to a member of E. 

There is a natural one to one correspondence between swiftly conver­
gent sequences and sequences with summable norms. If a sequence 
{in}n in E has summable norms in the sense that In II fn II < ex), then 
the sequence {IZ=1 fk}n of partial sums is swiftly convergent. On the 
other hand, if {gn}n is swiftly convergent then it is the sequence of 
partial sums of the sequence gl' g2 - gl' ... , gn+l - gn, ... , which has 
summable norms. We agree that a sequence {fn}n is norm sum mabie to 
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Jiffthe sums of {fn}n over finite subsets of N converge to f (explicitly, 
for e > 0 there is a finite subset F of N such that II Ln E G fn - f II < e for 
all finite G with F c G eN). If {J~}n is norm summable to f, then 
limn II f - L~=l fk II = O. 

Statements about swiftly convergent sequences can always be trans­
lated into statements about sequences with summable norms, and vice 
versa. The following proposition is an example. (A methodological 
note: swift convergence is convenient for order theoretic arguments and 
summing sequences is convenient for arguments involving linearity.) 

1 PROPOSITION A semi-normed space E is complete iff each swiftly 
convergent sequence in E converges to a member of E, or iff each se­
quence in E with summable norms is norm summable to a member of E. 

We would like to extend a pre-integral I on L by adjoining to L the 
pointwise sums of sequences in L that have summable norms and then 
extending I to such sums. Unfortunately, such a sequence {fn}n may 
not be sum mabIe at each point-the set {x: Lnlfn(x)1 = oo} may be 
non-void --- but we cope with this exceptional set in statesmanlike 
fashion. We ignore it. 

A subset E of X is null, or I null, iff there is a sequence {In}n in L 
with summable norms such that Ln I fn(x) I = 00 for each x in E 
(i.e., E c {x: Lnlfn(x)1 = oo}). Thus, ifLn Ilfnll < 00, then {In(x)}n is 
(absolutely) summable except for members x of the I null set {x: 
Ln I fn(x) I =oo}, and each swiftly convergent sequence {gn}n in L con­
verges pointwise outside of the null set {x: L n I gn+1 (x) - gn (x) I = oo}. 

Each subset of an I null set is evidently I null. If e > 0 then 
{x: Lnlfn(x)1 = oo} = {x: Lnlefn(x)1 = oo},soasetEislnulliffthere 
is {gn}n in L with In I gn(x) I = 00 for each x in E and with Ln II gn II < e. 
If, for each n, En is a null set, then there is a sequence {J~, dk in L with 
Lk II f~, k II < rn and Ik I fn, dx) I = 00 for all x in En, whence {fn, k }n, k is 
a double sequence with summable norms and Ln,k Ifn,k(x)1 = 00 on 
Un En; therefore the countable union of null sets is null. The same sort 
of reasoning shows that E is null iff for e > 0 there is {fn} n in L with 
Ln I fn I ~ XE and Ln II fn II < e. Here is yet another description of null 
sets: E is null iff there is an increasing sequence {hn}n of non-negative 
members of L with supn Ilhn II < 00 and SUPn hn(x) = 00 for x in E. 

We emphasize the inconsequential nature of null sets by agreeing 
that a proposition about x holds almost everywhere or for almost every 
x (a.e., for a.e. x, I a.e., for I a.e. x) iff the set of points x for which the 
proposition fails is I null. 

We extend the pre-integral I on L by adjoining all pointwise sums 
of sequences {fn}n in L with summable norms. More precisely: we 
adjoin to L real valued functions f such that f(x) = Lnfn(x) for 
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I almost every x, and we define the integral of f to be 'I n I Un). The 
next lemma implies that this definition is not ambiguous. 

2 FUNDAMENTAL LEMMA If {fn}n is a sequence in L, 'In Ilfnll < 00 

and 'I nfn (X) ~ 0 for I a.e. x, then 00 > 'In IUn) ~ O. 
If {gn}n is a swiftly convergent sequence in L and limn gn(x) ~ 0 for 

I a.e.x then 00 > limnI(gn) ~ O. 

PROOF We first observe that if {un}n is a sequence of non-negative mem­
bers of L and 'In Un ~ VEL then 'In I(un) ~ I(v) because 'IZ=1 Uk ~ 
('IZ=1 Uk) /\ V so 'IZ=1 I(ud ~ I«'IZ=1 Uk) /\ V) and hence, taking limits, 
'Ik'=l I(uk) ~ I(limn (('IZ=1 Uk) /\ V)) = I(v). If 'In Un ~ 'In Vn, where 
{vn}n is a sequence of non-negative members of L, then 'In I(un) ~ 
'I~=l I(vk) for each N, and hence 'In I(un) ~ 'In I(vn)· 

Suppose {fn}n is a sequence in L with 'In II f lin < 00 and 'In j~(x) ~ 
o except for x in a null set E. We may choose a sequence {hn}n of 
non-negative members of L with 'In Ilhn II < 00 such that 'In hn(x) = 00 

for all x in E. If fn + = fn v 0 and - fn - = fn /\ 0, then fn = fn + - fn -
and II fn II ~ max{ II fn + II, II fn -II} so {fn +} and {fn -}n have summable 
norms. For a fixed positive number t let Un = fn + + thn and Vn = fn -. 
Then 'In un(x) ~ 'In vn(x) for all x and the preceding paragraph implies 
that 'In I(un) = 'In IUn +) + t 'In I(hn) ~ 'In I(vn) = 'In IUn -). Since 
this is the case for all positive t, it must be that 'In IUn +) ~ 'In IUn-) 
so 'In IUn) ~ O .• 

The Daniell extension [Ion L 1 of I on L is defined as follows. A real 
valued function f belongs to L 1, or is [I integrable, iff there is a se­
quence {fn}n in L with summable norms such that f(x) = Ln fn(x) for I 
almost every x, and in this case [1(/) = LnIUn). If {gn}n is also a 
sequence in L with summable norms and f(x) = Ln gn(x) I a.e.x, then 
LnUn - gn) = 0 = Ln(gn - fn) I a.e., hence Ln(IUn) - I(gn)) = 0 ac­
cording to the fundamental lemma and 'InIUn) = 'InI(gn)' Thus the 
definition of II is not ambiguous. It follows from the definition that L 1 

is a vector space and II is a positive linear functional on that vector 
space. 

The members f of L 1 can also be described as pointwise limits I a.e. 
of swiftly convergent sequences {fn}n in L, and I 1U) = limn IUn)· If 
{fn}n and {gn}n are swiftly convergent sequences in L, then so are 
{fn /\ gn}n, {fn v gn} and {fn /\ l}n. It follows that L 1 is a vector func­
tion lattice with truncation. Hence lIon L 1 will be shown to be an 
integral if it has the Beppo Levi property: if {In}n is an increasing 
sequence in L1, I(x) = sUPnln(x) for all x, and sUPnIIUn) < 00, then 
IE L1 and I 1U) = limn II Un). We establish this fact after recording 
for reference a single lemma. 

The norm 11/111 of a member I of L I is II (III )-III ELI because 
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L 1 is a vector lattice. Evidently II 111 is an extension of the norm II II 
for L. If {hn}n is a sequence in L with summable norms, then I Ln hn I :;:; 
Lnlhnl so IILnhnl11 = I1(ILn hnl):;:; (LnIlhnl) = Ln Ilhnll· Hence: 

3 LEMMA If I is a pre-integral on L, {fn} n is a sequence in L with 
summable norms and f(x) = Lnfn(x) for I a.e. x, then II f - L~=l fk II :;:; 
L);"=n+1 II fk II· 

Consequently, if f ELI and e > 0, then there is a sequence {gn}n with 
summable norms in L, such that f = Lngn I a.e., Ilf - gllll < e and 
Ln II gn II < II fill + e. 

Suppose that {fn}n is a sequence of non-negative members of a 
Daniell extension L 1 with summable norms and that f(x) = Ln fn(x) < 
CX) for all x. Then there is, for each n, a sequence {fn,dk in L such that 
Lk II fn,k II < II fn 111 + rn and fn = Lkfn.k except on an I null set En· 
Then Ln.k II fn.k II < CX) and f = Lnfn = Ln,kfn.k except on the I null 
set E U Un En' where E = {x: Ln,k Ifn.k(x)1 = CX)}. Consequently fELl 
and II (f) = Ln II (fn). Thus: 

4 THEOREM (PRE-INTEGRAL TO INTEGRAL) The Daniell extension of a 
pre-integral is an integral. 

A particular consequence of lemma 3 is that for f in L I and e > 0 
there is g in L with II f - gill < e; that is, L is dense in L 1. It is also the 
case that L 1 is complete, so that L 1 is a completion of L. In outline: 
if {fn}n is a Cauchy sequence in Ll, there is {gn}n in L so that 
limn II fn - gn 111 = 0, {gn}n is Cauchy and so has a swiftly convergent 
subsequence, this subsequence converges to a member f of L 1, hence so 
does {gn}n and so does {fn}n. 

We will presently show that the domain of every integral is com­
plete. We use the Daniell extension process to deduce properties of an 
arbitrary integral. 

5 LEMMA ON NULL SETS If J is an integral on M, gEM, {fn}n is a 
sequence in M with summable norms and E = {x: L n I fn (x) I = oo}, then 
XE E M, gXE E M and JUE) = J(gXE) = 0. 

PROOF We may assume without loss of generality that j~ ~ 0 for each 
n, so the sequence {sn}n of partial sums is increasing, SUPn J (sn) < CX) 

and E = {x: limnsn(x) = oo}. For each k, the sequence {(rksnl /\ 1} is 
increasing and J((rksn) /\ 1):;:; rkJ(sn). Consequently, since J is an 
integral, limn ((2-k sn ) /\ 1) belongs to M and J of the limit is bounded 
by r k sUPnJ(sn). The sequence {limn (rksnl /\ Ih is decreasing, and it 
follows that limk limn ((rksn) /\ 1) belongs to M and J of this double 
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limit is zero. But limk limn ((2- ksn(x» 1\ 1) is 1 if limn sn(x) = 00 and ° 
otherwise; that is, the double limit is XE' so XE EM and J(XE) = 0. 

An even simpler argument serves to establish the assertion about g. 

We assume 9 ~ 0. For each k, J(g 1\ (2kXE» ~ J(2kXE) = 0, and taking 
the limit on k yields gXE E M and J (gXE) = 0. • 

If gEM, 9 ~ OJ a.e. and J(g) = 0, then the set A = {x:g(x) =P O} 
and all its subsets are J null because the sequence 1 9 I, 1 9 I, ... has 
summable norms and its pointwise sum is 00 on A. In particular if 
XE E M and J(XE) = 0, the subsets of £ are J null. The preceding lemma 
shows that all J null sets are of this form. 

6 THEOREM ON NORM COMPLETENESS If J is an integral on M, then 
each swiftly convergent sequence in M is dominated J a.e. by a member of 
M and converges J a.e. and in norm to a member of M. 

In particular M is norm complete. 

PROOF Suppose J is an integral on M, that {fn}n is a sequence in 
MwithLnllfnl1 < 00,£= {x: Lnlfn(x)1 = oo}andf=Ln(I-XE)fn. 
Then f belongs to the Daniell extension Ml of M and by lemma 3 the 
partial sums of {fn} n converge J a.e. and in norm to f. We assert that 
when J is an integral on M, f belongs to M. This is the case because: if 
fk + = fk V 0, then by the preceding lemma, (1 - XE)fk + EM for each k, 
{LZ=I(l-XE)fk+}n is increasing, J(IZ=I(l-XE)fk+ =J(L~=lj~+)~ 
LkJ(lhl)< 00, whence Ln(l-XE)j~+ EM, Ln(I-XE)fn- EM simi­
larly, and so f E M. 

It follows that a swiftly convergent sequence {fn}n in M converges J 
a.e. and in norm to a member of M. Since each Cauchy sequence in M 
has a swiftly convergent subsequence, M is norm complete. Moreover, 
the sequence {I fn+l - fn I}n has summable norms, so if h (x) = 1 fl (x) 1 + 
Ln 1 fn+1 (x) - fn(x) 1 for x outside the set £ where the sum on the right is 
infinite, and h(x) = ° for x in £, then hEM and {In}n is dominated by 
h a.e. • 

The preceding theorem does not imply that every integral J on M is 
identical with its Daniell extension Jl on MI. A swiftly convergent 
sequence {fn}n in M converges J a.e. and in norm to some member 9 of 
M, but it also converges J a.e. and in norm to 9 + h for every real 
valued function h with J null support, and such a function h may fail to 
belong to M. In fact, the Daniell extension Ml of an integral J on M is 
precisely {u: u is a real valued function agreeing J a.e. with some member 
9 of M} = {g + h: gEM, and h has J null support} 

The integral J on M is said to be null complete iff each real valued 
function h with J null support belongs to M, or iff M = MI. If an 
integral J on M is an extension of a pre-integral I on L, then Jl on Ml 
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is an extension of [Ion L 1, and if M is null complete so that M = Ml, 
then J on M is itself an extension of lion L 1. Thus every null complete 
integral that extends a pre-integral I on L also extends lion Ll. 
Assuming for the moment that a Daniell extension is always null com­
plete (it is), we conclude that the Daniell extension of a pre-integral 
is its smallest null complete integral extension. Because of this, the 
Daniell extension of an integral I on L is called the usual or the mini­
mal null completion of Ion L; it is often denoted JY on L v as well as II 
on Ll. 

7 PROPOSITION The Daniell extension of a pre-integral is its smallest 
null complete integral extension. 

I n particular, every null complete integral that extends an integral I on 
L also extends its null completion JY on LV. 

PROOF We need only show that the Daniell extension of a pre-integral 
I on L is null complete. If h has II null support E, then there 
is a sequence {fn}n in L 1 with summable norms such that E c 

{x: In Ifn(x)1 = oo}. By lemma 3, for each n there is a sequence {fn.dk 
in L such that In Ilfn,kll < rn + Ilfnlll and fn(x) = Ikfn,k(x) out­
side an I null set En. Then {fn,dn,k has sum mabie norms and E c 

{x: In,k Ifn,dx)1 = oo} U Un En. Hence E is I null, so hE U and the 
proposition is proved. • 

A sequence { fn } n is increasing J a.e. iff J is an integral and for each n, 
fn+l (x) ~ fn(x) for J a.e. x. A J a.e. increasing sequence in M such that 
supn J(fn) < 00 is evidently swiftly convergent. The theorem on norm 
completeness therefore has the following corollary. 

8 MONOTONE CONVERGENCE THEOREM If J is an integral on M, 
{fn} n is a sequence that is increasing J a.e. and supn J (fn) < 00, then 
{fn}n converges J a.e. and in norm to a member f of M, and J(f) = 

limn J( fn). 

There is a useful consequence of the preceding result. Recall that a set 
V with partial ordering ~ is order complete (conditionally complete, 
Dedekind complete) iff each non-empty subset W which has an upper 
bound in V has a supremum in V (that is, a member w of V that is an 
upper bound for Wand is less than or equal to every other upper 
bound). 

Suppose J is an integral on M. Let us agree that f ~ J g iff f and g 

belong to M and f ~ g J almost everywhere. We show that M is ~J 
order complete. In fact, if J is bounded from above on a non-empty 
subset W of M that is closed under v (i.e., if g and h are in W, then so 
is g v h), then there is an increasing sequence {fn}n in W such that 
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supn J Un) = sup {J U): fEW} < 00, theorem 8 shows that {fn}n con­
verges J a.e. to a member f of M, and it is straightforward to verify that 
f is a ~ J supremum of W. 

9 COROLLARY If J is an integral on M, then a non-empty sub­
set W of M that is closed under v has a ~ J supremum, provided 
sup{J(g): g E W} < 00. 

In particular, M with the ordering ~J' is order complete. 

Thus the domain of an integral is both norm complete and order 
complete; it mayor may not be null complete. 

We will establish another convergence theorem for integrals after an 
important preliminary lemma. (A stronger form of the lemma is given 
in chapter 7.) 

10 FA TOU'S LEMMA Suppose J is an integral on M and {fn} n is a 

sequence of non-negative members of M such that lim infn J(fn) < 00 and 
lim infn fn (x) < 00 for all x. 

Then lim infn fn E M and J (lim infn fn) ~ lim infn J Un). 

PROOF For each n, the sequence fn, fn /\ fn+1' fn /\ fn+1 /\ fn+2,'" is 
decreasing and so its pointwise limit, ink~n fk' belongs to M be­
cause M is the domain of an integral. Since infk ~ n fk ~ fn' J (infk ~ n fk) ~ 
JUn) and so limn J(infk~n fk) ~ lim infn JUn) < 00. Consequently, the B. 
Levi property of integrals shows lim infn fn = limn infk~n fk E M and 
J(lim infn fn) = limn J(infk~n fk), which is at most lim infn JUn). • 

11 DOMINATED CONVERGENCE THEOREM Suppose that J is an integral 
on M, gEM, {fn}n is a sequence in M that converges pointwise to a 
function f, and Ifn(x)1 ~ g(x) for all x. 

Then f E M, J U) = limn J Un) and {fn} n converges to f in norm. 

PROOF Fatou's lemma applied to the sequence {fn + g}n shows 
that lim infn Un + g) belongs to M and that J (lim infn Un + g)) ~ 
liminfnJUn + g). Consequently f = limnfn belongs to M and JU) ~ 
lim infn J Un)· The same lemma applied to the sequence {-fn + g} n 
shows that J(-f) ~ lim infn J(-fn) = -lim supn JUn), whence J(f) = 

limn J(fn). 
This result, applied to the sequence {I fn - f I }n, which is dominated 

by 2g, shows that limn II fn - fill = O. • 

There is a slightly stronger form of the preceding, obtained by judi­
ciously sprinkling "a.e.'s" almost everywhere. It reads: If a sequence in 
M converges pointwise a.e. to f and is dominated a.e. by a member of 
M, then it converges a.e. and in norm to a member of M, and this member 
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agrees a.e. with i. This form can be easily obtained from theorem 11 by 
using lemma 5 (on null sets). 

Both the monotone convergence and the dominated convergence 
theorems deduce "limit of the integral = integral of the limit" re­
sults from pointwise convergence plus an additional assumption. Some 
additional assumption is necessary, as the following simple examples 
show. 

The first example is called the "moving bump". Let t be length and 
let It be the induced preintegral on the space L" of" simple functions. 
If in = X[n, n+1] for each n, then limn in = 0 but limn It Un) = 1 =1= 0 = 
It (limn in). 

If all the members of the sequence {in}n vanish outside a fixed inter­
val [a: b], then pointwise convergence of {in}n to a member i of Vi 
still fails to imply convergence of {It Un)}n to It U), as the "growing 
steeple" example shows. Let in = nx(O, l/n) for each n. Then limn in = 0 
but limn It Un ) = 1. A further note: both the moving bump and growing 
steeple examples can be modified to get sequences of differentiable 
functions, with the same sort of behavior relative to the integral in­
duced by l'~'. 

It can happen that the Daniell extensions of different pre-integrals 
are identical-indeed the prototype of an integral occurs naturally as 
the Daniell extension of two quite different pre-integrals. We recall that 
the Riemann integral R on the space Cc(lR) of continuous real valued 
functions on IR with compact support is a pre-integral according to 
proposition 2.9, and theorem 2.7 implies that the length function t 
induces a pre-integral It on the class L" of linear combinations of 
finitely many characteristic function X[a, b]' 

12 PROPOSITION The Riemann integral R on Cc(lR) and the pre­
integral It induced by length have the same Daniell extension. 

Because the Daniell extension of a pre-integral is its smallest null 
complete integral extension (proposition 7), it is sufficient to show that 
(It)l is an extension of the Riemann integral R on Cc(lR) and that R 1 is 
an extension of It. We leave this proof to the reader. 

Finally, the Lebesgue integral II on L I (IR) is defined to be the Daniell 
extension of the pre-integral It induced by length. The Lebesgue inte­
gral for an interval [a: b], is defined by: i ELI [a: b] iff the extension 
g of i which is zero on 1R\[a: b] belongs to L 1 (IR), and in this case 
S~ i(t) dt = II (g). It is, in fact, the case that this integral is also the 
Daniell extension of the Riemann integral on C [a: b]. 

13 NOTES 

(i) The description of I null sets as a set of points of "divergence" of 
a sequence with summable norms dates back to F. Riesz or earlier. 



NOTES 41 

(ii) The notion of integral used here is due to M. H. Stone, who for­
mulated an abstract version of Daniell's construction of the Lebesgue 
integral. The role of the truncation axiom needs elucidation. It ensures 
that the domain of an integral contains "enough characteristic func­
tions" so that the induced measure completely determines the integral 
(see theorem 5. t t). 

If the truncation axiom is not assumed, then the methods of this 
section can be varied to construct an extension of a positive, countably 
additive linear functional on a vector function lattice which is, modulo 
the subspace of members of norm zero, a space L with the properties: 
L is a complete normed space (a Banach space), L is a vector lattice 
such that if If I ~ Igl then Ilfll ~ Ilgll, and if f ~ ° and 9 ~ 0, then 
II f + gil = II f II + II gil· S. Kakutani calls such spaces L spaces, and he 
has established a structure theory for these. See, for example, the 
appendix of [KN]. 

(iii) We have not yet defined the "integral 1)1 on L 1 (J1) with respect to 
a measure J1 on .vI". An obvious possibility: since a measure is an exact 
function that is continuous at 0, it induces a pre-integral 1)1 on the 
class of .s:1 simple functions, and one could define the integral 1)1 on 
L 1 (J1) to be the Daniell extension of P. However we shall presently 
show that there is an integral extension of 1)1 that generally has a 
smaller domain than does the Daniell extension ~ its null completion is 
the Daniell extension. The integral 1)1' which we define in chapter 6, 
turns out to be the minimal integral extension of 1)1. 



Chapter 4 

INTEGRAL TO MEASURE 

A measure is a real valued, non-negative, countably additive function 
on a b-ring d. A a-ring is a ring d of sets such that if {An}n is a 
sequence in .Y1. then nil An E d; that is, a b-ring is a ring .Y1 that is 
closed under countable intersection. The family of all finite subsets of 
IR, the family of all countable subsets of IR, and the family of all 
bounded subsets of IR are examples of b-rings. We observe that one 
of these families is closed under countable union but the other two are 
not. 

Here are two examples of a measure. If X is any set, counting measure 
y for X is defined for all finite subsets A of X by letting y(A) be the 
number of members of A. If f is a non-negative, real valued function on 
X, then discrete measure with weight function f, vr, is defined by vf(A) = 

Lx EA f(x) for all finite subsets A of X. 
At this stage we have no assurance that measures exists, except for 

essentially trivial examples. Generally one must extend a function on 
some family of sets, such as a length function on the family of intervals, 
to a measure on some b-ring containing the family. We will accomplish 
this extension by showing that each integral induces a measure in a 
natural way. Then a length function (or pre-measure) induces a pre­
integral, which induces an integral, which in turn induces a measure, 
and this measure is an extension of the length function (pre-measure)! 

Suppose J is an integral on M. Let PlJ = {B: XB E M} and let 1J(B) = 

J(XB)' The family PlJ is a ring because XAuB = XA V XB' XAnB = XA /\ XB 
and XA\B = XA - XAnB' and the function 1J is finitely additive because J 
is linear. If {Bn}n is an increasing sequence in PlJ, Supn 1J (Bn) < 00 and 
B = Un Bn, then {XBJn is an increasing sequence in M that converges 
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pointwise to XB' and sUPnJ(XBJ < 00. Consequently, since J is an inte­
gral, XB E M and limn J (XBJ = J (XB), so B E .oj] and limn I] (Bn) = I] (B). In 
particular, I] is continuous from below and hence is countably additive. 
If { Cn } n is a decreasing sequence in fJB, then {C 1 \ Cn } n is increasing, and 
we infer that Un (e 1 \Cn ) = e1 \ nn en E fJB, so nn Cn E fJB and :J?J is 
therefore a o-ring. Thus I] is a measure. It is the measure induced by the 
integral J. 

The argument given in the preceding paragraph also shows that the 
measure I] has the special property: if {An} n is a disjoint sequence in fJB 
such that Ln I](An) <00, then Un An E fJB. A measure with this property 
is called a standard measure. Thus the measure induced by an integral 
is always a standard measure. For the record: 

1 PROPOSITION (INTEGRAL TO MEASURE) If J is an integral on M, 
/!j] = {B: XB E M} and I] (B) = J (XB) for B in fJB, then :J?J is a o-ring and I] is 
a standard measure on :J?J. 

We use the preceding proposition to construct an abundance of mea­
sures. Each pre-measure fl on d induces a pre-integral ]I' on L d 

according to theorem 2.7, where Ld is the class of .91 simple functions 
and IIl(XA) = fleA) for A in d. The Daniell extension 11 on Ll of the 
pre-integral III is an integral according to theorem 3.4, and proposition 
I asserts that 11 induces a measure I] on:J?J = {B: XB E Ll} and I](B) = 

I 1 (XB) for B E:J?J. If A E.9I then XA E Ld C Ll so A E fJB, and fleA) = 

IIl(XA) = I 1 (XA) = I](A). Hence I] is an extension of fl, and the following 
theorem is proved. 

2 EXTENSION THEOREM FOR PRE-MEASURES Each pre-measure fl on 
d, and in particular each exact function on .91 that is continuous at 0, 
can be extended to a measure. 

Explicitly: The measure induced by the Daniell extension of the pre­
integral III on Vol is an extension of fl. 

There is usually not a unique measure that extends a pre-measure 
but it turns out that there is a "smallest" such extension. We first 
observe there is a smallest o-ring that contains a family d of sets, 
because d is a subfamily of the o-ring {B: Be UAE,QjA}, and !?j! = 

{D: D belongs to each o-ring that contains d} is the smallest o-ring that 
contains .91. The family !?j! is the o-ring generated by .91; it contains d 
and is a subfamily of every b-ring that contains ,si'/. 

If fl is a pre-measure on .91, then the o-ring !?j! generated by d is a 
subfamily of the domain of every measure I] that extends fl, so I] I!?j! is an 
extension of fl. We presently show that two measures that agree on a 
family that is closed under intersection (as d is) agree on the generated 
o-ring, from which we conclude that there is a unique measure v (= I] I!?j!) 
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on EZ that extends J1. We assume for the moment that this is the case, in 
order to simplify the statement of the next two results. The unique 
measure v on EZ that extends J1 is the measure induced by J1, or the 
minimal measure extending J1; every measure that extends J1 also ex­
tends v. In general, v is not standard. 

The b-ring generated by the family of compact subsets of ~ is the 
Borel t5-ring PJJIi (~) for R The family of bounded subsets is a b-ring that 
contains the family of compact sets and hence contains 86'b(~). A mea­
sure on .@b(~) is a Borel measure for R The family 86'b(~) is also 
generated by the class of closed intervals, and each length function is a 
pre-measure, so the minimal measure extending a length function is a 
Borel measure. We show that every Borel measure can be obtained in 
this way. 

3 PROPOSITION The minimal measure extending a length function is a 
Borel measure for ~, and every Borel measure is such an extension. 

PROOF It's only necessary to show that the restriction of a Borel mea­
sure J1 to the family of closed intervals is a length function. If a ~ b ~ c 
then J1[a:b] + J1[b:c] = J1[a:b] + J1(b:c] + J1{b} = J1[a:c] + J1{b}, 
so J1 has the required additive property. The boundary inequality, 
if a < b then J1 [a: b] ;:;;; J1 {a} + J1 {b}, is equally evident. Finally 
limn J1[a - n- 1 : a + n- 1 ] = J1{a} because J1 is continous from above 
at {a}, and it follows that J1 satisfies the continuity condition for 
lengths. • 

A length function A on " is translation invariant iff A [a: b] = 

A [a + c: b + c] for all a, band c with a ~ b. According to theorem 1.5, 
the usual length t, where t [a: b] = b - a, is the only length function 
that is translation invariant and assigns the value 1 to [0: 1]. Conse­
quently, in view of the preceding corollary, there is precisely one Borel 
measure A with the property that A([O: 1]) = 1 and A([a:b]) = 
A([a + c:b + c]) for all a, band c with a ~ b. It turns out that this 
measure is translation invariant in the sense that if c E ~, B E 86'b(~) and 
c + B = {c + b: b E B}, then c + B E .@b(~) and A(B) = A(c + B). We 
lea ve the proof of this fact to the reader (it follows from the fact that the 
pre-integral fA on Let is translation invariant in the sense that if f E L" 
and fc(x) = f(x - c) then!c E L" and JAU) = jA(!c». Thus: 

4 PROPOSITION There is one and only one translation invariant Borel 
measure A such that A ( [0: 1]) = 1. 

The measure A is called Borel-Lebesgue measure for ~. It is not 
standard since N rt ggb(~) although {n} E ggb(~) and A( {n}) = 0 for all 
n in N. 
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We need some facts about b-rings before establishing the uniqueness 
of the minimal measure extending a pre-measure. The union of count­
ably many members of a b-ring may fail to be a member, but each 
b-ring is "locally" closed under countable union, in a sense made pre­
cise by the following lemma. We agree that a ring d is closed under 
dominated countable union iff Un An E d whenever {An} n is a sequence 
in ,YI and there is a member B of d such that B :::J Un An. 

5 LEMMA Each b-ring is closed under dominated countable union, and 
each ring that is closed under dominated countable disjoint union is a 
b-ring. 

PROOF If {An}n is a sequence in a b-ring d and {An}n is dominated by 
a member B of d, then B\UnAn = nn(B\An) E d and so UnAn = 

B\(B\ Un An) E sl. 
On the other hand, if {An}n is a sequence in a ring d and Bn = 

nk~n Ak for each n, then the sequence {Bn}n of partial intersections is 
decreasing, the difference sequence {Bn \ Bn+1}n is disjoint and domi­
nated by Bu and so Un (Bn \ Bn+1) = Bl \ nn Bn = A 1 \ nn An E d. 
Hence nn An E d provided ,YI is closed under dominated, countable 
disjoint union. Consequently, in this case, d is a b-ring. • 

6 THEOREM ON GENERATED b-RINGS Suppose a family d is closed 
under finite intersections. Then the smallest family '{5 that contains d 
and is closed under proper difference, finite disjoint union and dominated 
countable disjoint union, is the b-ring generated by d. 

PROOF It is sufficient to show that '{5 is closed under intersection, for '{5 

is then a ring which, in view of the preceding lemma, is a b-ring. 
For each set B the family '{5B = {C: C E '{5 and B n C E '{5} is closed 

under proper difference, disjoint union and dominated countable dis­
joint union, because '{5 is closed under these operations and "inter­
section with B" distributes over each operation (e.g., if {Dn}n is a dis­
joint sequence in '{5B that is dominated by a member E of '{5B' then 
{Dn}n and {B n Dn}n are disjoint sequences in '{5 and are dominated 
by E E '{5, so Un Dn E '{5 and Un (B n Dn) = B nUn Dn E '{5, whence 
Un Dn E '{5B)' 

If BEd then '{5B :::J d because '{5 :::J d and d is closed under inter­
section. Thus B n C E '{5 if BEd and C E '{5. Hence, if B E '1/ then 'l/B :::J 

d, and since '{5B has the three closure properties, '{5B:::J '{5. Conse-
quently, B n C E '{5 for all Band C in '{5. • 

7 COROLLARY Two measures that agree on a family d that is closed 
under intersection also agree on the b-ring generated by sd. 
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Consequently each pre-measure on d extends to a unique measure, the 
induced measure, on the J-ring generated by d. 

PROOF Suppose f.1. is a measure on a J-ring .oj, v is a measure on '?i/ and 
that iff = {E: E E fJB n '?i/ and f.1.(E) = v(E)}. If D and E belong to iff then 
D \ E E fJB n'?i/ because fJB n '?i/ is a J-ring, and if D ::::> E then f.1.(D \ E) = 
f.1.(D) - f.1.(E) = v(D) - veE) = v(D\E) so D\E E iff. Similarly, if D n E = 
o then DuE E iff. Finally, if {Dn}n is a disjoint sequence in iff, E E 

iff and Un Dn C E, then Un Dn E fJB n '?i/ and f.1.(Un Dn) = In f.1.(Dn) = 
Ln v(Dn) = v(Un Dn) so Un Dn E iff. The preceding theorem then implies 
that if iff contains a family d that is closed under intersection then iff 
contains the J-ring d generates. • 

A measure that is obtained from an exact pre-measure has special 
approximation properties, derived essentially from the inner approxi­
mation property of exactness. We deduce this approximation re­
sult from an "above and below" approximation for Daniell integrable 
functions. 

We suppose that I is a pre-integral on L and that 11 on L 1 is its 
Daniell extension. 

8 LEMMA (ApPROXIMATION FROM ABOVE AND BELOW) If I is a pre­
integral on L, f ELl and e > 0 then there is a member g of L and a 
sequence {hn}n of non-negative members of L such that LnI(hn) < e and 
If - gl(x) ~ Lnhn(x) for all x. 

Consequently, if Pn = g - I7=1 hi and qn = g + I7=1 hi' then {Pn}n 
is decreasing in L, {qn} n is increasing in L, limn Pn ~ f ~ limn qn' and 
o ~ limn I(qn) - limn I(Pn) < e. 

PROOF Since f ELi, f = In fn outside of an I null set E, for some 
norm summable sequence {fn}n in L. For e > 0 choose N so that 
Ln>N IIfnl11 < e/2 and choose {vn}n in L with Ln IIvnl1 1 < e/2 and 
In Ivnl = 00 on E. Let g = If=l /; and let hn = IfN+nl + Ivnl for each n. 
Then g and {h n } n have the desired properties. • 

Suppose v is a measure on '?i/. We say that a member C of '?i/ has 
inner v approximations in tff iff iff is a subfamily of '?i/ and v(C) = 

sup {v(E): E E iff and E c C}, and C has outer approximations in r!! iff 
v(C) = inf{ veE): E E iff and E ::::> C}. We agree that for each family d, 
d(j is the family of intersections of countably many members of d, and 
d" is the family of countable unions of members. Thus d~a consists of 
countable unions of countable intersections of members of d. 

9 PROPOSITION (INNER ApPROXIMATION) If I is the pre-integral 
induced by an exact pre-measure on d and v on '?i/ is the measure induced 



APPROXIMA nON 47 

by the Daniell extension II of I, then each member of 'f,} has inner 
approximations in db' 

Moreover, for each C in 'f,} there is A in .Y1ba such that A c C and 
v(C\A) = O. 

PROOF We first show that if {Cn}n is decreasing sequence in 'f,} 

and each Cn has inner approximations in d then C = nn Cn has 
such approximations in do. Choose An E.Y1 so that An C Cn and 
Ln v(Cn \An) is small. Then A = nnAn is an inner approximation for C 
because C\A c Un(Cn \An), whence, by countable subadditivity of v, 
v(C\A) ~ In v(Cn \An)· 

Next, for each C in 'f,} and each e > 0 there is, by the approxima­
tion lemma, a decreasing sequence {gn}n of d simple functions with 
limngn ~ Xc and limnI(gn) ~ v(C) - e. We may suppose that gn ~ 0 for 
each n, so 0 ~ limngn ~ Xc. If 0 < a < 1 and E = {x: limngn(x) ~ a}, 
then E c C and limn gn ~ XE + aXC\E, so II (limn gn) ~ veE) + av(C\E) = 

(1 - a)v(E) + av(C) provided E E 'f,}. On the other hand II (limn gn) = 

limnI(gn) ~ v(C) - e, so V(C) - e ~ (1 - a)v(E) + aveC), whence v(C) ~ 
veE) + (el(1 - a)), so E is an inner approximation for C, provided 
E E 'f,}. 

Finally, E = nnEn where En = {x: gn(x) ~ a}, so E E 'f,}, and in view 
of the result established in the first paragraph, the proof reduces to 
showing that there is an inner v approximation for En in d for each n. 
But gn is d -simple so En belongs to the ring generated by the lattice d, 
which consists of unions of disjoint differences of members of d (see 
theorem 2.2). The definition of exactness then shows that there is an 
inner approximation for En in d, and the first half of proposition 
follows. 

If C E 'f,} and An E do with v(C\An) < lin for each n, then Un An E 

dfJa and v(C\ Un An) = O. The proposition is thus established. • 

The preceding proposition implies results on outer approximation, 
based on the observation that if C c D and E is a "good" inner 
approximation for D \ C, then D \ E is a "good" outer approximation 
for C. The proof of corollary 10 will furnish an example. 

A measure fJ is a Lebesgue-Stieltjes measure for IR iff there is a length 
function A such that fJ is induced by the Daniell extension of the pre­
integral IA. We say that fJ is the Lebesgue-Stieltjes measure induced by 
) .. We notice that fJ determines X-in fact, A = fJ 1/, where" is the 
class of closed intervals-so length functions and Lebesgue-Stieltjes 
measures are paired off. It is worth noticing that the domain of a 
Lebesgue-Stieltjes measure fJ depends on the length function fJ I ", 
whereas all minimal measures induced by length functions have the 
same domain, the Borel b-ring ,qgo (IR). 

Lebesgue measure A l for IR is the Lebesgue-Stieltjes measure 
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induced by the usual length t. It is straightforward to verify that 
A 1 is translation invariant and that Al ([0: IJ) = 1. If 11 is a transla­
tion invariant Lebesgue~Stieltjes measure and 11([0: 1J) = 1, then the 
length .Ie = 111"f is translation invariant and .Ie ([0: 1J) = 1, so .Ie = t by 
theorem 1.5. Consequently each of J1 and Al is induced by the usual 
length t, and it follows that Al is the unique Lebesgue~Stieltjes mea­
sure that is translation invariant and assigns the value 1 to [0: 1]. 

Proposition 9 has the following corollary about Lebesgue~Stieltjes 
measures. 

10 COROLLARY If B belongs to the domain 9' of a Lebesgue Stieltjes 
measure 11, and in particular if B E .@b(IR), then for e > 0 there is a com­
pact set K and an open set U such that K c B c U and I1(K) + e ~ 
IJ(B) ~ I1(U) - e. 

PROOF The measure 11 is induced by the Daniell extension of IA where 
l = 111"f, so by proposition 9, B has inner approximations in db, where 
d is the lattice generated by the family of closed intervals. But db is 
then just the family of compacta, so there is a compact set K with 
K c Band I1(K) + e ~ 11 (B). 

If B is a bounded set, then B c (a: b) for some a and b. There is then 
a compact subset D of (a:b)\B such that I1(D) + e ~ 11((a:b)\B) = 

11((a:b)) -11(B). Then 11 (B) + e ~ 11((a:b)) -11(D),and ifU = (a:b)\D, 
then B c U and U is an open set as required. 

If B is not bounded it is the union of the bounded members B. = 
B n [-n:nJ of :7, there is an open set Un::::l Bn so that I1(Un) < 11(B) + 
2-n, and U = Un Un is an open set as required. • 

The preceding corollary is often phrased: each Lebesgue~Stieltjes 
measure for IR, and each Borel measure for IR, is inner regular (inner 
approximation by compacta) and outer regular (outer approximation 
by open sets); in other words each such measure is regular. 

The minimal measure induced by a pre-measure .Ie on d is generally 
not the measure induced by the Daniell extension of the pre-integral IA 
on Lsi. Each measure induced by an integral is standard, and the 
minimal measure may fail to be standard (e.g., Borel~Lebesgue mea­
sure A). Moreover, each Daniell integral is null complete (each function 
with null support is integrable), and the measure v on <fI/ induced by 
a null complete integral has the special property: if E c D E <fI/ and 
v(D) = 0, then E E. <fI/ and v(E) = O. Such measures are called complete. 
Borel--Lebesgue measure is not complete. However, it turns out that the 
minimal measure induced by a pre-measure ). completely determines 
the measure induced by the Daniell extension of the pre-integral IA. 

The standardization of a measure J1 on d is the function v on .oj given 
by: B E ~ iff B = Un An for some disjoint sequence {An}n in d with 
Ln J1(An) < oc, and in this case v(B) = Ln J1(An). We leave to the reader 
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the proof that this definition is not ambiguous, that v is a standard 
measure; that fl is standard iff it is identical with its standardization, 
and that fl is complete iff its standardization v is complete. 

The usual completion or just the completion of a measure fl on .91 is 
the function fl v on s# v defined by: A v E .91 v iff A v is the symmetric 
difference A£::, E for some member A of .91 and some subset E of a 
member of s# of fl measure zero, and in this case flv (AV) = fleA). 
(Roughly speaking, fl is defined on the sets which are, give and take a 
subset of a set of measure zero, members of d.) It is not hard to verify 
that fl v is well defined, it is a complete measure extending fl, and it is 
the smallest such extension. 

The standardization of the completion of a measure fl is its stan­
dardized completion. It is an extension of fl that is both standard and 
complete, and it is the smallest such extension. 

11 PROPOSITION Let A be a pre-measure on .91, IA on L-'" the induced 
pre-integral and let v on C(j be the measure induced by the Daniell exten­
sion of IA. Then every complete standard measure that extends A is an 
extension of v. 

Consequently v is the standardized completion of the minimal measure 
extending A. 

PROOF Let L 1 = (V"')1 be the domain of the Daniell extension of I", 
and let (J on g be the standardized completion of the minimal measure 
extending ),. Since v is standard and complete, v is an extension of (J. 

Thus .91 c g c C(j, Vol c Let c L'C eLl, and consequently the Daniell 
extensions, (I A) 1 and (I")!, of the pre-integrals are ordered similarly. 
Thus (V"')! c (Let)! C L! = (V"')! whence IA and 1" have the same 
Daniell extensions. In particular, v is the measure induced by the Dan­
iell extension of 1", so proposition 9 applies to the pre-integral 1" and 
the measure v. An application of the same yields that (J is an exten­
sion of v for the following reason: Suppose C E C(j. Since Xc ELI = 
(LS)l and (J on q; is standard, it is clear that C is a subset of a 
member D of q;. Applying proposition 9 to the members C and D\ C 
of C(j we find sets FcC and G c D\ C in q; so that v(C\F) = 0 and 
v( (D \ C) \ G) = O. Thus C is sandwiched between the members F and 
D\G of q;, (J(F) = v(C) = (J(D\G), and (J is a complete measure. Con­
sequently C E g. • 

12 COROLLARY Each Lehesgue-Stieltjes measure v for IR is the stan­
dardized completion of the Borel measure v l.19d (IR). 

In particular, Lebesgue measure for IR is the standardized completion 
of Borel-Lebesgue measure. 

13 NOTES (i) Lebesgue measure A 1 on !e is the measure induced by 
the Daniell extension of It, where t is the length, so A 1 is the minimal 
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complete standardized measure that extends t. The family !f,n consist­
ing of all countable unions of members of !f, is the smallest u-ring 
(a ring closed under countable unions) containing !f, and Classical 
Lebesgue measure is the extension of A 1 to !fa given by assigning 
infinite measure to members of !fa \.fE. The u-ring!fa is in fact au-field 
(closed under complements and countable unions), and its members are 
called Lebesgue measurable sets. Similarly, the members of the smallest 
u-field (28J (IR))a containing 28b (lR) are called Borel measurable. 

(ii) There are translation invariant measures on u-fields for IR which 
are extensions of classical Lebesgue measure (see S. Kakutani and J. C. 
Oxtoby, Ann. of Math. 52 (1950) 580-590). But there is no measure 
extending Lebesgue measure which is defined for all subsets of IR, even 
without the requirement of translation invariance. However Banach 
showed that there are non-negative finitely additive extensions of 
Lebesgue measure which are defined for all subsets of IR, which are 
invariant under rigid motions (Fund. Math. 4 (1923),7-33). 

(iii) Borel- Lebesgue measure An for IRn can be defined by imitating 
the construction in IR (see Supplement) or by recursively setting An+l 
equal to the product measure An (8) A as soon as we have defined prod­
uct measure (chapter 7). Then Lebesgue measure An is the standard­
ized completion of An. It is translation invariant (and invariant under 
all rigid motions) for each n. There are finitely additive extensions, 
invariant under rigid motions, of A Z to the family of all subsets of 
1R2 (see Banach, lac. cit.). But for n ~ 3, such extensions of An do not 
exist (see Banach and Tarski, Fund. Math. 6 (1924), 244- 277; see also 
J. Rosenblatt, Trans. Amer. Math. Soc. 265 (1981),623-636). 

(iv) The measure An is the unique measure on its domain, up to 
constant multiple, that is invariant under rigid motions. In fact (G. A. 
Margulis, Monatsh. Math. 90 (1980), 233--235 and preprint 1981; 
D. Sullivan, Bull. Amer. Math. Soc. (N.S.) 4 (1981),121-123) for n ~ 3, 
there is no finitely additive non-negative function on the family of 
Lebesgue measurable sets in IRn, other than a multiple of Lebesgue 
measure, which is invariant under rigid motions. The conclusion 
extends to IR z provided we require invariance under the shear trans­
formation: (X 1 ,X z)H(X I + x 2 ,X Z), as well as invariance under rigid 
motions (S. Wagon, Proc. Amer. Math. Soc. 85 (1982),353-359). 

SUPPLEMENT: LEBESGUE MEASURE A" FOR IRn 

Lebesgue measure for IRn, n > 1, is the natural generalization of Lebes­
gue measure for IR. Recall that a closed interval in IRn is the Car­
tesian product X 7=1 Ai of closed intervals {A;}7=1 in IR and its volume 
)'n(X?=l A;) is 1l?=1 {(Ai), the product of the lengths of its sides. The 
volume function ).n on the class fn of closed intervals induces, accord­
ing to proposition 2.10, a pre-integral I" on the class of fn simple 
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functions by the prescription: 1" (2: ~=1 ai XA,) = L ~=1 a;A'n (A;) for ai in [R 
and Ai in cfn' i = 1, 2, ' .. k. The Lebesgue integral for [Rn is the Daniell 
extension of 1" and Lebesgue measure for [Rn, An on Ie", is the measure 
induced by the Lebesgue integral. 

The characteristic function of each closed interval in [Rn belongs 
to the domain of the Lebesgue integral, and consequently the b-ring 
E8"([Rn) generated by the family of closed intervals is a subfamily of !fn. 
Borel-Lebesgue measure An for [Rn is Anl.~"([Rn). We list, omitting the 
proofs, some straightforward generalizations of the facts about Lebes­
gue measure A 1. 

Recall that the iterated Riemann integral on Cc([Rn) is a pre-integral 
according to proposition 2.11. 

14 PROPOSITION Borel- Lebesgue measure An is the minimal measure 
that is an extension of the volume function, An is the standardized com­
pletion of An, and both An and An are translation invariant. 

The Daniell extension of the iterated Riemann integral on Cc([Rn) is 
identical with the Lebesgue integral. 

Each member of !fn has compact inner and open outer approximations, 
so both A n and An are regular measures. 

Classical Lebesgue measure for [R" is the extension of An to the a-ring 
!f;: generated by !fn , given by assigning infinite measure to members of 
!f;: \ !f n , and the mem bers of !f;: are called Lebesgue measurable sets. 

SUPPLEMENT: MEASURES ON E8"(X) 

Let us suppose that X is a locally compact Hausdorff space and agree 
that .qB0 (X) is the b-ring generated by the family C(} of compact subsets 
of X. We recall that a content A for X is a non-negative, real valued, 
monotonic, additive and subadditive function on C(}, and that a content 
A is regular iff ).(C) = inf{A(D):D a compact neighborhood ofC}. 

Each regular content A is exact (proposition 1.9), hence it is an exact 
pre-measure, and corollary 7 then asserts that there is a unique Borel 
measure II (that is, a measure on E8"(X)) that extends A.. The measure 11 
is minimal (i.e., each measure that extends A also extends Ji). 

15 THEOREM Each regular content A for X can be extended to a 
unique Borel measure 11, and every measure that extends A also extends 11. 

Moreover, the measure 11 is regular, and if B E ElO(X) there is D in C(}" 

such that DeB and I1(B\D) = O. 

The last assertion of the theorem's statement is a direct consequence 
of proposition 9. We use the term regular for a measure 11 on a family 
of subsets of X to mean both inner regular (inner 11 approximations by 
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compacta) and outer regular (outer J1 approximations by open sets). 
An inner regular measure J1 on ggd(X) is automatically outer regular 
because: if BE ggb(X), V is an open member of ggd(X) that contains B 
and K is a compact set that is a good inner J1 approximation to V\ B, 
then V \ K is an open set that is a good outer J1 approximation for B. 

There are Borel measures that are not regular-an example is not 
hard to describe. Let X be the set of all ordinal numbers less than or 
equal to the first uncountable ordinal 0, and let X have the order 
topology (the family of sets of the form {x: a < x < b} for a and b in X, 
is a base). Then X is a compact Hausdorff space. The space X\ {O} 
has the curious property: any two closed uncountable subsets of X \ 
{O} intersect and the intersection is a closed uncountable set (see the 
interlacing lemma [KJ p. 131). Moreover, the intersection of a decreas­
ing sequence {FnL of closed uncountable subsets of X\ {O} is a set of 
the same kind because: for each fJ < 0 there is an in Fn with an > fJ so 
{an} has a cluster point y ~ fJ and Y E nnFn. For B in gg"(X), define 
J1(B) = 1 iff B contains a closed uncountable subset of X\ {O}, and let 
!l(B) = 0 otherwise. Since there are not two disjoint members of ggd(X) 
at which J1 is non-zero, J1 is additive. If {An}n is decreasing and 
!leAn} = 1 for each n, then J1(nn An) = 1, and it follows that J1 is a 
measure. It is not regular since J1(X\ {O}) = 1 but J1 vanishes at each 
compact subset of the open set X\ {OJ. For each a in X the sets Xa = 

{x: a ~ x} are compact and naXa = {OJ. Evidently J1(Xa) = 1 for 
a < 0 and !l {O} = O. Consequently the set {O} has no outer approxi­
mation by open sets, J1 is not hypercontinuous on the family ~ of 
compact sets and J11 cg is a content which is not regular. 

SUPPLEMENT: G INVARIANT MEASURES 

Let us suppose that G is a group, that a locally compact Hausdorff 
space X is a left G space, and that for each a in G the map x ~ ax is a 
homeomorphism of X onto itself. The action of G is transitive iff for x 
and y in X there is a in G so ax = y, and the action is semi-rigid iff for 
disjoint compact subsets A and B of X and for x in X, there is a 
neigh borhood V of x so no set of the form a V intersects both A and B. 

Theorem 1.12 asserts that if the action of G is transitive and semi­
rigid then there is a G invariant regular content Ie for X that is not 
identically zero. We leave to the reader (consider theorem 6) the verifi­
cation of the fact that the unique Borel measure J1 that extends Ie is also 
G invariant (explicitly, if B E .?6'"(X) and a E G then aB E gg"(X) and 
fl(B) = fl(aB)). Thus: 

16 THEOREM If a group G acts on a locally compact Hausdorff space 
X by homeomorphisms, and if the action is transitive and semi-rigid, then 
there is a G invariant Borel measure for X that is not identically zero. 
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According to proposition 1.13, the action by left translation of a 
locally compact topological Hausdorff group upon itself is semi-rigid. 
Consequently there is a regular Borel measure YJ, not iderttically zero, 
that is left invariant in the sense that YJ(xB) = 1](B) for all B in .?4b(X) 
and x in X. Thus: 

17 COROLLARY (EXISTENCE OF HAAR MEASURE) There is a regular 
left invariant Borel measure, not identically zero, for each locally com­
pact Hausdorff topological group. 

Such a left invariant measure YJ is called a left Haar measure. A right 
invariant Haar measure is a regular Borel measure p not identically 
zero, such that p(Bx) = p(B) for x in X and B in .?4b(X). If YJ is a left 
Haar measure and we set p (E) = YJ (E- 1 ) then p is a right Haar measure, 
the right Haar measure corresponding to If. 



Chapter 5 

MEASURABILITY AND CT-SIMPLICITY 

We need further information on the structure of integrable functions if 
our theory of integration is to be conveniently usable. For example, if J 
on M is the Daniell extension of the pre-integral induced by a length 
function, must every continuous function with compact support belong 
to M? The answer is not self-evident, although it had certainly better be 
"yes"! We shall presently find criteria for integrability involving a set 
theoretic (measurability) requirement, and a magnitude requirement. 

Measurable functions play the role in the theory of measure and 
integration that is played by continuous functions in general topology. 
We try to emphasize the similarities. After a couple of preliminary 
results we define a borel space-the analogue of a topological space­
and establish a few general propositions about measurable maps. These 
are then applied to the class of measurable real valued functions. 

A u-ring is a ring d of sets that is closed under countable union; i.e., 
if {An}n is a sequence in d then UnAn E d. Each a-ring.rzf is a b-ring, 
in view of the identity: if X = Un An' then nn An = X\(X\ nn An) = 

X \ Un (X \ An). On the other hand, the family of finite subsets of any 
infinite set and the family of bounded subsets of IR are b-rings that are 
not a-rings. 

Recall that a field of sets for X is a ring sf such that X = UA E.9I A 
and X E .rzf. A u-field, or u-algebra, or borel field, is a field that is closed 
under countable union or, equivalently, closed under countable inter­
section. The family of all subsets A of IR such that A or IR \ A is count­
able is a a-field for R 

The u-ring generated by a family s~ of sets is the smallest a-ring II' 
containing .rzf. Explicitly, II' = {S: S belongs to each a-ring ~ that con-
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tains d}. The a-field generated by d is, similarly, the smallest O'-field 
containing .<4. 

Here are some useful elementary facts about generated families. We 
agree that for each family d, the family d" = {E: E = Un An for some 
{An}n ind}. 

1 PROPOSITION Suppose d is a non-empty family of subsets of X and 
that fiZI, Y and :!i' are respectively the b-ring, the O'-ring and the O'-field for 
X generated by d. Then 

(i) each member of fiZI (of Y) can be covered by finitely (countably, 
respectively) many members of d 

(ii) each member of fiZI (of Y) belongs to the b-ring (O'-ring, respec­
tively) generated by a countable subfamily of d, and 

(iii) Y' = fiZI", fiZI" is identical with the family of all unions of countable 
disjoint subfamilies of fiZI, and F E :!i' iff either F or X \ F belongs to 
Y. 

PROOF We prove only three of the assertions, leaving other similar 
proofs to the reader. 

Let:J6 = {B: there is a sequence {An}n in d with Be UnAn}. One 
verifies without difficulty that :J6 is a O'-ring and evidently d c fYJ. 
Hence :J6 contains the smallest O'-ring Y that contains d, so if S E Y 
then S E fYJ. Thus each member of Y can be covered by countably many 
members of d. 

Let g = {E: there is a countable subfamily dE of d such that E 
belongs to the b-ring generated by .<4d. If {En}n is a sequence in g, then 
Un ·<4E " is a countable subfamily of .r;{, the b-ring '!I generated by 
Un dEn contains En for each n and hence nn En E '!I c g. It follows that 
!'i! c g, so each member of fiZI belongs to the b-ring generated by a 
countable subfamily of .<4. 

Since Y is a b-ring,'!iJ c Y, and so the union of countably many 
members of fiZI belongs to Y. Let 011 = {Un Dn: {Dn}n is a disjoint 
sequence in fiZI}. Then !'i! c 011 c Y, and we need only show that Olf is 
a a-ring to conclude that Olf = Y. The union Un En of the members 
of a sequence {En}n is also the union of the members of the disjoint 
sequence {Dn}n where Dn = En \ Uk<n E k. Consequently Olf = fiZI" and is 
therefore closed under countable union. It remains to show that Olf is 
closed under difference. If {Am}m and {Bn}n are in fiZI then UmAm\ 
UnBn= Um(Am\UnBn) = Umnn(Am\Bn) and nn(Am\Bn)EfiZI for 
each m, and it follows that 011 is closed under difference. • 

One of the devices used in the preceding proof is worth noticing. If 
{An} n is a sequence of sets, the disjointing process yields a disjoint 
sequence {Bn }n, where Bn = An \ Uk<n Ab such that Un All = Un Bn and 
U;:'=l Ak = U;:'=l Bk for each m. 
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The most important O"-field is the Borel field of ~, denoted &6'(~). It is 
defined to be the O"-field for ~ that is generated by the family of all open 
subsets of R It is also the O"-field generated by the closed sets, or the 
compact sets, or the closed intervals [a: b], or the open intervals or by 
80d (~). The Borel field of ~ is also the O"-ring generated by anyone of 
these families of sets-this O"-ring is, in fact, a O"-field. 

The Borel field &6'(~*) of ~*, the extended set of real numbers, is the 
O"-field generated by the family of all open subsets of ~*. Of course there 
are other descriptions of 8O(~*) and 8O(~). For example, A E 86'(~*) iff 
A n ~ E 8O(~), and 8O(~) = (8Od(~»<T' the family of countable unions of 
members of the Borel J-ring (the J-ring generated by the compact sets). 

Here is a description of 8O(~) and of 8O(~*) that we will need pre­
sently. 

2 LEMMA The Borel field 8O(~) is the O"-field generated by sets of the 
form ( - 00 : r) with r rational (or alternatively, of the form ( - 00 : r], or 
(r: (0), or [r: (0». 

The Borel field 80 (~*) is similarly generated by sets [- 00 : r) (or 
[ - 00: r], or (r: 00], or [r :00]). 

PROOF We prove only that the O"-ring d generated by {( - 00 : r): r 
rational} generates the Borel field 8O(~) of ~, leaving the remaining 
arguments to the reader. First, ~ = U {( - 00 : r): r rational} so ~ E d 
and hence ~ \ ( - 00 : r) = [r: (0) E d for each rational r. Then (s: (0) = 

U { [r: (0): r rational and r > s} E d for every s. Hence each open 
interval (s: r), with rand s rational, belongs to d, and since each open 
set is the union of countably many such intervals, each open set belongs 
to d. Consequently ,91 contains the Borel field 8O(~), and since d is 
generated by a subfamily of PI(~), d c PI(~) so d = 8O(~). • 

A borel space is an ordered pair (X, d) such that d is a O"-field of sets 
for X (in particular, X = UA E /4 A). The members of dare d measur­
able, or d borel measurable, or if confusion is unlikely, just measurable 
or borel. 

A function f on X to Y is ,91 - &6' measurable or d - &6' borel mea­
surable iff d is a O"-field for X, ,06 is a O"-field for Y, and f- 1 [B] Ed for 
each member B of8O. 

The elementary properties of measurability all follow from three 
simple remarks, each a precise analogue in statement and proof of a 
result about continuous functions. 

3 PROPOSITION Suppose (X, d), (Y,8O) and (Z, '6') are borel spaces, 
f: X ---+ Y and g: Y ---+ Z. 

(i) The family it = {E: f -1 [E] E d} is a O"-field and f is d - 80 
measurable iff 80 c it. 



sf - 84 MEASURABLE FUNCTIONS 57 

(ii) The family !!T = {f- I [BJ: B E 8l} is a (J-field and f is .91 - 8l 
measurable (ff ,r;1 :::J !!T. 

(iii) Iff is ,91 - 8l measurable and g is 8l - Cfi measurable, then g 0 f is 
,r;1 - Cfi measurable. 

Thus }2 is the largest (J-field for Y that makes f .91 - f2 measurable, 
and ,r is the smallest (J-field for X that makes f ,r - ,tJD measurable. 

Here is a particular case of part (i) of the preceding proposition. 
Suppose f- I [GJ E ,91 for all members G of a family "fI of sets that 
generates 8l. Then "fI, and hence 8l, are subfamilies of fL, and so f is 
,91 - 8l measurable. For example, if f is a continuous real valued func­
tion on IR then f- I [VJ is open for each set V, and such open sets 
V generate the Borel (J-field 9l(1R), so f is 9l(1R) - 9l(1R) measurable. 
If f: IRm --> IR", and the Borel "-field a6'(lRn) is defined to be the (J-field 
that is generated by the family of open subsets of IR", then the same 
argument shows that f is 9l(lRm) - 9l(1R") measurable provided f is 
continuous. 

4 COROLLARY Iff-I [GJ E ,91 for all members G of a family "fI that 
generates 8l, then f is .91 - 8l measurable. 

In particular, a continuous function f: IR m --> IR" is 9l(lRm) - 9l(1R") 
measurable, and f: X --> IR* is .91 - 86(IR*) measurable iff {x: f(x) > 
r} E .91 for each rational number r (alternatively, f(x) ~ r, f(x) < r, or 
f(x) ~ r). 

PROOF The last statement follows from the fact (lemma 2) that 8l (IR*) 
is generated by each of the families of sets {x: x > r}, {x: x ~ r}, 
{x: x < r} and {x: x ~ r}, for r rational. • 

Suppose that (X, ,91) is a borel space and that W is a subset of X. The 
relativization of .91 to W, .9111 w, is {A n W: A Ed}. The family .9111 W 
is a (J-field for W, and in fact, .91 II W is the smallest (J-field that makes 
the identity map, i: W --> X, .9111 W - ,r;{ measurable (see proposition 1, 
part (ii), and note that i-I [AJ = A n W for A c X). An example: 9l(1R) 
is the relativization of 9l(1R*) and the identity i: IR --> IR* is 9l(1R) -
24 (IR*) measurable. 

The standard method of constructing a (J-field for X x Y from (J­
fields ,r;1 for X and 86 for Y, is based on making the two projec­
tions measurable. Suppose PI (x, y) = x and P2 (x, y) = y for all (x, y) 
in X x Y. A o--field C(j for X x Y makes PI a C(j - ,9/ measurable func­
tion if Cfi :::J {PI -I [AJ : A E d} = {A x Y: A E ,r;1} and similarly, P2 

is ((j - 86 measurable if Cfi :::J {X x B: B E 24}. Consequently the small­
est o--field that makes both projections measurable is generated by 
{A x Y: A E ,r;1} U {X x B: B E 88}, or by all "rectangles" A x B with 
A in ,r;1 and B in 8l. The product borel space of (X, d) and (Y,.tJD) is 
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(X X Y, ,Rf ® 31) where d ® &J is the IT-field generated by the family 
{A x B: A E ,Rf and B E 31} of "rectangles". (Notice that d ® 31 is also 
the b-ring generated by the family of rectangles.) 

Here are the properties of d ® 31 that we will need. 

5 PROPOSITION If (X, d) and (Y, 31) are borel spaces, then 

(i) the product IT~field d ® 31 is the smallest that makes the projec­
tions P1 : X x Y ---> X and P2 : X x Y ---> Y measurable, 

(ii) 31(IR) ® 31(IR) is the Borel IT-field £1(IRZ), and 
(iii) if (Z,~) is a borel space and f: Z ---> X x Y, then f is ~ - d ® 31 

measurable iff P1 0 f and Pz 0 f are respectively, ~ - d and ~ -
31 measurable. 

PROOF Part (i) has already been established. 
The projections P1 : IR x IR ---> IR and Pz : IR x IR ---> IR are continuous 

and hence 31(IRZ) - 31(IR) measurable, so by part (i), £1(IRZ) ::::J 31(IR) ® 
31(IR). On the other hand, £1(IRZ) is generated not only by the family of 
open sets, but also by the family of rectangles A x B with A and B 
open. But such sets A x B belong to 31(IR) ® 31(IR) so 31(IRZ) c 31(IR) ® 
31(IR), and part (ii) follows. 

We know that d ® £1 is generated by {A x Y:A Ed} u {X x B: 
BE 31}, so f: Z ---> X x Y is measurable iff f- 1 [A x Y] E ~ and 
f- 1 [X x B] E ~ for A in d and B in 31. But f- 1 [A x Y] = 

(P1 0 f)-1 [A] and f- 1 [X x B] = (Pz 0 f)-1 [Bl Consequently f is 
~ - d ® 31 measurable iff P1 0 f is ~ - d measureable and P2 0 f is 
((5 - 31 measurable. This is the assertion of part (iii). • 

For the remainder of the section, we shall be concerned primarily 
with real* valued functions and we agree for convenience that a func­
tion f on X is d measurable iff f is IR* valued on X, d is a IT-field for 
X and f is d - 31(IR*) measurable. 

We deduce from the measurability of one or two functions on X, 
the measurability of many others by using the composition property 
(proposition 3, part (iii)). 

6 THEOREM If hand k are d measurable real valued functions on X, 
then each of the following is d measurable: any constant function, 
h + k, hk, h v k, h /\ k, h /\ 1, l/h if h is non-vanishing, and I h IP for each 
positive number p. 

PROOF Let [h, k] (x) = (h(x), k(x)) for all x in X. Then [h, k] is d -
31(/R 2 ) measurable (proposition 5 part (iii)). For (a,b) in [R2, let 
+(a,b) = a + b, T(a,b) = ab, V(a,b) = a v band 1\ (a, b) = a /\ b. 
Each of the four functions +, T, V and 1\ is continuous on [R2 to [R 1, 

hence 31([RZ) - 31(IR) measurable, and so we infer by composition that 
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+ 0 [h, k] = h + k, T 0 [h, k] = hk, V 0 [h, k] = h v k, /\ 0 [h, k] = 
h /\ k and /\ 0 [h, 1] = h /\ 1 are d measurable. Finally, n-.lrI P is 
continuous and hence ~(IR) - ~(IR) measurable, and if i(r) = llr for 
r of- 0 and i(O) = 1 then a direct verification shows that i is ~(IR) -
~(IR) measurable. If follows that I h IP and, for h non-vanishing, l/h, are 
SQ measurable. • 

Each assertion of the preceding theorem remains correct if "mea­
surable" is replaced everywhere by "continuous". No assertion of the 
following theorem has that property. We recall that if {fn} n is a se­
quence of real* valued functions then infn fn is the function whose 
value at any point x is infn {fn(x)}. That is, (infnfn)(x) = infnfn(x). 
Similarly (suPn fn)(x) = supn fn(x), (lim infn fn)(x) = lim infn fn{x) and 
(lim supn fn)(x) = lim supn fn(x). 

7 THEOREM If {fn} n is a sequence of real * valued SQ measurable func­
tions then infn j~, supn fn' lim infn fn and lim supn fn are all .91 measurable. 

In particular, if {fn}n converges pointwise to f then f is.91 measurable. 

PROOF We first show that for each real number a the set {x: 
infnfn(x) < a} is measurable. This is true because {x: infnfn(x) < a} = 
{x: fn (x) < a for some non-negative integer n} and this is the union of 
the sets {x: fn(x) < a} as n runs over the non-negative integers. Each 
of these sets is measurable because fn is measurable for each n, and 
hence their union is measurable. Consequently infn fn is a measurable 
function. 

Since supn fn = - infn (-fn), supn fn is also measurable. We can see 
that lim infn fn is measurable by noticing that lim infn fn = supn (infp>nfp) 
and for each n the function infp>nfp is measurable. Finally, lim supn fn = 
- lim infn ( - fn)' • 

It will be convenient to represent an d measurable function as a 
countable linear combination of characteristic functions of members of 
SQ. A real* valued function f on X is .91 O'-simple iff d is a family of 
subsets of X and f = I nan XAn for some sequences {an} n in IR and {An} n 
in cc!/ (explicitly, {UnXAJX)}n is supposed to be summable* to f(x) for 
each x in X). The function f is d 0'+ -simple iff the sequence of coeffi­
cients can be taken to be non-negative. Every function f is .91 O'-simple 
for some family .91, as we now show. 

For each t in [0: 00] let D(t) be the "ones digit" in the (termi­
nating if possible) dyadic representation of t and let D(t) = 0 for t 

in [-00:0]. Then D=LnE'\JX[2n-l,2n)+X{x}' If tE[O:oo], then 
the k-th digit in the dyadic representation of t is D (2-k t) and 
t=Lkd,2k D(T k t). It follows that if f:X->IR*, then f+(x)= 
LnCnXFJf(x)) for suitable sequences {cn}n and {Fn}n, where each Cn is 
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positive and each Fn is of the form [a: b) with 0 < a < b, or Fn = { oo}. 
Lastly we notice that XF(f(X)) = Xf-'[F)(X), 

For each function I on X to ~ * let :1i'f consist of {I -1 [oo]} and all 
sets f-l[a:b) with 0 < a < b, and let '!1f consist of {f-l[oo]} and 
sets f -1 (a: b], 0 < a < b. The preceding paragraph shows that f + is 
ffr 0"+ -simple, and a similar argument (but use non-terminating dyadic 
expansions) shows f+ is '§r 0"+ -simple. Thus: 

8 REPRESENT A TION LEMMA Iff is a real * valued function, then f + is 
both JF.r and '§f 0"+ -simple, and f is both ffr and '§f O"-simple. 

Consequently, if s# is a O"-field, then a real * valued function f is d 
O"-simple iff it is crd measurable. 

There is also a measure theoretic characterization of the d O"-simple 
functions when crd is a boring. A set B is locally d measurable iff 
A n B E .91 for each member A of d. It is straightforward to verify that 
the family 5£ d (X) (or simply 5£ d) of locally .91 measurable subsets of 
X is a O"-field for X. A real* valued function f on X is locally d 
measurable iff it is !!!.rd measurable. Each d O"-simple function is !!! d 
O"-simple and therefore!!! d measurable, but in addition: each such 
function vanishes outside the union of some countable subfamily of d. 

A set S is a support of a function f iff f vanishes outside S. We recall 
that for each family .91 of sets, d" is the family of all unions of count­
ably many members of ,rd and that if d is a boring then d" is the O"-ring 
generated by .rd, according to proposition 1. 

9 THEOREM ON sl O"-SIMPLICITY If d is a boring of subsets of X, then 
a real* valued function f is d O"-simple iff it is !!! d measurable and has 
a support in ,S#(J' or iff f- l [B] E d(J for each B in .?4(~*) with 0 ¢ B. 

If f is non-negative and .s# O"-simple, then it is d 0"+ -simple. 

PROOF Suppose f is d O"-simple, say f = In anXAn' Then each XAn is 
!!!.rd measurable, so f is the pointwise limit of a sequence of !!! d 
measurable functions and is therefore !!!,rd measurable. Evidently 
Un An E d(J and is a support for f. 

On the other hand, suppose j is !!!.s# measurable and has a support 
Um Am with each Am a member of ,rd. We may suppose {Am}m disjoint. 
According to lemma 8, f = LnbnXBn for some sequence {Bn}n in!!!d 
and some {bn }n, with bn > 0 if f ~ O. Then Am n Bn E d for all m and n 
because Am E.S# and Bn E !!!.rd, and f = Lm.n bnXA~"Bn is required 
representation of f. 

Suppose j is !!!.rd measurable with support UnAn for some {An}n 
in ,rd, and that 0 ¢ B E .?4(~*). Then j-l[B] E!!!d and, since 0 ¢ B, 
j-l[B] C UnAn. Thus j-l[B] = Un(Annj-l[B]), Annj-l[B] is 
in ,rd for each n, and so j-1 [B] E d(J' 
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If f- 1 [B] E <~(f for each B in .'J6'(IR*) with 0 ¢ B, then f- 1 [B] E $(f 

for sets B of each of the forms: [a: b) or (- b: - a] with 0 < a < b ~ 00, 

{ oo} or { - oo}. Hence, by the representation lemma 8, f is C~(f a-simple 
or, if f ~ 0, $(f a+ -simple. But each member of '~(f is the union of 
a disjoint sequence in .~, and so f is .~ a-simple and, if f ~ 0, 
$ a+ -simple. • 

We saw in chapter 4 that each integral induces a measure. We will 
show, after a lemma, that each pre-integral I induces pre-measure that 
completely determines the minimal integral extension of I. 

10 LEMMA If f: X ~ IR* and a E IR, then {n(f /\ a - f /\ (a - n-1 »)}n 
is a decreasing sequence that converges pointwise to X{x:J(x);;;a}' and 
{n(f /\ (a + n- 1 ) - f /\ a)}n is increasing and converges to X{x:J(x»a}' 

PROOF For each x, n(f(x) /\ a - f(x) /\ (a - n- 1 )) is 0 for f(x) ~ 
a - n-l, 1 for f(x) ~ a, and is n(f(x) - (a - n- 1 » = 1 - n(a - f(x» 
for a - n- 1 ~ f(x) ~ a. It follows that {n(f /\ a - f /\ (a - n-1»}n is 
a decreasing sequence converging pointwise to X{x:!(X)2a}' A similar 
calculation shows that {n(f /\ (a + n- 1 ) - f /\ ann is increasing and 
converges pointwise to X{x:J(x»a}' • 

Suppose that J is an integral on M that extends a pre-integral I on L, 
that fEL and A={x:f(x)~l}. Let llo(A)=limnI(n(f/\l­
f /\ (1 - n- 1 ») = limn J(n(f /\ 1 - f /\ (1 - n- 1 ))). Since J is an inte­
gral on M, lemma 10 implies that XA E M and the limit is J(XA)' so 
,uo(A) = J(XA) for all A in the family Y; of sets of the form {x: f(x) ~ 1} 
for f E L. Thus ,uo agrees with the measure induced by J for all A in the 
lattice :¥, and so ,uo is a pre-measure, the pre-measure induced by the 
pre-integral I. Then ,uo induces a unique measure ,u on the trunca­
tion (j-ring of L, the (j-ring :Y generated by :¥, and ,u is called: the 
measure induced by I. This agrees with the earlier definition of measure 
induced by an integral because: if I is itself an integral on L, then 
:¥ = {A: XA E L} which is a (j-ring, so the truncation (j-ring 5 coin­
cides with :¥ and ,u(A) = ,uo(A) = I(XA) for A in 5. Each (non-negative) 
member of L is 5 a-simple (5 a+ -simple, respectively) because of 
the representation lemma 8. If I is an integral, a pointwise sum 
f = LnanXAn ' with {an}n in IR+ and {An}n in Y, belongs to L iff 
Ln an,u(An) < 00, and in this case I (f) = Ln an,u(An) by the Levi 
property. 

We have proved: 

11 THEOREM If an integral J on M is an extension of a pre-integral I 
on L, then the measure induced by J extends the measure .u induced by I 
on the truncation (j-ring 5 of L. 
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If I is itself an integral, then f E L iff f(x) = Ln anXAJX) for all x, for 
some {an}n in IR and {An}n in:T such that In lanlll(An) < 00, and in this 
case I(f) = Lnanll(An). 

The foregoing characterization of L and I suggests a direct construc­
tion of an integral from a measure. We examine this construction in 
detail in the next chapter. 

Finally, let us suppose that I is a pre-integral on Land :T is its 
truncation C)-ring, and let L,n the Baire family of L, be {f: f is real 
valued and :T a-simple}. In view of theorem 9, L.,. is a vector function 
lattice with truncation and is closed under pointwise sequential con­
vergence. It follows from the definition of integral, that if I 1 on L 1 is the 
Daniell extension of I on L, L] = Lin L.,. and 11 = III L l' then II is an 
integral. In view of theorem 11, every integral J on M that extends I 
also extends 11' Thus 

12 COROLLARY Each pre-integral I on L has a minimal integral exten­
sion 11 = IIILI n L.,.; that is, every integral extension of I is an exten­

sion of II' 

The minimal extension of a pre-integral is generally not null com­
plete. We have seen (proposition 3.7) that the smallest null complete 
integral extension of a pre-integral is its Daniell extension. 

SUPPLEMENT: STANDARD BOREL SPACES 

A Polish space is a topological space that is homeomorphic to a 
complete metric separable space X, and its Borel field .?J(X) is the 
a-field generated by the family of open sets. We will show that any two 
uncountable Polish spaces X and Yare Borel isomorphic (that is, there 
is a one to one map F of X onto Y such that F is .?J(X) - .?J(Y) measur­
able and F- 1 is .?J(Y) - .?J(X) measurable). A slightly stronger result is 
true if X has no isolated points. In this case, there is a continuous Borel 
isomorphism F of the space N ao of all sequences of positive integers 
onto X, where N has the discrete topology and NCO has the product 
topology. 

We assume throughout that X is a complete metric separable space. 
A point x is a condensation point of a subset B of X iff each neighbor­
hood of x contains uncountably many points of B, and B is condensed 
iff each member of B is a point of condensation of B. (If B is closed in X 
then it is condensed iff it has no isolated points, but we shall not need 
this fact.) The set of all condensation points of X is a condensed subset 
of X. 

Let us agree that a set is convenient iff it is non-empty, closed and 
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condensed, and that a convenient cover for a set B is a sequence {An}n 
of convenient sets such that An+l \An of. 0 for all nand B = UnAn. 

13 LEMMA If B is open in a convenient subset A of X, B of. 0 and 
e > 0, then there is a convenient cover {A.}n of B consisting of sets of 
diameter less than e. 

PROOF For each x in B there is an open neighborhood V of x in A of 
diameter less than e whose closure V- is a subset of B, so V- is a 
convenient neighborhood of x of diameter less than e. The set B can be 
covered by a sequence of such convenient subsets, and after discarding 
each member of the sequence that is covered by its predecessors, we 
have either a convenient cover as desired, or a finite sequence covering 
B, say A 1, A 2 , ••. An. Since dia A. < e, the proof of the lemma reduces 
to showing that A. \ Uk<n Ak has a convenient cover. In other words, 
we need only show that if B is an open non-void subset of a convenient 
set A then B has a convenient cover. 

Suppose A is a convenient set, C is a closed subset and B = A \ C of. 
0. If An is the closure of {x: dist(x, C) > lin} then A. is a convenient 
set and B = Un An. If we omit repetitions from the sequence A 1 , A 2, ... 

A., ... then the result is either a convenient cover for B or a finite 
sequence. In case of the latter, B = An for some n, and the proof reduces 
to showing that a convenient set B has a convenient cover. 

Suppose then that B is a convenient set, Xo E B and that {xn}n is a 
one to one sequence in B \ {xo} that converges to Xo' Choose a disjoint 
sequence {An}. such that limn (dia An) = 0 and An is the closure of an 
open neighborhood in B of Xn for each n. Then C = {xo} U Un A 2n is 
closed, B\ C is open, and since X2n +1 E B\ C for all n, Xo belongs to 
the closure (B\C)- of B\C. Hence the sequence (B\C)-, A 2 , A4 , ... , 

A 2n , ..• is a convenient cover for B. • 

14 THEOREM If every member of a Polish space X is a point of con­
densation, then there is a continuous one to one map F of N°O onto X such 
that F-1 is Borel measurable. 

PROOF Let {A(n)}. be a convenient cover of X by sets of diameter less 
than one and let B(n) = A(n)\Uk<nA(k) for each n. Then {B(n)}n is a 
disjoint cover of X. Let {A(n, p)}p be a convenient cover of B(n) by sets 
of diameter less than t and let B (n, p) = A (n, p) \ U q < p A (n, q). Recur­
sively, for each finite sequence nl, ... , nk in N, let {A(nl, ... ,nkop)}p 
be a convenient cover of B(n 1, ...• nk) by sets of diameter less than 
l/(k + 1), and let B(n1,· .. ,nk,p) = A(n1, ... ,nk,p)\Uq<pA(n1, ... , 
nk , q). 

Then for all n1 , ... , nk and p, B(n1, ... ,nk'p) c A(n1, ... ,nk,p) C 

B(n1,· .. ,nk ) c A(n1, ... ,nk ), {B(n1, ... ,nkoq)}q is a disjoint cover 
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of B(n l , ... , nk ), and A(n l , ... , nd has diameter less then 11k. 
Consequently, for each member v = {Vdk of N"', nkB(Vu ... ,Vk) = 
nkA(vl, ... ,Vk), and since {A(vl,,,,,Vk)}k is a decreasing sequence of 
closed sets whose diameters tend to zero, this intersection consists of a 
single point of X. We define F(v) to be this point. 

If v and I] are members of NOO that agree for the first k coordi­
nates, then dist(F(v),F(I])) < 11k because both F(v) and F(I]) belong to 
A (VI' ... , vk) = A (I] I, ... , I]k)' Consequently F is continuous and so is a 
Borel mapping. 

The family {B(n)}n is a disjoint cover of X, {B(nl, ... ,nk,p)}p is dis­
joint cover of B(nl, ... ,nk) for all n l , ... , nk, and hence for each q the 
family of all sets B(n l , ... , nq) is a disjoint cover of X. A member x of X 
is then F(v) where v is the unique sequence such that x E B(vl , ... , vq ) 

for each q, and so F is a one to one map of NOO onto X. 
Finally, the set V(nl, ... ,nd = {v: Vi = ni for i = 1, ... ,k} is open 

in N"', the family of such sets is a base for the topology of NOO and 
F[V(nl, ... ,ndJ is the Borel set B(nl, ... ,nk). Hence F- 1 is Borel 
measurable. • 

If Z is a closed subset of a complete metric space Y and f(y) = 

Ildist(y, Z) for y in Y\Z, then the graph of f, which is homeomorphic 
to Y\Z, is a closed subset of Y x /R and is hence complete. If {Zn}n is 
a sequence of closed subsets of Y and (f(Y)n = Ildist(y, Zn) for each n 
and each y in Y\ Un Zn, then the graph of f: Y\ Un Zn --+ /ROO is a closed 
and hence complete subset of Y x /ROO. In particular, if D is a countable 
subset of a condensed Polish space X, then X \ D is Polish and con­
densed, hence Borel isomorphic to NOO , and consequently X is Borel 
isomorphic to X\D. 

Finally, suppose that Y is an uncountable Polish space, X is the set 
of its points of condensation, E is the countable set Y\ X, f is a one to 
one map of E onto a subset D of X and g is a Borel isomorphism of X 
onto X\D. Then the map that agrees with f on E and with g on X 
is a Borel isomorphism of Y onto X. Theorem 14 then establishes the 
following. 

15 THEOREM Every uncountable Polish space is Borel isomorphic to 
N ac • 

A borel space (X,d) that is Borel isomorphic to (N°O,[J6'(NOO» is 
called a standard borel space. 

16 NOTES See Kuratowski [IJ and Engelking [IJ, for example, for 
further information in this direction. The construction given for the 
proof of theorem 14 is a variant of a method due to Souslin. 

For a lucid, well organized account of some of the most important 
results on standard borel spaces see W. Arvesen, An Invitation to 
C*-Algebras, Springer-Verlag, New York, 1976. 



Chapter 6 

THE INTEGRAL III ON L 1 (/1) 

This section is devoted to the construction of an integral 1)1 from a 
measure fJ, to the relationships between fJ and 1)1 (especially for Borel 
measures fJ for IR), and to a brief consideration of the vector spaces 
Lp(fJ), 1 ~ p ~ 00, associated with fJ. 

There is no difficulty in obtaining an integral from a measure. If fJ is 
a measure on a t5-ring si of subsets of X, L'''' is the class of si simple 
functions on X and 1)1 is the linear functional on V'" such that 1)1(XA) = 

fJ(A) for all A in si, then fJ is also a pre-measure and therefore, ac­
cording to theorem 2.7, 1)1 is a pre-integral. Hence, by theorem 3.4, the 
Daniell extension of 1)1 is an integral. Thus 1)1 has an integral extension, 
and 1)1, the integral W.r.t. fJ, is to be the minimal extension of 1)1. 

The construction just outlined for 1)1 is not efficient-it fails to use 
the fact that fJ is supposed to be a measure, not just a pre-measure. We 
give a direct construction for 1)1 and a simple proof that 1)1 is an integral. 

A real valued funcion I is p integrable and I E L) (p) (or L) (X, d, p) 
or L 1 (X, fJ)) iff there are sequences {An}n in ,91 and {an}n in IR such 
that LnlanlfJ(An) < 00 and I(x) = InanXAJx) for every x in X, and 
in this case, 1)1(f) = In anfJ(An). The definition of 1)1 (f) is not ambigu­
ous, for the following reasons. The fundamental lemma 3.2 implies 
that if I=InanxAn~O and Ln l )1(lanXAJ) = LnlanlfJ(An) < 00, 

then In 1)1(anXAJ = In anfJ(An} ~ 0, Consequently, if f = In bnXBn = 

In CnXCn' In I bn I fJ(Bn) < 00, and Ln I cnl fJ(Cn) < 00, then Ln bnfJ(Bn) -
In CnfJ(Cn) = O. The integral [p(f) of a fJ integrable function I is the 
integral offw.r.t. p, Jfdp, or Jf(x) dx. 

The definition of L 1 (fJ) and 1/1 can be rephrased in terms of the 
sequence of partial sums sn = I~=l ak XA k in VS§ which is swiftly conver-
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gent in the sense that Ln Ilsn+l - snll J = L" Illl sn +1 - snl is finite. A real 
valued function f is J.1 integrable iff it is the pointwise limit of a swiftly 
convergent sequence {s"},, in L9I, and in this case III (f) is lim" III (sn). 

There is another useful description of J.1 integrability of a non­
negative function f. If f is J.1 integrable, then f = Ln anXAn with {an}n in 
IR, {A"},, in s4 and Ln I an I J.1(An) < 00, whence Ln a/ XAn and Ln an - XAn 
are both J.1 integrable. If f ~ 0 and integrable, then according to 
theorem 5.9, f=L"bnXBn for some {bn}n in IR+ and {Bn}" in col, 
and since Lna,,+XAn - L~=1 b"XBn ~ 0 for each N, 00 > Lnan+J.1(An)­
L~=J bnJ.1(Bn}· Consequently 00 > Ln bnJ.1(Bn} = IIlU), We infer: a func­
tion f is non-negative and J.1 integrable iff there are sequences {bn}n in 
IR+ and {Bn}n in .01 so that f = Ln bnXBn and Ln bnJ.1(Bn} < 00, and in 
this case IIl(f) = Ln bnJ.1(Bn)· 

The preceding description can be rephrased in terms of sequences: a 
function f is non-negative and J.1 integrable iff it is the pointwise limit 
of an increasing sequence {sn}n of non-negative .w simple functions 
such that limnIIl(sn) <00, and in this case IIlU) = limnIIl(sn). 

We use any of the foregoing descriptions of J.1 integrable functions as 
convenience dictates. 

1 THEOREM (MEASURE TO INTEGRAL) If J.1 is a measure on d, then III 
is an integral. 

Moreover, if J is an integral on M such that XA E M and J(XA) = J.1(A) 
for all A in d, then J is an extension of 111' 

PROOF Evidently III is a positive linear functional on the vector space 
L J (J.1). If f is the pointwise limit of a swiftly convergen t sequence {sn} n 
of .01 simple functions, then I f I = limn I Sn I and 1 /\ f = limn 1 /\ Sn are 
also such limits, and hence L 1 (J.1) is a lattice with truncation. 

Suppose that {In}n is a sequence of non-negative members of LdJ.1) 
such that Ln Il/nll = LnIIl(fn) < 00 and Lnln(x) < 00 for each x. Then 
for each n there are sequences {an. k h in IR+ and {An, k h in d such 
that j~(x) = Lk an.kXAnk(X) for all x and I)ln) = Lk an,kJ.1(An.d, whence 
Lnln(x} = Ln,kan,kXAn)X) for all x and 00 > Ln,kan.kJ.1(An,k) = 
Lnlll(fn). It follows that Lnln is J.1 integrable and its J.1 integral is 
LnIIl(j~). This establishes Levi's property, and we conclude that III is 
an integral. 

Suppose J is an integral on M, XA E M for all A in col and J(XA) = 
J.1(A). Evidently J and III agree on the class V 91 of .01 simple functions. 
Every non-negative member f of L 1 (J.1) is the pointwise limit of an in­
creasing sequence {sn}n in L W and x > IIlU) = limnI(sn) = limnJ(sn)· 
Since J is an integral, f EM and JU) = IIlU), • 

The integral with respect to J.1, Ill' is the minimal integral extension of 
the pre-integral Ill, because every integral that extends III is an exten­
sion of 111' 
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We notice that if XB E Ldfl), then XB = LnanXAn with an > 0 and An 
in d for each n, whence B = Un An. Consequently B belongs to the 
domain of the standardization of fl. On the other hand each member e 
in the domain of the standardization of fl is the union e = Un en for a 
disjoint sequence {en}n in d with Lnfl(en) < 00, so Xc E Ldfl). It 
follows that the measure induced by II' is the standardization of the 
measure fl. Thus we recover the measure fl from the integral II" up to 
standardization (see p. 48). 

A further question arises naturally: Does every integral J on M occur 
as the integral with respect to some measure? More specifically, is 
J = Iv if v is the measure induced by J? Theorem 5.11, together with the 
definition of IV' show that this is the case. Thus: 

2 THEOREM Each integral J on M is the integral with respect to a 
measure, the measure induced by J. 

If fl is a measure, the measure induced by II' is the standardization of fl· 

The preceding theorem implies that two measures yield the same 
integral iff they have the same standardization, and in particular, the 
integral with respect to a measure is identical with that with respect to 
its standardization. 

It will be convenient to have a description of II' null sets in terms of fl. 
We recall that a set is II' null iff it is a subset of E = {x: Ln Ifn(x)1 = oo} 
for some sequence {fn}n in L 1 (fl) with summable norms. In this case, 
according to lemma 3.5, XE E L d fl) and so by theorem 2, E belongs to 
the domain of the standardization of fl. Hence an II' null set is a subset 
of the union of countably many sets of fl measure zero, and it is straight 
forward to verify that each such set is II' null. We agree that a set is p 
null iffit is II' null, that a proposition holds p almost everywhere or p a.e. 
iff it holds except at the members of a fl null set, and that f~/lg iff 
f ~ g fl almost everywhere. 

We state, for later convenience, a mild variant of a couple of the 
preceding results, as well as some corollaries of theorem 1 that follow 
directly from results of chapter 3. It is assumed that fl is a measure on 
a b-ring of subsets of X. 

3 COROLLARY (SUMMARY) If a real valued function f on X is the 
pointwise limit of a sequence {fn}n in L dfl) that is dominated by a 
member of L 1 (fl), then f ELl (fl) and limn Ilf - fnlll = O. 

Each swiftly convergent sequence {fn}n in L dll), and consequently 
each fl a.e. increasing sequence {fn}n with supn II' (fn) < 00, converges fl 
a.e. and in norm to a member of Ll (fl). 

The space L 1 (fl) is norm complete; it is a norm completion of L"'. 
The space Ldfl) is ~I' order complete; in fact, if 0 #- We Ldfl), 

sup{II'(f):fE W} < 00 and W is closed under v,·then W has a 
supremum. 
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The null completion of L 1 (fl) is L 1 (fl v ), where fl v is the completion of 
fl· 

An f£ d measurable real valued function f is fl integrable if it is 
dominated by a member of L 1 (fl), or if it is non negative and supn {II' (h): 
his.91 simple and h ;:::; f} < 00. 

We assume that fl is a measure on a b-ring s# of subsets of X and 
show that convergence of a sequence {fn}n fl almost everywhere may 
imply convergence in a formally stronger sense. A sequence {fn}n of 
real valued functions on X converges II almost uniformly to a function 
f iff for each e > 0 there is a member A of d with 11' (XA) < e such that 
{fn} n converges uniformly to f on X \A. If fl is a standard measure, 
then II'(XA) = fleA), so almost uniform convergence can be described as 
uniform convergence outside a set of small fl measure. In general, 
almost uniform convergence is uniform convergence outside the union 
A of a disjoint sequence {An}n in d with Ln fl(An) small; we sometimes 
say A is of small standardized II measure. 

Almost uniform convergence implies almost everywhere conver­
gence; it neither implies nor is implied by convergence in L 1 norm. 
However, it is implied by swift convergence. 

4 THEOREM (EGOROV) If a sequence {fn}n of d (J-simple functions 
converges to ffl a.e. and if the sequence {I fn I " l}n is dominated fl a.e. by 
a fl integrable function, then {fn}n converges to f almost uniformly. 

In particular, this is the case if {fn}n has a support in d, or if {fn}n is 
swiftly convergent. 

PROOF We assume without loss of generality that fl is a standard 
measure on d and that f = O. For each n let gn(x) = sup{lfk(x)l" t: 
k ~ n}. Then {gn}n is a decreasing sequence of d (J-simple functions 
that converges to zero fl almost everywhere. For each e > 0 and for 
each n let En = {x: gn(x) ~ e}. Then eXEn;:::; gn and {gn(x)}n is domi­
nated by a member h of L 1 (fl), so En E s# and fl(En) ;:::; II'(h)/e < 00. The 
sequence {En}n is decreasing and nn En is a null set, and consequently 
(since fl is continuous from above) limn fl(En) = fl( nn En) = O. We de­
duce: for e > 0 there is N so that fl(EN) < e, and if n ~ N and x ¢ EN' 
then gn(x) < e, and hence Ifn(x)I" 1 < e. 

F or each e, 0 < e < t, and each k, choose Nk and a set Fk in .91 such 
that fl(Fk) < erk and ifn ~ Nk and x ¢ Fb then Ifn(x)1 < erk. If F = 

Lk Fk, then fl(F) < e and for each k, if n ~ Nk and x ¢ F, then I fn(x) I < 
e2- k . Consequently {fn}n converges uniformly to 0 on X\F. • 

We have been particularly interested in measures induced by length 
functions for R These are the Borel measures for ~; that is, measures fl 
on the Borel b-ring ggb(~) generated by the family of compact sets 
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(chapter 4), If J1 is such a measure, then each member of L 1 (J1) is .cJgO(IR) 
a-simple and so is locally ;J6'0 (IR) measurable and has a support that is a 
countable union of members of ;J6'°(IR), according to theorem 5,9. But 
the family of locally ,<J8b (lR) measurable sets is just the Borel a-field 
J8(IH), so the J80 (IH) a-simple functions are just the J8(IH) measurable 
real valued functions. It follows that if a J8(IR) measurable function f 
bounded by b has a bounded support, say [ - a: a], then f belongs to 
L dJ1) because I f I ~ bX[-a, aj' Consequently the class Cc(lH) of all con­
tinuous real valued functions on IH with compact support is a subclass 
of L 1 (J1) for each Borel measure J1 for IH, and f' ....... dp.(f) for f in CcClH), 
is a positive linear functional on Cc(IH). Moreover: 

5 RIESZ REPRESENTATION THEOREM Each positive linear functional 
on Cc(lH) is the restriction to Cc(lH) of the integral with respect to a unique 
Borel measure J1 for IH, and Cc(lR) is dense in L d J1). 

PROOF We know that each positive linear functional I on Cc(lR) is a 
pre-integral by proposition 2.9. The truncation b-ring induced by Cc(lR) 
is the b-ring generated by the family of sets {x: f( x) ~ 1} with f in Cc(lR) 
and this is just the family of compact sets. Corollary 5.12 then shows 
that there is one and only one Borel measure J1 such that I = Ip.1 Cc(IR), 
and that I p. is the minimal extension of the pre-integral I, whence Cc(lR) 
is dense in L dJ1). • 

An immediate consequence of the preceding theorem is that if J1 is a 
Borel measure for IR and f ELl (J1), then there is a continuous function 
9 with compact support with II f - gill small. Of course this also fol­
lows directly from the regularity of J1: If E E ;J6'0 (IR) there is by regularity 
a compact set K and a bounded open set U with K c E c U and both 
J1(K) and J1(U) near J1(E). If 9 is a continuous function with XK ~ 9 ~ Xu 
(and there is such a function by Urysohn's lemma) then J1(K) ~ Ip.(g) ~ 
J1(U), so II 9 - XE 111 is small. If follows that ;J6'0 (IH) simple functions, and 
hence arbitrary J1 integrable functions, can be approximated in norm 
by members of Cc(IR). 

Here is a last approximation result. 

6 LUSIN'S THEOREM If J1 is a Borel measure for IR and f ELl (J1), then 
there is a closed subset F of IR such that f I F is continuous and IR\F has 
small standardized J1 measure. 

PROOF There is a sequence {fn}n of continuous functions in L 1 (J1) that 
converges in norm to f, and we may assume that the sequence con­
verges swiftly. Consequently, by Egorov's theorem, there is for each 
e > 0 a set E of standardized J1 measure less than e/2 such that {fn}n 
converges to f uniformly on IH\E. The set E is the union Un En of 
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bounded Borel sets with Ln J.1(E n) < e12. As J.1 is outer regular there is 
for each n, a bounded open set en' so en:::J En and J.1(en\En) < e2- n - 1 . 

Let F = R\ Un en· Then ~\F = Un en has standardized J.1 measure less 
than e, and {In I F}n is a sequence of continuous functions converging 
uniformly to I I F, so I I F is continuous. • 

We conclude our study of the integral II' on L dJ.1) with a brief 
consideration of some other vector spaces associated with J.1. The 
space L tCJ.1) belongs to a one parameter family L p(J.1) of vector spaces 
constructed from It. Suppose, for example, that J.1 is counting mea­
sure for {l,2}. Then L 1 (J.1) can be identified with ~z with the norm 
II(X I ,X2)111 = IXII + IXzl· The unit ball Bl in LtCJ.1) is the "diamond" 
{(xl,Xz): IXII + IXzl ~ I}. For each (x1,X Z ) in ~z and for each p, 
1 ~ p < 00, we let II(x.,X2)llp = (lxllP + IXzIP)l/P, and let II(X I ,X2 )11oo = 

limp~CX)(lxIIP + IXzIP)I/P = max{lxtl,lx21}. For each p, 1 ~ p ~ 00, II lip 
is a norm, the L p(J.1) norm for ~z. The spaces L p(J.1) have different 
geometry for different values of p. The accompanying figure displays 
this by picturing the unit ball {(x t ,x 2): II(x t ,x2)11p ~ 1} for various 
values of p. 

Unll BaH 
in Lp(,.1 

___ p=l 

---p=1.2 
---pw:2 

::=P=3 
P=«> 

Suppose J.1 is an arbitrary measure on a b-ring d of subsets of X 
and suppose for the present that 1 ~ p < 00. Then Lp(p) is defined 
to be the class of real valued d a-simple functions I such that I I IP 
is J.1 integrable. Thus (by 5.9) I E L p(J.1) iff I is locally d measurable, 
has a support in "4,,, and III P E LtCJ.1). For such functions I, Ilfllp = 

(JIII P dJ.1)t/P , and we call II lip the Lp norm (we'll prove that it's a 
semi-norm). 

If J.1 is counting measure for {I, 2}, then the underlying space L p(J.1) is 
~2 for all p, but the geometry of the space (determined by the norm) 
varies with the p. If J.1 is any totally finite measure-that is, sup {J.1(A): 



71 

A E d} = b < 00 - the family {L p(jl)} p is a nested decreasing family: 
Lr(f1) c Lp(f1) ifr > p (proof: if fE Lr(f1) and A = {x: If(x)1 ~ I} then 
JlflPdf1 = JlfIPXAdf1 + JlfIPXx\Adf1 ~ b + JlflrXx\Adf1 < (0). For 
an arbitrary measure f1 there is no necessary inclusion relationship 
among the L p(f1) spaces for different values of p. 

7 PROPOSITION Suppose p and q are positive numbers such that IIp + 
1/q = 1. 

(i) If x and yare non-negative, then xy ~ (xPlp) + (yqlq) with equali­
ty iff x P = yq. 

(ii) (HOLDER INEQUALITY) If f E Lp(f1) and g E Lq(f1), then fg E 

L I (f1) and Ilfglll ~ Ilfllpllgllq with equality iff one of Ifl P and 
I g Iq is a multiple of the other, f1 almost everywhere. 

(iii) (MINKOWSKI INEQUALITY) If f and g belong to Lp(f1), then f + 
g E Lp(f1) and Ilf + gllp ~ Ilfllp + Ilgllp with equality iff one of f 
and g is a multiple of the other, f1 almost everywhere. 

PROOF (i) If Y = 0 the lemma is clear. If y -# 0, then the inequali­
ty reduces, upon dividing by yq and letting r = IIp, to (xpy-qr ~ 
r(xPy-q) + 1 - r. But since 0 < r < 1, the function defined by t 1-+ t r for 
t ~ 0, lies below its tangent line at (1,1) which is t 1-+ rt + 1 - rand 
touches this line only at t = 1. The lemma follows. 

(ii) Part (i) shows that Ifgl ~ (lfIPlp) + (Iglqlq), so if F = (lfIPlp) + 
(Iglqlq) - Ifgl then F ~ 0 and F E L I (f1). The set A = {x: F(x) > O} be­
longs to d,p and if A contains a member B of d of positive f1 measure, 
then f1( {x: F(x) > (lin)}) is positive for some n, whence IIl(F) > O. We 
infer that Ilfglll ~ « Ilfllp)Plp) + « Ilgllq)qlq) with equality iff Ifl P = Iglq 
f1 almost everywhere. If either Ilfllp or IIgllq is zero, the Holder in­
equality is trivial. Otherwise, we replace f by flllfilp and g by g/llgllq, 
and so obtain Ilfgll dllfll p Ilgllq ~ (lIp) + (l/q) = 1, with equality iff 
Ilgll q If I = Ilfllplgl f1 almost everywhere. 

(iii) For convenience, let h=f+g. Then IhIP=lf+gIP~ 

[2 sup( I f I, I g I )]P ~ 2P( I f IP + I g IP), and consequently h E Lp(f1). We 
observe that Ihl P = Ihl p- I lf + gl ~ IhIP-I lfl + IhIP-I lgl with equali­
ty for g -# 0 iff f is a multiple of g. We prove Ilf + gllp ~ Ilfllp + Ilgllp 
by applying Holder's inequality to each summand in the foregoing. 
Since lip + 1/q = 1, (lhI P- I )q = IhI P, hence IhI P- I E Lq(f1), and 
IllhlP-Illq = (1Ihllp)P/q. Consequently HOlder's inequality shows that 
IIl(lhI P) ~ (1Ihllp)p/q Ilfllp + (1Ihllp)P/q Ilgllp· Hence Ilhllp = (I1l(l h IP))I-I/q ~ 
Ilfilp + IIgllp. It is easy to see that equality requires that if 9 =1= 0 then f 
is a multiple of g f1 almost everywhere. • 

Each vector space Lp(f1) shares many convergence and completeness 
properties with L 1 (f1). We list a few of these, and outline the proofs. 
There are no new ideas. 
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8 PROPOSITION Suppose fl is a measure on ,r,1 and 1 ~ P < 00, 

(i) (DOMINATED CONVERGENCE) If a sequence Un}n in Lp(fl) is domi­
nated a.e. by a member g of Lp(fl) and converges pointwise a.e. to 
a real valued function f, then f E Lp(fl) and limn Ilf - fnllp = O. 

(ii) (MONOTONE CONVERGENCE) A norm bounded, a.e. increasing se­
quence {fn}n in Lp(fl) converges a.e. and in norm to a member f of 
L p(fl) and f(x) = supn fn(x) for a.e. x. 

(iii) The class VSli of .91 simple functions is norm dense in Lp(fl). 
(iv) Each swiftly converging sequence in Lp(fl) is dominated a.e. by a 

member of Lp(fl) and converges pointwise a.e. and in norm to a 
member of Lp(fl). 

Consequently Lp(fl) is complete. 

PROOF 

(i) Since Ifn - flP ~ (Ifni + Ifl)P ~ 2Pg P a.e., fE Lp(fl). Since 
limn I fn - f IP = 0 a.e., theorem 3.11 on dominated convergence shows 
that limnI,)lfn - flP) = 0 and hence limn Ilfn - flip = O. 

(ii) We may assume that fn ~ 0 a.e. for each n (replace {fn}n by 
{fn - f1 } n)· Then {f/} n is a norm bounded, a.e. increasing sequence in 
Ldfl) and converges a.e. to a non-negative member g of L 1 (fl). Then 
f = gl/P E Lp(fl) (check that gl/P is 2'.91 - .'?6'(IR) measurable and has a 
support in .91.,.) and {fn}n converges a.e. to f. The preceding result on 
dominated convergence then completes the proof. 

(iii) Each non-negative member f of Lp(fl) is pointwise sum In anXAn 
with {An}n in .91 and {an}n in IR+. The preceding result shows that the 
sequence {IZ=l akXAJn converges in norm to f. 

(iv) Suppose {fn}n is a swiftly convergent sequence in Lp(fl), and 
let gn = If11 + IZ=i Ifk+1 - fkl for each n. Then Ilgnllp ~ IIf111p + 
I k II fk+1 - fk II p < 00 and so, by part (ii) on monotone convergence, 
{gn}n converges a.e. to a member g of Lp(fl). Consequently, from the 
definition of {gn}n, {fn}n converges a.e. to some f and since {fn}n is 
dominated by g, {fn}n converges in L p norm to a member of L p(fl) that 
agrees a.e. with f. • 

It is clear from Minkowski inequality that for fn and f in L p(fl), 
Ilfnllp - Ilfllp ~ Ilfn - flip, and consequently, convergence in norm of a 
sequence {fn}n to fin Lp(fl) implies convergence of the sequence of 
norms {llfnllp}n to Ilfll p, that is, fH Ilfllp for f in Lp(fl) is continuous. 
In the reverse direction: 

9 THEOREM (VITALI) Suppose 1 ~ P < 00, {fn}n is a sequence in Lp(f1) 
converging a.e. to a member fin Lp(fl), and suppose {llfnllp}n converges 
to Ilfll p. Then {fn}n converges in p-norm to f. 
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PROOF Since Ifn - flP ~ (Ifni + IfW ~ 2P(lfnl P + IfI P), the se­
quence {2P(lfnI P + IfI P) - Ifn - flP}n of non-negative members of 
L dfl) converges a.e. to the member 2P+ 1 If IP whence by Fatou's 
lemma, 2p+1 I If IP dfl ~ lim infn I (2 P( I fn IP + If IP) - I fn - f IP) dfl = 

2P+ 1 I Ifl P dfl - lim supn I Ifn - flP dfl· So lim sup I Ifn - flP dfl = O. • 

(This elegant proof is due to W. P. Novinger, Proc. Amer. Math. Soc. 34 
(1972),627-628.) 

Two members p and q of (1 : 00) are called conjugate indices iff lip + 
llq = 1. In this case, according to Holder's inequality, if f E Lp(fl) and 
g E Lq{fl) then fq E Ldfl) and 11'(lfgl) ~ Ilfllp Ilgll q . We agree that 00 is 
the index conjugate to 1, and the definition of Loo{fl) will be such that 
Holder's inequality for this pair of indices is self evident. 

Suppose fl is a measure on a b-ring d of subsets of X. We recall that 
the family ff'.9i of locally measurable sets is {B: B n A E d for all A 
in .9i}. A set E is locally p null iff E is a subset of a member B in ff'd 
and fl(B n A) = 0 for all A in d, and a property holds locally p 
a.e. iff it holds outside some locally fl null set. A real valued function 
f on X is p essentially bounded or just essentially bounded iff for some 
r, I f I ~ r locally fl a.e., and for such a function, II !II 00 = inf {r: I f I ~ r 
locally fl a.e.}. We notice that Ilflloo ~ Ilfllx = SUPXEX If(x)1 and that 
II f II Xl may be zero while II f II x = 00. The space Loo (p) or Loo (p, X) is 
the class of ff'd measurable essentially bounded functions; it is 
entirely determined by the b-ring .91 and the family of locally fl null 
sets. 

10 PROPOSITION The class Loo{fl) is a complete semi-normed space. 
Each member of Loo(fl) that is bounded on X by b in absolute value, is 

the uniform limit of a sequence of ff'd simple functions whose absolute 
value is bounded by b. Consequently the family of ff'd simple functions 
is dense in Lco(fl). 

PROOF Evidently Loo(fl) is a vector space. We notice that if f E Loo(fl) 
then If I ~ Ilflloo locally fl a.e., because for each n, If I ~ Ilflloo + lin 
outside some locally fl null set Bn, and Un Bn is locally fl null. 

If {fn}n is a Cauchy sequence in Lx;(fl) then Ifp(x) - fq{x) I ~ 
Ilfp - fqllw except for x in a locally fl null set Ap.q. Let Y = X \ U p, q Ap.q, 
and for each n let gn = fn on Y and 0 on X\ Y. Then {gn}n is a se­
quence in LwUl), 11f~ - gnllw = 0 for each n, and since Igp(x) - gq(x)1 ~ 
Ilfp - fqllw for all p, q and x, {gn}n is a Cauchy sequence with respect to 
the sup norm II Ilx. Consequently {gn}n converges in the sup norm, and 
hence in the Loo(fl) norm, to a bounded locally d measurable function 
g. Therefore limn II fn - g II CD = O. 
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Finally suppose f is !l'd measurable, 0 ~ f(x) ~ band n ~ b. Then 
the function Sn = L~,;,r (k - l)rnXf-'[(k-l)Z-n:k2-"] is !l'd simple and 
If - Sn I ~ r". The proposition follows. • 

The spaces L peA 1) for Lebesgue measure A 1 in IR are of special inter­
est. It is easy to see that for 1 ~ P < 00, the family of " simple func­
tions, where" is the collection of closed intervals, is dense in L peA 1), 
and so is the family Cc(lR) of continuous functions with compact sup­
port. For each real valued function f on IR and each t in IR, suppose 
Tr( f) is the translate of f by t; that is, T,( f) (x) = f(x + t) for x in IR. If 
f E Lp(Al) so does T,(f) and 11T,(f)llp = Ilfllp, because Al is transla­
tion invariant. Thus, for each t in IR, T, is an isometric map of Lp(A 1) 

on to itself. 
We show that for each f in Lp(A 1), t ~ T,(f) for t in IR is a uni­

formly continuous map of IR to L peA 1). This will follow if we show 
that IITh(f)-fll p is small for Ihl small, since 11T.(f)- T,(f)ll p = 

IIT.-t(f) - flip. 

11 THEOREM (CONTINUITY OF TRANSLATION ON L p (A 1 ) ) 

If f E Lp(Al) and 1 ~ p < 00, then limlhl~o II Th(f) - flip = o. 

PROOF Suppose g E Cc(lR) and [a: b] is a support for g. Then 
[a-Ihl:b+lhl] is a support for ITh(g)-gl so 1I1;'(g)-gllp~ 
((b - a + 2Ihl)suPxlT,,(g)(x) - g(XW)I/p, and the supremum is small 
for Ihl small because g is uniformly continuous. Thus tl---> T,(g) is 
continuous. 

For e > 0, choose g in Cc(lR) so Ilf - gllp < e, and take Ihl small 
enough that 1I'T;,(g) - gllp < e. Then II T,,(f) - flip ~ II Th(f) - T,,(g)ll p 
+ II Th(g) - gllp + Ilg - flip < 3e. The theorem follows. • 

We note that the preceding theorem fails for P = co -e.g., let f be 
the characteristic function X(o: <Xl). 

We conclude with a single application of the theorem that L z(/1) is 
complete. This space has a particularly interesting structure. If f and g 
belong to L 2 (/1) then, according to Holder's inequality, fg is /1 inte­
grable and IIl(lfgl) ~ Ilfllzllgllz, with equality iff IIgl121fl = Ilfllzlgl 
/1 almost everywhere. We let the inner product of f and g, (/, g), be 
IIl(fg). Then (f,g)1---> (f,g) is linear in each variable, symmetric in the 
sense that (f,g) = (g,f), and (f,f) ~ 0 for all f. Such a space is 
called a real euclidean space. Thus L 2 (/1), with ( , ), is a real euclidean 
space, II f liz = ( (f,f »1/2 is a semi-norm, and L 2 (/1) with this semi­
norm is complete. 

A complex euclidean space is a vector space E over I[ with an inner 
product ( , ) on E x E to I[ such that (x, y) I---> (x, y) is linear in x and 
conjugate linear in y (i.e., (x, ay + bz) = a- (x, y) + b- (x, z) for all x, 
y and z in E and all a and h in 1[, where - denotes complex conjugation); 
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< y, x) is the complex conjugate of <x, y) for all x and y; and <x, x) ~ 0 
for all x. 

If E with < , ) is a real or complex euclidean space, then the eu­
clidean semi-norm is given by Ilxll = «x, x) )1/2. This definition does 
yield a semi-norm for the following reason. If x and y belong to E and 
a is a complex number of modulus 1 such that <ax, y) = I <x, y) I, then 
o ;£ <a Ilyll x - IlxliY, a Ilyll x - Ilxll y) = 211xl1 2 11yf - 21 <x, y) Illxllllyll, 
whence (the Cauchy-Schwartz inequality) I <x, y) I ;£ Ilxllllyll with 
equality holding iff II(aIIYII x - Ilxlly)ll = O. Consequently Ilx + yl12 = 

<x + y, x) + <x + y, y) ;£ Ilx + yllllxli + Ilx + ylillyll, so Ilx + yll ;£ 
Ilxll + Ilyll with equality iff Ily - bxll = 0 for some complex number b. 

A linear functional F on a real or complex semi-normed space E is 
bounded iff sup{IF(x)l: Ilxll ;£ 1} < 00, and in this case IIFII is defined 
to be this supremum. It is easy to verify that F is bounded iff it is con­
tinuous relative to the semi-metric (x, y) f---+ Ilx - y II. If E is a euclidean 
space, y E E and F(x) = <x, y) for all x in E, then F is a bounded linear 
functional by reason of the Cauchy-Schwartz inequality, and in fact 
IIFII = Ilyli. We will show that every bounded linear functional on a 
complete euclidean space is of the form x f---+ < y, x) for some y. 

We need a preliminary lemma and this lemma depends on the paral­
lelogram law: if x and y belong to a euclidean space, then II x + y 112 + 
Ilx - yl12 = 211xl12 + 211yllz. This follows directly by "expanding" 
<x + y,x + y) + <x - y,x - y). We agree that a member x of E is 
perpendicular to a subset H iff <x, y) = 0 for all y in H. 

12 PROPOSITION If H is a closed vector subspace of a complete eu­
clidean space E and Xo E E\H, then there is Yo in H such that Xo - Yo is 
perpendicular to H. 

PROOF Choose a sequence {Yn}n in H such that limn Ilxo - Ynll = 

infYEH Ilxo - yll = K. We assert that {Yn}n is a Cauchy sequence. In­
deed, for e > 0 if N is an integer such that K + e ~ Ilxo - Ynll ~ K 
for n ~ N, and if we set Zk = Xo - Yk for all k, then llYN - Ynl1 2 = 
IlzN - z.11 2 = 211zNI12 + 211z.112 - IlzN + z.11 2 = 211xo - YNI1 2 + 
211xo - y.11 2 - 411xo - (YN + y.)/211 2 ;£ 2(K + e)2 + 2(K + e)2 - 4K2, 

since (YN + YN)/2 E H, so llYN - Ynl1 2 < 8Ke + 4e 2 . It follows that {Yn}n 
is a Cauchy sequence. This sequence converges to a member Yo of H 
because E is complete and H is closed. Thus the infimum of Ilxo - yll 
for y in H is assumed at y = Yo' 

We infer that if Zo is the non-zero vector Xo - Yo, then IIzoll2 2 
IIzo - vl1 2 for all v in H. Thus the quadratic function t ---+ <zo - tv, 
Zo - tv) - <zo,zo) for t in IR, has a minimum at t = 0, and so the 
coefficient of t, which is -<zo,v) - <v,zo), is zero for each v in H. 
There is a complex number a such that <zo, av) = I <zo, v) I, and since 
av E H, <zo, v) = 0 for each v in H. • 
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We agree that a complete euclidean space is a Hilbert Space. If F is a 
bounded linear functional on the (real or complex) Hilbert space E, 
then H = {x: F(x) = O} is closed. If F is not identically zero (otherwise 
F(x) = <x, 0) for all x), then H #- E and so there is by proposition 12 a 
non-zero vector u that is perpendicular to H, and since u rJ H, F(u) #- O. 
Then for x in E, x - (F(x)/F(u»u E H so <x - (F(x)/F(u»u), u) = 0, 
whence <x, u) = (F(x)/F(u» <u, u) so F(x) = (F(u)/<u, u» <x, u) for all 
x. This establishes the following. 

13 THEOREM (RIEsz) Each bounded linear functional F on a Hilbert 
space E is of the form F(x) = <x, u), for some u. 

In particular, if F is a bounded linear functional on L z (fJ), then there 
is gin Lz(fJ) such that FU) = S fg df.1 for all fin Lz(fJ). 

SUPPLEMENT: BOREL MEASURES AND 
POSITIVE FUNCTIONALS 

It is assumed throughout that X is a locally compact Hausdorff space. 
A Borel measure for X is a measure fJ on the <5-ring ,%'~(X) generated by 
compact subsets of X. The measure is regular iff members of ,%'~(X) 
have inner f.1 approximations by compacta, and this is the case iff 
members have outer fJ approximations by open members of ,%'~(X). (See 
the Supplement: Measures on ,%'h(X), to chapter 4.) 

Each closed set belongs to the O"-field 2',%'~(X) oflocally ,%'~(X) mea­
surable sets, and consequently each real valued continuous function on 
X is 2',%'h(X) measurable. If such a function f has a compact support 
K, then f is dominated by a scalar multiple of XK and so f is f.1 inte­
grable for every Borel measure f.1. Thus the class Cc(X) of continuous 
real valued functions f on X with compact support is a subclass of 
L 1 (f.1) for each Borel measure fJ. If fJ is regular, then Cc(X) is dense in 
Ldf.1)· 

14 PROPOSITION If fJ is a regular Borel measure for X, then Cc(X) is 
dense in L 1 (fJ)· 

PROOF It is sufficient to show that for each B in ,%'~ (X), there is f in 
CAX) so that II f - XB 111 is small, because linear combinations of finitely 
many such functions are dense in L df.1) (by the definition of L 1 (f.1». 
There is a compact set K and an open member U of ,%'b(X) such that 
K c Be U and f.1(U) - f.1(K) is small, and Urysohn's lemma implies 
that there is f in Cc(X) with XK ;"? f ;"? Xu, whence f.1(K) ;"? II'U) ;"? 
f.1(U). But we also have XK ;"? XB ;"? Xu so f.1(K) ;"? II'(XB) ;"? f.1(U), whence 
both XB - f and f - XB are between -(Xu - XK) and Xu - XK and 
Ilf - XBlll ;"? f.1(U) - f.1(K) which is small. Consequently Cc(X) is dense 
in Ll(fJ) .• 
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The preceding proposition makes it possible to establish a straight­
forward generalization of theorem 11. Suppose G is a locally compact 
Hausdorff topological group, '1 is a left invariant regular Borel measure 
(a left Haar measure), 1 ~ p < 00 and f E L perf). For each h in G, let 
Th(f) (x) = f(hx) for all x in G. Then Th(f) is near Tdf) in L p('1) pro­
vided h is near k in G (i.e., provided h- I k is near the identity e). Re­
phrased: h ----+ Th(f) is a continuous map of G into Lp('1)' 

15 THEOREM ON CONTINUITY OF TRANSLATION If '1 is a left Haar 
measure for G, 1 ~ p < 00 and f E L p('1), then II Th(f) - flip is small for 
h near e. 

PROOF We first establish the theorem for a member g of CAG). Because 
g has a compact support, it is uniformly continuous in the sense that for 
s > 0 there is a neighborhood W of e such that Ig(y) - g(x)1 < s if 
yx- I E W. In other words, if hEW then I 7;. (g)(x) - g(x)1 < s for all x. 
Thus 7;.(g) converges to g uniformly as h converges to e. If K is a 
compact support for g and V is a compact neighborhood of e, then 
V-I K is a support for Th(g) for every h in V, and since '1(V- I K) < 00, it 
follows that 7;.(g) converges to g in the norm II lip. 

If f E L p('1) and g is a member of Cc(G) such that Ilf - gllp is 
small, then since II T(f) - T(g)llp = Ilf - gllp and II Th(f) - flip ~ 
II Th(f) - 7;.(g)ll p + II Th(g) - gllp + Ilg - flip, II 7;. (f) - flip is near 
II Th(g) - gllp' The theorem follows. • 

If f.l is a Borel measure for X, then the map f ~ J f df.l for f in Cc(X), 
is a positive linear functional on Cc (X). If. Co (X) is the space of those 
continuous real valued functions on X that vanish at 00, and v is a 
Borel measure for X, then f ~ J f dv also defines a positive linear func­
tion on Co (X), provided v is totally finite-that is, sup{v(A): 
A E as> 6 (X) } = IIvll v < 00. (We leave the proof of this fact to the reader.) 
Both of these statements have converses, as does proposition 14. 

16 RIESZ REPRESENTATION THEOREM For each positive linear func­
tional F on Cc(X), there is a unique regular Borel measure f.l such that 
F(f) = J f du for all fin Cc(X). 

A positive linear functional J on Co (X) is also of the form f ~ 
J f dv for a unique regular Borel measure v and, moreover, IIJ II = 

Ilvllv· 

PROOF A positive linear functional F on Cc(X) is a pre-integral ac­
cording to proposition 2.10, and theorem 5.11 then asserts that there 
is a unique measure p on the truncation b-ring :Y of Cc(X), the measure 
induced by F, such that the integral Ip is an extension of F. The trunca-
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tion b-ring :Y is generated by the lattice ff of sets of the form 
{x: f(x) ~ 1} with f in Cc(X). Every compact set K has a compact 
neighborhood that belongs to ff, and p 1.97" is non-negative, monotonic, 
additive and subadditive-it is a pre-content in the terminology of 
chapter 1. Moreover, since p( {x: f(x) ~ I}) = p(nn {x: [(x) ~ 1 -
(lin}) and {x: f(x) ~ 1 - (lin)} is a compact neighborhood of {x: 
f(x) ~ I}, the regularization of (p I ff) is an extension of pi ff. Con­
sequently, the Borel measure J1 that extends the regularization of pi ff 
is a regular Borel extension of p, and hence FU) = Sf dp = Sf dJ1 
for all f in Cc(X). Suppose n is any regular Borel measure such that 
FU) = Sf dn for f in Cc(X). Then by the preceding proposition, Cc(X) 
is dense in L 1 (J1) and in L 1 (n) in their norms and the norms agree on 
Cc(X). It follows that n = J1. 

If J is a positive linear functional on Co (X), then there is certainly a 
unique, regular Borel measure v so that J U) = Sf dv for f in Cc(X). 
Because J is positive it is bounded (see chapter 2) and if f vanishes off 
K and Ilfllx ~ 1, IJU)I ~ J1(K) ~ Ilvllv, so IIJII ~ Ilvllv. On the other 
hand if B E 86'~(X), K is a compact inner approximation for Band f is 
a member of Cc(X) which is 1 on K and 0 ~ f ~ 1, then v(B) ~ 
v(K) + e < Sf dv + e = JU) + e whence sup{v(B): B E 86'~(X)} ~ 
II J II, leading to equality. Finally, J and f 1--+ Sf dv for f in Co (X), are 
both bounded linear functionals that agree on the dense subspace 
Cc(X) of Co (X), and hence they agree on Co (X). • 

Here is a simple corollary. Suppose v is a Borel measure such that 
Cc(X) is dense in L 1 (v) (relative to the Iv norm), and suppose J1 is the 
regular Borel measure such that Sf dJ1 = Sf dv for all f in Cc(X). Then 
CJX) is also dense in L 1 (J1) (relative to the III norm) and the two norms 
agree on Cc(X). It follows that v = J1. Thus 

17 COROLLARY If v is a Borel measure for X and Cc(X) is dense in 
L 1 (v) then v is regular. 

Here is one more approximation result for a function that is inte­
grable W.r.t. a regular Borel measure J1-a generalization of theorem 6. 
We recall that the standardized 11 measure of a set A is v iff A = Ln An 
for some disjoint sequence {An}n in 86'd(X) such that v = Unl1(An)­
that is, iff the standardization of J1 takes the value v at A. A set X is 
IT-compact iff it is the union of countably many compact sets. 

18 LUSIN'S THEOREM If J1 is a regular Borel measure for X, f ELI (J1) 
and e > 0, then there is g in Co (X) and an open set U such that g = f on 
X \ U, II f - gill < e and U has standardized 11 measure less than e. 

rr X is (J-compact, then any 2"&ld(X) measurable function f is con­
tinuous on X \ U for some open set U of small standardized J1 measure. 
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PROOF We assume (without loss of generality) that f ~ 0, and for 
convenience in statement, we fail to distinguish between /.1 and its stan­
dardization (the measure induced by IJl)' 

Suppose fELl (/.1), and for each n let Un = {x: f(x) ~ n}. Then 
nXun ~ f, so /.1(Un) ~ IIfl11 In, and f = n /\ f except at the points of a 
set Un which, for n large, has small /.1 measure. Because /.1 is regular, Un 
is a subset of an open set v" of small measure. Moreover, the increasing 
sequence {n /\ f} n converges pointwise to f and hence II n /\ f - fill is 
small for n large. Consequently, for e > ° there is N in N and an open 
set V such that Ilf - N /\ fill < e12, /.1(V) < el2 and f = N /\ f on 
X\V. 

We show that there is an open set W such that /.1(W) < el2N and 
f is continuous on X \ W. Then on X \ W, N /\ f is continuous, non­
negative, bounded by N, and has a a-compact support. It follows that 
N /\ f has a continuous extension g: X -> [0: N] by Tietze's theorem. 
Then /.1(VuW)<e and III-gI11~llf-N/\Illl+IIN/\I-glll< 
el2 + N (e/2N) = e. 

To establish the existence of the desired open set W: Choose a se­
quence {fn}n in Cc(X) that converges swiftly to I, invoke Egorov's 
theorem 4 to see that {fn}n converges to f almost uniformly, and use 
the fact that the uniform limit of continuous functions is continuous. 

The last statement of the theorem follows from the first together with 
the el2n argument. Suppose that {Kn}n is an increasing sequence of 
compact sets with X = Un K n, that Kn+1 is a neighborhood of K n, let 
fn = I /\ nXK and choose an open set Vn such that fn is continuous on 
X \ v" and /.1 (Vn) < el2n. Then V = Un Vn has measure less than e, and f 
is continuous on X \ v. • 



Chapter 7 

INTEGRALS* AND PRODUCTS 

It will be convenient to extend the domain of an integral to include 
certain JR* valued functions, and to extend the integral to an JR* valued 
functional on the larger domain. We make this extension and sub­
sequently phrase the Beppo Levi theorem and Fatou's lemma in this 
context. A more serious use of the new construct is then made in the 
study of product integrals and product measures. 

We recall that a sequence {tn}n of members of JR* is summable* or 
sum mabie in the extended sense, iff {Ln E F tn h has a limit in JR* as F 
runs through the family of finite subsets of N (the family is directed by 
inclusion), and in this case, Lntn is limCL,nEFtn:F eN} and {tn}n is 
summable* to Ln tn' Thus, the sequence {tn}n is summable iff it is 
summable* and Ln tn is finite, and the sequence {tn}n is summable* 
unless Ln (tn v 0) = 00 and Ln (tn 1\ 0) = - 00. 

Suppose 11 is a measure on a <5-ring d of subsets of X and I is an JR* 
valued function. Then I is fL integrable*, or integrable*, or integrable in 
the extended sense, iff for some sequence {An}n in d and some {an}n in 
JR, {an,u(An)}n is summable* and {anXA(X)}n is summable* to I(x) for 
each x. The class of all 11 integrable* functions is denoted L * (fL). Evi­
dently Ldl1) c L*(I1). 

Each 11 integrable function I is real valued and satisfies a measur­
ability condition, that I be d (J-simple (or equivalently, I is locally d 
measurable with an d" support). Each 11 integrable* function is real* 
valued and satisfies the same measurability condition. 

Each real valued d (J-simple function I that is dominated by a 
member g of Ld.u) (that is, III ~ g) belongs to Ldl1). We show that 
each JR* valued d (J-simple function that is bounded above, or below, 
11 a.e. by a member of L t (I1), itself belongs to L*(I1). 
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1 PROPOSITION An IR* valued function is J1 integrable* iff it is locally 
,f// measurable with a support in d" and is bounded either below or above 
J1 a.e. by a J1 integrable function. 

Consequently L * (J1) is a function lattice with truncation, and if {fn}n 
is a sequence in L * (J1) that is bounded below or above J1 a.e. by a mem­
ber of L 1 (/l), then supn fn' infn fn' lim supn fn and lim infn fn belong to 
L*(/l). 

PROOF Suppose that f is integrable*, f = LnanXAn with {an/l(An)}n 
summable*, g = L nan + XAn and h = L nan - XA n' Then f is bounded 
above by g and below by - h, and g or h is equal /l a.e. to an integrable 
function according as the sequence {an+/l(An)}n or {an-/l(An)}n is 
summable. 

Conversely if f is locally s# measurable with an d" support, then so 
are f+ and f- whence f+ = Ln anXAn and f- = Ln bnXBn with an ~ 0, 
bn ~ 0, An E d and Bn E d for each n. If f is bounded below J1 a.e. 
by an integrable function v, then f - ~ v- J1 a.e., v- is integrable, so 
{bn/l(Bn)}n is summable. Likewise if f is bounded above J1 a.e. by a 
member of Ld/l) then {an/l(An)}n is summable. It follows that f is 
integrable* in either case. • 

We notice from the foregoing that if f is integrable*, f = Ln anXAn, 
and f is not bounded above /l a.e. by a member of L 1 (/l), then 
Ln a: /leAn) = 00 and hence Ln anJ1(An) = 00. Similarly if f is not 
bounded below J1 a.e. by an integrable function then Ln an/l(An) = 

-00. On the other hand if f is bounded both above and below /l a.e. by 
integrable functions, then f is /l a.e. equal to an integrable function g, 

and it is easy to see that Ln anJ1(An) = IIl(g). 
For each member f of L * (/l) we define the extended integral 1,.* <I) 

to be Lnan/l(An), provided f(x) = LnanXAJX) for each x and 
{anJ1(An)}n is summable*. We have just seen that this definition is not 
ambiguous, that III *(n is finite iff f is equal /l a.e. to a member of 
L 1 (/l), and that I/ILd/l) = Ill' If I/(f) = 00 (or -00) then f- (re­
spectively f +) agrees a.e. with an integrable function. We agree that if 
f E L*(/l), then Jld)l, or J/(x)d)lx, is 111* (f). 

If I and g are members of L*(/l) and I ~ g /l a.e., then I/(f) ~ 
III * (g). This is the only additional fact needed to establish the following 
convenient form of the monotone convergence theorem for III *. 

2 THEOREM (B. Levi) II {in}n is an increasing sequence in L*(/l) and 
III * (fl) > - 00, then limn fn E L * (/l) and III * (limn In) = limn III * (fn)· 

Consequently, iI {In}n is in L*(/l) and In ~ ° for each n, then 
LnIn E L*(/l) and IIl*(LIn) = LI/(fn)' 

PROOF Since III *(Il) > - 00, II - agrees a.e. with an integrable func­
tion, and since j~ ~ II ~ - fl - for each n, limn fn E L * (J1) by the 
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preceding proposition. It is evident that 1/1* (limn fn) :;;; limn 1/ Un), so 
equality holds if the limit on the right is en. Suppose that limn 1/1 * (j~) < 
en. Then -en < I/1*(1) ~ I/Un) < en, hence fn agrees a.e. with an 
integrable function gn for each n. The monotone convergence theorem 
for II' applies to the sequence {gn}n in L 1 (J.l) and consequently 
I/{limnfn) = I/UimnYn) = limnI/1(Yn) = limnI/Un)' • 

3 FATOU'S LEMMA fr {fn}n is a sequence in L*(J.l) which is bounded 
below a.e. by an integrable function g, then 1/1* (lim infn fn) ~ 
lim infn II' * Un), and if {fn}n is bounded above a.e. by an integrabl func­
tion, then III * (lim suP. fn) :;;; lim supn III * Un)· 

PROOF For p > m, fp :;;; I\r=m fk so that III * (j~) :;;; III * (I\r=m fk), and so 
1/ (I\r=m fk) ~ lim infp 1/ Up) for each m. The sequence {I\r=m fdm is 
increasing with pointwise limit, lim infk fk' and 1/1 * (I\r=l fk) :;;; IIl(g) > 
-00 so by the preceding theorem, 1/1 *(/im infk fk) = limm 1/1 * (1\ 1:= m fk) ~ 
lim infp 1/1 *Up)' 

Applying this conclusion to {-fn} n yields the assertion about 
lim supn fn. • 

A form of the dominated convergence theorem for 1/1* follows 
from Fatou's lemma, just as for III (see chapter 3). If {fn}n is a se­
quence in L*(J.l) and g is an integrable function such that Ifni ~g 
a.e. for all n, then I/(liminfnfn) ~ liminf I/Un) ~ lim SUPn I/Un) ~ 
III * (lim supn fn). Consequently, if lim infn fn = lim SUPn fn a.e., the preced­
ing inequalities must be equalities and {I/Un)}n converges to 
I" * (lim infn fn) = III * (lim sUPn fn)' (Both lim infn fn and lim Supn fn belong 
to L * (J.l) in view of proposition 1.) This form of the dominated conver­
gence theorem can also be derived directly from the earlier version in 
chapter 3. 

Here is another example of the use of the B. Levi theorem for III *. If 
J.l is a regular measure on a b-ring ,r;;{ of subsets of IR, then for A in .sI 
and for e > 0 there is in c<4 a compact set K and an open set U such that 
K cAe U and J.l(U) < J.l(K) + e. Then XK is upper semi-continuous, 
Xu is lower semi-continuous, XK ~ XA ~ Xu and I/(Xu) < I/(XK) + e. 
By taking countable linear combinations, using the el2 n trick and 
Levi's theorem, one finds that any non-negative member of L 1 (J.l)­
and hence any member-can be approximated from above by lower 
semi-continuous members of L * (J.l) and from below by upper semi­
continuous. Explicitly: 

4 PROPOSITION If J.l is a regular measure on a b-riny of subsets of IR, 
f EO L 1 (J.l) and e > 0, then there are members sand t of L * (J.l), supper 
semi-continuous and t lower semi-continuous, such that s ;;:; f ;;:; t and 
IIl*(s) + e > 1/1* (t). 
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Proposition 4 furnishes a link between our treatment of integration 
and the classical Daniell treatment of the Lebesgue integral. A lower 
semi-continuous function f on [0: 1] to ( - 00 : 00] is the pointwise limit 
of an increasing sequence {j~}n of continuous real valued functions on 
[0: 1], and the Lebesgue integral* of f is just the supremum of the 
Riemann integrals of the fn. In a similar fashion, one can describe the 
Lebesgue integral of an upper semi-continuous function f on [0: 1] to 
[ - 00 : 00) as the infimum of the Riemann integrals of continuous func­
tions above f. The preceding proposition leads to a description of an 
arbitrary Lebesgue integrable function in terms of approximation from 
above by l.s.c. (- 00 : 00] valued functions and from below by u.s.c. 
[ - 00 : 00) valued functions. It is worth noticing that one cannot always 
approximate a Lebesgue integrable function f on [0: 1] from above by 
an u.s.c. function (e.g., the characteristic function of the set of rational 
numbers in [0: 1]), nor by a real, finite valued, l.s.c. function (e.g., 
f(x) = 0 for x irrational, f(p/q) = q for p and q relatively prime positive 
integers with q ;::;; p). 

We now use the results on integrable* functions to construct a mea­
sure for X x Y from measures for X and for Y. We suppose throughout 
that p is a measure on a t5-ring d of subsets of X and v is a measure on 
a a-ring f!lJ of subsets of Y. For each function f on X x Y to IR* and for 
each (x, y) in X x Y, the horizontal section of f through y, p, is the 
function x ~ f(x, y) and the vertical section through x'/x, is y ~ f(x, y). 
Thus fAy) = f(x, y) = P(x) for all (x, y) in X x Y. 

If P E L*(J1) for each y, then Ep(f) is the function y~I/(P) = 

Sf(x,y)dpx, and if fx E L*(v) for each x, then EV(f) is the function 
x ~ 1/ (fx) = SI(x, y) dvy. If Ell (f) E L * (v), then 1/ 0 Ell (f) is an iter­
ated integral of f, denoted Sf f(x,y) dpx dVy, and if EV(f) E L*(J1), 
then Sff(x,y) dvy dpx = III * 0 EV(f). We deduce from theorem 2 that if 
{fn}n is a sequence of non-negative functions on X x Y to IR* such 
that f/ E L*(J1) for all nand y and Ef1(fn) E L*(v) for each n, then 
(LnfnV E L*(J1) for each y, E I1 (Lnfn) E L*(v) and Iv* 0 E I1 (Lnfn) = 

In1v* 0 EI1(j~). 
A function f on X x Y to IR is compatible with p and v iff x ~ 

f(x, y) is J1 integrable for each y, y ~ S f(x, y) dJ1x is v integrable, y ~ 
f(x, y) is v integrable for each x, x ~ S f(x, y) dvy is J1 integrable, and 
S S f(x, y) dJ1x dvy = S S f(x, y) dvy dJ1x. A subset D of X x Y is compati­
ble with p and v iff its characteristic function is compatible. 

5 LEMMA ON COMPATIBILITY The family of compatible sets is closed 
under disjoint union, proper difference, and disjoint dominated countable 
union. 

If J1 and v are complete measures, 
S S XA (x, y) dJ1x dvy = 0 and B c A then 
S S XB(X, y) dJ1x dvy = O. 

A is a compatible 
B is compatible 

set, 
and 
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PROOF The family F of compatible functions is evidently a vector 
space. Suppose that A and B are compatible sets. If A and Bare 
disjoint, then XA u B = XA + XB E F so A u B is compatible, and if 
B c A, then XA\B = XA - XB E F so A \B is compatible. If {Bn}n is a 
disjoint sequence of compatible subsets of a compatible set A and 
B = Un Bn, then XB = Ln XBn ~ XA so Ii' * 0 EV(XB) = Ln III * 0 P(KE) ~ 
III * 0 EV(XA) < 00. It follows without difficulty that B is compatible, and 
the first assertion of the lemma is established. The second assertion is a 
consequence of the fact that, if 11 and v are complete measures, then 
both iterated integrals of XA vanish iff for 11 a.e. x, XA (x, y) vanishes for v 
a.e. y, and for v a.e. y, XA (x, y) vanishes for 11 a.e. x, because if XA 
satisfies this condition then so does XB for every subset B of A. • 

If A E.91 and B E!J6, then the rectangle A x B is a compatible 
set, since XAXB(X,y) = XA(X)xB(Y), so IS XAXB(X,y)dl1xdvy = I1(A)v(B) = 
IS XA XB(X, y) dvy dl1x. The product o-ring d ® [1Jj is defined to be the 
t5-ring generated by the family of all rectangles A x B with A in .91 
and B in !J6. The intersection of two rectangles is a rectangle, and 
consequently theorem 4.6 shows that .c,;1 ®.OJ is the smallest family 
containing all rectangles that is closed under disjoint union, proper 
difference, and disjoint dominated countable union. The preceding 
lemma then implies that every member of .91 ® !J6 is a compatible set, so 
the two iterated integrals of Xc agree and are finite for each C in 
.91 ®!J6. 

For C in ,c,;1 ®!J6, let J1 ® v(C) be the iterated integral 
J J xdx, y) dl1x dvy. The iterated integral is countably additive whence 
11 ® v is a non-negative, real valued, count ably additive function on 
.<4 ® !J6. Thus 11 ® v is a measure, the product measure of 11 and v. It is 
the unique measure on the t5-ring generated by rectangles A x B, A in 
,c,;1 and B in!J6, such that 11 ® v(A x B) = I1(A)v(B). 

Let us agree that a set A is null compatible with 11 and v iff A is 
compatible and the iterated integrals of XA are zero. Evidently each set 
of 11 ® v measure zero is null compatible. If 11 and v are complete 
measures, then each subset of a null compatible set is of the same sort 
by lemma 5. It follows that members of (.91 ® !J6) v, where (11 ® v) v on 
(.c,;1 ® !J6) v denotes the usual completion of 11 ® v, consists of com­
patible sets. We record these facts after adopting some notation. 

For each subset C of X x Y and each member (x, y), the horizontal 
section of C through y, YC, is {u: (u, y) E C} and the vertical section of C 
through x, xc, is {v: (x, v) E C}. If C is compatible with 11 and v, then 
J xdx, y) dflX = I1(YC) and J xdx, y) dvy = vCXC). 

6 THEOREM ON SECTIONS If C E .91 ®!J6, then the product integral 
Illig)V agrees with both iterated integrals at Xc, so I1®V(C)= S I1(YC)dvy= 
SV(xC)dflX . 
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If J1 and v are complete measures, then the integral w.r.t. the usual 
completion of fl 0 v agrees with the iterated integral at Xc for C in the 
completion (d 0 PA) v. 

7 REMARKS 

(i) Product measure J1 0 v is the unique measure on d 0 PA such that 
J10 v(A x B) = J1(A)v(B) for all rectangles A x B with A in d and B in 
PA. The intersection of two rectangles is a rectangle and the difference of 
two rectangles is the union of finitely many disjoint rectangles. Con­
sequently the family :J1t of such unions is a ring of sets and so fl 0 v 1:J1t is 
an exact pre-measure, and this pre-measure induces fl0 v. Conse­
quently each member of s2i 0 !!J has inner approximations in :J1td and 
outer approximations in :J1t u . 

(ii) The usual completion of a measure p on a J-ring f0 is obtained by 
letting % be the family of all subsets of sets of p measure zero, and 
assigning measure p(D) to each symmetric difference D d N with D in f0 
and N in %. The only requirements on the family % needed to ensure 
that this process yields a "completion" of p is that each subset of a 
member of % belong to %, % is closed under d, and u¥' n f0 = 

{A: A E f0 and peA) = O}. 
One can construct different completions by using different families 

%. For example, the family of null sets and the family of locally null 
sets yield completions which are convenient for certain purposes. Every 
completion of u¥' is evidently an extension of the usual completion. If J1 
and v are complete measures, p = J1 0 v and % is the family of all 
subsets of sets that are null compatible with J1 and v, then a completion 
of J1 0 v is obtained, the null compatible completion, that agrees with 
the iterated integrals on each member of its domain. It is the "largest" 
completion with this property. 

According to theorem 6, both of the iterated integrals are extensions 
of II'0vl {Xc: C E d 0 PA}. Since II'0v and both interated integrals are 
countably additive, we infer that 11'0 v agrees with the iterated integrals 
on the class of all linear combinations Ln Cn XC n with {cn}n in IR+ and 
{Cn}n in d 0 PA. This class L + (d 0 ~) = {f: f is non-negative, IR* 
valued and d 0 !!J (J-simple} is identical with the class of non-negative 
11'0 v * integrable functions. This establishes the following. 

8 TONELLI THEOREM If f-1 and v are measures, f-1 ® v is their product 
measure, and f E L +(d ® PA), then Sf dJ1 ® v = S U f(x, y) dvy) dflX. In 
detail: fx E L*(v) for each x in X, £V(f) E L*(fl) and 11'0 '*(f) = 

II' * 0 £V(f) = Iv * 0 EI'(f). 
Moreover; if fl and v are complete and f E L + «d ® !!J) V), then 

I(1'0v)v*(f) = 11'* 0 EV(f) = Iv* 0 EI'(f). 
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The Fubini theorem is a corollary to the Tonelli theorem. It is con­
venient, before stating the theorem, to make the convention that if f is 
a function that agrees J1 a.e. with a member g of L 1 (J1) then S f(x) dJ1x or 
Sf dJ1, is S g dJ1. (We are surreptitiously enlarging the family of functions 
that we can "integrate ".) 

9 FUBINI THEOREM Let J1 and v be measures, let J1 ® v be the product 
measure and let (J1 ® v) v be its completion. Then S f(x, y) dJ1 ® v(x, y) = 

S (f f(x, y) dvy) dJ1x for all f in L 1 (J1 ® v), and also for f in L 1 ((J1 ® v) V) 
provided v is complete. 

In detail: if f ELl (J1 ® v), or if f ELl (J1 ® v) V) and v is complete, 
then fx ELl (v) for J1 a.e. x, and if h(x) = Iv(fJ for such x, then h agrees 
J1 a.e. with a member g of L 1 (J1) and S g dJ1 = Sf dJ1 ® v. 

PROOF Suppose f ELl (J1 ® v) and f ~ O. Then II'@v(f) = II'@V*(f) = 

1/ 0 EV(f) < 00, and consequently E"(f)(x) is finite except for x in 
some J1 null set D. If x ¢ D, then E"(f)(x) = Iv*(fx) is finite, so fx E 

L 1 (v). Thus S f(x, y) dvy is defined and agrees with EV(f) (x) for J1 a.e. x, 
so S (S f(x, y) dvy) dJ1x = 1/ 0 EV(f) = II'@v(f)· 

The same line of argument establishes the theorem for a member of 
L 1 (( J1 ® v) V), provided v is complete. • 

1 0 COROLLARY Both iterated integrals agree with II' @ v on L 1 (J1 ® v), 
and if J1 and v are complete then the iterated integrals agree with 
I(I'@v)v onLl((J1®V)V). 

A particular consequence of the preceding is that one "may inter­
change the order of integration if the integrand is integrable with re­
spect to the product measure". One might suppose that the two iterated 
integrals are always equal, but this would be a hazardous supposition. 
Here are two examples. 

Let both J1 and v be counting measures for the set N of natural 
numbers and let f (m, n) be 1 if m = nand -1 if n = m + 1 and zero 
elsewhere. Then one of the iterated integrals is one and the other is 
zero. This is essentially an "infinity minus infinity" trouble. 

Here is an example of a different character. Let J1 be any measure 
(like A[a,b)) on the Borel subsets of [0: 1] such that J1([0: 1]) = 1 and 
J1( {x} ) = 0 for each x in [0: 1], let v be counting measure for [0: 1], and 
let f be the characteristic function of the diagonal {(x: x): x E [0: I]}. 
Then, again, one iterated integral is one and the other is zero. This is a 
"borel measurability problem". 

Finally, the "almost everywhere" qualifications in the statement of 
the Fubini theorem are essential. It is easy to define J1 ® v integrable 
functions f such that fx is not always v integrable (e.g., for Lebesgue~ 
Borel measure A ® A for the plane, the function that sends (x, y) to 



SUPPLEMENT: BOREL PRODUCT MEASURE 87 

1/Jx2 + y2 for 0 < x 2 + y2 < 1 and into 0 otherwise). It is also easy to 
define bounded non-negative functions f such that fx is always v inte­
grable but x,....... f f(x, y) dvx is not always J.l integrable. 

SUPPLEMENT: BOREL PRODUCT MEASURE 

The product of two regular Borel measures may fail to be a Borel 
measure, but it has a natural extension which is a regular Borel mea­
sure, and the Tonelli and Fubini theorems extend to this measure. We 
establish these facts after two preliminary lemmas. 

If ). is a regular Borel measure for a locally compact Hausdorff space 
Z and f is a bounded member of L 1 (ic), then f can be approximated 
from above by a lower semi-continuous member of L 1 (ic), and from 
below by a u.s.c. member, because proposition 4 and its proof apply 
directly to regular Borel measures. Moreover, a bounded, non-negative 
u.s.c. function 9 that vanishes outside a compact set K is necessarily A 
integrable because: it is locally gab(Z) measurable and has compact 
support and hence is gao (Z) (J"-simple, and since g;;:: bXK ELl (Z), 
I;.*(g) < 00. We use these facts to establish a "hypercontinuity" prop­
erty for I;. on the class of such functions g. 

11 LEMMA Suppose A is a regular Borel measure for Z, K is a compact 
subset of Z, {f,} a E D is a decreasing net of real valued, non-negative 
upper semi-continuous functions vanishing outside K and f = infa f •. 

Then each f, and fare). integrable and IJf) = infae D I) Jf,). 

PROOF The function f is u.s.c. because it is the limit of a decreasing net 
of u.s.c. functions, and each real valued u.s.c. function on a compact set 
is bounded because it assumes its supremum. It follows that each fa and 
fare }, integrable. Evidently IA.U) ;;:: infOE D I;.U,), and the reverse in­
equality remains to be proved. 

For e > 0 choose a real valued l.s.c. function 9 such that 9 ~ 
f and IA(g - f) < e. Then {U, - g) V O}aeD is a decreasing net 
of u.s.c. functions converging pointwise, and so uniformly, to 
zero (observe, with Dini: if d> 0, then nae D {z: fa(z) - g(z) > d} 
= 0). Consequently, for :x large, f,(z) - g(z) < e for all z, whence 
infOEDIAU,) < IA(g) + d(K) < IAU) + e + d(K). The desired equal­
ity follows. • 

We assume for the remainder of this supplement that !l and v are 
regular Borel measures for locally compact Hausdorff spaces X and Y 
respectively. 

The following lemma will help establish that each compact subset A 
of X x Y is compatible with J.l and v; that is, for each (x, y) in X x Y, the 
vertical section (XA)x ELl (v) and the horizontal section (XA VEL dJ.l), 
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the function EV given by EV(XA)(X) = JXA(x,y)dvy = v(xA) is /l inte­
grable, EI' is v integrable, and the iterated integrals II' 0 EV and Iv 0 EI' 
are equal. 

12 LEMMA If {A~} ae D is a decreasing net of compact sets, each of 
which is compatible with /l and v and A = nae D A~, then A is compatible 
and H XA (x, y) dvy d/lx = lima E D H XA,(X, y) dvy d/lx. 

PROOF For each x in X, the vertical sections {(XA)X LED form a de­
creasing net of u.s.c. functions on Y so the preceding lemma implies 
that v(xA) = J XA (x, y) dvy = lima E D J XA.(X, y) dvy = limH D v(xA~). That 
is, the pointwise limit of {EV(XA.)} H D is EV (XA)' 

For each compact subset C of X x Y, the function x H v(xC) is u.s.c. 
for the following reasons. For x in X and e > 0 there is an open mem­
ber V of ~O(Y) so xC c V and v(V) < v(xC) + e because v is regular. 
Because C is compact there is a neighborhood U of x such that uC c V 
for u in U, whence v(uC) ~ v(V) < v(xC) + e. Thus the function x H 

v(xC), which is P(Xc), is upper semi-continuous. 
Since the decreasing net {EV (XA,)} ae D of u.s.c. functions converges 

pointwise to P(XA), II' 0 P(XA) = limaEDII' 0 P(XA) by lemma 11, 
and Iv 0 EI'(XA) = limaEDIv 0 EI'(XA) in similar fashion. But for each ex, 
the two iterated integrals of XAa are equal, and so this is also the case for 
the limit function XA' • 

If D and E are compact subsets of X and Y respectively, then the 
rectangle D x E is compatible with /l and v and the intersection of two 
such rectangles is such a rectangle. Consequently every union of finitely 
many compact rectangles is compatible with /l and v. Each neighbor­
hood of a compact subset A of X x Y contains a neighborhood that is 
a finite union of compact rectangles and the family of such neighbor­
hoods is directed by c. Lemma 12 then implies that A is compatible 
with /l and v. 

The family of compatible subsets of X x Y is closed under disjoint 
union, proper difference and dominated disjoint countable union ac­
cording to lemma 5, and since the intersection of two compact sets is 
compact, theorem 4.6 on generated b-rings implies that every member 
of ~O(X x Y) is compatible with /l and v. The iterated integral is count­
ably additive and so fl ®.s1t v, where /l ®,,,# v(B) is the iterated integral of 
XB for each B in ~O(X x Y), is a measure. It is called the Borel product 
measure. This measure /l ®i!IJ v is an extension of the product measure 
/l ® v since the value of each at B is the iterated integral of the charac­
teristic function of B. 

For convenience let fi be {A: A E ~O(X X Y) and /l ®i!IJ v(A) = o}. 
Here are some important properties of the Borel product. 
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13 THEOREM ON BOREL PRODUCT MEASURE Each member B of 
gJO (X x Y) is compatible with f1 and v, and each iterated integral of XB is 
f1 034 v(B). The Borel product f1 034 V is a regular Borel measure that 
extends f1 0 v and it is the unique regular Borel measure that extends 
D x E f---+ f1(D)v(E) for compact rectangles D x E. 

The b-ring .9j<l(X x Y) is the family of symmetric differences B /':,. N 
with B in gJJ(X) ® gJ<l(Y) and N in X. 

PROOF It follows from lemma 12 and the definition of f1081 v that for 
each compact subset A of X x Y, f1 ®.'i6 v(A) is the infimum of f10ge v(B) 
for B a compact neighborhood of A, and consequently f1 0ge v restricted 
to the family of compact subsets is a regular content and hence (theo­
rem 4.15) extends to a regular Borel measure. This measure agrees 
with f1 ®.!d v on compacta and therefore also on the generated b-ring 
2j<l(X x y), so f1 ®.'i6 V is regular. 

A regular Borel measure that agrees with f1 ®ge von compact rectan­
gles also agrees on the family of finite unions of compact rectangles, 
hence by regularity on all compacta, and consequently is identical with 
f1 0;$ v. 

The family of all symmetric differences B /':,. N with B in gJ<l(X) ® 
gJO(Y) and N in AI' is a b-ring and a subfamily of gJ<l(X x Y). We show 
that each compact set A, and hence each member of gJ<l(X x Y) belongs 
to the subfamily and this will establish the last assertion of the theorem. 

Each compact set A is the intersection of compact neighborhoods B 
of A such that BE gJO(X) 0 gJ°(Y), nd f1 034 v(A) is the infimum of 
f10ge v(B) for these neighborhoods B. There is then a sequence {Bn}n of 
such neighborhoods such that f1 0.'i6 v(A) = limn f1 0ge v(Bn). Let B = nn Bn and N = B\A. Then BE gJ<l(X) 0 gJ0(y), N E gJO(X x y), 
f1 ®!!d v(N) = 0 and A = B /':,. N. • 

The last statement of the preceding theorem was established by first 
proving that each compact subset A of X x Y is a subset of a compact 
member B of gJO(X) 0 gJ<l(y) such that f1 ®ge v(B\A) = O. It is worth 
noticing that each open member U of gJ°(X x Y) contains an open 
member V of gJO(X) 0 gJ0(y) such that f1034V(U\V) = 0 (let A = 

U-\U, and use the foregoing result). 
Both the iterated integrals and the extended integral W.r.t. f1034 v 

are countably additive on the class L + of non-negative 1J\l1* valued 
gJO(X x Y) rr-simple functions, and since they agree on characteristic 
functions of members of gJO(X x Y), they agree on L +. The class L + can 
also be described as the family of non-negative 2?gJ°(X x Y) mea­
surable functions that vanish off a countable union of members of 
gJO(X x Y), and since each such countable union is a subset ofa count­
able union of compacta, L + is just the family of non-negative locally 
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Borel measurable functions with a-compact support. This establishes 
the Tonelli theorem for /1 ®.rfI v and the Fubini theorem follows from it. 

The usual completion of a measure is obtained by enlarging the 
family of sets of measure zero, by adjoining all subsets of such sets. The 
usual completion of a regular Borel measure is both inner and outer 
regular but its domain generally includes some non-Borel sets. We 
leave to the reader the proof that the Tonelli and Fubini theorems hold 
for the usual completions of fl, v and fl ®~ v. 

Here is a summary of the principal foregoing results. (Caution: the 
statement of the Fubini theorem presumes the convention on S S that is 
made before theorem 9.) 

14 SUMMARY Let fl and v be regular Borel measures for locally com­
pact Hausdorff spaces and let fl ®:Jd v be their Borel product. 

(i) (TONELLI) Iff is a IR* valued non-negative locally Borel measur­
able function with a-compact support, then so are the functions 
(x f-+ S f(x, y) dvy) E L * (fl), (y f-+ S f(x, y) dflX) E L * (v) for each 
(x, y) in X x Y, and the two iterated integrals agree with the 
extended integral w.r.t. fl ®£i<I v. 

(ii) (FUBINI) If fELl (fl ®~ v), then Sf dfl ®:Jd V = Sf f(x, y) dflX dvy = 

S S f(x, y) dvy dflX. 
(iii) Both the Tonelli and Fubini theorems hold for the usual comple­

tions of fl, v and fl ®~ v. 

15 NOTES The Fubini theorem for Borel product of regular mea­
sures has been widely assumed but the first proofs available in the 
literature are due to W. W. Bledsoe and A. P. Morse, Trans. Amer. 
Math. Soc. 79 (1955), 173-215, MR 16, 1008; Karel de Leeuw, Math. 
Scand. 11 (1962), 117 -122, MR 33,4179; and M. Hable and M. Rosen­
blatt, Proc. Amer. Math. Soc. 14 (1963),177-184, MR 30, 214. A close 
examination of the Borel product and stronger versions of the Fubini 
theorem are provided by Roy A. Johnson, Trans. Amer. Math. Soc. 123 
(1966),112-129, MR 33, 5832. 



Chapter 8 

MEASURES* AND MAPPINGS 

A measure in the extended sense, or just a measure*, is a non-negative, 
countably additive, IR* valued function f.1 on a ~-ring d with f.1(0) = O. 
The function on ,r:i that is 0 at 0 and 00 elsewhere is a measure*, each 
measure is a measure*, and each finite valued measure* is a measure. 
Classical Lebesgue measure for IR (see note 4.13 (i)) is the prototypical 
example of a measure*. A function f is integrable (or integrable*) w.r.t. 
a measure* f.1 on d iff it is integrable (integrable*) W.r.t. the measure 
f.1o=f.1I{A:AEd and f.1(A)<oo} and in this case Jfdp=Jfdf.1o' 
Thus the integral W.r.t. classical Lebesgue measure is indentical with 
the integral W.r.t. Ai. 

Each measure f.1 on a ~-ring d can be extended to a measure* on 
the a-field !f'd of locally d measureable sets, usually in many dif­
ferent ways. Here is an extreme example: if X = IR, d = {0, {l}} and 
f.1( {1} ) = 0, then !f',r:i is the class .oJ>(IR) of all subsets of IR, and every 
measure* v on .oJ>(IR) for which v ( {1} ) = 0 is an extension of f.1. 

The canonical extension p # of a measure p on .91-or of a measure* 
p-is defined by setting f.1#(B) = sup {f.1(A): A E d and A c B} for each 
B in !f'd. Evidently f.1# is an extension of f.1 and each measure* on 
!f'd that extends f.1 is greater than or equal to f.1 #. It is straightforward 
to check that f.1# is countably additive, and so f.1# is the minimal 
measure* on !Ed that extends p. Classical Lebesgue measure is the 
canonical extension of Ai. 

Not every measure* on !Ed is the canonical extension of a measure, 
because each such canonical extension f.1# has the property: f.1#(B) = 
sup{P#(A): A E !Est, A c Band f.1#(A) < oo} for B in !Ed. Such mea­
sures* are sometimes called semi-finite. The measure* f.1# is finite 
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valued (and thus a measure) iff f1 is a bounded function on d; that is, f1 
is totally finite. In this case f1 # (X) is the total p mass. 

It is not difficult to describe the integral W.r.t. f1# in terms of the 
integral W.r.t. f1. If BE !t?sof and f1#(B) < 00, then there is an increasing 
sequence {An}n in d such that A = Un An C Band f1#(B) = limn f1(An). 
If BE ;;(" we may assume A = B, but in any case f1#(B\A) = 0, whence 
B\A is locally of p measure zero in the sense that f1(C n (B\A)) = 0 for 
all C in .vI. Thus XB\A = 0 locally p a.e. (that is, except on a subset of a 
set of locally f1 measure zero). Hence XB is f1# integrable iff B E !t? d 
and for some subset D of B, XD is f1 integrable and XD = XB locally f1 
almost everywhere. If B E .vI", then XB\D is itself f1 integrable, and 
consequently so is XB' This establishes the following proposition for 
characteristic function of members of !t? d, and it extends directly to 
linear combinations with non-negative coefficients of countably many 
such functions. 

PROPOSITION A real valued function f is integrable w.r.t. the canon­
ical extension J1# of a measure J1 on d iff it is !t? d measurable and 
agrees locally J1 a.e. with some J1 integrable function g, and in this case 

Sf dJ1# = S g dJ1. 
A J1# integrable function is J1 integrable iff it has a support in d". 

NOTE There is no difficulty in establishing this and several other prop­
ositions in this section for functions that are integrable* - that is, 
integrable in the extended sense. But we give here only the simplest 
forms of the results, since the propositions for integrable* functions are 
straightforward consequences of these. 

Suppose J1 is a measure* on a o-ring .vI of subsets of X, !!J is a o-ring 
of subsets of Y, and T: X --4 Y is a map such that T- 1 [B] E !t? d for 
each B in :JfJ. Then the T image measure* of p on fllJ, denoted T:JIJp or 
just Tp if confusion is unlikely, is defined by setting Tp (B) = sup {f1(A): 
A E d and A c T- 1 [B]} for each Bin :JfJ. If f1 is a measure, then Tf1(B) 
isjust f1#(T- 1 [B]). 

2 MAPPING LEMMA Suppose ,c;{ and :JfJ are o-rings of subsets of X 
and Y respectively, J1 is a measure on ,c;{, T: X --4 Y is a map such that 
T- 1 [B] E !t?vI for all B in :JfJ, and f is a real valued !!J eJ-simple function 
on Y. 

Then fE LdTJ1) iff fa TE Ldf1#), or iff fa T agrees locally J1 a.e. 
with a member of L dJ1), and in this case Sf dTJ1 is Sf a T dJ1#, which 
is equal to S I a T dJ1 iff faT has a support in d". 

PROOF If B E:JfJ and TJ1(B) < 00 then T- 1 [B] E !t? d and 
J1#(T-l[B]) < 00, so SXBdTJ1 = SXT-'[B]dJ1# = SXB a Tdf1#. If f is a 
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non-negative ~ (J-simple function on Y, then f = In bn XBn for some 
sequences {BnL in ~ and {bn}n in IR+, fo T = LnbnXBn 0 T, and 
J f dT/l = Ln bn T/l(Bn) = Ln bn/l#(T- 1 [Bn]) = J f 0 T d/l#. This fact, 
together with proposition 1, establishes the lemma. • 

Here is a simple example of the use of the mapping lemma. Suppose 
a E IR and T is translation by a, in the sense that T(x) = x + a for all 
x in IR. Borel- Lebesgue measure A is on f]6 = ~"(IR) and is invariant 
under translation, so T8IA = A. Consequently, by the mapping lemma 
J f dA = J f dT8IA = J f 0 T dA = J f(x + a) dAx for each A integrable 
function f. The same sort of equality holds for Lebesgue measure. 

Here is another consequence of the mapping lemma. We are con­
cerned with the image of a measure /l on .s1 under a real valued map g. 
If g-l [B] is locally .s1 measurable for each B in f]6 = f]6"(IR), and in 
particular if g is .s1 (J-simple, then g81 /l is a Borel measure*, the Borel 
image measure* under g. If f is a real valued Borel measurable function 
on IR then fog is fL'.s1 measurable, and if g has a support E in .s1q 

and f(O) = 0, then fog also vanishes outside E. Consequently the 
preceding lemma applies, and J f dg81 /l = J fog d/l if f ELl (g81 /l), or if 
fog ELl (/l). In particular, if f is the identity function t f-> t for t in IR, 
then J g d/l = J t dg81 /It for each g in L 1 (/l). 

3 COROLLARY Suppose /l is a measure on .s1, g is real valued and .s1 
(J-simple, and g8l/l is the Borel image measure*. Then a Borel measurable 
real valued function f on IR that vanishes at 0 is a member of L 1 (g81 /l) iff 
fog ELl (p), and in this case J f dg8l P = J fog dp. 

In particular, J g dp = J t dg8l pt for all gin L 1 (p). 

It is worth noting that if g is p integrable and r > 0 then 
rp#( {x: Ig(x)1 > r}) ;;:; Ilglll' Consequently, the image g8lP is finite 
at each member of ~"(IR) that is bounded away from 0, and if p 
is not totally finite, each Borel neighborhood of 0 has infinite g8lP 
measure. 

We will be concerned with mappings of Borel measures for intervals. 
The Borel b-ring 31;;(£) of a (possibly infinite) interval E is the b-ring 
generated by the family of compact subsets of E or, alternatively, by the 
closed intervals [c: d] contained in E. If E is a closed interval [a: b], 
then f]6J[a:b] is the family f]6"(IR)II[a:b] of all members of f]6"(IR) that 
are subsets of [a: b]. For each interval E, the Borel (J-field 31(£) is 
fL'f!lJ"(E), which is identical with ~(IR)IIE. A Borel measure* (measure) 
for £ is a measure* (measure, respectively) on ~"(E). 

If E is a (possibly infinite) open interval, E = (a: b) with -00 ;;:; a < 
b ;;:; 00, then there is a one-to-one monotonic continuous map with 
a continuous inverse on (a: b) onto IR -for example, if a and b are finite, 
then x f-> l/(b - x) - l/(x - a) for x in (a: b), is such a map. Conse-
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quently results about Borel measures for IR imply results about Borel 
measures for (a: b). Here is an example. 

If f is an increasing real valued function on (a: b), then the "length 
function" given by [c: d] I--> f+(d) - f-(c) for each closed subinterval 
[c: d] of (a: b), is a pre-measure (see chapter 2) and hence, by prop­
osition 4.3, it extends to a unique Borel measure VI for (a: b). The 
measure VI is the Borel measure for (a: b) induced by f If g is another 
increasing function on (a: b) then Vg = VI iff g is sandwiched between 
c + f- and c + f+ for some constant c. Every Borel measure p for 
(a: b) is induced by some f-for example (proposition 1.4), if c E (a: b), 
by XI--> p[c:x] - p{c} for X in [c:b) and XI--> -p[x:c] + p{x} for X in 
(a: c). Each increasing function inducing p is called a distribution func­
tion for p. Such a function normalized to be right continuous, is unique 
to an additive constant. 

Borel-Lebesgue measure A(a:b) for (a: b) is just the restriction of 
Borel-Lebesgue measure A to the t5-ring f!iJ°(a:b). We shall be con­
cerned with the Borel image F A(a, b) of A(a, b) under an increasing real 
valued function F on (a: b). Such a function F is f!iJ(a: b) - f!iJ(IR) mea­
surable and is continuous except at the points of a countable set. In 
particular, F differs from the right continuous function F+ only at the 
points of a countable set, consequently the symmetric difference of 
{x: F(x) E E} and {x: F+(x) E E} has A measure zero for all E, and 
hence F A(a, b) = F + A(a, b). In a similar fashion one sees that f A(a, b) is 
the same for all f sandwiched between F_ and F+. 

The quasi·inverse F- of an increasing function F on (a: b) to IR is 
defined as follows. Let rt = infxF(x) and [3 = sUPxF(x). For each mem­
ber t of the open interval (rt : [3) the set {x: F (x) ~ t} is not empty and 
is bounded below and we define F~(t) to be inf{x: F(x) ~ t} for t in 
(rt: [3). Evidently F~ is just F- 1 if F is continuous and one-to-one. We 
note that F- = (F+)-, and that F- is always left continuous (if {tn}n 
is an increasing sequence in (rt: [3) converging to a member t of (rt: [3) 
then {{x: F+(x) ~ tn}}n is a decreasing sequence of half infinite intervals 
whose intersection is {x: F+(x) ~ t}, whence limn F+ ~(tn) = F+ -(t». 

4 THEOREM Suppose F is an increasing real valued function on a 
(possibly infinite) interval (a: b), IX = infx F(x) and f3 = supx F(x). 

Then the Borel image FA(a,bP is the Borel measure induced by F~, 
and the Borel measure induced by F is the Borel image measure F- A(a,{J). 

PROOF We may assume without loss of generality that F is right con­
tinuous, and hence that F~ (t) is the smallest member of {x: F (x) ~ t} 
for each t in (rt: [3). Consequently F(x) < t iff x < F~(t), whence 
F(x) ~ t iff x ~ F-(t). 

If fJ. < u < v < [3, then A(a,b)(F-1 [u: v» = A({x: u ~ F(x) < v}) = 



SMOOTH DISTRIBUTION FUNCTIONS 95 

A(a:b)( {x: F-(u) ~ x < F-(v)}) = F-(v) - F-(u). Since F- is left con­
tinuous, F-(v) - F-(u) = v [u: v) where v is the measure induced by F. 
It follows that F A(a:b) agrees with v on gjO(IX: /3). 

If a < c < d < b, then F- A(a:P)(c: dJ = A(a:P)( {t: c < F-(t) ~ d}) = 

A(a:P)( {t: F(c) < t ~ F(d)}) = F(d) - F(c). Hence F- A(o:P) is the mea­
sure induced by F. • 

A particular consequence of the preceding result is that each Borel 
measure fJ- for an open interval is the Borel image of A(a:fJ) for some IX 

and /3, because fJ- is induced by an increasing function -any distri­
bution function F for fJ- will do. We obtain, after a preliminary lemma, 
a representation theorem for fJ- in the case that F is continuously 
differentiable. 

Suppose v is a measure on a 8-ring d of subsets of X and f is locally 
v integrable on X, in the sense that fXA ELl (v) for each A in d. In 
this case, the indefinite integral f.v of f W.r.t. v is defined by f.v(A) = 
S fXA dv for A in d. (We shall later extend the notion of indefinite 
integral to a more general situation.) 

5 LEMMA If w is non-negative and locally v integrable, then the in­
definite integral w.v is a measure on d, fE L 1 (w.v) iff fw E Ldv), and 
in this case Sf d(w.v) = S fw dv. 

PROOF If {An}n is a disjoint sequence in d and A = Ln An E d, then 
limN I:=l w.v(An) = S WXA dv = w.v(A) by B. Levi's theorem and it fol­
lows that w.v is a measure on d. If f is a non-negative member of 
L dw.v), then f = Ln bnXBn for some bn ~ 0 and Bn in d for each n, 
so fw = In bn WXBn' Hence S fw dv = Ln bn S wXBn dv = Ln bn w.v(Bn) = 

Sf d(w.v). • 

If a distribution function F of a Borel measure fJ- for a (possibly 
infinite) interval (a: b) is continuously differentiable, then fJ- [c: dJ = 

S~ F'(t) dt = SF' X(c:d]dA(a:b) = F'.A(a:b)[C: dJ for each closed subinter­
val [c: dJ of (a : b). Consequently, since F'.A(a:b) is a measure that agrees 
with fJ- on closed intervals, it agrees with J1 on tJlO(a: b). 

6 PROPOSITION If a distribution function F of a Borel measure J1 for 
(a: b) is continuously differentiable, then J1 = F'.A(a:b)' and hence Sf dJ1 = 

Sf F' d A(a: b) for all f in L 1 (fJ-). 

The following result is an easy consequence of proposition 6 and 
theorem 4, which give two different descriptions of the measure in­
duced by a continuously differentiable distribution function. However, 
a direct proof is easy as well. (An extension of the result is given in 
a supplement.) 
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7 PROPOSITION (IMAGES OF A(a,b) UNDER SMOOTH MAPS) If T is a 
continuously differentiable map of (a: b) onto (a: [3) and T' is never zero, 
then the Borel image T:JI A(a, b) is the indefinite integral I (T -1 )'i.A(a, P). 

PROOF If [y:b] c (a:[3), then T@A(d)[y:b] = A(d)(T-l[y:b]). If 
T'(x) > ° for each x, then A(d)(T-1[y:b]) is T-1(b) - T-l(y) = 
S[Y,b] (T- 1), dA(a,P) = (T- l ),.A(a,P)[Y: b], and if T'(x) < ° for each x, 
then A(d)T-1[y:b] is T-1(y)-T-1(b)=S[y,b]-(T-I),dA(a,Pl= 
I (T- l )'I.A(a, Jl) [y: b]. The proposition follows. • 

It is worth noticing that the usual convention for a definite integral 
disguises the necessary absolute value in the statement of the preceding 
result. Explicitly: suppose T is continuously differentiable on (a: b) 
onto (a:[3), T'(x) > ° for all x, [c:d] c (a:b), and g is a non-negative 
Borel measurable function on (a: [3). Then, according to the preced­
ing proposition and the mapping lemma 2, S(X(d)g) 0 TdA(a,b) = 
S (X(d)g)(T- I ), dA(a,P)· In the usual notation for definite integrals, this 
becomes H=:~~?g(T(x))dA(d)X = S~g(y)(T-1)'(y)dA(a,P)Y. This for­
mula is also correct if T' is always negative, provided we agree that 
H=:~~i is - sr:~~) if T- l (d) < T- 1 (c). 

A variant of the formula sr:~~l goT dA(d) = S~ g/T' dA(q) 
is obtained by setting g = fa Sand S = T- 1 • We then have 
W~lJ dA(d) = S~ f(S(y))S'(y) dA(a,PlY for each non-negative Borel 
measurable function f on (a: b) and each continuously differentiable 
map S of (0:: [3) onto (a: b) such that S' is everywhere positive. This is 
sometimes called the "change of variable" formula. If f is continuous 
and hence the derivative of some function F on (a: b), then the pro­
position becomes W~? F' d A(d) = S~ (F 0 S)' d A(a, Jll' and in this case 
the formula follows from the fundamental theorem of calculus. We 
observe: this change of variable formula does not require that S' be 
non-vanishing nor that S be one-to-one. 

It is important to characterize Borel measures J1 that are indefinite 
integrals w.r.t. A. Each such measure vanishes at each Borel set of 
A measure zero, but it would be a bold conjecture that each Borel 
measure J1 vanishing at A null Borel sets is an indefinite integral with 
respect to A. This is in fact the case~it is a special case of the Radon­
Nikodym theorem established in the next chapter. Here we content 
ourselves with showing how to recover the function w (at least A a.e.) 
from the measure w.A. 

For each locally A integrable function wand for h> 0, let Ah{W) (x) = 

(l/h) S~+h w dA = (l/h)w.A«x: x + h)) and let 7;(w)(x) = w(x + t). Thus 
Ah(W)(X) is the average w.r.t. A of w over (x: x + h). 

8 LEMMA If WE Ll(A) and h > 0, then IIAh(w) ~ will:;;: 
(l/h)S~=o IIT,(w) - will dAs:;;: sup{IIT,(w) - will: s E [O:h]}. 
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PROOF We see: IIAh(W) - will = I 1(1/h) I~~: «w(t) - w(x» dAti dAx 
~(1/h)SS(x'X+h)lw(t)-w(x)ldAtdAx which, because A is transla­
tion invariant, is (l/h) I I[O:h]1 w(x + t) - w(x)1 dAt dAx, which by the 
Fubini theorem is (1/h) I[o, h] I I T,(w) (x) - w(x) I d Ax d As. This estab­
lishes the first inequality and since II T,(w) - will;;::; 211wll l < 00, the 
second is clear. • 

The preceding lemma shows that if WE L 1 (A), then Ah(W) converges 
in the norm of L 1 (A) to w as h goes to 0, since s f---+ T,(w) is a continu­
ous function on IR to L 1 (A) according to 6.11 and To(w) = w. If J1 = 

w.A, then Ah(W)(X) is J1«x: x + h»/A«x: x + h», which is sometimes 
abbreviated as (AhP/AhA)(X), and its limit w, as h goes to 0, is 
denoted (dp/dA)(x) (it is called a Radon-Nikodym derivative of J1 W.r.t. 
A and is determined A a.e. only). If F is the distribution function of 
J1, then Ah(w) at x is the difference quotient (F(x + h) - F(x»/h. We 
record: 

9 THEOREM (LEBESGUE) If wELdA) and J1 = w.A, then AhJ1/AhA 
belongs to L 1 (A) and converges in norm to W as h goes to zero. 

If w is an arbitrary locally A integrable function, then the measure 
w.A still determines w, A a.e., because the preceding applies to wX[a: b] 

for each interval [a: b]. 
If F is a distribution function of w.A, the preceding version of 

Lebesgue's theorem yields that {l/h)(F(x + h) - F(x» converges in L 1-

norm to w as h goes to zero. The best version of Lebesgue's theorem 
asserts the pointwise convergence of (1/h)(F(x + h) - F(x» to w(x) 
for almost every x. However, the pointwise analysis takes additional 
machinery. A good account of these matters can be found in (E. Hewitt 
and K. Stromberg [1J, I. E. Segal and R. A. Kunze [1J, and R. L. 
Wheeden and A. Zygmund [1].) 

10 NOTES 
(i) A Borel measure which is an indefinite integral W.r.t. A vanishes 

at each singleton {x}, so the corresponding distribution function F is 
continuous, and moreover, F is the indefinite integral of its derivative 
(which will exist a.e. by Lebesgue's theorem). On the other hand there 
are continuous (and even continuous and strictly increasing) distribu­
tion functions F with F'(x) = ° for almost every x-the corresponding 
Borel measures are singular and are carried on sets in 86'(IR) which are 
A null (see chapter 9). 

(ii) Oxtoby and Ulam have characterized Borel measures J1 which are 
Borel images of A under a homeomorphism of IR onto itself-J1 is such 
a measure iff J1 {x} = ° for each x, J1(U) > ° for each open Borel set U 
and J1 is not totally finite. See Ann. Math. 42 (1941),874-920. 
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SUPPLEMENT: STIEL T JES INTEGRA TION 

We have seen (Corollary 3) that an arbitrary integral S g df.1 can be 
computed as an integral with respect to a Borel measure v = giJ6f.1 for 
IR. We will show that, at least for a continuous function J on a closed 
interval [a: b], S I df.1 can be computed conveniently by a Riemann type 
approximation in terms of a distribution function for f.1; that is, as 
a Riemann - Stieltjes integral. 

Suppose that F is an increasing function on the closed interval [a: b] 
and that - 00 < a < b < 00. Then the extension of F to IR that is con­
stant on (-oo:a] and on [b:oo) induces a measure on ~O(IR). This 
measure, restricted to the b-ring ~o [a: b] of those members of ~o (IR) 
that are subsets of [a:b], is a Borel measure for [a:b]-it is the 
measure induced by F. If Jl is the measure induced by F then p {a} = 

F+(a) - F(a), p{b} = F(b) - L(b) and f.1[c:d] = F+(d) - F_(c) for all 
c and d in (a: b). 

Each Borel measure for [a: b] is induced by an increasing function 
on [a: b] just as each Borel measure for IR is induced by a distribution 
function on IR. We see this as follows. A Borel measure p for [a: b] has 
a natural extension f.1" to a Borel measure for IR, given by f.1" (A) = 
p(A n [a: b]) for A in ~O(IR). Every distribution function for p" is 
constant on (-oo:a) and on (b:oo), and there are such distribution 
functions that are constant on (- 00 : a] and on [b: 00). The restriction 
of one of these to [a: b] induces f.1. 

Suppose that f.1 is the Borel measure for [a: b] induced by an in­
creasing real valued function F on [a: b]. We describe a method of 
computing S J df.1-at least for suitable functions I-directly in terms 
of the distribution function F. 

A subdivision (J = {(J;}7~1 of [a: b] is a finite sequence (J such that 
a = (Jl < (J2 < ... < (Jq+l = b. For a bounded real valued function J on 
[a: b] let mi and Mi be the infimum and supremum respectively of Jon 
the open interval ((Ji: (Ji+l). We adopt, for convenience, the convention 
that F-((Jl) = F(O"l) and F+(O"q+1) = F(O"Q+l), and we set L(O",f, F) = 

lJ:tl J((Jd(F+(O"d - F-((Jd) + L{=l mi(F-(O"i+1) - F+((JJ) and U(u,J, F) 
the same sum with mi replaced by Mi. If v is the step function that 
agrees with I at points of the subdivision and is mi on each interval 
(O"i: (Ji+l)' then v ~ I and L «(J, I, F) = .f v df.1, where f.1 is the measure 
induced by F. Similarly, there is a step function u, I ~ u such that 
U «(J, I, F) = S u dp. It follows that if I is p integrable, then L «(J, I, F) ~ 
S I df.1 ~ U «(J,j, F). 

The function I is Stieltjes integrable, or Riemann-Stieltjes integrable 
w.r.t. F over [a: b] iff the supremum, sup" L «(J, I, F), over all subdivi­
sions 0" of [a: b] is equal to inl" U «(J, J, F), and in this case the Stieltjes 
integral S~f(t) dF(t) is sup" L «(J, I, F) = inl" U((J, I, F). Evidently: if I is 
f.1 integrable and is also Stieltjes integrable w.r.t. F, then S I dp = 

S f(t) dF(t). 
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Finally, each continuous function f is Stieltjes integrable w.r.t. F. 
This follows at once from the uniform continuity of f and the obser­
vation that U(u,j, F) - L (u,j, F) = L{=l (M; - m;) (F-(u;+d - F+(u;). 
Thus: 

11 PROPOSITION If a bounded function f on [a: b] is Stieltjes inte­
grable w.r.t. an increasing function F and is also integrable w.r.t. the 
measure Il induced by F -and in particular if f is continuous-then 
f~ f(t) dF(t) = f f dll· 

If F (t) = t for each t in [a: b], then the Stieltjes integral f~ f(t) dF(t) 
is just the Riemann integral f~ f(t) dt. We notice that, with our con­
vention, f~ g dP = f~ g(t) dPt would denote the integral of g w.r.t. a 
measure P, whereas f~ g(t) dP(t) denotes the Stieltjes integral w.r.t. a 
function P on [a: b]. 

NOTE A bounded function f on [a: b] may be Stieltjes integrable w.r.t. 
an increasing function F without being continuous on [a: b]-for in­
stance f = X{a}. It turns out (see H. J. TerHorst, Amer. Math. Monthly 
91 (1984), 551-559) that f is Stieltjes integrable w.r.t. F iff f is con­
tinuous Il a.e. on the set Z/l = {x E [a: b] : Il {x} = o}. In particular,f is 
Riemann integrable iff the set of points of discontinuity has Lebesgue 
measure zero. • 

It is not surprising that some standard theorems involving Borel 
measures were originally results about Stieltjes integration. The Riesz 
representation theorem 6.5 is a classical instance. Here is (approxi­
mately) the original form of the result. 

12 COROLLARY Suppose I is a positive linear functional on the space 
C of real valued continuous functions on [0: 1], and F(t) = inf{ I(h): h E C 
and h ~ x[o"d for 0 < t ~ 1 and F(O) = O. 

Then I(f) = g f(t) dF(t) for all f in C. 

PROOF The functional f t-d (f 1[0: 1]), for f in the class Cc (lR) of 
continuous functions on IR with compact support, is a positive linear 
functional on Cc(IR). Hence, by 6.5, there is a Borel measure v for IR 
such that I(fl [0: 1]) = f f dv for f in Cc(IR). The measure v vanishes on 
Borel sets outside [0: 1] because: if [a:b] is disjoint from [0: 1], then 
there is f in Cc(lR) which is 1 on [a:b], zero on [0: 1] and 0 ~ f ~ 1, 
whence v [a: b] ~ f f dv = l(fl [0: 1]) = O. It is straightforward to ver­
ify that F induces vllPlD [0: 1], and the corollary follows. • 

A Stieltjes integral f~ f(t) dG(t) reduces to a Riemann integral if G is 
an increasing function that is sufficiently smooth. In particular this is 
the case if G has a Riemann integrable derivative. 
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13 PROPOSITION Suppose g is a non-negative Riemann integrable 
function on [a: b] and G(x) = J~ get) dt + c for x in [a: b]. Then each 
Riemann integrable function f is Stieltjes integrable over [a: b] w.r.t. G 
and gf(t)dG(t) = gf(t)g(t)dt. 

PROOF Suppose a = {ad 1:: is a subdivision of [a: b], Mi and mi are 
respectively the supremum and infimum of f on (a;: a;+I) for each i and 
M is the supremum of g on [a: b]. Since G is continuous the upper 
Riemann-Stieitjes sum U(a,j, G) reduces to LI=1 M;(G(a;+d -
G(a;) whence U(a,j, G) - J~f(t)g(t)dt = Lr=1 J~:+l (M; - f(t»g(t)dt. 
L (a,j, G) - J~ f(t)g(t) dt = LI=d~:+l (m;- f(t) )g(t) dt. Thus U (a,j, G)­
L (a, f, G) is majorized by M II=1 J~:+l (M; - m;) dt = M LI=1 (M; -
m;) (a;+l - ad, which is small if maxi ai is small, because f is Riemann 
integrable. The proposition follows. • 

SUPPLEMENT: THE IMAGE OF Ap UNDER 
A SMOOTH MAP 

Proposition 7 on the image of A(a,b) under a smooth map T generalizes 
to higher dimensions. We consider first a linear map T: W --+ W. The 
determinant of T is denoted det T. 

14 THEOREM If a linear map T: [W --+ [RP is non-singular and f E Cc([RP) 
then J f dAp = J I det TI f 0 T dAp. 

PROOF According to proposition 4.14 the integral of a member f of 
Cc(W) W.r.t. Ap can be obtained by iterated integration W.r.t. A. It 
follows that if R is a simple reflection in the plane Xi = Xj' i # j, so 
R(x); = Xj' R(x)j = X; and R(xh = Xk for k different from i andj, then 
J f dAp = J foR d Ap. Evidently I det R I = 1. More generally, if R is a 
composition of such simple reflections (for varying i and j), then 
f dAp = J Idet Rlf o R dAp and Idet RI = 1. 

A linear map S: [RP --+ W is a simple shear if for some i, j with i # j 
and some scalar t, Sex); = Xi + tXj and S(xh = Xk for k # i and for all 
x. Proposition 4.14 shows that for all simple shears, and hence for each 
composition S of simple shears, J f dAp = J f 0 S dAp for all f in Cc(W). 
Evidently I det S I = 1 for each such composition. 

Proposition 4.14 also shows that if D is a non-singular diagonal map 
of [RP to [RP (that is, if for some nonzero )'1' A2 ... Ap and for all x, 
D(X)i = AiX;), then J f dAp = J 1)'1, A2 ... )'plf 0 D dAp = J I det D If 0 D dAp. 

Finally: A square matrix can be reduced to a diagonal matrix by 
elementary row operations, and it follows that if T is an arbitrary 
linear map, then S 0 To R is a diagonal map D for some composi­
tion S of simple shears and some composition R of simple reflections. 
But the inverse of a simple shear is a simple shear and each reflec-
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tion is its own inverse and so T is of the form SoD 0 R. Hence 
IdetTI = IdetSdetDdetRI = IdetDI and so SldetTI fo TdA p = 
S I det SoD 0 R I f 0 SoD 0 R dAp = S I det D I f 0 SoD dAp = 
S f 0 S d Ap = S f d Ap . • 

A function T on an open subset of [RP to [RP is differentiable at a point 
x of its domain and T' (x) is its derivative, iff T' (x) is a linear map 
of rRP to [RP such that (T(x + h) - T(x) - T'(x)(h))/lIhll converges to 
zero as Ilhll converges to zero. The matrix of T'(x) with respect to the 
usual basis for rRP, which has i - j entry a (T(x));/oxj , is called the 
Jacobi matrix at x and the absolute value of its determinant, which is 
the same as I det T' (x) I, is the Jacobian of T at x. 

A map T: [RP ....... rRP is called affine iff it differs from a linear transfor­
mation by a constant; that is, T(x) = L (x) + c for some linear map L, 
some c and all x in [RP. In this case T' (x), for every x, is the linear map 
L, and in fact affine maps are just those that have constant derivatives. 

If L: rRP ....... [RP is linear and C(x) = x + c is translation by c, then 
Co L(x) = L(x) + c = T(x) and since integration W.r.t. Ap is invari­
ant under translation, the preceding theorem implies that Sf dAp = 
S I det Til f 0 T d Ap for all f in Cc(rRP), provided I det Til -=I- O. We agree 
that an affine map T is non-singular if I det T'I -=I- O. 

15 COROLLARY If T: [RP ....... [RP is a non-singular affine map, then 
SfdAp=SldetT'lfo TdAp for all f in Cc(rRP), and Ap(T[A]) = 
I det Til Ap(A) for all A in .91°(rRP). 

PROOF We prove the second assertion. If B is a compact subset of 
[RP, then there is a decreasing sequence {fn}n in Cc([RP) that converges 
pointwise to XB' Consequently Ap(B) = limnSfndAp = limnldetT'1 x 
Sfno TdA p = IdetT'ISXB o TdAp = IdetT'IAp(T-l[B]), and if B= 
T[A], then Ap(T[A]) = Idet Til Ap(A). Each open member of .91b (rRP) 
is the union of an increasing sequence of compact sets A, and it follows 
that Ap(T [U] = I det A'l Ap(U). The same equality holds for an arbi­
trary member B of .!J6'0([RP) because of regularity. • 

Each differentiable function T on [RP to rRP is, intuitively, "locally 
almost affine," and this suggests that the preceding result, together with 
a subdivision argument, could show that Ap(T[A])=SAldetT'ldAp 
for suitable T and A. We establish a theorem of this sort after a couple 
of lemmas. 

The half open cube Q,(a) in rRP with center a = (a l , a2 ... ap) and half 
width r > 0 is the cartesian product Xf=l [a i - r: ai + r). Norm rRP by 
setting Ilxll oo = SUP{IXil: i = 1,2 ... p}. Then the open ball about a of 
radius r is contained in Q,(a), Q,(a) is contained in the closed ball, and 
its diameter is 2r. As Q,(a) can be subdivided by bisection into 2P 
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disjoint half-open cubes of half width r/2, it follows that each half open 
cube can be subdivided into disjoint half open cubes of small diameter. 
Further: 

16 LEMMA Each open subset Wof [RP is the union of a disjoint count­
able family of half open cubes Q of small diameter whose closures are 
subsets of w. 

PROOF Let sf be a disjoint countable family of half open cubes that 
covers w. For e > 0 let flJ be the family of all half open cubes Q that are 
obtained from members of sf by successive bisections and for which 
Q- c Wand dia(Q) < e, and let CtJ be the subfamily of flJ consisting 
of those members of flJ that are proper subsets of no member of fJ6. 
Evidently CtJ is a disjoint family, and for each x in W the class 
{Q: x E Q E fJ6} is non-empty and linearly ordered by c and its largest 
member belongs to CtJ, so CtJ covers W. • 

The space of all linear maps of W to W is normed by setting IIA II, 
the operator norm of A, to be sup { II A (x) II co: x E [RP and II x II Xl ~ 1} for 
each map A, and so IIA(y)ll:xJ ~ IIAllllYlloo for all y in W. In particular, 
we note that if J is the identity map of W, then A(h) = h + (A - J)(h) = 

h + (a vector of length at most II A - J IIII h II ex:,). 
A map T on an open subset U of [RP to [RP is continuously differen­

tiable iff x f-* T' (x) is a continuous map on U to the space of all linear 
maps of [RP to [RP with the operator norm. If T is continuously differ­
entiable and one to one on U, and the Jacobian of T does not vanish, 
then by the inverse function theorem, V = T[U] is open, T- 1 is con­
tinuously differentiable on V and (T- 1 ),(Tx) = (T'(X))-l for x in U. 

For each open subset U of [RP let PJj"(U) be the 6-ring generated by 
the family of compact subsets of U, or what is the same thing, the class 
of members B of flJO(W) such that the closure B- of B is a subset of U. 
Let Au be Ap restricted to the family fJ6 0 (U). 

17 LEMMA Suppose T: U -4 [RP is one to one, continuously differenti­
able, and has a non-vanishing Jacobian on an open subset U of [RP, that 
V= T[U] and that BEgoO(U). Then inf{ldetT'(c)l:cEB}Au(B)~ 
Av(T[B]) ~ sup{ldet T'(c): c E B}Au{B). 

PROOF Suppose first that W is a bounded open set with W- c U and 
a and a + h are members of [RP such that the line segment {a + th: 
o ~ t ~ 1} is contained in W. Then, because (d/dt)(T(a + th) = 

T' (a + th)(h), T(a + h) - T(a) = Srl=O T' (a + th)(h) dt, where the Rie­
mann integral of an integrable [RP valued function F on [0: 1] is 
given by (Sr1=o F(t) dt)i = Sf=o F(t)i dt for i = 1, 2, ... p. Evidently 
IIf/=oF(t)dtll:<J ~ maxisuPtIF(t)J 
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If c E U, T' (C)-l (T(a + h) - T(a» = Srl=O T' (Cfl 0 T' (a + th)(h) dt 
= h + Jl=o (T' (C)-loT' (a + th) - I) (h) dt. If c, a and a + h all belong 
to a half-open cube Q and Q- c W, then T' (C)-l (T(a + h) - T(a» = 

h + (a vector of length at most sup{IIT'(c)-l 0 T'(b) - III: b E Q and 
CEQ} Ilhll cx,). But T' is continuous and invertible at each point of the 
compact set Q-, and a uniform continuity argument yields for e > 0 a 
d> 0 such that sup{IIT'(c)-lo T'(b) - III: b E Q and CEQ} < e 
if dia Q < d. According to the preceding lemma, W is the union 
of a disjoint countable family rc of cubes of diameter less than 
d. If Q is one of these with center a and width w, then 0 < w ~ 
d and T'(c)-l(T(a + h) - T(a» = h + (a vector of length at most 
e IlhlloJ, whence T'(C)-l [T[Q] - T(a)] c {x: Ilxll p < w(1 + e)}, so 
Ap(T'(C)-l [T[Q]]) ~ (1 + eY Au(Q). COi~llary 15 then implies that 
I det T'(c)-ll Ay(T([Q]) ~ (1 + eY Au(Q) for each C in Q. Consequently 
Ay(T[Q]) ~ sup{ldet T'(c)l: c E W}(1 + eYAu(Q), and summing for 
Q in rc establishes the same inequality for W, and for all e > O. Hence 
Ay(T[W]) ~ sup{ldet T'(c)l: C E W}Au(W) for all open sets W with 
W- cU. 

Suppose that BE ,%'J(U), e > 0 and W is a bounded open set such 
that B c W, W- c U and Au(W) < Au(B) + e. Let b = sup{ldet T'(c)l: 
C E B} and W. = {x E W: Idet T'(x)1 < b + e}. Then Be We C W 
and by the preceding result, Ay(T[B]) ~ Ay(T[We]) ~ 

(b + e)Au(We) ~ (b + e)(Au(B) + e). Consequently Ay(T[B]) ~ 
bAu(B) = sup{ldet T'(c)l: c E B}Au(B) for all B in ,%'J(U). 

The result just established applies also to the member T[B] of ,%'J(V) 
and the map T- 1: V->U, so Au(T-l[T[B]])~sup{ldet(T-l),(c)l: 
c E T[B]}Ay(T[B]), det(T-l)'(c) = (det T'(T-1(c)))-1 for c in T[B], 
and therefore Au(B) ~ (l/inf{ldet T'(b)l: b E B})Ay(T[B]). Thus 
Au(B) infB Idet T'I ~ Ay(T[B]) ~ Au(B) SUPB Idet T'I· • 

18 THEOREM If T is a continuously differentiable one to one map with 
non-vanishing Jacobian on an open subset U of [RP and V = T[U] c [RP, 

then Ay(T[B]) = h Idet T'(x)1 dAux for each member B of ,%'J(U). 

PROOF Suppose BE ,%'J(U) and Bki = {x E B: (i - 1)/k ~ Idet T'(x)1 < 
ilk} for positive integers k and i. Then Bki E ,%'J(U) for each k and 
i and in view of the preceding lemma, Av(T [Bk;]) lies between 
((i - 1/k)Au(B) and (i/k)Au(B). It is evident that fBk< Idet T'(x)1 dAux 
also lies between the same two bounds for each k and i. Since B = 

UiBki for each k it follows that IAy(T[B]) - SBldet T'(x)ldAuxl ~ 
Li(l/k)Au(Bk;) = (l/k)Au(B) and consequently Ay(T[B]) = 

h Idet T'(x)1 dAu x . • 

There are immediate consequences of the foregoing. The Borel image 
T?iJA u is given by T81Au(B) = Au(T-1 [BJ) for each B in ,%'J(V), 
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and by the preceding theorem, Au(T-1[BJ) = SBldet(T-1)'ldA y . 
Consequently the Borel image T[JIAu is the indefinite integral 
Idet(T-1)'l.A y . 

The "change of variable formula" is also a consequence. If C E ,qJO(V) 
then S XcdAy = Ay(T[T-l [CJJ) = h-l[C]ldet T'I dAu = S (Xc 0 T) x 
I det T'l dA u , and it follows that Sf dAy = S (f 0 T) Idet T'I dAu for all 
f in L 1 (Ay). Thus: 

19 COROLLARY If T is a continuously differentiable one to one map 
with non-vanishing Jacobian on an open subset Vof IRP and V = T[VJ, 
then 

(i) the Borel image T[JIAu is the indefinite integral I det(T- 1 ), I.Ay and 
(ii) Sf dAy = S (fo T) Idet T'l dAu for all fin Ll (Ay). 

NOTES 

(i) A form of the preceding results holds for maps T: V --> V that are 
regular, in the sense that T- 1 [KJ is compact for each compact subset 
K of V, but are not necessarily one to one. If T is regular and I det T'l 
is non-vanishing, then T is locally one to one by the implicit functions 
theorem, and it can be shown that each f in Cc(V) is the sum of finitely 
many members fl' ... fn such that /; 0 T has a compact support Ki and 
T is one to one on an open set Vi containing K i. Corollary 19 can 
then be used to conclude that S /; dAy = S I det T'l/; 0 T d Au for each i, 
and hence the same equality for f. 

Part (i) of the corollary takes a slightly different form in this case: 
if for y in V, cp(y) = L {l/ldet T'(x)l: x such that T(x) = y}, then 
T[JIAu = cp.Ay. 

(ii) If Idet T'I vanishes at points of V, then T,qeAU may fail to be an 
indefinite integral. For example: if T is a constant c on a compact set 
A and Au(A) =I 0, then T[JIAu( {c}) ~ Au(A) =I 0, and T[JIAu cannot be 
an indefinite integral w.r.t. Ay. 

(iii) The hypothesis "T is continuously differentiable" can be weak­
ened substantially. See for example W. Rudin [lJ or K. T. Smith [1]. 

SUPPLEMENT: MAPS OF BOREL MEASURES*; 
CONVOL UTION 

Suppose X is a locally compact Hausdorff space, f1: ,qJO(X) --> IR+ is 
a Borel measure for X and f1# is the canonical extension of f1 to 
2',qJO(X). That is, f1#(B) = sup {f1(A): A E ,qJO(X) and A c B} for each 
member B of 2',qJO(X). Then f1# is a measure* (a measure in the ex­
tended sense), and if 11 is a regular measure then 11# is inner regular 
in the sense that 11#(B) = sup {11#(A): A a compact subset of B} for 
each B in 2',qJO(X). On the other hand, an inner regular measure* v 
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on J.f!:?6'b(X) that is finite on compact sets is evidently the canonical 
extension of the regular Borel measure v I !:?6'b(X). 

Suppose that X and Yare locally compact Hausdorff spaces and 
that T is a continuous map of X into Y. If B is a compact subset of Y, 
then T~l [B] is closed and therefore locally !:?6'b(X) measurable, and 
consequently every compact set belongs to the (J-field {A: T~l [A] is in 
J.f.gob(X)}. Hence T~l [B] E J.f!:?6'b(X) for each B in !:?6'b(Y). 

The Borel image T.q(JIl, or just TIL, of an inner regular measure* J.1 
on !:?6'b(X) under a continuous map T: X -> Y is defined by TJ.1(B) = 

sup {J.1(A): A E !:?6'b(X) and A c T~l [B]} for each member B of .gob(Y). 
If J.1 is inner regular, then for B in !:?6'b(Y) there is a compact subset D 
of T~l [B] such that J.1(D) is near TJ.1(B), so T[D] is a compact subset 
of Band TJ.1(T[D]) ~ J.1(D), and hence TJ.1 is inner regular. Thus the 
Borel image of an inner regular measure* is inner regular. 

If J.1 is a regular Borel measure for X and T: X -> Y is continuous, 
then the Borel image measure* TJ.1 is given by TJ.1(B) = J.1#(T~l [B]) 
for each B in !:?6'b( Y). In this case lemma 2 applies directly and yields 
the following. 

20 PROPOSITION Suppose X and Yare locally compact Hausdorff 
spaces, T: X -> Y is continuous, J.1 is a regular Borel measure for X and 
TJ.1 is its Borel image measure*. 

Then a !:?6'b(Y) (J-simple function f belongs to LdTJ.1) iff fa T is in 
LdJ.1#), or iff fa T agrees locally J.1 a.e. with a member of LdJ.1), and 
in this case Sf dTJ.1 is Sf a T dJ.1#, which is equal to Sf a T dJ.1 iff faT 
has a (J-compact support. 

There is no serious difficulty in extending the preceding proposition 
to the integral* (integral in the extended sense) w.r.t. TJ.1, but one 
has to be a little careful about infinities even if X is (J-compact. Let 
L + (Y) be the class of countable linear combinations with non-negative 
coefficients of characteristic functions of members of !:?6'b (Y). These 
functions can also be described as the non-negative locally !:?6'b( Y) 
measurable IR* valued functions with (J-compact support, and each of 
them is integrable* w.r.t. every Borel measure for Y. But this is not 
necessarily the case for a measure* TJ.1. (E.g., let X = 71. x 71., Y = 71., 
T(p, q) = p + q for (p, q) in X, and let J.1 be counting measure. Then 
TJ.1(A) = 00 for every non-empty subset A of Y, and only the zero 
function is TJ.1 integrable*.) 

21 PROPOSITION Suppose J.1 is a regular Borel measure for X, 
T: X -> Y is continuous and X is (J-compact. 

rf f E L +(Y), then faT is J.1 integrable*, and if S faT dJ.1 < 00, then f 
is also TJ.1 integrable*. If f is TJ.1 integrable*, then faT is J.1 integrable* 
and S fdTJ.1 = S fa TdJ.1. 
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PROOF The function f 0 T is non-negative, locally goO(X) measurable 
and has a O"-compact support, so f 0 T = In anXAn with an ~ ° and 
An E goO(X) for each n. Hence f 0 Tis fl integrable*. 

If Sf 0 T dfl < 00 and B is a member of gooeY) such that m = 
infYEBf(y) > 0, then 00 > S fo Tdfl ~ S(mXB) 0 Tdfl = mTfl(B). But f 
is a countable linear combination with non-negative coefficients of 
characteristic functions of such sets B of finite Tfl measure, so f is Tfl 
integrable* . 

If f is Tfl integrable*, then f = In bnXBn with bn ~ 0, Bn E gooeY) and 
Tfl(Bn) < 00 for all n. Then bnXBn is Tfl integrable and S bnXBn dTfl = 
S bnXBn 0 T dfl by the preceding proposition. Summing on n then shows 
that Sf dTfl = Sf 0 T dfl· • 

Let us suppose that G is a locally compact Hausdorff topological 
group, and that r: G x G --> G is the group map given by r(x, y) = xy 
for all x and y in G. The convolution f1 * v of regular Borel measures fl 
and v for G is defined to be the Borel image measure* rfl ®86 v. Thus 
for A in goO(G), fl* v(A) = (flQ9.'il v)#({x,y):XYEA}) =SUP{flQ9J1v(B): 
BE goO(G x G) and reB] c A}. We can compute fl * v(A) as an 
iterated integral S S XA (xy) dflX dvy. In case G is O"-compact, for 
is fl ®86 v integrable* for f in L + (G) according to the preceding 
proposition. The Tonelli theorem 7.14 then applies and it exhibits 
Sf 0 r dfl Q9.JA v as an iterated integral. 

Explicitly: for each x and y, x r--+ f(x, y) is fl integrable*, y r--+ f(x, y) 
is v integrable*, y r--+ S f(x, y) dflX is v integrable*, x r--+ S f(x, y) dvy is fl 
integrable*, and the integral in the extended sense of f w.r.t. fl ®~ v 
is identical with the two iterated integrals. This fact, together with the 
preceding proposition, establishes the following. 

22 PROPOSITION If fl and v are regular Borel measures for a 0"­

compact G and f E L +(G), then Sf 0 r dfl ®86 v = S S f(xy) dflX dvy = 
S S f(xy) dvy dflX. 

1f f is fl * v integrable*, then Sf dfl * v = Sf 0 r dfl Q986 V. If 
Sf 0 r dfl ®2i v < 00, then f is fl * v integrable*. 

Here is an example of the use of these results. Suppose fl, v and 11 are 
regular Borel measures for the O"-compact group G, 11 is left invariant, 
f E L +(G) and h is a member of L +(G) such that v = h.11 (that is, 
v(A) = SA h dl1 for each A in goO (G)-whence S g dv = S gh dl1 for all 
gin L+(G». Then Sfo rdfl®JI v = SSf(xy)h(y) dl1Y dflX, and since 11 
is left invariant, this is S S f(y)h(x- 1 y) dl1Y dflX. Consequently the func­
tion y r--+ S h(x- 1 y) dflX, which we denote f1 * h, belongs to L +(G) 
and S (fl * h)f dl1 = Sf 0 r dfl Q9J1 v. If f is fl * v integrable*, and in 
particular if Sf 0 r dfl Q9.'iI v < 00, then S (fl * h)f dl1 = Sf dfl * v = 

f f dfl * (h·I1)· 
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If, further, 11 = g.y/ for some 9 in L +(G), then If 0 r dl1 Q9gB v = 

I I f(y)g(x)h(x~l y) dy/x dy/y and so the function y H I g(x)h(x~l y) dy/x, 
denoted g *~ h, is in L +(G) and I (g *q h)f dY/ = If 0 r dl1 Q9gB v. If f 
is 11 * v integrable*, and in particular if If 0 r dl1 Q9gB v < 00, then 
If dl1 * v = If d(g.y/) * (h.y/) = I(g *q h)f dY/.1f 11 * v(A) < 00 for all A 
in ggb(G), then 11 * (h.y/) = (11 * h).y/ and (g.y/) * (h.y/) = (g *q h).Y/. 

We record these facts, prefacing the statement with a simple result 
about indefinite integrals w.r.t. a regular Borel measure 11 for a locally 
compact Hausdorff space X. 

Let 111111 v = 11#(X) = sup {11(A): A E ~b(X)}. The measure 11 is totally 
finite iff 111111 v < 00. 

23 PROPOSITION Suppose 11 is a regular Borel measure for a locally 
compact H ausdorjJ space X and f E L + (X). Then f.11 is a regular Borel 
measure if f is locally 11 integrable, and if f is 11 integrable, then f.11 is 
totally finite and 11f.l1llv = Ilflll. 

PROOF We show only that the indefinite integral of a locally 11 inte­
grable function f is regular. For e > 0 and A in ~b(X) choose n so 
IA (f - f /\ n) dl1 < e and choose a compact subset B of A so that 
I1(A\B) < e/n. Then IAf dl1 - IBfdl1 = IA\B(f - f /\ n)dl1 + 
IA\Bf /\ ndl1 ~ IA(f - f /\ n)dl1 + IA\B ndl1 < e + n(e/n), so f.11 is 
regular. • 

Here is a summary of some immediate consequences of the foregoing 
results and the definition of *. We leave details of the proof to the 
readers. 

24 THEOREM (SUMMARY) Suppose G is a a-compact group; f, 9 and h 
belong to L + (G); 11, v and Y/ are regular Borel measures for G; Y/ is left 
invariant; and 9 and h are locally Y/ integrable*. 

(i) If 1111 * v II v is finite, then it is a regular Borel measure, and in any 
case, 1111 * vllv = 1ll1llvllvllv· 

(ii) If f is 11 * (h.y/) integrable*, so if I I f(xy)h(y) dl1X dy/y < 00, then 
I f(11 * h)dy/ = If dl1 * h.ry. 

(iii) If f is (g.y/) * (h.y/) integrable*, so if I I f(xy) g(x)h(y) dryx dy/y 
is finite, then If d(g.ry) * (h.y/) = I f(g *~ h)dy/. 

(iv)If h belongs to L 1 (y/) and 1II1IIv<oo, then l1*hELdY/), 
1111 * hili = 111111 v Ilh III, and 11 * (h.y/) = (11 * h).Y/. If 9 also belongs 
to Ldry), then (g *~ h) E Ldry) and (g *~ h).ry = (g.y/) * (h.ry). 



Chapter 9 

SIGNED MEASURES AND INDEFINITE 
INTEGRALS 

A real (finite) valued function f on X is locally f.1 integrable iff f.1 is a 
measure on a J-ring .91 of subsets of X and fXA ELl (f.1) for all A in d. 
In this case f. f.1, the indefinite integral of f with respect to f.1, is the 
function A f-+ SA f df.1 for A in d. This function is always countably 
additive and hence f. f.1 is a measure if f is non-negative. Consequently 
f. f.1 is the difference of two measures, f +. f.1 and f -. f.1. These two mea­
sures have little to do with each other: one of them "lives on" the set 
{x:f(x) ~ O} and the other lives on {x:f(x) < O}. 

There are several natural questions. Which countably additive real 
valued functions on .91 are differences of measures? If a function is the 
difference of measures, may these measures be chosen so that they 
live on disjoint sets? Which countably additive real valued functions 
are indefinite integrals? This section is devoted to an investigation of 
these and related questions. 

A signed measure is a real (finite) valued, countably additive func­
tion on a c)-ring. Suppose f.1 is a signed measure on a c)-ring .91 of 
subsets of X. A subset B of X is p positive iff B is locally sl measurable 
(i.e., A n BEd for all A in .91) and f.1(A) ~ 0 for all A in .91 that 
are subsets of B. There are alternative descriptions: for each A in .91, 
An BEd and f.1(A n B) ~ 0; or B is locally .91 measurable and A f-+ 

f.1(A n B) is a measure. Evidently each member A of .91 that is a subset 
of a f.1 positive set is f.1 positive, and the union of countably many f.1 
positive sets is f.1 positive. 

A set B is p negative iff it is locally .91 measurable and f.1(A) ~ 0 for 
each member A ofd that is a subset of B, or iff B is - f.1 positive. 
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1 LEMMA If J1 is a signed measure on d, A E d and J1(A) > 0 then A 
contains a J1 positive set B with J1(B) ~ J1(A). 

PROOF We assert that for each e > 0 there is a member Co of d such 
that Co c A, J1(Co) ~ 0 and each member D of d with DcA \ Co has 
J1 measure greater than - e. If this were not the case, then one could 
select recursively a disjoint sequence {Dn}n in d with Dn c A and 
J1(Dn) ~ -e for all n. But every c5-ring is closed under dominated count­
able union and Un Dn C A, So Un Dn E d and J1(Un Dn) = Ln J1(D.) = 

- 00, and this is a contradiction. 
Select recursively, Cn +1 in d so that Cn +1 C A \ U~=o Ck , J1(C.+1) ~ 0 

and each member D of d with DcA \ U~~t Ck has J1 measure> 
- r n - 1 . The argument of the preceding paragraph shows that this 
selection is always possible. Then B = A \ Un Cn is J1 positive, and 
J1(B) = J1(A) - Ln J1(Cn) ~ J1(A). • 

We recall that if d is a family of sets, then d" is the family of all 
unions of countably many members of d. The upper variation /1+ of 
a signed measure J1 on d is defined, for A in d, by J1+(A) = sup {J1(B): 
Be A and BEd} and the lower variation /1- is given by J1-(A) = 
-inf{J1(B): Be A and BEd} = (-J1t. If a member A of ,rd' is J1 
positive, then J1+(A) = J1(A) and if A is J1 negative then J1- (A) = - J1(A). 
If a set A is the union of a J1 positive set A + and a J1 negative set A-and 
A + n A - = 0, then {A +, A -} is a Hahn decomposition of A relative to 
J1. A representation of J1 as the difference v - p of measures v and p is a 
Jordan representation. 

2 THEOREM (JORDAN, HAHN) If J1 is a signed measure on d, then the 
upper and lower variations of J1 are measures and J1 is their difference. 
Moreover, each member A of d" is the union of a J1 positive set A + and 
a J1 negative set A - that is disjoint from it. 

PROOF For A in d, choose a sequence {Bn}n of members of d that 
are subsets of A such that J1+(A) = SUPn J1(Bn), and for each n choose, 
using lemma 1, a J1 positive subset Cn of Bn with J1(Cn) ~ J1(Bn). Let 
A+ = Un Cn· Then A+ E d and since Cn c A+ C A for each n, J1+(A) ~ 
J1+(A+) ~ J1+(A), so J1+(A) = J1+(A+). But A+ is the union Un Cn of J1 
positive sets and is therefore J1 positive, so J1+(A+) = J1(A+). Thus 
J1(A +) = J1+(A). 

Let A - = A \ A +. Clearly A-is J1 negative and J1(A -) = J1(A) -
J1+(A) = i1!f{J1(B): Be A and BEd} = -J1-(A). 

If {An}n is a disjoint sequence in d, then Un An + and Un An - furnish 
a Hahn decomposition for Un An, and the last assertion of the theorem 
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follows. If Un An E d, then In 1l+(An) = In Il(An +) = Il(Un An +) = 
1l+(Un An) so 11+ is a measure, and so is 11- = (-Ilt· Hence 11 = 
11+ - 11- is a Jordan representation of 11. • 

It is worth noticing that if 11 is a signed measure on d and the 
underlying space X belongs to d(1 (as is the case for Borel measures 
for ~n), then X has a Hahn decomposition into a 11 positive and a 11 
negative set. 

The class M(d) of all signed measures on a b-ring d is a vector 
space, and it is partially ordered by agreeing that, for 11 and A in M (d), 
A ~ 11 iff ),(A) ~ Il(A) for all A in d. Suppose that A ~ 11, A E d and 
that {A +, A -} is a Hahn decomposition of A for 11. If A ~ 11 and A ~ 0, 
then A(A) = A+(A) = A(A+) ~ Il(A+) = 1l+(A). Thus A ~ 11+, and we 
have shown that 11+ is the smallest signed measure that is greater than 
or equal both 0 and 11. Thus, 11+ is the supremum of {O, Il} relative to the 
ordering of M (d). Consequently M (d), with this ordering, is a vector 
lattice, and that 11 v v = v + (11 - v) v 0 = v + (11 - vt. In particular, 
the definition of 11+ is consistent with the usual lattice convention: 
11+ = 11 v O. 

3 CAUTION Suppose 11 and v are measures on d. It is not always 
the case that 11 v v(A) = max {1l(A), v(A)} = Il(A) v v(A). For example: 
if X = {O, I}, d = {0, {O}, {1}, {O, I} }, 11 is unit mass at 0 and v is unit 
mass at 1, then 1l{0} v v{O} = Il{l} v v{l} = 1l{0, I} v v{O, l} = 1, 
but the smallest measure greater than or equal to each of 11 and v is 
11 + v, which is 2 at {O, 1}. What is true is that 11 v v(A) ~ Il(A) v v(A) 
for all A in d -indeed, 11 v v is the smallest measure for which this is 
the case. • 

A Jordan representation of a signed measure A on d as the difference 
11 - v of measures 11 and v is not unique-one may add any measure 
on d to both 11 and v and get another Jordan representation. The 
canonical Jordan representation as the difference A. + - A-of the varia­
tions has a special property: A + and A-live, at least locally, on disjoint 
sets. Let us make this assertion precise. 

Suppose 11 is a measure on d. We agree that f.llives on a set C, (f.l is 
carried by C, C is a carrier for f.l) iff A n C E d and Il(A) = Il(A n C) 
for all A in d. Examples: If the underlying space X has a Hahn 
decomposition X = x+ u X- for a signed measure 11 on d, then 11+ 
lives on x+ and 11- lives on X-; if f is a locally d measurable non­
negative function such that fXA E LtC 11) for each A in d and if S is 
a locally d measurable support for f, then the indefinite integral f.1l 
lives on S. Evidently a measure 11 lives on C iff X \ C is locally of 11 
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measure zero in the sense that An (X\ C) E d and fleA n (X\ C» = 0 
for all A in d. 

A measure v on d is said to be singular w.r.t. a measure p, on d iff v 
lives on a set C that is locally of fl measure zero. This is the case iff fl is 
singular w.r.t. v because fl lives on the set X\ C, which is locally of v 
measure 0, and consequently fl and v have disjoint carriers. We agree 
that fl and v are mutually singular, and write p,.1 v, iff fl and v have 
disjoint carriers. The measures fl and v are locally .1, and fl is locally .1 
to v, iff for each A in d there are disjoint members AI' and Av of d 
whose union is A such that v(AI') = fl(Av) = O. The measure v on d is 
absolutely continuous w.r.t. the measure fl on d, v -< p" iff v(A) = 0 
whenever fleA) = 0 (we extend the definition on p. 113.) 

4 LEBESGUE DECOMPOSITION THEOREM Suppose fl and v are measures 
on a ~-ring d of subsets of X, that vs(A) = sup {v(B): Be A, BEd 
and fl(B) = O} for all A in d and that Vc = v - Vs. Then Vs and Vc are 
measures, Vs is locally .1 to Vc and to fl, and Vc -< fl. 

If XEd", then vs.1 fl. 

PROOF For each A in d, the family {B: Be A, BEd and fl(B) = O} 
is closed under countable union and hence has a member As with 
v(As) = sup{v(B): BEd, Be A and fl(B) = O} = vs(A). It follows that 
each subset of A \ As of fl measure zero must have v measure zero, 
whence vs(A \As) = 0, and Vs and fl are locally .1. 

If fleA) = 0 then As may be taken to be A, so vc(A) = v(A) - vs(A) = 
v(A) - v(A.) = O. • 

The measure Vs is called the singular part of v (w.r.t. fl) and Vc is the 
absolutely continuous part. Of course there is also a Lebesgue decom­
position of fl into singular part fls of fl (w.r.t. v) and absolutely con­
tinuous part flc. But the immediate consequences of this fact-as well 
as theorem 4 itself-are corollaries of the following result. 

5 FUNDAMENTAL LEMMA If fl and v are measures on a ~-ring d of 
subsets of X and E E d, then there is an d (I-simple function h, 0 ~ h ~ 
XE such that fleA) = h.(fl + v)(A) and v(A) = (1 - h).(fl + v)(A) for all 
subsets A of E that belong to d. 

If Eo = {x: hex) = O}, E1 = {x: hex) = I}, Ec = E\(Eo U E1) and 
A c Eco then p(F,,) = 0 = v(E 1), v(A) = SA ((1 - h)lh) dfl and peA) = 

SA ((hl(1 - h) dv. 

PROOF For the measure p + v the class L 2 (fl + v) of d (I-simple real 
valued functions f such that 1 f 12 E L 1 (fl + v), together with the inner 
product given by <f, g) = S fg d(fl + v), is a Hilbert space (see chapter 
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6). If f E L 2 (fl + V) and E E d then 1 fXE 12 is (fl + v) integrable and 
vanishes off a set of finite measure, so 1 fXE 1 is (fl + v) and hence fl 
integrable. Moreover f IfxEI dfl ~ f IfxEI d(fl + v) S IIfl1211xEI12 by the 
Cauchy-Schwartz inequality and consequently F = (fl--+ hf dfl) is 
a bounded linear functional on L 2 (fl + v). According to the Riesz 
theorem 6.12, there is h in L2 (fl + v) such that F(f) = f fh d(fl + v) for 
all f in L 2 (fl + v). Since F(f) = F(fXE) = fEixEhd(fl + v), we may 
suppose h = 0 outside E, and since F(f) ~ 0 for f ~ 0, h ~ 0 (fl + v) 
a.e., and we may suppose h ~ O. If e > 0 and B = {x: x E E and hex) > 
1 + e}, then fl(B) = F(Xs) = fE XBh d(fl + v) ~ (1 + e)(fl + v)(B), whence 
(fl + v)(B) = 0 and we may suppose that 0 ~ h ~ XE' Since fl(A} = 
h.(fl + v) (A), v(A} = fA 1 d(fl + v) - fl(A} = fA (1 - h) d(fl + v) for each 
A in d that is a subset of E. 

If fE L 2 (fl + v) and A c En then fAfdfl = fAfhd(fl + v) and so 
fAf(1-h)dfl=fAfhdv. If An={x:1/n<h~1-1/n}, then both 
XAj(1 - h) and XAjh belong to L 2 (fl + v), and we infer that fl(An} = 
fXAJh/1 - h}dv and v(An) = f XA n(1- h)/hdfl. Consequently, fleA) = 
limnfl(An} = fA (h/(1 - h})dv and v(A) = limn v(An} = fA (1 - h}/hdfl· 

• 
6 THEOREM (RADON - NIKODYM) If fl and v are measures on a c5-ring 
d of subsets of X, XEd" and v -< fl, then v = r.fl for some non­
negative, d a-simple function r on X. 

PROOF Suppose X = Un En and {En}n is a disjoint sequence in d. 
Then according to the preceding lemma, for each n there is a function 
hn , 0 ~ hn ~ XEn such that fl(A n En} = fAnEn hn d(fl + v) iff A E d. The 
subset Z of A n En on which hn vanishes has fl measure 0 and hence 
v measure zero, and so fl(A n En) = fAnEn (hn + Xz) d(fl + v}. In brief, 
we may suppose hn is strictly positive. In this case, according to the 
preceding lemma, if rn = (1 - hn)/hn, then v(A n En) = rn.fl(A}. If r = 
Ln rn , then v = r·fl· • 

NOTE An alternative proof, independent of the Riesz representation 
theorem 6.12, can be based directly on lemma 1. But the argument 
given here, which is due to von Neumann, is prettier. • 

There is an extension of the preceding theorem. Suppose d is a 
6-ring of subsets of X and f is a real valued locally measurable function 
on X, not necessarily locally fl integrable. The indefinite integralf..u of f 
W.r.t. fl is defined on the class gg of all members A of d such that 
fXA ELl (fl) by setting f.fl(A} = fA f dfl· 

7 PROPOSITION If fl is a measure on a c5-ring d of subsets of X and 
f is a locally <~ measurable real valued function on X, then the domain 
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flj of f.11 is a c5-ring, flj cdc flj(f' and f.11 is a signed measure on flj 

that vanishes on all members of .iJ.B with 11 measure zero. 

PROOF We show only that d c flj(f' and leave to the reader the rest of 
the proof. Suppose A E d and that Bn = {x: x E A, n < f(x) ~ n + I} 
for each integer n. Then Bn E d because f is locally d measurable, 
I fXBJ ~ I n I + 1 so fXB n E L dl1), and hence Bn E flj. Consequently A = 
U {Bn: n E Z} E flj(f' • 

It is worth noticing a few of the simple consequences of the condition 
that .91 and flj be c5-rings and flj cdc flj(f' First: if 11 is a measure on 
.91 and v = 111.iJ.B is its restriction to flj, then the integrals II' and Iv are 
identicaL Second: flj is an ideal in d in the sense that A n B E flj if 
A E d and B E flj. This is the case because A n B is the union of a 
countable number of members of flj and the c5-ring flj is closed under 
countable dominated union. It follows that if «f is also a b-ring and 
«f cdc «f(f' then {B n c: BE flj and C E «f} is identical with flj n «f. 

Lastly: if 11 is a measure on a c5-ring flj and v is a measure on «f, 

then the integrals 1/1 and Iv are identical iff 111 flj n «f = v I flj n «f and 
flj u C{;. c (flj n «f)".. 

A signed measure v on a b-ring fJ9 is absolutely continuous W.r.t. a 
measure 11 on .s:1, and we write v -< p" iff flj cdc fJ9(f and v(B) = 0 
for all members B of flj with 11 measure zero (or equivalently v+(B) = 

v-(B) = 0 for all such B). A signed measure v is an indefinite integral 
w.r.t. 11 iff there is a locally .91 measurable real valued function f such 
that v = (f. 11) I flj. The indefinite integral v = f.11 of a locally 11 inte­
grable function f is an indefinite integral W.r.t. 11 (no surprise) and 
v -< 11. 

8 RADON - NIKODYM THEOREM FOR SIGNED MEASURES If 11 is a mea­
sure on a c5-ring .sd of subsets of X and X E d(f' then every signed 
measure v that is absolutely continuous w.r.t. 11 is an indefinite integral 
w.r.t. 11. 

PROOF We may assume without loss of generality that v is a measure 
because it is the difference v+ - v- of measures on the domain fJ9 of 
v that are absolutely continuous W.r.t. 11. Evidently v is absolutely 
continuous W.r.t. 111 flj and since d c fJ9(f' X E d(f c fJ9(f' Hence, by 
theorem 6, v = r'(111 flj) for some flj O'-simple non-negative real valued 
function r. The theorem follows. • 

We sketch without proof a few straightforward propositions about 
indefinite integrals. Suppose that 11 is a measure on a b-ring .sd of 
subsets of X and that rand s are locally 11 integrable functions on 
X. Then (r + S).11 = r.11 + S.I1. If s ~ 0 so that S.11 is a measure, then 
r.(s·l1) = (rs)·11 and if rs is 11 integrable, then J r d (S.I1) = J rs dl1. If s is 
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never zero and fJD is the domain of (l/s).J,t, then fJD C $ C fJD(1 and 
s.(l/s).J,t = J,tlfJD. 

If J,t and v are measures on $ and r is a locally $ measurable real 
valued function on the underlying space X such that v = r.J,t then r is 
called a Radon- Nikodym derivative of v W.r.t. J,t. It is not unique, 
but two such derivatives differ by a function with a support of locally 
J,t measure zero. Radon-Nikodym derivatives of v w.r.t. J,t are de­
noted (ambiguously) dv/dp. If f is both J,t and v integrable, then 
S (f)(dv/dJ,t) dJ,t = Sf dv. If J,t also has a derivative with respect to v, 
then (dJ,t/dv) (dv/dJ,t) = 1 locally J,t a.e., and if v has a derivative with 
respect to another measure n, then (dJ,t/dv) (dv/dn) = dJ,t/dn. 

There is a natural definition of the integral of a function f W.r.t. a signed 
measure v on $. A function f is v integrable iff f = In anXAn for se­
quences {an}n in IR and {An}n in.r;;{ with In lanllv+(An) + v-(An)1 < 00, 

and in this case Sf dv = In an v(An) = Sf dv+ - Sf dv-. Evidently 
L 1 (v) = L 1 (v+) n L 1 (v-). The measure V. = v+ + v- is called the vari­
ation of v. It is easy to see that for A in $, Vv(A) = sup {v(B) - v(C): 
B, C E.r;;{ and Be A, C c A} = sup{IL Iv(BJI: {B;}7=1 is a disjoint 
family of members of $ that are subsets of A}, and if v = f. J,t for a 
measure {l then Vv = 1 f I· {l. 

Evidently v -< VV' and if v = r. VV' then {x: r(x) > O} is a v positive 
set, {x: r(x) ~ O} is v negative and consequently there is a Hahn 
decomposition of X for v. 

Thus the Radon - Nikodym theorem for Vv implies the Hahn decom­
position theorem for v. There is a converse: if {l and v are measures on 
.", v -< J,t and for each real number k, there is a Hahn decomposition 
of X for {l - kv, then v is an indefinite integral W.r.t. {l. 

NOTE The first result of this sort, that the Radon - Nikodym theorem 
for {l is equivalent to the proposition that the dual of L 1 ({l) is Lco( (l), 
is due to I. Segal; related results were established by J. M. G. Fell and 
by one of the authors. See J. L. Kelley, Math. Annalen 163 (1966) 
89 -94, for details and further results. 

SUPPLEMENT: DECOMPOSABLE MEASURES 

The Radon - Nikodym theorem and the Hahn decomposition theorem 
were established in the foregoing chapter under the assumption that {l 
is a measure on a 8-ring $ of subsets of X and X E '''(1' If X is a locally 
compact Hausdorff space and (l is a regular measure on the Borel 
8-ring fJDO(X), then X 1: (fJDO(X»a unless X is CT-compact. Nevertheless 
the foregoing theorems still hold for J,t. The principal fact needed for 
the proof is that there is a suitable disjoint subfamily of fJDo (X) whose 
union is "J,t almost all of X", in a sense which we now make precise. 

A decomposition for a measure p on a 8-ring of $ of subsets of X, or 
a p decomposition, is a disjoint subfamily q; of $ such that: 
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(i) A subset B of U {D: D E .@} is locally d measurable if it is piece­
wise in d, in the sense that B n D E d for each D in .@, and 

(ii) a member A of ,91 is of /l measure zero if it is piecewise of II 
measure zero, in the sense that /l(A n D) = 0 for each D in .@. 

Evidently the union of the members of a /l decomposition is locally d 
measurable, and its complement is locally of /l measure zero. A measure 
/l is decomposable iff there is a decomposition for /l. 

An example: If XEd" and .@ is a disjoint countable subfamily of d 
covering X, then .@ is a /l decomposition for every measure /l on d, so 
every measure /l on .. 91 is decomposable. 

It is worth noticing that the property of being a decomposition for /l 
depends only on the families ,91 and JV = {A: A Ed and /l(A) = a}. 

9 PATCHWORK LEMMA Suppose /l is a measure on a (j-ring d of 
subsets of X and .@ is a decomposition for /l. Then: 

(i) if for each member D of .@, fn is an !i'd measurable function with 
support D, then the function f = In E CiJ fn is !i'd measurable, and, 

(ii) if v is a signed measure on f!J that is absolutely continuous w.r.t. /l, 
then v(C) = LnEE!! v(C n D) for each C in f!J. 

PROOF (i) If BE f!J(IR) and DE .@ then f- 1 [B] n D = fn -1 [B] n DE d, 
so f-1[B] n(UDECi!D) E !i'd. The set f-1[B] n(X\UnECiJD) is either 
empty or X \ Un E Ci! D according as B does not or does include zero. 
Consequently f- 1 [B] E !i'd and f is !i'd measurable. 

(ii) Since v -< /l, we have f!J cdc f!J" and (see p. 113) C n A E f!J for 
all A in d. Since 00 > /l(C) ~ LnECiJ/l(C n D), the family g = {C n D: 
D E .@ and /l(C n D) of o} is a countable family of subsets of C, so 
v(UEE@,E) = LEEev(E). The sets U {C n D: D E.@ and /l(C n D) = o} 
and C \ U { C n D: D E .@} are piecewise of /l measure zero and hence of 
measure zero. So v(C) = LEE@' v(E) = LnEE!! v(C n D). • 

If for each D in.@, VD denotes the signed measure defined by vn(C) = 
v(C n D) for C in the domain of v, then the fundamental lemma 5 
applied to the positive and negative parts of Vn yields a /l integrable 
function fn with support D such that vn(C) = (fn./l)(C) for all C in 
the domain of v. Then the function f = LnECiJfn is !i'd-measurable 
and (f.J1}(C) = Lnd (f./l)(C n D) = LDECi! (fn·/l)(C) = LDd vn(C) = 
LDdi! v(C n D) = v(C) for all C in the domain of v, according to the 
preceding lemma. This establishes the following: 

10 COROLLARY (RADON-NIKODYM THEOREM FOR DECOMPOSABLE 
MEASURES) If /l is a decomposable measure, then each signed measure 
that is absolutely continuous w.r.t. /l is an indefinite integral w.r.t. /l. 
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If v = f.f.l, the set {x:f(x) > O} is v positive, and {x:f(x) ~ O} is v 
negative, and together they provide a Hahn decomposition of X for v. 
Thus: 

11 COROLLARY (GLOBAL HAHN DECOMPOSITION) If v is a signed mea­
sure and if the variation Vv of v is decomposable, then there is a Hahn 
decomposition of X for v. 

NOTE It is just as easy to derive the foregoing corollary directly from 
the patch work lemma: if E0 is a Vv decomposition then U {D+: DEft} 
is v positive and U {D-: D E~} is v negative. • 

Every regular Borel measure f.l for a locally compact Hausdorff space 
X is decomposable, and so the Radon - Nikodym theorem holds for 
such measures. This will follow immediately from a simple lemma. We 
agree that a subset K of X is f1 tight iff it is compact, f.l(K) > 0, and 
f.l(M) < f.l(K) for each compact proper subset M of K. Each compact 
set A contains a f.l tight set K with f.l(K) = f.l(A)-explicitly, K = 

{x: x E A and for each open neighborhood V of x, f.l(V II A) =I- O}. We 
recall that a set S is a carrier for f.l iff S E 2ggil(X) and its complement 
is locally of f.l measure zero. 

12 LEMMA If f.l is a regular Borel measure for a locally compact 
H ausdorJf space X and X' is a maximal disjoint family of f.l tight sets, 
then each member of ggil(X) intersects only countably many members of 
X and UK E jf K is a carrier for f.l. 

Moreover. X is a decomposition for f.l. 

PROOF We first show that a member V of ggil(X) intersects only count­
ably many members of .X. Since V is a subset of an open set in ggil(X) 
we may assume that V is open. For each positive integer n the family 
{K: K E.X and f.l(K II V) ~ lin} is finite since f.l(V) is finite, and for 
each member K of X' either f.l(K II V) > 0 or K II V = 0 because K 
is f.l tight. The assertion follows. 

Suppose that for each K in X, BK E gg<l(X), Bk C K and B = 

UK E jf BK· Since a member A of :18 Ii (X) intersects only countably many 
members of X, A II B is the union of countably many members of 
38°(X) and is hence a member, and so B is locally Borel. 

If A E ggO(X) then {K: K E X and A II K =I- 0} is countable, whence 
f.l(A) = LKEX f.l(A II K) + f.l(A \ UKEX K). If A \ UKEX K which be­
longs to :18 il (X) has positive f.l measure then it contains a compact set of 
positive measure and hence a f.l tight K of positive measure. This set is 
clearly disjoint from each member of X contradicting the maximality 
of X". Thus .X is a decomposition for f.l. • 
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13 COROLLARY (RADON-NIKODYM THEOREM FOR BOREL MEASURES) 
A signed measure that is absolutely continuous with respect to a regular 
Borel measure fl for a locally compact space is an indefinite integral 
w.r.t. fl of a locally Borel real valued function. 

14 NOTE The classical Borel field for X, ~c(X) is the a-field gener­
ated by the family of open subsets of X. It is easy to see that 5t'gQ(X) 
contains gQc(X), but in general the two fields are not equal. Thus, it 
can happen that a function f is 5t'gQ(X) measurable but not Plc(X) 
measurable. But we do not know whether it is always possible to 
choose a Radon-Nikodym derivative dvldfl, where fl is a regular Borel 
measure and v -< fl, to be gQc(X) measurable. 

SUPPLEMENT:HAAR MEASURE 

Suppose G is a locally compact Hausdorff topological group. A left 
Haar measure for G is a regular Borel measure 11 (a regular measure 
on PlO(G)), not identically zero, that is invariant under left translation. 
That is, '1(Z-l B) = '1 (B) for all z in G and B in PlO(G), and consequently 
S /(Z-l x) dl1X = S f(x) d'1x for each fin L dl1). According to 4.17 there 
is at least one left Haar measure for G; in fact, to a constant multiple 
there is precisely one. 

We first observe that if '1 is a left Haar measure for G then I1(U) > 0 
for each non-empty open set U in gQO(G) because every compact set is 
covered by finitely many left translates of U, and hence S g d'1 > 0 for 
each nonnegative member of Cc(G) that is not identically zero. We 
suppose that g is such a function and show that for each member f 
of Cc(G), the ratio Sf d'1IS g d'1 is independent of the choice of the left 
Haar measure '1. If v and '1 are both left Haar measures for G and 
f E CAG), then Sf d'1 = k Sf dv with k = S g d'1 IS g dv, whence, accord­
ing to the uniqueness part of Riesz theorem 6.16, '1 = kv. We start with 
a simple continuity result. 

15 PROPOSITION Suppose '1 is a regular Borel measure for G and 
f E Cc(G). Then the functions x f---+ S f(ux) d'1u and x f---+ S f(xv) d'1v are 
continuous at each member x of G. 

PROOF Suppose Xo E G, W is a compact neighborhood of Xo and K is 
a compact support of f. Then for each x in W, the function u f---+ f(ux) 
is continuous and has the compact support KW- 1 . It is straight­
forward to check that f is left uniformly continuous in the sense that 
sup{lf(ux) - f(uxo)l: u E G} is small for XOl x near e, and IS f(ux)d'1u­
Sf(uxo)d'1ul is also small since '1(KW- 1 ) < 00. It follows that Xf---+ 

S f(ux) d'1 u is continuous at Xo and, in similar fashion, x f---+ S f(xv) d'1v 
is continuous. • 
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The following result is due to v. Neumann. 

16 THEOREM (UNIQUENESS OF HAAR MEASURE) fr 1J and v are left 
H aar measures for G, then 1J = kv for some positive real number k. 

PROOF Suppose /1 and 1J are left Haar measures for G, g is a non­
negative member of Cc(G), not identically zero, and f E Cc(G). We 
show that the ratio Sf d1JIS g d1J is independent of 1J. According to the 
preceding proposition, the function x t---+ S g(ux) d/1u is continuous and 
it is strictly positive on G, whence the function h defined on G x G by 
hex, y) = f(x)g(yx)IS g(ux) d/1u is continuous. Evidently S hex, y) d/1Y = 

f(x) for each x in G. 
If K is a compact support for f and S for g, then K x SK- 1 is a 

compact support for h, so h E Cc(G x G). Consequently by the Tonelli 
(or Fubini) theorem, S h d1J ® /1 = S S hex, y) d/1Y d1Jx = S f(x) d1Jx. On 
the other hand, S h d1J ® /1 = H hex, y) d1Jx d/1Y = H h(y-l x, y) d1Jx dflY 
because 1J is left invariant, (x, y) t---+ h(y-l x, y) has a compact sup­
port and so S f(x) d1Jx = S h d1J ® /1 = S S h(y-l x, y) d/1Y d'1 x . Since /1 
is left invariant, this last integral is S S h(y-l, xy) dflY d1Jx = 

S S f(y-l )(g(x)/S g(uy-l) d/1u) d1Jx d/lY = S g d1J S (f(y-l )IS g(uy-l) d/1u) d/lY. 
Thus Sf d1J IS g d1J is independent of 1J, and so equals Sf dvlS g dv for any 
left Haar measure v, and the theorem follows. • 

For the rest of the supplement it is assumed that 1J is a left Haar 
measure for G. 

If bEG and 1Jb(B) = 1J(Bb- 1 ) for all Bin gub(G), then 1Jb is a regular, 
left invariant Borel measure that is not identically zero, and is therefore 
a real positive multiple of '1. The modulart function A for G is defined 
by agreeing that L1(b), for each b in G, is the unique positive real 
number such that 1J(Bb- 1 ) = L1(b)1J(B) for all B in gub(G). Clearly L1 is 
independent of the choice of left Haar measure and it is easy to see that 
L1(bc) = L1(b)L1(c). We show that L1 is continuous. 

If F is the map x t---+ xb of G to G and F1J is Borel image of 1J under 
F, then F1J(E) = 1J(F- 1 [E]) = 1J(Eb- 1 ) = L1(b)1J(E) for E in gub(G), and 
consequently S f(xb) d1Jx = L1(b) S f(x) d1Jx for all f in L 1 ('1). Thus right 
translation Rb, where RbU)(X) = f(xb), is a linear automorphism of 
L t (1J) which multiplies the norm of each member by L1(b). If IE Cc(G) 
and Sf d1J #- 0, the relation S f(xz) d1Jx = L1(z) S f(x) d1Jx shows (prop­
osition t 5) that L1 is continuous. Thus 

17 PROPOSITION Let 1J be a left H aar measure and let L1 be the 
modular function for the group G. Then for all a and b in G, E in gub(G) 

t A modular function on a lattice of sets is something quite different (see 
chapter 1) and "/\" has already been used for the symmetric difference of two 
sets. Both usages of "modular" and "L\" are standard. 
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and f in L 1 (rJ), rJ(Eb- 1 ) = A(b)rJ(E) and Sf(xb)drJx = A(b)jf(x)drJx. 
Moreover, A is continuous and A(ab) = A(a)A(b). 

It is a consequence of the preceding proposition that if G is compact, 
then the unimodular function A is identically 1, since in this case A [G] 
is a compact subgroup of the multiplicative group of positive real 
numbers and {I} is the only possibility. The group G is unimodular iff 
the modular function A is identically 1. This happens iff each left Haar 
measure rJ is also invariant under right translation; that is rJ(Eb) = rJ(E) 
for all b and all Borel sets E. Compact groups, and of course abelian 
groups, are unimodular, but even the group of all affine transforma­
tions, x ~ ax + b with a i= ° fails to be unimodular. 

A right Haar measure is a regular Borel measure that is invariant 
under right translation. If rJ is left Haar measure and we set p (E) = 

rJ(E- 1 ) for all E in ~(G), then p is a right Haar measure because 
p(Eb) = rJ(b- 1 E- 1 ) = rJ(E- 1 ) = p(E) for E in B(G) and b in G. The 
measure p is the right Haar measure corresponding to 1/. There is an­
other description of this measure. 

18 PROPOSITION The right H aar measure p corresponding to rJ agrees 
on 2lo (G) with the indefinite integral A.rJ. 

Consequently p and rJ are mutually absolutely continuous. 

PROOF If fA is rJ integrable, by the previous result, S f(xb)A(xb) drJx = 

A(b) S f(x)A(x) drJx for each b in G. Since A(xb) = A(x)A(b) i= 0, the 
equation becomes S f(xb)A(x) drJx = S f(x)A(x) drJx , so S f(xb) d(A·rJ)x = 
Sf d(A·rJ)· If BE 2l0(G) then XBA is rJ integrable because A is continuous 
(hence locally 2lii(G) measurable) and bounded on the closure of B. 
Consequently (A.rJ) I ~O(G) is a right invariant Borel measure, and it is 
regular according to 8.23. 

Right Haar measure is essentially unique, like left Haar measure, and 
it follows that p = k(A.rJ)I~O(G) for some positive number k. We see 
that k = 1 as follows. Choose a neighborhood V of e in 2l0(G) so that 
the continuous function A differs very little from 1 on V, and let W = 

V n V-I. Then W = W- 1 and peW) = rJ(W- 1 ) = rJ(W) > 0. On the 
other hand, A.rJ(W) = S Xw(x)A(x) drJx and since A is near 1 on W, 
A.rJ(W) is near rJ(W), so k = 1. • 

19 COROLLARY If rJ is a left H aar measure and p is the corresponding 
right Haar measure, then fE Ldl]) if and only if flA E Ldp), and in 
this case Sf drJ = S UjA)dp = S f(x- 1 )A(x)drJ. 

Assume for the rest of this section that G is u-compact. In this case, 
if g and h are non-negative members of L drJ), then (g.rJ) * (h.l]) = 

(g *~ h)·rJ and g *~ h ELI (I]) according to proposition 8.24. 
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There is no difficulty in extending the notion of convolution to 
signed measures and the notion of convolution *q to functions which 
are not necessarily non-negative. If the extension is made, then L 1 (Yf) 
becomes an algebra under Yf and the space M of regular Borel signed 
measures of finite total variation is a normed algebra under *. Then 
the preceding conclusion implies that the map f f-> f.Yf, for f in L 1 (Yf) is 
a norm preserving algebra homomorphism of L 1 (Yf) onto the subspace 
Ma of M which consists of signed measures that are absolutely con­
tinuous with respect to Yf. We notice that a member of M is absolutely 
continuous w.r.t. Yf iff it is absolutely continuous w.r.t. some (and hence 
every) left Haar measure on G, or equivalently W.r.t. some (and hence 
every) right Haar measure. Thus the space Ma is independent of the 
choice of the Haar measure. 

The Yf convolution of functions, *~, depends on Yf according to the 
prescription (g *q h)(y) = f g(x)h(x- 1 y)d~x for Yf a.e. y, and replacing 
Yf by another left Haar measure changes this convolution by a scalar 
factor. However *q is not at all the convolution which is appropriate for 
members of L 1 (p), where p is the right Haar measure corresponding 
to Yf; *p should be defined so that the map ff-> f.p for f in Ll (p) is a 
multiplicative map of L 1 (p) into the algebra of regular signed measures 
of finite total variation. Since p = f...Yf, this will be accomplished if the 
map ff->(l/f..)f of Ldp) onto L1(Yf) is multiplicative; that is, 

1 h . h f 
~( *pj)=~*q~ 

for functions hand f belonging to L d p). A little computation then 
gives the correct definition for p. It is: the convolution h * p f of 
functions hand f belonging to L1(p) is defined by h *pf(x) = 
f h(xy-l )f(y) dpy for p a.e. x. We then have the following proposition. 
The proof is left to the reader. 

20 PROPOSITION Each of the maps shown below is a linear isometry 
which preserves convolution. 

fe .Af 

L (Yf) * ( ) L (p) * 
1 ~l/A)f' 14 ' p 

M,* . 



Chapter 10 

BANACH SPACES 

The class of all bounded linear functionals on a normed linear space E 
is itself a normed linear space E* called the dual or adjoint of E. The 
structure of this space is of interest because a problem about the space 
E can often be reformulated or "dualized" to a problem about the 
adjoint space and, if one is lucky, the dual problem may be more 
amenable to reason than the original. But this dualization usually re­
quires a representation theorem for members of E*, of the sorts that 
have already been established (see 6.5 and 6.13). Most of this chapter is 
devoted to such representations. We begin by reviewing the pertinent 
definitions. 

A semi-norm for a real or complex vector space E is a real valued 
non-negative function II lion E such that II u + v II ~ II u II + II v II for all 
u and v in E and II ru II = I r I II u II for u in E and for each scalar r. 
The semi-norm is a norm iff Ilull = ° only for u = 0. The vector space 
E, with a semi-norm II II is a semi-normed vector space. The semi­
metric induced by a semi-norm II II is given by dist(u, v) = Ilu - vii for 
all u and v in E. If the semi-norm II II is in fact a norm, the induced 
semi-metric is a metric and if, further, this metric space is complete, 
then E with II II, is a Banach space. 

Here are some classical examples and some classical notation. The 
space m of all bounded sequences s = {sn}n of real numbers, with the 
supremum norm II s II N = supn EN I Sn I, is a normed space. It is identical 
with Loo(y), where y is counting measure for N, with the norm II II,,,,, 
and it is frequently denoted too' According to theorem 6.10, if /1 is a 
measure, then L oo (/1), with II II 'Xl' is complete and consequently ten is a 
Banach space. 



122 CHAPTER 10: BANACH SPACES 

The space c consisting of all convergent sequences of real num­
bers, with the supremum norm, is a closed subspace of m. It is closed 
because the uniform limit of continuous functions is continuous 
and (roughly speaking) C is the set of functions on N that can be 
extended continuously to N u { +oo}. Thus C is a Banach space, and so 
is the subspace Co consisting of all sequences of real numbers that 
converge to zero. We will presently describe the adjoint of the space 

Co· 

A linear functional rp on a space E with semi-norm II II is continuous 
w.r. 1. the semi-metric induced by II II iff it is bounded, in the sense that 
Ilr/JII = sup{lrp(u)l: u E E and Ilull ~ 1} < 00. In this case Irp(u)1 ~ 
Ilrpllllull~indeed Ilrpll = inf{r: Irp(u)1 ~ rllull for all u in E}~hence 
Ilrp(u) - rp(v)11 ~ Ilrpllllu - vii for all u and v, and in particular rp is 
uniformly continuous. 

The class of all bounded linear functionals on a semi-normed space 
E is the dual or adjoint or conjugate E* of E. It is normed by the 
dual norm rp f---+ II rp II, which is just the supremum norm on the unit ball 
B = {u: u E E and II u II ~ I}. Con vergence in the metric induced by this 
norm is uniform convergence in the complete normed space of all 
bounded continuous functions on B with the supremum norm. Con­
sequently E* is complete whether or not E is complete, and so E* is a 
Banach space. 

Here is an example of a representation theorem for an adjoint space. 
Suppose rp E co*, that for k and m in N, (5k(m) = 1 if k = m and zero 
otherwise, and that f(k) = rp«(5k). For u in co, the supremum norm 
Ilu - LZ~l uk(5kll N converges to zero because u vanishes at 00 and, 
since rp is continuous, rp(u) = limnLZ~l Uk rp«(5k) = limnLZ~l ud(k). 
Then rp(signumf) = limnLZ~llf(k)1 = Lklf(k)1 < 00. Consequently 
fEL1(Y)' rp(u)=Sud(k)dyk, Irp(u)l~ IlullNllflll and rp(signumf) = 

Ilflll so Ilrpll = Ilflll' Hence ff---+(uf---+ Sufdy) is a linear isometry of 
Ll(y) onto co*. The space Ll(y) is also denoted t., and one says 
(inaccurately) that t 1 is the adjoint of co, t 1 = (co)*· 

There is a suggestive way of phrasing this last result. A signed 
measure J1 on the (5-ring d of finite subsets of N is the indefinite integral 
f. y for some f in L 1 (y) = t 1 iff it is of finite total variation, so Co * 
can be identified as the space of all signed measures on d that are of 
finite total variation. 

Let Co(lR) be the class of all continuous real valued functions on IR 
that vanish at 00 in the sense that for each e > 0, the set {x: I f(x) I ~ e} 
is bounded. We will identify Co (IR)* after a technical lemma. 

Recall that the variation VI' of a signed measure J1 on A is J1+ + J1-, 
and the total variation of p, Ilpll v, is sup {VI' (A): A Ed}. Alterna­
tively, 11J1llv = sup{J1(A) - J1(B): A and B disjoint members of d} = 
sUP{L7~11J1(Ai)l: {Ai}~~l a disjoint family in .Y1}. 
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1 LEMMA Suppose Ji is a signed measure on a b-ring d of subsets of 
X, II Jill v < 00, and S is the class of .91 a-simple functions on X with finite 
supremum norm II II x· 

Then each member f of S is Ji integrable, II f dJiI ;£ Ilfllx IIJillv, and 
if r/J is the linear functional f f-> I f dJi, then II r/J II = II Jill v· 

PROOF Each member f of S has a support E in ,<4,n consequently 
If I ;£ IlfllxXE, so f is V/L integrable and IIfdV/LI;£ IlfllxSXEdV/L;£ 
IlfllxllJillv, so Ilr/JII ;£ IIJillv· On the other hand, each member A of d 
is the union of a Ji positive set A + and a Ji negative set A -, and if 
f = XA+ - XA- then r/JU) = V/L(A) = Ilfllx V/L(A), so Ilr/JII ~ VIl(A) for A 
in d, hence Ilr/JII ~ IIJillv and equality results. • 

We recall that Cc(lR) is the family of all continuous real valued 
functions on IR that have compact support. 

2 RIESZ REPRESENTATION THEOREM For each bounded linear func­
tional r/J on Co (IR) there is a unique signed Borel measure Ji for IR such 
that r/J(n = If dJi for all fin Co(IR). Moreover, Ilr/JII = IIJillv· 

PROOF The space Co (IR) with its natural ordering is a vector lattice 
and consequently r/J is the difference r - r of positive linear func­
tionals provided sup {r/J(u): 0 ;£ u ;£ f} < 00 for all f ~ 0 (see chapter 
0). But if 0;£ u;£ f, then Ilull~;£ Ilfll~ and so I r/J(u) I ;£ Ilr/Jllilull~;£ 
Ilr/Jllllfll~ < 00. Hence r/J = r/J+ - r for some positive linear func­
tionals rand r on Co(IR). 

According to theorem 6.5, each positive linear functional on Cc(lR) 
is equal on Cc(lR) to the integral w.r.t. a Borel measure Ji for IR, and 
consequently r/JU) is the integral of f W.r.t. a signed Borel measure 
Ji for IR for each f in Cc(lR). The preceding lemma then implies that 
each member f of Cc(lR) is Ji integrable, II f dJiI ;£ Ilfllx IIJillv and 
sup{Ir/JU)I:fE Cc(lR) and Ilfllx;£ I} = IIJillv. But Cc(lR) is dense in 
Co (lR). It follows that this supremum is just Ilr/JII, and r/JU) = If dJi 
for f in Co(IR). The uniqueness of Ji follows from the equality of 
norms. • 

3 NOTE The same proof establishes the corresponding result for the 
space C[a; b] of continuous real valued functions on [a: b], with the 
supremum norm (a Borel measure for [a:b] is a measure on the b-ring 
generated by compact subsets of [a: b]). 

We have established a generalization of the proposition that Co * is 
(essentially) t 1, and it is natural to seek a description of (co *)* = t 1 *. 
This is not hard. If r/J is a bounded linear functional on t 1 and gn = 
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cP«(jn) for all n in N, then g is a bounded sequence and cP(s) = Ln sngn 
for all S in t 1 . On the other hand, if g is an arbitrary member of too, 
then S I--> L n sngn is a member cPg of t 1, and II cPg II is Ilg II 00' Consequently 
t 1 * = {cPo: g E ("J. Since t 1 = L dy) and too = Loo(y), where y is count­
ing measure for N, this result suggests a representation theorem for 
L 1 (.u)* for an arbitrary measure 11. We establish such a theorem as 
well as results for L/ for all p, 1 ;£ p ;£ 00. 

Suppose I ;£ p ;£ 00, q is the index conjugate to p (that is, lip + 
I/q = I), and g E Lq(Il). Then gfE Ldll) and Ilgflll;£ Ilgllqllfll p for all 
f in L p (Il), according to the Holder inequality 6.7. Consequently, if 
tPK is defined by cPg(f) = S gf dll for f in L p(Il), then cPg E Lp(Il)* and 
IlcPoll ;£ Ilg!l q . This last inequality is in fact an equality. A stronger form 
of this result is established below. 

4 LEMMA Suppose 11 is a measure on d, 1 ;£ p ;£ 00, q is the index 
conjugate to p, g is an .W a-simple function such that gf ELl (11) for all 
,w simple functions f and sup { IS gf dill: f .w simple and II f II p = 1} < 00. 

Then g E L q(ll) and IlcPgll = Ilgll q. 

PROOF Let signum g be the sign of g, so (signum g) g = I g I and let 
Mq(g) = sup {I S gf dlll:.f .w simple and Ilfllp = 1}. We prove that 
Ilgllq;£ Mq(g) whence Ilgll q is finite and equals IlcPgll. For p = 1, so 
q = 00, we prove that for e > 0, the set S = {x: Ig(x)1 ~ Mco(g) + e} 
is locally of 11 measure zero, so Ilgll", ;£ Mq(g). If A E .w and A c S, 
then M,Jg)Il(A) ~ S (XA signum g)g dll = SA Igl dll ~ (M",(g) + e)Il(A). 
So ° ~ ell(A) and Il(A) = 0. 

Suppose 1 < p ;£ 00, so q is finite. Let {An}n be an increasing se­
quence of members of.w whose union is a support for g and let {gn}n 
be a sequence of .w simple functions dominated by I g I so that gn has 
support An for each nand {gn}n converges to 9 pointwise. Let hn = 

(signumg)(lgnl/llgnllq)q-l. Then hn E Lp(/l) and Ilhnll p = 1, and by Fatou's 
lemma, Ilgll q ;£ liminfnllgnllq = liminfnSlgnhnldll ;£ liminfnSlghnldll 
lim infn S ghn dll ;£ Mq(g). • 

5 LEMMA Suppose fl is a measure on .w and 1 ;£ p ;£ 00. Then: 

(i) The space Lp(fl)* is a vector lattice. 
(ii) If cP E Lp(fl)* and v(A) = cP(XA) for A in .w, then v is finitely 

additive and (f p < 00, then v is countably additive. 
(iii) If P <00, cP is a positive member of Lp(Il)*, E E d, and vE(A) = 

cP(XAnE) for all A in .w, then there is a non-negative member gE of 
L 1 (fl) with support E such that VE = g E . 11· 

PROOF To prove (i) it is sufficient, in view of the decomposition 
lemma of chapter 0, to prove that if f E Lp(fl) and cP E Lp(/l)*, then 



DUAL OF Lp(p), 1 ~ p < CIJ 125 

sup{<p{u): u E L p{J1) and 0 ~ u ~ f} < 00. But if 0 ~ u ~ f then 
Iluli p ~ Ilfllp and 1<p{u)1 ~ 11<pllllull p ~ 11<pllllfpll < 00. 

The first assertion of (ii), that v is finitely additive, follows from the 
fact that the functional <p is additive. If a member A of d is the union 
of an increasing sequence {An}n in d, then limn IlxA - XAJp = 0, 
provided p < 00, and so v{A) = <P{XA) = limn <P{XAJ = limn v{An). Con­
sequently, if p < 00 then v is countably additive. 

The third assertion follows directly from the fundamental lemma 9.5 
that was used to establish the Radon - Nikodym theorem. According 
to 9.5, vE{A) = S ((1 - h)/h) dJ1 for A in d that is a subset of E\Eo 
where Eo is a set of J1 measure zero. But then Eo is of VE measure zero 
and consequently, changing h on a J1-null set, we have VE = gE.J1 for a 
member gE of L dJ1). • 

6 REPRESENT A TION THEOREM Suppose J1 is a measure on a (j-ring d 
of subsets of X, p and q are conjugate indices, 1 ~ p < 00 and for each 
gin L q {J1), <pg(f) = S fg dJ1 for all f in L p{J1). 

If p > 1, or if p = 1 and XEd,,, then each member <p of L p{J1)* is <Pg 
for some gin L q {J1) and 11<p11 = Ilgll q • 

PROOF We show that a member <p of L p{J1)* is <pg for some g in 
L q {J1). Because L p{J1)* is a vector lattice, <p is the difference of positive 
members of L p{J1)* and so we may assume that <p is a positive linear 
functional. In this case the correspondence A 1--+ <p (XA) is a measure v 
on d, and if E E d and vE{A) = v{A (l E) then, according to lemma 3, 
VE = gE.J1 for some J1 integrable function gE with support E. We obtain 
the required function g by "piecing together the functions g E'" 

If BEd and p> 1, then v{B) = <P{XB) ~ 11<pllllxBII = 11<p11J1{B) and 
consequently SUPB E d v{B) < 00. Hence there is an increasing sequence 
{Bn}n in d such that SUPBEd v(B) = limn v{Bn), and therefore the com­
plement of Un Bn is locally of v measure zero. If En = Bn+l \Bn for each 
n, then v{A) = Ln v{A (l En) = Ln vEjA) = L gEn.J1{A) = g.J1{A) for all 
A in ,91, where g = Ln gEn' If P = 1 and X E ,91a , then X = Un En for 
some disjoint sequence in d and v{A) = Ln v(A (l En) and we again 
conclude that v(A) = g.J1{A). Thus <P(XA) = S XAg dJ1 for all A in d 
whence <p(f) = S fg dJ1 for simple functions f. According to lemma 4, 
g E L q (J1) and Ilgll q = II<pgll, and since <p and <pg agree on the simple 
functions in L p(J1), <p(f) = <pg(f) for all f. • 

It is worth noticing that if 1 ~ p < 00 then a member <p of L p{J1)* 
determines, up to a member of L q {J1) of norm zero, the function g such 
that <p = <Pg . That is, if h is another such function then II g - h II q = 0 
since 0 = <Pg - <Ph = <Pg-h and II g - h II q = II <Pg-h II. Here is another way 
of describing the preceding theorem: the map g 1--+ <pg for g E L q {J1) is, 
for 1 ~ P < 00, a norm preserving linear map of L q{J1) onto Lp{tl)*. 
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The preceding theorem does not hold if p = 00 -it is not the case 
that too * is t 1 - but there is a reasonable sounding description of the 
adjoint of Lro(fl) for an arbitrary measure fl. Suppose that fl is a 
measure on d and !l'd is the (T-field of locally d measurable sets. 
Then the !l',s;{ simple real valued functions are dense in Loo(fl) accord­
ing to 6.10. Consequently each bounded linear functional ¢ on Loo(fl) 
is the unique continuous extension of ¢ I {f: f is !l'd simple}. We are 
thus led to seek a representation for the adjoint of the space of fJl 
simple functions on X, with the supremum norm II Ilx, where fJl is an 
arbitrary ring of subsets of X. 

Let us agree, for convenience, that if v is real valued and additive on 
a ring fJl of sets, then II vII v = sup {I fl(A) - fl(B) I: A and B disjoint 
members of fJl}. If fJl is a <5-ring and v is a signed measure, then this 
definition agrees with the earlier usage of II II v. Let L 81 be the space 
of fJl simple functions, and for each linear functional ¢ on L 81, let 
Iit/Jil = sup{I¢U)I:fE L iJd and Ilfllx ~ I}, whether or not the supre­
mum is finite. Then 1¢(f)1 ~ Ilfllxll¢11 for all f in L iJd if we agree that 
O' 00 = O. 

7 LEMMA If fJl is a ring of subsets of X, ¢ is a linear functional 
on L8I and v(B) = ¢(XB) for B in Pl, then II¢II = Ilvllv and I¢U)I ~ 
Ilfllx Ilvllv· 

PROOF Each ,OJ simple function f on X is C(} simple for some finite 
subring C(} of fJl. Then C(} is a b-ring, v I C(} is a signed measure of finite 
total variation and ¢U) = f f dvlC(}, so lemma 1 implies that IrP(f)1 ~ 
Ilfllxllvl(6'llv and sup{lrPU)I:fE L'(j and Ilfllx ~ I} = IlvlC(}llv. It is 
possible to choose a finite subring C(} of fJl so that sup {I rPU) I: f E L '(j 
and II f II x ~ 1} is near II rP II and II v I C(} II v is near II v II v. The desired result 
follows. • 

For each ring fJl of subsets of X, L 81 is the space of fJl simple 
functions, with the supremum norm II II x' FA (B?J) is defined to be 
{v: v: fJl ~ IR, v is finitely additive and II v II v < oo}, with the norm II II v '. 
and, if fJl is a <5-ring, M(B?J) is the subspace of F A(fJl) consisting of 
signed measures. Lastly, for each linear functional rP on a vector space 
E of real valued functions on X, v¢> is defined by v¢>(A) = rP(XA) for all A 
such that XA E E. 

8 THEOREM If fJl is a ring of subsets of X and if for each rP in (L 81)*, 
v¢(B) = ¢(XB) for B in fJl, then the map ¢ f---+ v¢ is a linear isometry of 
(L 81)* onto FA (fJl), and in particular FA (fJl) is complete. 

If fJl is a <5-ring, then M (fJl) is a closed subspace of FA (fJl) and is 
therefore complete. 
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PROOF To prove the first assertion we need only show that each 
member of FA (81) is vtP for a member ifJ in (L[i)*. If fE L[i then f = 

2:7=1 biXB, for some real numbers bi and some disjoint members Bi 
of 81, i = 1, 2, ... , n. For v E F A (81), let r be the unique linear ex­
tension of the correspondence XB f--+ v(B) for B in 81 (see 2.6). Then 
W(f)1 = 12:7=1 biv(Bi)1 ~ (max i lbil)2:7=1I v(Bi)l;;;; Ilfllxllvllv whence 
r is a bounded linear functional ifJ and evidently vtP = v. 

Each bounded linear functional ifJ on L [i is the difference ifJ + - ifJ­
of positive linear functionals because (L[i)* is a vector lattice and 
the decomposition lemma of chapter 0 applies. Consequently each 
member J1 of F A (81) is the difference J1+ - J1- of positive members. 
Let M = {v: v E FA(8I) and limn v(Bn) = v(DnBn) for each decreasing 
sequence {Bn}n in 81. Evidently M is closed (the uniform limit of 
continuous functions is continuous). If J1 is a signed measure, both J1+ 
and J1- belong to M, so J1 E M. On the other hand if J1 E M whence J1+ 
and J1- both belong to M, they are both measures and so J1 is a signed 
measure. Thus M = M(8I). • 

Suppose J1 is a measure on a (j-ring d of subsets of X, 2 d is the 
O"-field of locally d measurable sets and % is the subfamily of 2 d 
consisting of sets that are locally of measure zero. If ifJ is a linear 
functional on L!£s§ and v(A) = ifJ(XA) for A in 2.rd, then Ilvllv = 
sup{lifJ(f)I:fE L!£d and Ilfllx ~ l} and, if v vanishes on %, this is the 
same as sup{lifJ(f)I:fE L!£'r,§ and Ilflloo ~ I}. If ifJ E L oo (J1)* whence v 
vanishes on %, the last supremum is lIifJll because L!£'r,§ is dense in 
L oo(J1) according to 6.10. It follows that 

9 THEOREM Suppose J1 is a measure on d, % is the family of 2 d 
measurable sets that are locally of J1 measure 0, ifJ E L oo (J1)* and vtP(A) = 

ifJ(XA)' 
Then vtP is finitely additive on 2d, vanishes on % and IlvtPllv = IlifJll, 

and every finitely additive function on 2 d that vanishes on % is vtP 
for some ifJ in L oo (J1)*· 

10 DIGRESSION The semi-normed spaces E that we have encountered 
are almost all of a special type. They are semi-normed vector lattices, in 
the sense that E is a vector lattice with a norm II II such that III x III = 

Ilxll for all x E E, and Ilxll ~ II yll provided x ~ y ~ O. 
Such a space E is an L space, or of type L., iff II x + y II = II x II + IIY II 

for all positive x and yin E. The spaces Co*, ('1' L 1 (/l), Co(lJ~)*, FA(.?4) 
for a ring.?4 of sets, and M(d) for a (j-ring d, are all L-spaces. 

A semi-normed lattice E is an M space iff II x v y II = max { II x II, II y II } 
for all positive members x and y of E. The spaces c, m, (''YO' Co (lR), 
Loo(/l) and L[i are M spaces. 
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In each example that we have seen, the adjoint of an L space is an 
M space and the adjoint of an M space is an L space. S. Kakutani, to 
whom these concepts are due, has developed a structure theory for L 
spaces. (See, for example, the appendix to [KN]). 

A semi-normed vector lattice E is of type p, or an Lp space, 1 < 
p < 00, iff IlxilP + IIYIIP = Ilx + yilP for all positive members x and y 
of E. The adjoint of such a space is of type q, where q is the index 
conjugate to p. (See F. Bohnenblust, Duke Math. 1. 6 (1940), 627 -640.) 

All of the examples at our disposal indicate that the second adjoint, 
or double dual, E** of a normed space E is like E, or at least that E is 
like a subspace of E**. For example, if 1 < p < 00 and fl is a measure, 
then Lp(fl)* is like Lq(fl), and Lp(fl)** is like Lp(fl). But the second 
adjoint E** may "contain" E as a proper subspace. For example, Co ** 
is essentially t 1 * which is like too, and Co c t ro but Co i= too' 

lf E is an arbitrary semi-normed space and x E E, then f f-> f(x), 
for f in E*, is a linear functional on E* that is called evaluation 8 x at 
x. Formally, for each member x of E, 8Af) = f(x) for all f in E*. 

Evidently I 6"x(f) I ~ Ilxllllfll, so 6"x E (E*)* and II6"xll ~ Ilxll. Thus 6" is 
a linear map, evaluation, of E into E**, and it is bounded in the sense 
that 116"11 = sup{ II6"xll: x E E and Ilxll ~ 1} < 00. It is the case, but we 
do not prove till later, that 6" is an isometry of E into the second adjoint 
E**. 

The evaluation map 6" may carry E onto E**, in which case E is said 
to be reflexive, or the image 6" [E] may be a proper subspace of E** 
so that E is non-reflexive. There are at hand examples of both sorts of 
spaces. It seems reasonable, and is in fact the case, that if fl is a measure 
and 1 < p < 00, then Lp(fl) is reflexive. It is also to be expected (in 
view of 6.13) that each Hilbert space is reflexive. On the other hand, it 
is unlikely that co, t 1, (X) or Co(lR) is reflexive. 

SUPPLEMENT: THE SPACES Co(X)* AND Ldfl)* 

The Riesz representation theorem 2 for Co(lR)* has a straightforward 
generalization to Co(X), for a locally compact Hausdorff space X. 
According to theorem 6.16, each positive linear functional r/J on Co (X), 
is of the form f f-> Sf dv for a unique regular Borel measure v for X 
with finite total variation Ilvllv, and 111/111 = Ilvllv. On the other hand, 
each bounded linear functional on Co (X) is the difference of two posi­
tive linear functionals, according to proposition 2.13. This establishes 
the first part of the following theorem. We agree that v is a regular 
Borel signed measure iff it is the difference of regular Borel measures. 

11 RIESZ REPRESENTATION THEOREM Each bounded linear functional 
r/J on Co (X) agrees on Co (X) with the integral w.r.t. a regular Borel 
signed measure v of finite total variation. Moreover, v is unique and 

Ilr/JII = Ilvllv· 
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PROOF It is only the equality of norms that must be proved. The 
uniqueness then follows for if v and 11 are regular Borel signed measures 
of finite total variation and t/JU) = If dv = If dll for all f in Co(X), 
then v - 11 is a regular Borel signed measure which represents the zero 
functional Z on Co (X), whence Ill' - Illiv = IIZII = O. 

Suppose then that t/JU) = If dv for all f in Co(X). For e > 0 there 
are disjoint compact sets A and B such that Iv(A) - v(B) - Ilvllvl < e 
by regularity. If C E gj~ (X) and is a subset of X\(A u B), then I l'( C) I < 
e. There is a member f of Co(X) so that f is 1 on A, -Ion Band 
Ilfllx = l. Then If dv differs from I (XA - XB) dv by at most e, and 
hence If dv differs from II v II v by at most 2e. Consequently II v II v = 

sup{ II f dvl: f E Co(X) and Ilfllx = 1}. • 

The representation theorem 6 for L 1 (11)* extends to decomposable 
measures. 

12 REPRESENTATION THEOREM FOR L 1 (11)* If 11 is a decomposable 
measure and t/J E Ldll)*, then there is a member g of L ro (ll) such that 
t/JU) = I gf dll for all f in Ll (11)· The function g is determined locally 11 
a.e. by t/J and Iit/JII = 11'111",· 

PROOF According to the representation theorem 6, for each A in the 
domain d of 11, the functional t/JA on Ldll) defined by t/JAU) = t/J(XAf), 
is represented by a member gA of L w (ll) with support A, so t/J(XAf) = 

I gA f dll for all f in L 1 (11)· By modifying gA on a set of 11 measure zero 
we may assume that IlgAllx = Iit/JAII ;;:; Iit/JII. If :!ii is a decomposition 
for 11, the function g = LDEEl'gD is 5£.91 measurable according to the 
patchwork lemma 9, and Ilgllx ;;:; Iit/JII. 

We complete the proof by establishing that t/JU) = I gf dll for f in 
L 1 (11)· Each member A of d intersects only countably many members 
of f!2! in a set of positive measure (because 00 > Il(A) ~ LD E 'i Il(A (\ D» 
and each f in L 1 (11) has support in cr;(", whence there is a countable 
subfamily Iff of f!2! such that f(x) = 0 for almost all x in X\UDEcD 
and {xDfhEC is pointwise summable 11 a.e. and norm summable to 
f in L dll)· Consequently t/JU) = LD E 8' r/J(XDf) = L D E ItS gDf dll = 

I (LD E C gD)f dll = I gf dll· • 

SUPPLEMENT: COMPLEX INTEGRAL AND COMPLEX 
MEASURE 

Suppose 11 is a measure on a o-ring ,r;( of subsets of X. A complex 
valued f: X -4 C is integrable w.r.t. p and f E L) (p: C) iff there are 
sequences {An}n in d and {an}n in C such that Lnlanlll(An) < 00 and 
f(x) = Ln anXAjx) for all x in X, and in this case Ifdp = I,,(f) = 

Ln anll(An)· This definition is not ambiguous. The function f is inte-
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grable w.r.t. f.1 iff ~f and §f are integrable and in this case J f df.1 = 

J ~f df.1 + i J Yif df.1. The space of complex valued integrable functions 
is a vector space over IC and f I-> J f df.1 is a complex linear functional 
on it. If it is necessary to make a distinction between the spaces of 
complex valued integrable and real valued integrable functions we will 
denote the spaces respectively as L 1 (f.1: IC) and L 1 (f.1: 1Rl); if the context 
makes the underlying scalar field clear, we shall use L 1 (f.1) to denote, 
ambigously, either space. If f is f.1 integrable, so is I f.11 and I J f df.11 ~ 
Jlfl df.1 = IIllli, II 111 is a semi-norm, and Ldf.1:1C) is complete under 
the corresponding semi-metric. The spaces Lp(f.1: IC) and the p-norms 
II II p (1 < p ~ 00) are defined as in the real case and the completeness 
theorem extends to L p( p: IC) for all p. The inner product for L 2 (f.1: IC) is 
given by (I, g) = J fg- df.1 where g- is the complex conjugate of g. 

There is a useful extension of the signum function. If x E 1Rl, then 
signum x = ° if x = 0, 1 if x > ° and - 1 if x < 0, whence signum x = 

x/I x I for x i= 0. For each complex number x, if x = 0, then signum x = 
0, and if x i= 0, then signum x = x/I x I. Thus signum x is a complex 
number of modulus one if x i= 0, and x(signum x) - = I x I for all x. (It is 
customary to write signum x instead of signum(x), and if g is a complex 
valued function (signum g)(u) = signum g (u) for all u.) 

The real restriction Erp. of a complex vector space E is the same set E 
with the same vector addition, and with scalar multiplication restricted 
to IRl x E. In brief, E~ is just E if you forget abaut scalar multiplication 
by imaginary numbers. If r/J is a linear functional on E, then the real 
part .0Jlr/J of r/J is a linear functional on E~ and ~r/J determines r/J, because 
r/J(x) = .000r/J(x) - i~r/J(ix) for each x in E. If IjJ is an arbitrary linear 
functional on E~, then x I-> IjJ (x) - iljJ (ix), for x in E, is a linear func­
tional on E (notice that ix I-> ljJ(ix) - iljJ( -x) = i(ljJ(x) - iljJ(ix)). There 
is thus a one-ta-one correspondence between linear functionals on 
E and linear functionals on E~. If E is a semi-normed space and if 
r/J is a bounded linear functional on E, then sup{Ir/J(x)l: Ilxll ~ 1} = 

sup{I.OJlr/J(x)l: Ilxll ~ I}. This is true because I r/J(x) I = r/J(x/signumr/J(x)). 
Consequently the correspondence r/J I-> .0Jlr/J is an isometric mapping of 
E* onto E~*. In fact it is a linear isometry of(E*)~ onto (E~)*. Thus: 

If E is a semi-normed complex vector space, then the map r/J I-> f!llr/J for 
r/J in E* is an 1Rl-linear isometry of (E*)~ onto E~*. 

The theorems and proofs for Lp(f.1: 1Rl) which do not involve the order 
relation for IRl (e.g., the dominated convergence theorem and the Holder 
and the Minkowski inequalities) carryover to L pep: IC). In particular, 
if p and q are conjugate indices, and g E Lq(f.1: IC), then the complex 
linear functional r/Jg on Lp(f.1: IC) defined by r/Jg(f) = J fg - df.1 is bounded, 
I cPg (f) I ~ II g II q II f II p and II r/Jg II ~ II g II q' As in the real case, this ineq uality 
is actually an equality, and so g I-> r/Jg is a linear isometry of Lq(f.1: IC) 
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onto Lp(fL: q* if 1 < p < 00, and also for p = 1 if X E ,9/(1 or, more 
generally, if,u is a decomposable measure, 

Suppose ,u is a measure on a £5-ring s1 for X and I is a complex 
valued 2' s1 measurable function on X (that is, I is 2' s1 - .'16'([R2) 
measurable, which is the case iff ~I and JI are 2' s1 measurable), The 
indefinite integral of I W,Lt ,u, J.p, is defined by J.p(B) = S B I d,u for 
each member B of .'16' = {B: BE s1 and fXB E L 1(,u)}, Then .'16' is a 
£5-ring and .'16' c s1 C .'16'(1' If {Bn}n is a disjoint sequence in .'16' such 
that Un Bn E .'16', then f,u(B) = Ln f,u(Bn), so f,u is a complex valued 
measure, or just a complex measure on .'16'. If I} is a complex measure 
on a £5-ring .'16', then f!llA and J;, are signed measures on .'16' and if p and 
I} are any signed measures on .'16', then p + il} is a complex measure on 
.'16'. 

The variation of a complex measure ), on .'16' is defined by letting 
VA (B), for B in.'16', equal sUPLAE(eI2(A)1 for all finite subfamilies '?5 of 
.'16' that consist of disjoint subsets of B. If one changes this definition 
by replacing "finite" by countable, then the same function VA results, 
and this makes it easy to verify that VA is a measure. The total variation 
of 2, IIAllv, is sup{VA(B): BE iJ6'}, and the class of complex measures )~ 

for which IIAllv < 00 is a complex vector space that is normed by II Ilv. 
A complex measure A on a £5-ring .'16' for X is absolutely continuous 

w.r.t. a measure p on a £5-ring ,9/ for X, and we write l -< p, iff VA -< ,u. 
That is, :]d c s1 c .'16'(1 and VA (B) = 0 for all members B of.'16' for which 
,u(B) = O. This is the case iff f!ll2 and J)~ are absolutely continuous 
W.Lt ,u. If X E sd,T' or more generally, if there is a decomposition for 
,u, then ), is an indefinite integral W.Lt. ,u, so ). = f,u12JJ for some 
2',9/ measurable complex function I on X. The function I, which 
is determined up to a set that is locally of ,u measure zero, is a 
Radon- Nikodym derivative of the complex measure;" W.Lt. ,u, denoted 
dl/dp. 

Suppose that ,u on ,s;1 is a measure and I is an 2' s1 measurable 
function. If I is real valued so that I,u is a signed measure, we have 
seen that VI .1i = I I I.,u. The conclusion extends to the complex case 
because: Suppose that I is complex valued, and B is an arbitrary 
member of the domain .'16' of I.,u. For each disjoint family {B;}~=l of 
members of .'16' that are subsets of B, L ~=1 I (f.,u)(BJ I = L ~=1 I hJ d,ul ;£ 

L~=lh,IIld,u;£hIIld,u whence Vr.Ii(B);£(III.,u)(B). On the other 
hand if L 7=1 bi XB, is a ,OJ] simple function that is uniformly close to the 
function XB(signum f) and bounded by 1 in absolute value (proposi­
tion 6.10), then (I f 1·,u)(B) which is S fXB(signum f) d,u, is close to 
S f(L~=1 biXB,)d,u whose absolute value is at most VI.Ii(B). Consequently 
VI'Ii(B) = (III·,u)(B) for all Bin:]d, i.e., VI .1i = III.,u. 

It is evident that each complex measure 2 is absolutely continuous 
W.Lt. VA and hence 2 = g,VA for some g, provided VA is decomposable. 
In this case VA = I 9 I. VA and consequently I 9 I = 1 locally VA almost 
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everywhere. The decomposition A = g. V). with I g I = 1 is called the 
polar decomposition of .Ie. 

The product complex measure Al ® )'2 of complex measures Al on d 
and )'2 on flJ agrees on A x B for A in d and B in flJ with Al (A)A2 (B). 

If Al = g.VA, and )'2 = h,V).2 then A1(A)A2(B) = IAxBg(x)h(y)dV)., ® VA2 • 

This makes a Fubini theorem for Al ® A2 derivable from that for 
V.I., ® VA2 • 

A complex measure on the Borel <5-ring flJ<5(X) of a locally compact 
Hausdorff space X, is a complex Borel measure for X. It is regular iff 
the measure V). is regular, and this is the case iff the signed measures 
f11lA and .~ )" or equivalently their positive and negative parts, are 
regular. The family Mr (flJo (X) : q of all regular complex Borel mea­
sures is a closed subspace, under the total variation norm, of the 
Banach space of all complex Borel measures for X and is therefore a 
Banach space (if ), is regular, Ilv - Ally < e and V;JU\A) < e, then 
Vv(U\A) ;::;; Ilv - Ally + V).(U\A) < 2e). 

Suppose Co(X: C) is the Banach space of complex valued contin­
uous functions on X that vanish at 00, with the supremum norm II Ilx. 
For each regular complex Borel measure A = p + iI], the functional 
cP). on Co(X:q defined by cP).(f) = Iidp + iIldl], is a member of 
Co (X: q*, and the correspondence A"t----> cPA is a linear isometry of 
Mr (flJo (X) : q onto Co(X: q*. 

Each Borel measure is decomposable and consequently each com­
plex Borel measure A for X is an indefinite integral .f.fl for some Borel 
measure fl for X and for some locally d measurable .f. If the measure 
fl is regular then so is .f.fl and so is III.fl. Moreover, the correspon­
dence I"t---->.f.fl is a linear isometry of L I (fl: q onto the space of all 
regular complex Borel measures for X that are of finite variation and 
are absolutely continuous W.r. t. fl, with the total variation norm (see 
8.23). 

SUPPLEMENT: THE BOCHNER INTEGRAL 

The construction of an integral for real or complex valued functions 
generalizes in a natural way to an integration process for vector valued 
functions. If fl is a (non-negative finite valued) measure on a <5-ring of 
subsets of X, then to certain functions on X with values in a Banach 
space E, we assign a member of E, denoted I I(x) dflX. This assign­
ment, I"t----> I I dfl is the Bochner integral. The basic properties of the 
integral of scalar valued functions generalize to the Bochner integral, 
except for those (e.g., Fatou's lemma) which depend explicitly on the 
ordering of the real numbers. 

If I is an E valued function on X and qJ is a bounded linear func­
tional on E, then the composition qJ 0 I is a scalar valued function 
on X. It will turn out that if I: X --> E has Bochner integral I I dfl 
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and cp E E*, then cp(S f df.1) = Scpo f df.1. This connection between the 
Bochner integral and the scalar integral is very useful, and for this and 
other reasons we need an ample supply of bounded linear functionals 
on E. The Hahn - Banach extension theorem shows that there is such a 
supply. 

13 HAHN - BANACH EXTENSION THEOREM Suppose F is a subspace of 
a real vector space E and that p is a non-negative real valued function 
on E such that p(x + y) ;;; p(x) + p(y) and p(tx) = tp(x) for all x and y 
in E and t in R 

Then each linear functional cp on F with cp ;;; p extends to a linear 
functional q/ on E with cp' ;;; p. 

PROOF Let P be the class of all linear functionals t/J on subspaces of E 
such that t/J ;;; p and t/J is an extension of cpo The class P is ordered by 
agreeing that t/J follows 8 iff t/J is an extension of 8. Each linearly 
ordered subset of P has an upper bound (its graph is the union of the 
graphs of its members), and consequently, by the Hausdorff principle, 
there is a maximal member of P. We need to prove that the domain F 
of a maximal member is all of E and this will follow from maximality 
if we show that if x E E\F, then it is possible to extend a linear func­
tional dominated by p on F to the larger space {rx + y: r E IR, y E F}, 
so that the extension is dominated by p. 

If there is a real number t such that rt + cp(y) ;;; p(rx + y) for all 
real numbers r and all y in F, then cp' (rx + y) = rt + cp (y) defines 
the desired extension. If r > 0, then rt + cp(y) ;;; p(rx + y) iff t;;; 
p(x + y/r) - cp(y/r). That is, t must be less than or equal to p(x + u) -
cp (u) for all u in F. If r < 0, then the inequality reduces in the same 
way to -p(-x + v) + cp(v);;; t for all v in F. Consequently there is a 
number t as required unless - p( -x + v) + cp(v) > p(x + u) - cp(u) for 
some members u and v of F. But in this case cp(u + v) > p(-x + v) + 
p(x + u) ~ p(u + v), which is a contradiction. • 

14 COROLLARY If F is a subspace of a semi-normed space E and 
cp E F*, then there is an extension t/J of cp in E* such that II cp II = II t/J II. 
Consequently for each y in E if y oF 0, then there is t/J in E* so that 
Iit/JII = t/J(y/llyll) = 1. 

PROOF If E is a real linear space, then the corollary is a special case 
of the preceding theorem with p(x) = 1I<pllllxll for all x in E. If E is a 
complex normed space then !?ltcp is a real linear functional on the real 
restriction F~ of F and it is easy to see that 11.~cpll = Ilcpll. Consequently 
there is a real linear functional 8 on E~ so that 11811 = II!?ltcp II and 8 is 
an extension of ~cp. Then, if t/J(x) = 8(x) - i8(ix) for x in E, t/J is a 
complex linear functional on E, (notice that t/J(ix) = 8(ix) - i8( -x) = 
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i(8(x) - W(ix» = il/l(x», and 111/111 = 11811 = II~cpll = Ilcpll. Finally, 1/1 is 
an extension of cP because ~I/I is an extension of .rlicp, so ~(I/I - cp) 
vanishes on F, and hence 1/1 = cP on F. 

If x E E and x #- 0, the foregoing conclusion applied to the linear 
functional cP defined by cp(ay) = a II yll on the space F of scalar multi­
ples of y yields the last statement of the corollary. • 

We recall that for each x in E, the evaluation at x, tffx , is the func­
tional on E* defined by tffAn = f(x) for f in E*. It is evident that 
I tffAn I ~ Ilxllllfll whence Iltffxll ~ Ilxll. This inequality is actually an 
equality because the preceding corollary guarantees the existence of a 
member f in E* of norm one with tffx(f) = Ilxll. Thus 

15 COROLLARY The evaluation map of a semi-normed space E into 
its second adjoint E** is a linear isometry. 

We now define measurability and then Bochner integrability for E 
valued functions. We assume throughout that £ is a normed linear space 
over either IR or C, that £ * is the dual of £, and that p is a (finite 
valued) measure on a t5-ring d of subsets of X. 

The strong Borel a-field for E, or the classical Borel a-field, Plic(£), 
is the CT-field generated by the family of open subsets of E. The 
members of P.Bc(E) are strongly Borel measurable, or strongly Borel. 
If E is separable (there is a countable dense subset of E), then P.Bc(E) 
is generated by any base for the topology, since each open set is 
the union of countably many members of the base. The strong Borel 
field for a subset A of £ is the CT-field PlicliA = {B n A: B E P.Bc(E)}. 
It is generated by {S n A: S E.5I'} where 9" is any family generating 
P.Bc (E). 

The weak Borel field 11/', or "111(£), is the smallest CT-field such that 
every bounded linear functional cP on E is measurable. The strong 
Borel field P.Bc is one such CT-field, and so 1fI is a subfamily of P.Bc. The 
weak Borel field for a subset A of £ is the relativization "11111 A = 
{W n A: WE 1fI}. 

The CT-fields P.Bc and 1fI are generally not identical. However: 

16 THEOREM If A is a separable subset of E, then P.BcliA = 1fI11A. 

PROOF We first show that there is a sequence {CPn}n in E* such that 
Ilx - yll = sUPnlCPn(x - y)1 for all x and y in A. To this end, select 
a dense sequence {zn}n in A, and for all nonnegative integers i and 
j choose a linear functional CPij of norm one such that Ilzi - zjll = 

CPij(Zi - Zj)' This choice is possible because of the Hahn-Banach 
theorem. Let p(x) = SUPi,j I CPij(x) I for all members x of E. Then p(x);;;; 
IIxll because IIcpijll = 1 for all i and j, and P(Zi - Zj) = Ilzi - z)l. It is 
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easy to verify that p is a semi-norm. We show that p(x - y) = Ilx - yll 
for all members x and y of A by an approximation argument. 

Choose Zi and Zj so that Ilx - zill and II y - zjll are small. Then, from 
the triangle inequality, Ilx - yll is near Ilzi - zjll. But p(x - Zi) and 
p(y - Zj) are also small because p(u) ~ Ilull for all u, and from the 
triangle inequality (p is a semi-norm), we again have p(x - y) near 
P(Zi - Zj) = Ilzi - zjll. Consequently p(x - y) is near Ilx - YII. 

The preceding result shows that the function y 1--+ II x - y II, for y in 
A, is ~IIA measurable because it is the supremum of a countable 
family of ~IIA measurable functions. Consequently, for every such x 
and every r> 0 the set {y: YEA and Ilx - yll < r} is ~IIA measur­
able. But sets of this form generate &BellA, so &BellA c ~IIA. • 

We recall that if ..91 is a c5-ring of subsets of X, then!.!? ..91 is the 
family of all subsets of X which are locally in ..91, in the sense that 
B n A E .r;{ for all members A of ..91. The family!.!? ..91 is a a-field for X. 
We agree that a function f on X to E is strongly measurable, iff f is 
!.!? ..91 - &Be measurable; that is, f- 1 [S] is locally ..91 measurable, for 
each member S of the strong Borel field. The function f is weakly 
measurable iff f is !.!? ..91 - ~ measurable. The family of all sets of the 
form q;-1 [B], with q; in E* and B a Borel subset of the scalars, gener­
ates~, so f is weakly measurable iff f-l[q;-l[B]] = (q; of)-l[B] E 

!.!? ..91 for all such q; and B. That is, f is weakly measurable iff q; 0 f is 
!.!? ..91 measurable for all q; in E*. 

Each strongly measurable function f on X to E is automatically 
weakly measurable. If a function f on X to E is weakly measurable 
and f[X] is separable, then for each strong Borel set B, f- 1 [B] = 
f- 1 [B n f[X]] E &Bcllf[X] according to theorem 16, and hence f is 
strongly measurable. Thus: 

17 COROLLARY Iff: X --+ E is weakly measurable and has separable 
range, then f is strongly measurable. 

The description of weak measurability in terms of measurability of 
the functions q; 0 f, with q; in E*, makes it clear that the sum of two 
weakly measurable E valued functions and a scalar multiple of each 
such function are weakly measurable. The pointwise limit f of a se­
quence {fn}n of weakly measurable functions on X to E is weakly 
measurable because, for each q; in E*, q; 0 f is the pointwise limit of the 
sequence {q; 0 in}n of measurable scalar valued functions and is there­
fore measurable. On the other hand, the class of strongly measurable 
functions is not necessarily a linear space, although closed under point­
wise sequential convergence. But we are concerned only with functions 
with separable range, and the preceding corollary guarantees that there 
are no surprises here. 
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The relation between measurable E valued functions and o--simple 
functions is much the same as in the scalar case. A function f on X to 
E is d simple iff there are finite sequences {ad k in E and {Ad k in d 
such that f(x) = Ik XAk(x)ak for all x in X, and a function f on X to E 
is d u-simple or just u-simple iff there are sequences {an}n in E and 
{An}n in d such that f(x) = In XAJX) an for x in X. To be precise: 
it is required that for each x, the unordered sum of the sequence 
{XA)x)an}n relative to the norm topology be f(x). 

Each o--simple function f = In XAn an has a support Un An in d" and 
a separable range-indeed the set of linear combinations with rational 
coefficients of finitely many members of {an} n is dense in a separable 
subspace of E that contains f[X], Moreover, a o--simple function f is, 
being the pointwise limit of a sequence of .w simple functions, weakly 
and therefore strongly measurable. Conversely, it is the case that each 
strongly measurable E valued function f with separable range and a 
support in d(f is o--simple. We prove a stronger statement which gives 
information on both f and Ilfll. 

If f is an 2'.w measurable real valued function with support in 
.w'" then by theorem 5.9 f+ and f- are countable linear combinations 
with nonnegative coefficients of characteristic functions of members of d, 
so there are sequences {rn}n in IR and {An}n in ,rd so that f = InrnXAn 
and I f I = I n I rn I XA n ' Essentially the same conclusion holds for E 
valued functions f, except that the second equality is replaced by an 
epsilon close inequality. We prove this after establishing a preliminary 
lemma. An E valued function f is d elementary iff for some sequence 
{an}n in E and some disjoint sequence {An}n in ,w, f(x) = InXA)X)an 
for each x in X. 

18 LEMMA Each strongly measurable E valued function f with separ­
able range and a support in d(f is the uniform limit of a sequence of E 
valued d elementary functions. 

PROOF Suppose that Un An, where {An}n is a disjoint sequence in 
.rd, is a support for f and that for each n, {Yn, m}m is a dense subset 
of f[An]. For e > 0 let En,m = {x: x E An and Ilf(x) - Yn,mll < e}. 
Then En. m E d because f is strongly measurable, and "disjointing" 
by setting Fn.m = En.m\Uk<mEn,k, we see that {Fn,m}n.m is a disjoint 
countable subfamily of d. If g(x) = Yn,m for x in Fn.m, and g(x) = 0 
for x outside the support Un An of f, then g is elementary and 
Ilg(x) - f(x)11 < e for all x. • 

19 REPRESENTATION THEOREM Suppose that f: X --+ E is strongly 
measurable, has separable range and a support Uk Ck for some disjoint 
sequence {Cd k in d. 

Then for each sequence {e k h of positive numbers, there are sequences 
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{An}n in d and {an}n in E such that f(x) = LnXAJx)an and Ilf(x)11 ~ 
LnXAJX) II an II ~ IIf(x)II + IkekXck(x)forallx. 

PROOF It is sufficient to show that if f is supported by a member C of 
d and e > 0 then f(x) = In XAJX)an and LnXAJX) II an II ~ IIf(x)II + 
exdx) for some sequences {an}n in E and {An}n in d with An C C for 
each n. 

We suppose f is supported by a member C of d. The function f is 
the uniform limit of a sequence of elementary functions, according to 
lemma 18 and consequently, by using the differencing trick, we can 
find a sequence {fn}n of elementary functions, each supported by C, 
such that f(x) = Ln fn(x) for each x and IIfn(x)II < e2-n for all x and 
for n > O. Then IIfo(x)1I ~ IIf(x)1I + L::"=l ern = IIf(x)1I + e for each x. 
If fn(x) = Ik XBn,.(x)bn,k, where {Bn,kh is a disjoint sequence in sf with 
Bn,k C C, then f(x) = Ln,k XBn k(x)bn,k for all x. For each n, because fn 
is elementary, IIfn(x)1I = IkX~n'k(x)lIbn,kll, whence Ln,kXBn)x)lI bn,kll = 

Ln II fn(x) II ~ IIfo(x)1I + e ~ IIf(x)1I + 2e. Since C is a support for 
f, IIf(x)1I ~ Ln,kXBnk(X) IIbnA ~ IIf(x)1I + 2exc· This establishes the 
lemma. • 

20 PROPOSITION For each function f on X to E the following are 
equivalent: 

(i) f is weakly measurable, has separable range and a support in d", 
(ii) f is strongly measurable, has separable range and a support in 

d", 
(iii) f is d a-simple, and 
(iv) f is the pointwise limit of a sequence of d simple functions. 

PROOF Corollary 5 shows that (i) implies (ii), the preceding theorem 
shows that (ii) implies (iii), and (iii) clearly implies (iv), Finally, (iv) 
implies (i) follows from the fact that the pointwise limit f of a se­
quence {fn}n of weakly measurable functions on X to E is weakly 
measurable, • 

A function f on X to E is Bochner integrable iff there are sequences 
{An}n in sf and {an}n in E with In,u(An)lianll < CfJ such that f(x) = 

Ln XAJx)a n for each x, We want to define the Bochner integral of such 
a function f to be Ln ,u(An)an, If E is complete the sequence {,u(An)an}n 
is summable to a member of E, because it is absolutely summable. We 
assume henceforth that E is complete and we show that the desired 
definition is not ambiguous. 

21 FUNDAMENTAL LEMMA If f is an E valued function, f(x) = 

Ln XAJX)an for each x, and Ln ,u(An)llanll < 00, then <P 0 f E L d,u) for 
each <p in E* and S <p 0 f d,u = <P(Ln ,u(An)an· 
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If f(x) is also equal to Ln XBJx)bn for all x, where Ln f.1(Bn) Ilbnll < 00, 

then Lnf.1(An)an = Lnf.1(Bn)bn. 

PROOF Clearly <P of(x) = LnXAJx)<p(an) and Lnf.1(An)I<p(an)1 ~ 
11<p11 Lnf.1(An)llanll < 00. Consequently <p ofE Ldf.1) and I <p of df.1 = 

Lnf.1(An)<p(an) = <P(Lnf.1(An)an). This establishes the first statement 
of the lemma. The second statement follows from the Hahn - Banach 
theorem (corollary 14): since <P(Ln f.1(An)an - Ln f.1(Bn)bn) = 0 for all <p 
in E*, Ln f.1(An)an - Ln f.1(Bn)bn = O. • 

If f is a Bochner integrable function on X to a Banach space 
E, f(x) = Ln XAJX)an for each x, and Ln fl(An) Ilanll < 00, then the 
Bochner integral of f, If dll or HI' (f), is defined to be L n fl (An) an' The 
preceding lemma shows that this definition is not ambiguous. It also 
shows that if f is Bochner integrable, then <p 0 f is integrable for every 
<p in E* and I<p ofdfl = <p(Ifdfl). We notice that IILnXAJx)anll ~ 
Ln XAJX)(X) Ilanll for each x, and it follows that if f is Bochner inte­
grable then x f--+ II f(x) II is integrable. 

We show that conversely, if f is an .71 O"-simple function and 
x f--+ Ilf(x)11 is integrable, then f is Bochner integrable and moreover, 
IIBIlU)11 ~ I II f(x)11 dflX. 

22 THEOREM If f is an d O"-simple function on X to E then f is 
Bochner integrable if and only if x f--+ Ilf(x)11 is integrable, and in this 
case, II I f dflll ~ I II f II dfl· Moreover, if T is a bounded linear map of E 
to a Banach space F then To f is Bochner integrable and T(J f dfl) = 

I To f dfl· 

PROOF We have already established some of the assertions of the 
theorem. It only remains to show that if x f--+ Ilf(x)11 is integrable, 
then so is f and II If dflll ~ I II f II dfl. According to theorem 19, for 
each sequence {edk of positive numbers, f(x) = LnXAJX)an and 
Ln XAJX) Ilanll ~ Ilf(x)11 + Lk ekxCk(x) for all x for some sequences 
{An}n in d and {an}n in E and some disjoint sequence {Cdk in d so 
that Uk Ck is a support for f. Let ek = eTk/fl(Ck) for each k for which 
fl(Ck) #- 0 and 0 otherwise. Then the O"-simple real valued function 
x f--+ Ln XAJX) Ilanll is dominated by x f--+ Ilf(x)11 + Lk ekXC.(x) which is 
integrable. Consequently x f--+ Ln XAJX) Ilanll is integrable and its inte­
gral Ln fl(An) Ilanll ~ I Ilfll df.1 + e. So f is Bochner integrable and 
III f dflll ~ Ln fl(An) Ilanll ~ I Ilfll dfl + e whence III f dflll ~ I II!II dfl· • 

For each Banach space E and each measure fl, the class of Bochner 
integrable functions is denoted by L 1(Il,E). For f in L 1 (fl, E), IlfIIl 
is defined to be I II f(x) II dflX. It is easy to see that L dfl, E) is a 
linear space and that II 111 is a semi-norm for L d fl, E). The fact that 
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liS f d.ull ~ S Ilf(x)11 d.ux can be rephrased: the Bochner integral B/l is a 
linear function on L 1 (.u,E) of norm at most one (of course IIB/lil = 1; 
consider a function x H XA (x)a). We show that L d.u, E) is complete. 
The critical fact: the inequality liS f d.ull ~ S Ilf(x)11 d.ux permits us to 
deduce convergence in E from the theorems about convergence for 
scalar valued functions. 

23 THEOREM If E is a Banach space and .u is a measure, then each 
swiftly convergent sequence in L 1 (.u, E) converges pointwise a.e. and in 
norm to a member of L 1 (.u, E), and consequently L 1 (.u, E) is complete. 

PROOF It is sufficient to show that if {fn}n is a sequence in Ld.u, E) 
such that L n II fn 111 < 00, then there is a member f of L 1 (.u, E) such that 
limn IIf(x) - L;:=o fk (x) II = 0 for .u a.e. x and limn Ilf - Lk=O fklll = O. 
But Ln Ilfnlll = limnLk=oS Ilfn(x)11 d.ux = limnSLk=o Ilfn(x)11 d.ux and 
so, by B. Levi's theorem, the increasing sequence {x H L;:=o Ilfk(x)ll}n 
converges .u almost everywhere to an integrable function g. Let 
f(x) = Lnfn(x) for points x such that Ln Ilfn(x)11 = g(x) and let f 
be 0 otherwise. Then f is easily seen to be a-simple because each 
fn is and fE Ld.u, E) because S IIf(x) II d.ux ~ S g(x)d.ux. Moreover 
limn IIf - Lk=ofklll = limnS Ilf(x) - Lk=ofk(x)11 d.ux = 0 by the domi­
nated convergence theorem. • 

Finally, a generalization of the dominated convergence theorem is 
valid for E valued functions. 

24 DOMINATED CONVERGENCE THEOREM Let {fn}n be a sequence in 
L 1 (.u, E) such that {fn(x)}n is a Cauchy sequence for .u a.e. x and 
suppose 9 is an integrable nonnegative function such that Ilfn(x)11 ~ g(x) 
for each nand .u a.e. x. 

Then there is a member f of L 1 (.u, E) such that f = limn fn a.e., 
limn II fn - fill = 0, and consequently limn S fn d.u = Sf d.u. 

PROOF The function f defined by f(x) = limn fn(x) if the limit on the 
right exists and zero otherwise, is a-simple in view of proposition 
20 and Ilf(x)11 ~ g(x) for .u a.e. x. Consequently the function x H 

Ilfn(x) - f(x)1I is an .ft' .91 measurable function with a support in .91(1 
which is dominated .u a.e. by 2g. By the dominated convergence theo­
rem for scalar functions, limn IIfn - fill = limn S IIfn(x) - f(x)1I d.ux = 
f limn IIfn(x) - f(x) II d.ux = o. • 
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Oxtoby, J.e., 50, 97 
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75 
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linear functional, 26 
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pre-integrals, 21, 27 
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Borel measure, 76, 78 
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closed under difference and finite 
union),21 

o-ring, 42 
ring generated by a family, 22, 23 
a-ring, 54 

Rosenblatt, M., 90 
Rudin, W., 104 

section 
of a function on X X Y, 83 
theorem on sections, 84 
of a subset of X X Y, 84 
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semi-finite measure, 91 
semi-norm, 33, 121 
semi-rigid action of a group, 16 
sequence (= a function on N), 5 
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simple function, 26 
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Souslin, 64 
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measure, 48 
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Stieltjes 
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Stromberg, K., 97 
strong Borel a-field, 134 
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sub additive, 13, 24 
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Sullivan, D., 50 
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supremum norm, II Ilx, 31 
swiftly convergent sequence {XII}II 
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measure, 44, 53 
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