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To my students 



Preface 

Manifolds are everywhere. These generalizations of curves and surfaces to 
arbitrarily many dimensions provide the mathematical context for under­
standing "space" in all of its manifestations. Today, the tools of manifold 
theory are indispensable in most major subfields of pure mathematics, and 
outside of pure mathematics they are becoming increasingly important to 
scientists in such diverse fields as genetics, robotics, econometrics, com­
puter graphics, biomedical imaging, and, of course, the undisputed leader 
among consumers (and inspirers) of mathematics-theoretical physics. No 
longer a specialized subject that is studied only by differential geometers, 
manifold theory is now one of the basic skills that all mathematics students 
should acquire as early as possible. 

Over the past few centuries, mathematicians have developed a wondrous 
collection of conceptual machines designed to enable us to peer ever more 
deeply into the invisible world of geometry in higher dimensions. Once 
their operation is mastered, these powerful machines enable us to think 
geometrically about the 6-dimensional zero set of a polynomial in four 
complex variables, or the lO-dimensional manifold of 5 x 5 orthogonal ma­
trices, as easily as we think about the familiar 2-dimensional sphere in ]R3. 

The price we pay for this power, however, is that the machines are built 
out of layer upon layer of abstract structure. Starting with the familiar 
raw materials of Euclidean spaces, linear algebra, and multivariable calcu­
lus, one must progress through topological spaces, smooth atlases, tangent 
bundles, cotangent bundles, immersed and embedded submanifolds, ten­
sors, Riemannian metrics, differential forms, vector fields, flows, foliations, 
Lie derivatives, Lie groups, Lie algebras, and more-just to get to the 
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point where one can even think about studying specialized applications of 
manifold theory such as gauge theory or symplectic topology. 

This book is designed as a first-year graduate text on manifold theory, 
for students who already have a solid acquaintance with general topology, 
the fundamental group, and covering spaces, as well as basic undergradu­
ate linear algebra and real analysis. The book is similar in philosophy and 
scope to the first volume of Spivak's classic text [Spi79], though perhaps 
a bit more dense. I have tried neither to write an encyclopedic introduc­
tion to manifold theory in its utmost generality, nor to write a simplified 
introduction that gives students a "feel" for the subject without the strug­
gle that is required to master the tools. Instead, I have tried to find a 
middle path by introducing and using all of the standard tools of mani­
fold theory, and proving all of its fundamental theorems, while avoiding 
unnecessary generalization or specialization. I try to keep the approach 
as concrete as possible, with pictures and intuitive discussions of how one 
should think geometrically about the abstract concepts, but without shying 
away from the powerful tools that modern mathematics has to offer. To fit 
in all of the basics and still maintain a reasonably sane pace, I have had 
to omit a number of important topics entirely, such as complex manifolds, 
infinite-dimensional manifolds, connections, geodesics, curvature, fiber bun­
dles, sheaves, characteristic classes, and Hodge theory. Think of them as 
dessert, to be savored after completing this book as the main course. 

The goal of my choice of topics is to cover those portions of smooth 
manifold theory that most people who will go on to use manifolds in math­
ematical or scientific research will need. To convey the book's compass, it 
is easiest to describe where it starts and where it ends. 

The starting line is drawn just after topology: I assume that the reader 
has had a rigorous course in topology at the beginning graduate or advanced 
undergraduate level, including a treatment of the fundamental group and 
covering spaces. One convenient source for this material is my Introduction 
to Topological Manifolds [LeeOO], which I wrote two years ago precisely with 
the intention of providing the necessary foundation for this book. There 
are other books that cover similar material well; I am especially fond of 
Sieradski's An Introduction to Topology and Homotopy [Sie92] and the new 
edition of Munkres's Topology [MunOO]. 

The finish line is drawn just after a broad and solid background has been 
established, but before getting into the more specialized aspects of any par­
ticular subject. For example, I introduce Riemannian metrics, but I do not 
go into connections or curvature. There are many Riemannian geometry 
books for the interested student to take up next, including one that I wrote 
five years ago [Lee97] with the goal of moving expediently in a one-quarter 
course from basic smooth manifold theory to some nontrivial geometric 
theorems about curvature and topology. For more ambitious readers, I rec­
ommend the beautiful recent books by Petersen [Pet98], Sharpe [Sha97], 
and Chavel [Cha93]. 
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This subject is often called "differential geometry." I have deliberately 
avoided using that term to describe what this book is about, however, 
because the term applies more properly to the study of smooth mani­
folds endowed with some extra structure-such as Lie groups, Riemannian 
manifolds, symplectic manifolds, vector bundles, foliations-and of their 
properties that are invariant under structure-preserving maps. Although I 
do give all of these geometric structures their due (after all, smooth man­
ifold theory is pretty sterile without some geometric applications), I felt 
that it was more honest not to suggest that the book is primarily about 
one or all of these geometries. Instead, it is about developing the general 
tools for working with smooth manifolds, so that the reader can go on to 
work in whatever field of differential geometry or its cousins he or she feels 
drawn to. 

One way in which this emphasis makes itself felt is in the organization 
of the book. Instead of gathering the material about a geometric structure 
together in one place, I visit each structure repeatedly, each time delving as 
deeply as is practical with the tools that have been developed so far. Thus, 
for example, there are no chapters whose main subjects are Riemannian 
manifolds or symplectic manifolds. Instead, Riemannian metrics are intro­
duced in Chapter 11 right after tensors; they then return to play major 
supporting roles in the chapters on orientations and integration, followed 
by cameo appearances in the chapters on de Rham cohomology and Lie 
derivatives. Similarly, symplectic structures make their first appearance at 
the end of the chapter on differential forms, and can be seen lurking in an 
occasional problem or two for a while, until they come into prominence at 
the end of the chapter on Lie derivatives. To be sure, there are two chapters 
(9 and 20) whose sole subject matter is Lie groups and/or Lie algebras, but 
my goals in these chapters are less to give a comprehensive introduction 
to Lie theory than to develop some of the more general tools that every­
one who studies manifolds needs to use, and to demonstrate some of the 
amazing things one can do with those tools. 

The book is organized roughly as follows. The twenty chapters fall into 
four major sections, characterized by the kinds of tools that are used. 

The first major section comprises Chapters 1 through 6. In these chapters 
I develop as much of the theory of smooth manifolds as one can do using, 
essentially, only the tools of topology, linear algebra, and advanced calculus. 
I say "essentially" because, as the reader will soon find out, there are a great 
many definitions here that will be unfamiliar to most readers and will make 
the material seem very new. The reader's main job in these first six chapters 
is to absorb all the definitions and learn to think about familiar objects in 
new ways. It is the bane of this subject that there are so many definitions 
that must be piled on top of one another before anything interesting can 
be said, much less proved. I have tried, nonetheless, to bring in significant 
applications as early and as often as possible. By the end of these six 
chapters, the reader will have been introduced to topological manifolds, 
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smooth manifolds, the tangent and cotangent bundles, and abstract vector 
bundles. 

The next major section comprises Chapters 7 through 10. Here the main 
tools are the inverse function theorem and its corollaries. This is the first of 
four foundational theorems on which all of smooth manifold theory rests. It 
is applied primarily to the study of submanifolds (including Lie subgroups 
and vector subbundles), quotients of manifolds by group actions, embed­
dings of smooth manifolds into Euclidean spaces, and approximation of 
continuous maps by smooth ones. 

The third major section, consisting of Chapters 11 through 16, uses ten­
sors and tensor fields as its primary tools. Beginning with the definition 
(or, rather, two different definitions) of tensors, I introduce Riemannian 
metrics, differential forms, integration, Stokes's theorem (the second of the 
four foundational theorems), and de Rham cohomology. The section culmi­
nates in the de Rham theorem, which relates differential forms on a smooth 
manifold to its topology via its singular cohomology groups. 

The last major section, Chapters 17 through 20, explores the circle of 
ideas surrounding integral curves and flows of vector fields, which are the 
smooth-manifold version of systems of ordinary differential equations. The 
main tool here is the fundamental theorem on flows, the third founda­
tional theorem. It is a consequence of the basic existence, uniqueness, and 
smoothness theorem for ordinary differential equations. Both of these theo­
rems are proved in Chapter 17. Flows are used to define Lie derivatives and 
describe some of their applications (most notably to symplectic geometry), 
to study tangent distributions and foliations, and to explore in some detail 
the relationship between Lie groups and their Lie algebras. Along the way, 
we meet the fourth foundational theorem, the Frobenius theorem, which is 
essentially a corollary of the inverse function theorem and the fundamental 
theorem on flows. 

The Appendix (which most readers should read, or at least skim, first) 
contains a cursory summary of the prerequisite material on topology, lin­
ear algebra, and calculus that is used throughout the book. Although no 
student who has not seen this material before is going to learn it from read­
ing the Appendix, I like having all of the background material collected in 
one place. Besides giving me a convenient way to refer to results that I 
want to assume as known, it also gives the reader a splendid opportunity 
to brush up on topics that were once (hopefully) well understood but may 
have faded a bit. 

I should say something about my choices of conventions and notations. 
The old joke that "differential geometry is the study of properties that are 
invariant under change of notation" is funny primarily because it is alarm­
ingly close to the truth. Every geometer has his or her favorite system of 
notation, and while the systems are all in some sense formally isomorphic, 
the transformations required to get from one to another are often not at 
all obvious to the student. Because one of my central goals is to prepare 
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students to read advanced texts and research articles in differential geome­
try, I have tried to choose notation and conventions that are as close to the 
mainstream as I can make them without sacrificing too much internal con­
sistency. When there are multiple conventions or notations in common use 
(such as the two common conventions for the wedge product or the Laplace 
operator), I explain what the alternatives are and alert the student to be 
aware of which convention is in use by any given writer. Striving for too 
much consistency in this subject can be a mistake, however, and I have 
eschewed absolute consistency whenever I felt it would get in the way of 
ease of understanding. I have also introduced some common shortcuts at an 
early stage, such as the Einstein summation convention and the systematic 
confounding of maps with their coordinate representations, both of which 
tend to drive students crazy at first, but payoff enormously in efficiency 
later. 

This book has a rather large number of exercises and problems for the 
student to work out. Embedded in the text of each chapter are questions 
labeled as "exercises." These are (mostly) short opportunities to fill in the 
gaps in the text. Many of them are routine verifications that would be 
tedious to write out in full, but are not quite trivial enough to warrant 
tossing off as obvious. I hope that conscientious readers will take the time 
at least to stop and convince themselves that they fully understand what 
is involved in doing each exercise, if not to write out a complete solution, 
because it will make their reading of the text far more fruitful. At the end of 
each chapter is a collection of (mostly) longer and harder questions labeled 
as "problems." These are the ones from which I select written homework 
assignments when I teach this material, and many of them will take hours 
for students to work through. It is really only in doing these problems that 
one can hope to absorb this material deeply. I have tried insofar as possible 
to choose problems that are enlightening in some way and have interesting 
consequences in their own right. The results of many of them are used in 
the text. 

I welcome corrections or suggestions from readers. I plan to keep an up­
to-date list of corrections on my Web site, www.math.washington.eduj-Zee. 
If that site becomes unavailable for any reason, the publisher will know 
where to find me. 

Happy reading! 

Acknowledgments. There are many people who have contributed to the 
development of this book in indispensable ways. I would like to mention es­
pecially Judith Arms and Tom Duchamp, both of whom generously shared 
their own notes and ideas about teaching this subject; Jim Isenberg and 
Steve Mitchell, who had the courage to teach from early drafts of this book, 
and who have provided spectacularly helpful suggestions for improvement; 
and Gary Sandine, who found a draft on the Web, and not only read it 
with incredible thoroughness and made more helpful suggestions than any-
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one else, but also created more than a third of the illustrations in the 
book, with no compensation other than the satisfaction of contributing to 
our communal quest for knowledge while gaining a deeper understanding 
for himself. In addition, I would like to thank the many other people who 
read the draft and sent their corrections and suggestions to me, especially 
Jaejeong Lee. (In the Internet age, textbook writing becomes ever a more 
collaborative venture.) Most of all, I would like to thank all of my students 
past, present, and future, to whom this book is dedicated. It is a cliche in 
the mathematical community that the only way to really learn a subject is 
to teach it; but I have come to appreciate much more deeply over the years 
how much feedback from students shapes and hones not only my teaching 
and my writing, but also my very understanding of what mathematics is 
all about. This book could not have come into being without them. 

Finally, I am deeply indebted to my beloved family-Pm, Nathan, and 
Jeremy-who once again have endured my preoccupation and extended 
absences with generosity and grace. This time I plan to thank them by not 
writing a book for a while. 

John M. Lee 
Seattle, Washington 
July, 2002 
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1 
Smooth Manifolds 

This book is about smooth manifolds. In the simplest terms, these are 
spaces that locally look like some Euclidean space IRn, and on which one 
can do calculus. The most familiar examples, aside from Euclidean spaces 
themselves, are smooth plane curves such as circles and parabolas, and 
smooth surfaces such as spheres, tori, paraboloids, ellipsoids, and hyper­
boloids. Higher-dimensional examples include the set of unit vectors in 
IRn+ 1 (the n-sphere) and graphs of smooth maps between Euclidean spaces. 

The simplest examples of manifolds are the topological manifolds, which 
are topological spaces with certain properties that encode what we mean 
when we say that they "locally look like" IRn. Such spaces are studied 
intensively by topologists. 

However, many (perhaps most) important applications of manifolds 
involve calculus. For example, most applications of manifold theory to 
geometry involve the study of such properties as volume and curvature. 
Typically, volumes are computed by integration, and curvatures are com­
puted by formulas involving second derivatives, so to extend these ideas 
to manifolds would require some means of making sense of differentia­
tion and integration on a manifold. The applications of manifold theory 
to classical mechanics involve solving systems of ordinary differential equa­
tions on manifolds, and the applications to general relativity (the theory 
of gravitation) involve solving a system of partial differential equations. 

The first requirement for transferring the ideas of calculus to manifolds 
is some notion of "smoothness." For the simple examples of manifolds we 
described above, all of which are subsets of Euclidean spaces, it is fairly 
easy to describe the meaning of smoothness on an intuitive level. For ex-
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Figure 1.1. A homeomorphism from a circle to a square. 

ample, we might want to call a curve "smooth" if it has a tangent line that 
varies continuously from point to point, and similarly a "smooth surface" 
should be one that has a tangent plane that varies continuously from point 
to point. But for more sophisticated applications it is an undue restric­
tion to require smooth manifolds to be subsets of some ambient Euclidean 
space. The ambient coordinates and the vector space structure of]Rn are 
superfluous data that often have nothing to do with the problem at hand. 
It is a tremendous advantage to be able to work with manifolds as ab­
stract topological spaces, without the excess baggage of such an ambient 
space. For example, in general relativity, spacetime is thought of as a 4-
dimensional smooth manifold that carries a certain geometric structure, 
called a Lorentz metric, whose curvature results in gravitational phenom­
ena. In such a model there is no physical meaning that can be assigned 
to any higher-dimensional ambient space in which the manifold lives, and 
including such a space in the model would complicate it needlessly. For 
such reasons, we need to think of smooth manifolds as abstract topological 
spaces, not necessarily as subsets of larger spaces. 

It is not hard to see that there is no way to define a purely topological 
property that would serve as a criterion for "smoothness," because it cannot 
be invariant under lromeomorphisms. For example, a circle and a square in 
the plane are homeomorphic topological spaces (Figure 1.1), but we would 
probably all agree that the circle is "smooth," while the square is not. Thus 
topological manifolds will not suffice for our purposes. As a consequence, 
we will think of a smooth manifold as a set with two layers of structure: 
first a topology, then a smooth structure. 

In the first section of this chapter we describe the first of these structures. 
A topological manifold is a topological space with three special properties 
that express the notion of being locally like Euclidean space. These prop­
erties are shared by Euclidean spaces and by all of the familiar geometric 
objects that look locally like Euclidean spaces, such as curves and surfaces. 
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We then prove some important topological properties of manifolds that we 
will use throughout the book. 

In the next section we introduce an additional structure, called a smooth 
structure, that can be added to a topological manifold to enable us to make 
sense of derivatives. 

Following the basic definitions, we introduce a number of examples of 
manifolds, so you can have something concrete in mind as you read the 
general theory. At the end of the chapter we introduce the concept of a 
smooth manifold with boundary, an important generalization of smooth 
manifolds that will be important in our study of integration in Chapters 
14-16. 

Topological Manifolds 

In this section we introduce topological manifolds, the most basic type of 
manifolds. We assume that the reader is familiar with the basic properties 
of topological spaces, as summarized in the Appendix. 

Suppose M is a topological space. We say that M is a topological manifold 
of dimension n or a topological n-manifold if it has the following properties: 

• M is a Hausdorff space: For every pair of points p, q E M, there are 
disjoint open subsets U, V c M such that p E U and q E V. 

• M is second countable: There exists a countable basis for the topology 
ofM. 

• M is locally Euclidean of dimension n: Every point of M has a 
neighborhood that is homeomorphic to an open subset of ]Rn. 

The locally Euclidean property means, more specifically, that for each 
p EM, we can find the following: 

• an open set U c M containing pj 

• an open set fJ c ]Rnj and 

• a homeomorphism cp: U -+ U. 

¢ Exercise 1.1. Show that equivalent definitions of locally Euclidean 
spaces are obtained if instead of requiring U to be homeomorphic to an 
open subset of lRn , we require it to be homeomorphic to an open ball in lRn , 

or to lR n itself. 

If M is a topological manifold, we often abbreviate the dimension of M as 
dim M. In informal writing, one sometimes writes "Let Mn be a manifold" 
as shorthand for "Let M be a manifold of dimension n." The superscript 
n is not part of the name of the manifold, and is usually not included in 
the notation after the first occurrence. 
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The basic example of a topological n-manifold is, of course, lR.n . It is 
Hausdorff because it is a metric space, and it is second countable be­
cause the set of all open balls with rational centers and rational radii is 
a countable basis. 

Requiring that manifolds share these properties helps to ensure that 
manifolds behave in the ways we expect from our experience with Euclidean 
spaces. For example, it is easy to verify that in a Hausdorff space, one-point 
sets are closed and limits of convergent sequences are unique (see Exercise 
A.5 in the Appendix). The motivation for second countability is a bit less 
evident, but it will have important consequences throughout the book, 
mostly based on the existence of partitions of unity (see Chapter 2). 

In practice, both the Hausdorff and second count ability properties are 
usually easy to check, especially for spaces that are built out of other man­
ifolds, because both properties are inherited by subspaces and products 
(Lemmas A.5 and A.8). In particular, it follows easily that any open sub­
set of a topological n-manifold is itself a topological n-manifold (with the 
subspace topology, of course). 

The way we have defined topological manifolds, the empty set is a topo­
logical n-manifold for every n. For the most part, we will ignore this special 
case (sometimes without remembering to say so). But because it is useful 
in certain contexts to allow the empty manifold, we have chosen not to 
exclude it from the definition. 

We should note that some authors choose to omit the Hausdorff property 
or second countability or both from the definition of manifolds. However, 
most of the interesting results about manifolds do in fact require these 
properties, and it is exceedingly rare to encounter a space "in nature" that 
would be a manifold except for the failure of one or the other of these 
hypotheses. For a couple of simple examples, see Problems 1-1 and 1-2; for 
a more involved example (a connected, locally Euclidean, Hausdorff space 
that is not second countable), see [LeeOO, Rroblem 4-6]. 

Coordinate Charts 

Let M be a topological n-manifold. A coordinate chart (or just a chart) 
on M is a pair (U, cp), where U is an open subset of M and cp: U -+ fj 
is a homeomorphism from U to an open subset fj = cp(U) c lR.n (Figure 
1.2). By definition of a topological manifold, each point p E M is contained 
in the domain of some chart (U,cp). If cp(p) = 0, we say that the chart is 
centered at p. If (U, cp) is any chart whose domain contains p, it is easy to 
obtain a new chart centered at p by subtracting the constant vector cp(p). 

Given a chart (U, cp), we call the set U a coordinate domain, or a coor­
dinate neighborhood of each of its points. If in addition cp(U) is an open 
ball in lR.n , then U is called a coordinate ball. The map cp is called a (local) 
coordinate map, and the component functions (Xl, ... , xn) of cp, defined by 
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cp(p) = (Xl (p), ... , Xn (p)), are called local coordinates on U. We will some­
times write things like "(U, cp) is a chart containing p" as shorthand for 
"(U, cp) is a chart whose domain U contains p." If we wish to emphasize 
the coordinate functions (Xl, ... ,xn) instead of the coordinate map cp, we 
will sometimes denote the chart by (U, (xl, ... ,xn)) or (U, (Xi)). 

Examples of Topological Manifolds 

Here are some simple examples of topological manifolds. 

Example 1.1 (Graphs of Continuous Functions). Let U c jRn be an 
open set, and let F: U --+ jRk be a continuous function. The graph of F is 
the subset of jRn x jRk defined by 

f(F) = {(x, y) E jRn x jRk : x E U and y = F(x)}, 

with the subspace topology. Let 71"1 : jRn X jRk --+ jRn denote the projection 
onto the first factor, and let CPF: f(F) --+ U be the restriction of 71"1 to 
f(F): 

CPF(X, y) = x, (x, y) E f(F). 

Because cP F is the restriction of a continuous map, it is continuous; and it 
is a homeomorphism because it has a continuous inverse given by 

Thus r(F) is a topological manifold of dimension n. In fact, f(F) is home­
omorphic to U itself, and (f(F), CPF) is a global coordinate chart, called 
graph coordinates. The same observation applies to any subset of jRn+k de­
fined by setting any k of the coordinates (not necessarily the last k) equal 
to some continuous function of the other n, which are restricted to lie in 
an open subset of jRn. 
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Figure 1.3. Charts for §n. 

Example 1.2 (Spheres). Let §n denote the (unit) n-sphere, which is 
the set of unit vectors in jRn+l: 

§n = {x E jRn+l : Ixl = I} , 

with the subspace topology. It is Hausdorff and second countable because 
it is a topological subspace of jRn. To show that it is locally Euclidean, for 
each index i = 1, .. . , n + 1 let ut denote the subset of §n where the ith 
coordinate is positive: 

ut = { (x \ ... , xn+l) E §n : xi > o} . 

(See Figure l.3.) Similarly, Ui- is the set where xi < o. 
Let lffin = {x E jRn : Ixl < I} denote the open unit ball in jRn, and let 

f: lffin ~ jR be the continuous function 

f(u) = \/1- lul 2 . 

Then for each i = 1, . . . , n + 1, it is easy to check that ut n §n is the graph 
of the function 

i _ f (,Ii n + l) X - X , ... ,x, ... ,x , 

where the hat over Xi indicates that Xi is omitted. Similarly, Ui- n §n is 
the graph of 

i _ f ( 1 i n+l) x -- x , ... ,x, ... ,x . 
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Figure 1.4. A chart for lRpn. 

Thus each set Ui± n §n is locally Euclidean of dimension n, and the maps 
'Pt: U; n §n -+ Bn given by 

± ( 1 n+ 1) _ ( 1 i n+1 ) 'Pi x, ... , x - x, ... , x , ... ,x 

are graph coordinates for §n. Since every point in §n is in the domain of 
at least one of these 2n + 2 charts, §n is a topological n-manifold. 

Example 1.3 (Projective Spaces). The n-dimensional real projective 
space, . denoted by ll~.I(pn (or sometimes just lP'n), is defined as the set of 
I-dimensional linear subspaces of lRn+1. We give it the quotient topology 
determined by the natural map 7f: lRn+1 " {O} -+ lRlP'n sending each point 
x E lRn+1" {O} to the subspace spanned by x. For any point x E lRn+1" {O}, 
let [x] = 7f(x) denote the equivalence class of x in lRlP'n. 

For each i = 1, ... ,n + 1, let fji C lRn +1 " {O} be the set where Xi #- 0, 
and let Ui = 7f(fji) c )RF. Since fji is a saturated open set, Ui is open 
and 7flui: fji -+ Ui is a quotient map (see Lemma A.lO). Define a map 
'Pi: Ui -+ lRn by 

This map is well-defined because its value is unchanged by multiplying x 
by a nonzero constant. Because 'Pi 0 7f is continuous, 'Pi is continuous by 
the characteristic property of quotient maps (Lemma A.lO). In fact, 'Pi is 
a homeomorphism, because its inverse is given by 

-1 ( 1 n) [1 i-1 1 i n] 'Pi U, • .• ,U = U , ..• , U "U , ... ,U , 

as you can easily check. Geometrically, if we identify )Rn in the obvious way 
with the affine subspace where Xi = 1, then 'Pi[X] can be interpreted as the 
point where the line [x] intersects this subspace (Figure 1.4). Because the 
sets Ui cover lRlP'n, this shows that lRlP'n is locally Euclidean of dimension 
n. The Hausdorff and second count ability properties are left as exercises. 
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<> Exercise 1.2. Show that IRlP'n is Hausdorff and second countable, and is 
therefore a topological n-rnanifold. 

<> Exercise 1.3. Show that IRlP'n is compact. [Hint: Show that the 
restriction of 1[' to §n is surjective.] 

Example 1.4 (Product Manifolds). Suppose M l , ... , lv1k are topo­
logical manifolds of dimensions nl, ... , nk, respectively. We will show that 
the product space Ml x ... X Mk is a topological manifold of dimension 
nl + .. ·+nk. It is Hausdorff and second countable by Lemmas A.5 and A.S, 
so only the locally Euclidean property needs to be checked. Given any point 
(PI, ... ,Pk) E Ml x ... X Mk, we can choose a coordinate chart (Ui , 'Pi) for 
each Mi with Pi E Ui . The product map 

'PI x ... X 'Pk: Ul x ... X Uk ---+ jRn, +· .. +nk 

is a homeomorphism onto its image, which is an open subset of jRn, + .. +nk. 

Thus Ml x ... X Mk is a topological manifold of dimension nl + ... + nk, 

with charts of the form (UJ x ... X Uk, 'PI X ... x 'Pk). 

Example 1.5 (Tori). For any positive integer n, the n-torus is the prod­
uct space lin = §l X· .. X §1. By the discussion above, it is an n-dimensional 
topological manifold. (The 2-torus is usually called simply "the torus.") 

Topological Properties of Manifolds 

As topological spaces go, manifolds are quite special, because they share 
so many important properties with Euclidean spaces. In this section we 
discuss a few such properties that will be of use to us throughout the book. 

The first property we need is that every manifold has a particularly well 
behaved basis for its topology. If X is a topological space, a subset K c X 
is said to be precompact (or relatively compact) in X if its closure in X is 
compact. 

Lemma 1.6. Every topological manifold has a countable basis of 
precompact coordinate balls. 

Proof. Let M be a topological n-manifold. First we will prove the lemma 
in the sp~ial case in which M can be covered by a single chart. Suppose 
'P: M ---+ U c jRn is a global coordinate map, and let 13 be the collection of 
all open balls Br (x) C jRn such that r is rational, x has rational coordinates, 
and Br(x) c fl. Each such ball is precompact in fl, and it is easy to 
check that 13 is a countable basis for the topology of U. Because 'P is a 
homeomorphism, it follows that the collection of sets of the form 'P- I (B) for 
B E 13 is a countable basis for the topology of M, consisting of precompact 
coordinate balls, with the restrictions of 'P as coordinate maps. 
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Now let M be an arbitrary n-manifold. By definition, every point of M 
is in the domain of a chart. Because every open cover of a second countable 
space has a countable subcover (Lemma A.4), M is covered by countably 
many charts {(Ui , 'Pi)}. By the argument in the preceding paragraph, each 
coordinate domain Ui has a countable basis of precompact coordinate balls, 
and the union of all these countable bases is a countable basis for the 
topology of M. If V C Ui is one of these precompact balls, then the closure 
of V in Ui is compact, hence closed in M. It follows that the closure of V 
in M the same as its closure in Ui , so V is precompact in M as well. 0 

A topological space M is said to be locally compact if every point has a 
neighborhood contained in a compact subset of M. If M is Hausdorff, this 
is equivalent to the requirement that M have a basis of precompact open 
sets (see [LeeOO, Proposition 4.27]). The following corollary is immediate. 

Corollary 1. 7. Every topological manifold is locally compact. 

Connectivity 

The existence of a basis of coordinate balls has important consequences for 
the connectivity properties of manifolds. Recall that a topological space X 
is said to be 

• connected if there do not exist two disjoint, nonempty, open subsets 
of X whose union is X; 

• path connected if every pair of points in X can be joined by a path 
in X; and 

• locally path connected if X has a basis of path connected open sets. 

(See the Appendix, pages 550-552, for a review of these concepts.) The fol­
lowing proposition shows that connectivity and path connectivity coincide 
for manifolds. 

Proposition 1.8. Let M be a topological manifold. 

( a) M is locally path connected. 

( b) M is connected if and only if it is path connected. 

(c) The components of M are the same as its path components. 

(d) M has at most countably many components, each of which is an open 
subset of M and a connected topological manifold. 

Proof. Since every coordinate ball is path connected, part (a) follows from 
the fact that M has a basis of coordinate balls (Lemma 1.6). Parts (b) and 
(c) are immediate consequences of (a) (see Lemma A.16). To prove (d), 
note that each component is open in M by Lemma A.16, so the collection 
of components is an open cover of M. Because M is second countable, this 
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cover must have a countable subcover. But since the components are all 
disjoint, the cover must have been countable to begin with, which is to say 
that M has only countably many components. 0 

Fundamental Croups of Manifolds 

The following result about fundamental groups of manifolds will be impor­
tant in our study of covering manifolds in Chapters 2 and 9. For a brief 
review of the fundamental group, see the Appendix, pages 553-555. 

Proposition 1.9. The fundamental group of any topological manifold is 
countable. 

Proof. Let M be a topological manifold. By Lemma 1.6, there is a countable 
collection ~ of coordinate balls covering M. For any pair of coordinate balls 
B, B' E ~,the intersection BnB' has at most count ably many components, 
each of which is path connected. Let X be a countable set containing one 
point from each component of BnB' for each B, B' E ~ (including B = B'). 
For each B E ~ and each x, x' E X such that x, x' E B, let p: x' be some 
path from x to x' in B. ' 

Since the fundamental groups based at any two points in the same com­
ponent of M are isomorphic, and X contains at least one point in each 
component of M, we may as well choose a point q E X as base point. De­
fine a special loop to be a loop based at q that is equal to a finite product 
of paths of the form p: x'. Clearly, the set of special loops is countable, and 
each special loop deter~ines an element of 7f1 (M, q). To show that 7f1 (M, q) 
is countable, therefore, it suffices to show that every element of 7f1 (M, q) is 
represented by a special loop. 

Suppose f: [0, 1] ~ M is any loop based at q. The collection of compo­
nents of sets of the form 1-1 (B) as B ranges over ~ is an open cover of [0, 1], 
so by compactness it has a finite subcover. Thus there are finitely many 
numbers 0= ao < a1 < ... < ak = 1 such that [ai-I, ail C f-1(B) for some 
B C ~. For each i, let fi be the restriction of f to the interval [ai-I, ail, 
reparametrized so that its domain is [0, 1], and let Bi E ~ be a coordinate 
ball containing the image of fi. For each i, we have f(ai) E Bi n Bi+1' 
and there is some Xi E X that lies in the same component of Bi n Bi+! as 
f(ai). Let gi be a path in Bi n Bi+1 from Xi to f(ai) (Figure 1.5), with 
the understanding that Xo = Xk = q, and go and gk are both equal to the 
constant path cq based at q. Then, because gil. gi is path homotopic to a 
constant path, 

frvft·····fk 

f -1 f -1 -1 f- 1 
rv go· 1· gl . gl· 2· g2 ..... gk-1 . gk-1· k· gk 

- -
rv ft· h····· fn, 
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Figure 1.5. The fundamental group of a manifold is countable. 

where h = gi-l . Ii . gil. For each i, h is a path in Bi from Xi-l to Xi· 

Since Bi is simply connected, h is path homotopic to P~Ll,Xi. It follows 
that f is path homotopic to a special loop, as claimed. 0 

Smooth Structures 

The definition of manifolds that we gave in the preceding section is suffi­
cient for studying topological properties of manifolds, such as compactness, 
connectedness, simple connectedness, and the problem of classifying man­
ifolds up to homeomorphism. However, in the entire theory of topological 
manifolds there is no mention of calculus. There is a good reason for this: 
However we might try to make sense of derivatives of functions on a man­
ifold, such derivatives cannot be invariant under homeomorphisms. For 
example, the map cp: ]R2 --t ]R2 given by cp( u, v) = (ul / 3 , vl / 3 ) is a home­
omorphism, and it is easy to construct differentiable functions f: ]R2 --t ]R 

such that f 0 cp is not differentiable at the origin. (The function f (x, y) = x 
is one such.) 

To make sense of derivatives of real-valued functions, curves, or maps 
between manifolds, we will need to introduce a new kind of manifold called 
a "smooth manifold." It will be a topological manifold with some extra 
structure in addition to its topology, which will allow us to decide which 
functions on the manifold are smooth. 

The definition will be based on the calculus of maps between Euclidean 
spaces, so let us begin by reviewing some basic terminology about such 
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maps. If U and V are open subsets of Euclidean spaces lR.n and lR.m , re­
spectively, a function F: U -+ V is said to be smooth (or Coo, or infinitely 
differentiable) if each of its component functions has continuous partial 
derivatives of all orders. If in addition F is bijective and has a smooth in­
verse map, it is called a diffeomorphism. A diffeomorphism is, in particular, 
a homeomorphism. A review of some of the most important properties of 
smooth maps is given in the Appendix. (You should be aware that some 
authors use the word "smooth" in somewhat different senses, for example 
to mean continuously differentiable or merely differentiable. On the other 
hand, some use the word "differentiable" to mean what we call "smooth." 
Throughout this book, "smooth" will for us be synonymous with Coo.) 

To see what additional structure on a topological manifold might be 
appropriate for discerning which maps are smooth, consider an arbitrary 
topological n-manifold M. Each point in M is in the domain of a coordinate 
map <p: U -+ fJ c lR.n . A plausible definition of a smooth function on M 
would be to say that f: M -+ lR. is smooth if and only if the composite 
function f 0 <p-1: fJ -+ lR. is smooth in the sense of ordinary calculus. 
But this will make sense only if this property is independent of the choice 
of coordinate chart. To guarantee this independence, we will restrict our 
attention to "smooth charts." Since smoothness is not a homeomorphism­
invariant property, the way to do this is to consider the collection of all 
smooth charts as a new kind of structure on M. 

With this motivation in mind, we now describe the details of the 
construction. 

Let M be a topological n-manifold. If (U, <p), (V,~) are two charts such 
that Un V #- 0, the composite map ~ 0 <p-1: <p(U n V) -+ ~(U n V) is 
called the transition map from <p to '1/; (Figure 1.6). It is a composition 
of homeomorphisms, and is therefore itself a homeomorphism. Two charts 
(U,<p) and (V,7jJ) are said to be smoothly compatible if either Un V = 0 
or the transition map ~ 0 <p-l is a diffeomorphism. (Since <p(U n V) and 
7jJ(UnV) are open subsets oflR.n , smoothness of this map is to be interpreted 
in the ordinary sense of having continuous partial derivatives of all orders.) 

We define an atlas for M to be a collection of charts whose domains cover 
M. An atlas A is called a smooth atlas if any two charts in A are smoothly 
compatible with each other. 

It often happens in practice that we can prove for every pair of coordinate 
maps <p and ~ in a given atlas that the transition map ~ 0 <p-1 is smooth. 
Once we have done this, it is unnecessary to verify directly that ~ 0 <p-1 
is a diffeomorphism, because its inverse (~ 0 <p-1) -1 = <p 0 ~-1 is one of 
the transition maps we have already shown to be smooth. We will use this 
observation without further comment when appropriate. 

Our plan is to define a "smooth structure" on M by giving a smooth atlas, 
and to define a function f: M -+ lR. to be smooth if and only if f 0 <p-l is 
smooth in the sense of ordinary calculus for each coordinate chart (U, <p) 
in the atlas. There is one minor technical problem with this approach: In 
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Figure 1.6. A transition map. 

general, there will be many possible choices of atlas that give the "same" 
smooth structure, in that they all determine the same collection of smooth 
functions on M. For example, consider the following pair of atlases on IRn: 

Al = {(IRn, IdJRn)} 

A2 = {(BI(x), IdB1 (x)) : x E IRn}. 

Although these are different smooth atlases, clearly a function f: IRn -+ IR 
is smooth with respect to either atlas if and only if it is smooth in the sense 
of ordinary calculus. 

We could choose to define a smooth structure as an equivalence class 
of smooth atlases under an appropriate equivalence relation. However, it is 
more straightforward to make the following definition: A smooth atlas A on 
M is maximal if it is not contained in any strictly larger smooth atlas. This 
just means that any chart that is smoothly compatible with every chart in 
A is already in A. (Such a smooth atlas is also said to be complete.) 

Now we can define the main concept of this chapter. A smooth structure 
on a topological n-manifold M is a maximal smooth atlas. A smooth mani­
fold is a pair (M,A), where M is a topological manifold and A is a smooth 
structure on M. When the smooth structure is understood, we usually omit 
mention of it and just say "M is a smooth manifold." Smooth structures are 
also called differentiable structures or Coo structures by some authors. We 
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will use the term smooth manifold structure to mean a manifold topology 
together with a smooth structure. 

We emphasize that a smooth structure is an additional piece of data 
that must be added to a topological manifold before we are entitled to 
talk about a "smooth manifold." In fact, a given topological manifold may 
have many different smooth structures (see Example 1.14 and Problem 
1-3). And it should be noted that it is not always possible to find a smooth 
structure on a given topological manifold: There exist topological manifolds 
that admit no smooth structures at all. (The first example was a compact 
10-dimensional manifold found in 1960 by Michel Kervaire [Ker60J.) 

It is generally not very convenient to define a smooth structure by ex­
plicitly describing a maximal smooth atlas, because such an atlas contains 
very many charts. Fortunately, we need only specify some smooth atlas, as 
the next lemma shows. 

Lemma 1.10. Let M be a topological manifold. 

( a) Every smooth atlas for M is contained in a unique maximal smooth 
atlas. 

(b) Two smooth atlases for M determine the same maximal smooth atlas 
if and only if their union is a smooth atlas. 

Proof. Let A be a smooth atlas for M, and let A denote the set of all 
charts that are smoothly compatible with every chart in A. To show that 
A is a smooth atlas, we need to show that any two charts of A are smoothly 
compatible with each other, which is to say that for any (U, rp), (V, 'ljJ) E A, 
'ljJ 0 rp-l : rp(U n V) -+ 'ljJ(U n V) is smooth. 

Let x = rp(p) E rp(UnV) be arbitrary. Because the domains of the charts 
in A cover M, there is some chart (W,O) E A such that pEW (Figure 
1. 7). Since every chart in A is smoothly compatible with (W, 0), both of 
the maps 00 rp-l and 'ljJ 0 0-1 are smooth where they are defined. Since 
p E Un V n W, it follows that 'ljJorp-l = ('ljJ 00-1 ) 0 (Oorp-l) is smooth on a 
neighborhood of x. Thus 'ljJorp-l is smooth in a neighborhood of each point 
in rp(U n V). Therefore, A is a smooth atlas. To check that it is maximal, 
just note that any chart that is smoothly compatible with every chart in 
A must in particular be smoothly compatible with every chart in A, so 
it is already in A. This proves the existence of a maximal smooth atlas 
containing A. If '.B is any other maximal smooth atlas containing A, each 
of its charts is smoothly compatible with each chart in A, so '.B c A. By 
maximality of '.B, '.B = A. 

The proof of (b) is left as an exercise. 0 

<> Exercise 1.4. Prove Lemma 1.lO(b). 
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Figure 1.7. Proof of Lemma 1.lO(a). 

For example, if a topological manifold M can be covered by a single 
chart, the smooth compatibility condition is trivially satisfied, so any such 
chart automatically determines a smooth structure on M. 

It is worth mentioning that the notion of smooth structure can be gener­
alized in several different ways by changing the compatibility requirement 
for charts. For example, if we replace the requirement that charts be 
smoothly compatible by the weaker requirement that each transition map 
'Ij; 0 cp-l (and its inverse) be of class Ck , we obtain the definition of a Ck 

structure. Similarly, if we require that each transition map be real-analytic 
(i.e., expressible as a convergent power series in a neighborhood of each 
point), we obtain the definition of a real-analytic structure, also called a 
cw structure. If M has even dimension n = 2m, we can identify ]R2m with 
em and require that the transition maps be complex-analytic; this deter­
mines a complex-analytic structure. A manifold endowed with one of these 
structures is called a C k manifold, real-analytic manifold, or complex man­
ifold, respectively. (Note that a CO manifold is just a topological manifold.) 
We will not treat any of these other kinds of manifolds in this book, but 
they play important roles in analysis, so it is useful to know the definitions. 
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Figure 1.8. A coordinate grid. 

Local Coordinate Representations 

If M is a smooth manifold, any chart (U, <p) contained in the given maximal 
smooth atlas will be called a smooth chart, and the corresponding coordi­
nate map <p will be called a smooth coordinate map. It is useful also to 
introduce the terms smooth coordinate domain or smooth coordinate neigh­
borhood for the domain of a smooth coordinate chart. A smooth coordinate 
ball will mean a smooth coordinate domain whose image under a smooth 
coordinate map is a ball in Euclidean space. 

The next lemma gives a slight improvement on Lemma 1.6 for smooth 
manifolds. Its proof is a straightforward adaptation of the proof of that 
lemma. 

Lemma 1.11. Every smooth man~fold has a countable basis of precompact 
smooth coordinate balls. 

<> Exercise 1.5. Prove Lemma 1.11 . 

Here is how one usually thinks about coordinate charts on a smooth 
manifold. Once we choose a smooth chart (U, <p) on M, the coordinate 
map <p: U -+ U c IRn can be thought of as giving an identification between 
U and U. Using this identification, we can think of U simultaneously as an 
open subset of M and (at least temporarily while we work with this chart) 
as an open subset of IRn. You can visualize this identification by thinking of 
a "grid" drawn on U representing the inverse images of the coordinate lines 
under <p (Figure 1.8). Under this identification, we can represent a point 
p E U by its coordinates (Xl , .. . , Xn) = <p(p) , and think of this n-tuple as 
being the point p. We will typically express this by saying "(Xl, .. . , xn) is 
the (local) coordinate representation for p" or "p = (Xl, . .. , xn) in local 
coordinates. " 

Another way to look at it is that by means of our identification U +--+ U, 
we can think of 'P as the identity map and suppress it from the notation. 
This takes a bit of getting used to, but the payoff is a huge simplification 
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of the notation in many situations. You just need to remember that the 
identification is in general only local, and depends heavily on the choice of 
coordinate chart. 

For example, if M = JR2, let U = {(x, y) : x > O} c M be the 
open right half-plane, and let r.p: U -+ JR2 be the polar coordinate map 
r.p(x,y) = (r,O) = (Jx2 +y2,tan-1 y/x). We can write a given point 
p E U either as p = (x, y) in standard coordinates or as p = (r,O) in 
polar coordinates, where the two coordinate representations are related by 
(r,O) = (Jx2 +y2,tan-1 y/x) and (x,y) = (rcosO,rsinO). 

Examples of Smooth Manifolds 

Before proceeding further with the general theory, let us survey some 
examples of smooth manifolds. 

Example 1.12 (Zero-Dimensional Manifolds). A zero-dimensional 
topological manifold M is just a countable discrete space. For each point 
p E M, the only neighborhood of p that is homeomorphic to an open subset 
of JRo is {p} itself, and there is exactly one coordinate map r.p: {p} -+ JRo. 
Thus the set of all charts on M trivially satisfies the smooth compatibil­
ity condition, and every zero-dimensional manifold has a unique smooth 
structure. 

Example 1.13 (Euclidean Spaces). JRn is a smooth n-manifold with 
the smooth structure determined by the atlas consisting of the single chart 
(JRn, IdlRn). We call this the standard smooth structure, and the resulting co­
ordinate map standard coordinates. Unless we explicitly specify otherwise, 
we will always use this smooth structure on JRn. 

Example 1.14 (Another Smooth Structure on the Real Line). 
Consider the homeomorphism 'ljJ: JR -+ JR given by 

(1.1) 

The atlas consisting of the single chart (JR, 'ljJ) defines a smooth structure 
on JR. This chart is not smoothly compatible with the standard smooth 
structure, because the transition map IdlRn o'ljJ-l(y) = yl/3 is not smooth 
at the origin. Therefore, the smooth structure defined on JR by 'ljJ is not the 
same as the standard one. Using similar ideas, it is not hard to construct 
many distinct smooth structures on any given positive-dimensional topo­
logical manifold, as long as it has one smooth structure to begin with (see 
Problem 1-3). 

Example 1.15 (Finite-Dimensional Vector Spaces). Let V be a 
finite-dimensional vector space. Any norm on V determines a topology, 
which is independent of the choice of norm (Exercise A.53). With this 
topology, V has a natural smooth manifold structure defined as follows. Any 
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(ordered) basis (El' ... ,En) for V defines a basis isomorphism E: ]Rn ~ V 
by 

n 

E(x) = I>iEi. 
i=1 

This map is a homeomorphism, so the atlas consisting of the single chart 
(V, E- 1 ) defines a smooth structure. To see that this smooth structure 
is independent of the choice of basis, let (E1 , ... , En) be any other basis 

and let E(x) = 2:j x j E j be the corresponding isomorphism. There is some 

invertible matrix (An such that Ei = 2:j Ai Ej for each i. The transition 

map between the two charts is then given by E- 1 0 E(x) = X, where 
- (-1 -n). d t . d b x = x , ... , X IS e ermIne y 

n n n 
LxjEj = LXiEi = L xiAiEj. 
j=1 i=1 i,j=1 

It follows that xj = 2:i Ai Xi. Thus the map from x to x is an invertible 
linear map and hence a diffeomorphism, so the two charts are smoothly 
compatible. This shows that the union of the two charts determined by 
any two bases is still a smooth atlas, and thus all bases determine the same 
smooth structure. We will call this the standard smooth structure on V. 

The Einstein Summation Convention 

This is a good place to pause and introduce an important notational con­
vention that we will use throughout the book. Because of the proliferation 
of summations such as 2:i xi Ei in this subject, we will often abbreviate 
such a sum by omitting the summation sign, as in 

We interpret any such expression according to the following rule, called 
the Einstein summation convention: If the same index name (such as i 
in the expression above) appears exactly twice in any monomial term, 
once as an upper index and once as a lower index, that term is under­
stood to be summed over all possible values of that index, generally from 
1 to the dimension of the space in question. This simple idea was intro­
duced by Einstein to reduce the complexity of the expressions arising in 
the study of smooth manifolds by eliminating the necessity of explicitly 
writing summation signs. 

Another important aspect of the summation convention is the positions 
of the indices. We will always write basis vectors (such as Ei ) with lower 
indices, and components of a vector with respect to a basis (such as Xi) with 
upper indices. These index conventions help to ensure that, in summations 
that make mathematical sense, any index to be summed over will typically 
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appear twice in any given term, once as a lower index and once as an 
upper index. Any index that is implicitly summed over is a "dummy index," 
meaning that the value of such an expression is unchanged if a different 
name is substituted for each dummy index. For example, Xi Ei and x j E j 

mean exactly the same thing. 
Since the coordinates of a point (Xl, ... , xn) E Rn are also its compo­

nents with respect to the standard basis, in order to be consistent with our 
convention of writing components of vectors with upper indices, we need 
to use upper indices for these coordinates, and we will do so throughout 
this book. Although this may seem awkward at first, in combination with 
the summation convention it offers enormous advantages when we work 
with complicated indexed sums, not the least of which is that expressions 
that are not mathematically meaningful often betray themselves quickly 
by violating the index convention. (The main exceptions are expressions 
involving the Euclidean dot product X • Y = Li xiyi, in which the same 
index appears twice in the upper position, and the standard symplectic 
form on R2n, which we will define in Chapter 12. We will always explicitly 
write summation signs in such expressions.) 

More Examples 

Now we continue with our examples of smooth manifolds. 

Example 1.16 (Matrices). Let M(m x n, R) denote the space of m x n 
matrices with real entries. It is a vector space of dimension mn under matrix 
addition and scalar multiplication. Thus M(m x n, R) is a smooth mn­
dimensional manifold. Similarly, the space M(m x n, C) of m x n complex 
matrices is a vector space of dimension 2mn over R, and thus a smooth 
manifold of dimension 2mn. In the special case m = n (square matrices), 
we will abbreviate M(n x n, R) and M(n x n, C) by M(n, R) and M(n, C), 
respectively. 

Example 1.17 (Open Submanifolds). Let U be any open subset of Rn. 
Then U is a topological n-manifold, and the single chart (U, Idu) defines a 
smooth structure on U. 

More generally, let M be a smooth n-manifold and let U C M be any 
open subset. Define an atlas on U by 

Au = {smooth charts (V, '1') for M such that V C U}. 

Any point p E U is contained in the domain of some chart (W, '1') for Mj if 
we set V = W n U, then (V, cplv) is a chart in Au whose domain contains 
p. Therefore, U is covered by the domains of charts in Au, and it is easy 
to verify that this is a smooth atlas for U. Thus any open subset of M 
is itself a smooth n-manifold in a natural way. Endowed with this smooth 
structure, we call any open subset an open submanifold of M. (We will 
define a more general class of submanifolds in Chapter 8.) 
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Example 1.18 (The General Linear Group). The general linear group 
GL(n, JR) is the set of invertible n x n matrices with real entries. It is a 
smooth n 2-dimensional manifold because it is an open subset of the n2 _ 

dimensional vector space M(n,JR), namely the set where the (continuous) 
determinant function is nonzero. 

Example 1.19 (Matrices of Maximal Rank). The previous exam­
ple has a natural generalization to rectangular matrices of maximal rank. 
Suppose m < n, and let Mm(m x n, JR) denote the subset of M(m x n, JR) 
consisting of matrices of rank m. If A is an arbitrary such matrix, the fact 
that rankA = m means that A has some nonsingular m x m minor. By 
continuity of the determinant function, this same minor has nonzero de­
terminant on some neighborhood of A in M(m x n, JR), which implies that 
A has a neighborhood contained in Mm(m x n, JR). Thus Mm(m x n, JR) 
is an open subset of M(m x n,JR), and therefore is itself a smooth mn­
dimensional manifold. A similar argument shows that Mn(m x n, JR) is a 
smooth mn-manifold when n < m. 

Example 1.20 (Spheres). We showed in Example 1.2 that the n-sphere 
§n C JRn+l is a topological n-manifold. Now we put a smooth structure 
on §n as follows. For each i = 1, ... ,n + 1, let (Ui±, 'Pt) denote the graph 
coordinate charts we constructed in Example 1.2. For any distinct indices 
i and j, the transition map 'Pt 0 ('PT) -1 is easily computed. In the case 
i < j, we get 

and a similar formula holds when i > j. When i = j, an even simpler 
computation gives 'Pt 0 ('Pt) -1 = IdlEn. Thus the collection of charts 
{(Ui±, 'Pt)} is a smooth atlas, and so defines a smooth structure on §n. 

We call this its standard smooth structure. 

Example 1.21 (Projective Spaces). The n-dimensional real projective 
space JRlfDn is a topological n-manifold by Example 1.3. We will show that 
the coordinate charts (Ui , 'Pi) constructed in that example are all smoothly 
compatible. Assuming for convenience that i > j, it is straightforward to 
compute that 

which is a diffeomorphism from 'Pi(Ui n Uj ) to 'Pj(Ui n Uj ). 

Example 1.22 (Smooth Product Manifolds). If M1 , ... , Mk are 
smooth manifolds of dimensions nl, ... , nk, respectively, we showed in Ex­
ample 1.4 that the product space Ml x ... X Mk is a topological manifold of 
dimension nl + .. '+nk, with charts of the form (U1 x··· X Uk, 'PI x··· x 'Pk). 
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Any two such charts are smoothly compatible because, as is easily verified, 

('l/J1 x .. , x 'l/Jk) 0 ('P1 x ... X 'Pk)-l = ('l/J1 0 'Pl 1) X ... X ('l/Jk 0 'P;1), 

which is a smooth map. This defines a natural smooth manifold structure 
on the product, called the product smooth manifold structure. For example, 
this yields a smooth manifold structure on the n-torus ,][,n = §1 X ... X §1. 

In each of the examples we have seen so far, we have constructed a smooth 
manifold structure in two stages: We started with a topological space and 
checked that it was a topological manifold, and then we specified a smooth 
structure. It is often more convenient to combine these two steps into a 
single construction, especially if we start with a set that is not already 
equipped with a topology. The following lemma provides a shortcut. 

Lemma 1.23 (Smooth Manifold Construction Lemma). Let M be 
a set, and suppose we are given a collection {UaJ of subsets of M, together 
with an injective map 'POI.: Ua ~ ]Rn for each 0:, such that the following 
properties are satisfied: 

(i) For each 0:, 'Pa(Ua) is an open subset of]Rn. 

(ii) For each 0: and (3, 'Pa(Ua n U(3) and 'P{3(Ua n U(3) are open in ]Rn. 

(iii) Whenever Ua n U{3 -=I 0, 'POI. 0 'P~1 : 'P{3(Ua n U(3) ~ 'Pa(Ua n U(3) is a 
diffeomorphism. 

(iv) Countably many of the sets U a cover M. 

( v ) Whenever p, q are distinct points in M, either there exists some U a 

containing both p and q or there exist disjoint sets Ua, U{3 with p E Ua 
and q E U{3. 

Then M has a unique smooth manifold structure such that each (Ua, 'POI.) 
is a smooth chart. 

Proof. We define the topology by taking all sets of the form 'P;;1 (V), with 
V an open subset of ]Rn, as a basis. To prove that this is a ba..'lis for a 
topology, we need to show that for any point p in the intersection of two 
basis sets 'P;;l(V) and 'P~l(W), there is a third basis set containing p and 

contained in the intersection. It suffices to show that 'P;; 1 (V) n 'P ~ 1 (W) is 
itself a basis set (Figure 1.9). To see this, observe that (iii) implies that 
'POI. 0 'P~l(W) is an open subset of 'Pa(Ua n U(3), and (ii) implies that this 
set is also open in ]Rn. It follows that 

'P;;1(V) n'P~l(W) = 'P;;1 (V n 'POI. o'P~l(W)) 

is also a basis set, as claimed. 
Each of the maps 'POI. is then a homeomorphism (essentially by definition), 

so M is locally Euclidean of dimension n. If {U ai} is a countable collection 
of the sets Ua covering M, each of the sets Uai has a countable basis, and 
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M 

, , 
!p~l(W)1 
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!p(Ufj) --- ---

W 

Figure 1.9. The smooth manifold construction lemma. 

, , 

the union of all these is a countable basis for M, so M is second countable, 
and the Hausdorff property follows easily from (v). Finally, (iii) guarantees 
that the collection {( U 0:, <Po:)} is a smooth atlas. It is clear that this topology 
and smooth structure are the unique ones satisfying the conclusions of the 
lemma. 0 

Example 1.24 (Grassmann Manifolds). Let V be an n-dimensional 
real vector space. For any integer 0 :S k :S n, we let Gk(V) denote the set 
of all k-dimensionallinear subspaces of V. We will show that Gk(V) can be 
naturally given the structure of a smooth manifold of dimension k(n - k). 
The construction is somewhat more involved than the ones we have done 
so far , but the basic idea is just to use linear algebra to construct charts for 
Gk(V), and then apply the smooth manifold construction lemma (Lemma 
1.23). Since we will give a more straightforward proof that Gk(V) is a 
smooth manifold in Chapter 9 (Example 9.32), you may wish to skip the 
hard part of this construction (the verification that the charts are smoothly 
compatible) on first reading. 

Let P and Q be any complementary subspaces of V of dimensions k and 
(n-k), respectively, so that V decomposes as a direct sum: V = PffiQ. The 
graph of any linear map A: P --+ Q is a k-dimensional subspace r(A) c V, 
defined by 

r(A) = {x + Ax: x E Pl. 
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Figure 1.10. Smooth compatibility of coordinates on Gk(V). 

Any such subspace has the property that its intersection with Q is the zero 
subspace. Conversely, any subspace with this property is easily seen to be 
the graph of a unique linear map A: P -+ Q. 

Let L(P, Q) denote the vector space of linear maps from P to Q, and 
let UQ denote the subset of Gk(V) consisting of k-dimensional subspaces 
whose intersection with Q is trivial. Define a map 'lj;: L(P, Q) -+ UQ by 

'lj;(A) = rCA). 

The discussion above shows that 'lj; is a bijection. Let 'P = 'lj;-l: UQ -+ 
L(P, Q). By choosing bases for P and Q, we can identify L(P, Q) with 
M«n - k) x k, JR.) and hence with JR.k(n-k) , and thus we can think of 
(UQ' 'P) as a coordinate chart. Since the image of each chart is all of L(P, Q), 
condition (i) of Lemma 1.23 is clearly satisfied. 

Now let (P', Q') be any other such pair of subspaces, and let 'lj;', 'P' be 
the corresponding maps. The set 'P(UQ n UQI) C L(P, Q) consists of all 
A E L(P, Q) whose graphs intersect Q' trivially, which is easily seen to 
be an open set, so (ii) holds. We need to show that the transition map 
'P' 0 'P- 1 = 'P' o'lj; is smooth on this set. This is the trickiest part of the 
argument. 

Suppose A E 'P(UQ n UQI) C L(P, Q) is arbitrary, and let S denote the 
subspace 'lj;(A) = rcA) c V. If we put A' = 'P' 0 'lj;(A), then by definition 
A' is the unique linear map from P' to Q' whose graph is equal to S. To 
identify this map, let x' E P' be arbitrary, and note that A' x' is the unique 
element of Q' such that x' + A'x' E S, which is to say that 

x' + A' x' = x + Ax for some x E P. (1.2) 

(See Figure 1.10.) There is in fact a unique x E P for which this holds, 
characterized by the property that 

x + Ax - x' E Q'. 
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If we let I A : p -+ V denote the map I A (x) = x + Ax and let Jr P' : V -+ pi 
be the projection onto pi with kernel Q', then x satisfies 

0= Jrp'(x + Ax - x') = Jrp' 0 IA(x) - x'. 

As long as A stays in the open subset of linear maps whose graphs intersect 
Q' trivially, Jrp' 0 IA: P -+ pi is invertible, and thus we can solve this last 
equation for x to obtain x = (Jrp' 0 IA)-l(X' ). Therefore, A' is given in 
terms of A by 

(1.3) 

If we choose bases (ED for pi and (Fj) for Q', the columns of the matrix 
representation of A' are the components of A' E~. By (1.3), this can be 
written 

A' E; = IA 0 (Jrp' 0 IA)-l (ED - E~. 

The matrix entries of I A clearly depend smoothly on those of A, and thus so 
also do those of Jr P' 0 I A. By Cramer's rule, the components of the inverse of 
a matrix are rational functions of the matrix entries, so the expression above 
shows that the components of A'E: depend smoothly on the components 
of A. This proves that rp' 0 rp-1 is a smooth map, so the charts we have 
constructed satisfy condition (iii) of Lemma 1.23. 

To check the count ability condition (iv), we just note that Gk(V) can in 
fact be covered by finitely many of the sets U Q: For example, if (E1' ... , En) 
is any fixed basis for V, any partition of the basis elements into two subsets 
containing k and n - k elements determines appropriate subspaces P and 
Q, and any subspace S must have trivial intersection with Q for at least 
one of these partitions (see Exercise A.34). Thus Gk(V) is covered by the 
finitely many charts determined by all possible partitions of a fixed basis. 
Finally, the Hausdorff condition (v) is easily verified by noting that for any 
two k-dimensional subspaces P, pi C V, it is possible to find a subspace Q 
of dimension n - k whose intersections with both P and pi are trivial, and 
then P and pi are both contained in the domain of the chart determined 
by, say, (P, Q). 

The smooth manifold Gk(V) is called the Grassmann manifold of k­
planes in V, or simply a Grassmannian. In the special case V = ]Rn, the 
Grassmannian Gk(]Rn) is often denoted by some simpler notation such as 
Gk,n or G(k, n). Note that G1 (]Rn+1) is exactly the n-dimensional projective 
space ]RlPm . 

Manifolds with Boundary 

In many important applications of manifolds, most notably those involv­
ing integration, we will encounter spaces that would be smooth manifolds 
except that they have a "boundary" of some sort. Simple examples of such 
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Figure 1.11. A manifold with boundary. 

spaces include the closed unit ball in ]Rn and the closed upper hemisphere 
in §n. To accommodate such spaces, we need to generalize our definition 
of manifolds. 

The model for these spaces will be the closed n-dimensional upper half­
space IHIn c ]Rn, defined as 

IHIn = { (Xl, ... , Xn) E ]Rn : Xn ~ o} . 

We will use Int IHIn and &lHln to denote the interior and boundary of IHIn, 
respectively, as a subset of ]Rn: 

IntlHln = {(Xl, ... ,xn) E]Rn : Xn > O}, 

&IHIn = {(Xl, ... ,Xn) E]Rn : Xn = O}. 

An n-dimensional topological manifold with boundary is a second­
countable Hausdorff space M in which every point has a neighborhood 
homeomorphic to a (relatively) open subset of IHIn (Figure 1.11). An open 
subset U c M together with a homeomorphism cp from U to an open sub­
set of IHIn will be called a chart, just as in the case of manifolds. When it 
is necessary to make the distinction, we will call (U, cp) an interior chart if 
cp(U) c Int IHIn, and a boundary chart if cp(U) n &lHln f:. 0. 

To see how to define a smooth structure on a manifold with boundary, 
recall that a smooth map from an arbitrary subset A c ]Rn to ]Rk is defined 
to be a map that admits a smooth extension to an open neighborhood of 
each point (see the Appendix, page 587). Thus if U is an open subset of 
IHIn, a map F: U -+ ]R k is smooth if for each x E U, there exists an open 
set V C ]Rn and a smooth map F: V -+ ]Rk that agrees with F on V n IHIn 
(Figure 1.12) . If F is such a map, the restriction of F to U n Int IHIn is 
smooth in the usual sense. By continuity, all the partial derivatives of F at 
points of Un &lHln are determined by their values in Int IHIn, and therefore in 
particular are independent of the choice of extension. It is a fact (which we 
will neither prove nor use) that F: U -+ ]Rk is smooth in this sense if and 
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Figure 1.12. Smoothness of maps on open subsets of lHIn. 

only if F is continuous, FlunlntlHIn is smooth, and the partial derivatives of 
FlunlntlHIn of all orders have continuous extensions to all of U. 

For example, let Ja2 C ]R2 be the open unit disk, let U = Ja2 n lHl2, and 
define f: U -t ]R by f (x, y) = J 1 - x 2 - y2. Because f extends smoothly 
to all of Ja2 (by the same formula), f is a smooth function on U. On the 
other hand, although g(x, y) = v'Y is continuous on U and smooth in 
U n lnt lHl2, it has no smooth extension to any neighborhood of the origin 
in ]R2 because 8g / 8y -t 00 as y -t O. Thus 9 is not smooth on U. 

Now let M be a topological manifold with boundary. Just as in the 
manifold case, a smooth structure for M is defined to be a maximal smooth 
atlas-a collection of charts whose domains cover M and whose transition 
maps (and their inverses) are smooth in the sense just described. With such 
a structure, M is called a smooth manifold with boundary. A point p E M 
is called a boundary point if its image under some smooth chart is in 8lHln, 
and an interior point if its image under some smooth chart is in lnt lHln. 
The boundary of M (the set of all its boundary points) is denoted by 8M; 
similarly, its interior, the set of all its interior points, is denoted by lnt M. 
Once we have developed a bit more machinery, you will be able to show 
that M is the disjoint union of 8M and Int M (see Problem 7-7). 

Be careful to observe the distinction between these new definitions of the 
terms "boundary" and "interior" and their usage to refer to the boundary 
and interior of a subset of a topological space. A manifold M with boundary 
may have nonempty boundary in this new sense, irrespective of whether 
it has a boundary as a subset of some other topological space. If we need 
to emphasize the difference between the two notions of boundary, we will 
use the terms topological boundary and manifold boundary as appropriate. 
For example, the closed unit disk Ja2 is a smooth manifold with boundary 
(as you will be asked to show in Problem 1-9), whose manifold boundary is 
the circle. Its topological boundary as a subspace of ]R2 happens to be the 
circle as well. However, if we think of Ja2 as a topological space in its own 
right, then as a subset of itself, it has empty topological boundary. And if 
we think of it as a subset of]R3 (considering ]R2 as a subset of ]R3 in the 
obvious way), its topological boundary is all of Ja2. Note that lHln is itself 
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a smooth manifold with boundary, and its manifold boundary is the same 
as its topological boundary as a subset of ]Rn. 

Every smooth n-manifold can be considered as a smooth n-manifold 
with boundary in a natural way: By composing with a diffeomorphism 
fr lDm t IHIn h (1 n-l n) '---' ( 1 n-l xn) om m. 0 suc as X, ... , x , x "X, ... , x , e ,we can 
modify any manifold chart to take its values in lnt IHIn without affecting 
the smooth compatibility condition. On the other hand, if M is a smooth 
n-manifold with boundary, any interior point p E lnt M is by definition in 
the domain of a smooth chart (U, cp) such that cp(p) E lnt IHIn. Replacing 
U by the (possibly smaller) open set cp-l(lntlHIn) C U, we may assume 
that (U, cp) is an interior chart. Because open sets in lnt IHIn are also open 
in ]Rn, each interior chart is a chart in the ordinary manifold sense. Thus 
lnt M is a topological n-manifold, and the set of all smooth interior charts 
is easily seen to be a smooth atlas, turning it into a smooth n-manifold. 
In particular, a smooth manifold with boundary whose boundary happens 
to be empty is a smooth manifold. However, manifolds with boundary are 
not manifolds in general. 

Even though the term "manifold with boundary" encompasses manifolds 
as well, for emphasis we will sometimes use the phrase "manifold without 
boundary" when we are talking about manifolds in the original sense, and 
"manifold with or without boundary" when we are working in the broader 
class that includes both cases. In the literature, you will also encounter the 
terms closed manifold to mean a compact manifold without boundary, and 
open manifold to mean a noncom pact manifold without boundary. 

The topological properties of manifolds that we proved earlier in the 
chapter have natural extensions to manifolds with boundary. For the record, 
we state them here. 

Proposition 1.25. Let M be a topological manifold with boundary. 

( a) M is locally path connected. 

( b) M has at most countably many components, each of which is a 
connected topological manifold with boundary. 

( c) The fundamental group of M is countable. 

o Exercise 1.6. Prove Proposition 1.25. 

Many of the results that we will prove about smooth manifolds through­
out the book have natural analogues for manifolds with boundary. We will 
mention the most important of these as we go along. 
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Figure 1.13. Stereographic projection. 

Problems 

1-1. Let X be the set of all points (x, y) E lR,2 such that y = ±1, and 
let M be the quotient of X by the equivalence relation generated by 
(x, -1) "" (x,l) for all x =I- 0. Show that M is locally Euclidean and 
second countable, but not Hausdorff. (This space is called the line 
with two origins.) 

1-2. Show that the disjoint union of uncountably many copies of lR, is 
locally Euclidean and Hausdorff, but not second countable. 

1-3. Let M be a nonempty topological manifold of dimension n ~ 1. If M 
has a smooth structure, show that it has uncountably many distinct 
ones. [Hint: Begin by constructing homeomorphisms from En to itself 
that are smooth on En " {O}.] 

1-4. If k is an integer between 0 and min(m, n), show that the set of 
m x n matrices whose rank is at least k is an open submanifold of 
M(m x n, lR,). Show that this is not true if "at least k" is replaced by 
"equal to k." 

1-5. Let N = (0, ... ,0,1) be the "north pole" in §n C lR,n+1, and let 
S = - N be the "south pole." Define stereographic projection a: §n " 
{N} ---+ lR,n by 

( 1 "n+1) _ (x 1, ... ,xn) 
a x , ... ,x - +1 . 

1- xn 

Let a(x) = -a( -x) for x E §n " {S}. 

(a) For any x E §n " {N}, show that a(x) is the point where 
the line through N and x intersects the linear subspace where 
xn+1 = 0, identified with lR,n in the obvious way (Figure 1.13). 
Similarly, show that a(x) is the point where the line through S 
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and x intersects the same subspace. (For this reason, 0- is called 
stereographic projection from the south pole.) 

(b) Show that (J' is bijective, and 

-1 ( 1 n) _ (2ul, ... , 2un, lul2 - 1) 
(J' u, ... , u - lul2 + 1 . 

(c) Compute the transition map 0- 0 (J'-1 and verify that the atlas 
consisting of the two charts (§n " {N}, (J') and (§n " {S}, 0-) 
defines a smooth structure on §n. (The coordinates defined by 
(J' or 0- are called stereographic coordinates.) 

( d) Show that this smooth structure is the same as the one defined 
in Example 1.20. 

1-6. By identifying ]R2 with C in the usual way, we can think of the unit 
circle §1 as a subset of the complex plane. An angle function on a 
subset U c §1 is a continuous function e: U -t ]R such that eill(p) = p 
for all p E U. Show that there exists an angle function e on an open 
subset U c §1 if and only if U i=- §1. For any such angle function, 
show that (U, e) is a smooth coordinate chart for §1 with its standard 
smooth structure. 

1-7. Complex projective n-space, denoted by ((::Jpm, is the set of 1-
dimensional complex-linear subspaces of cn+1, with the quotient 
topology inherited from the natural projection 7T: cn+1 " {O} -t 
Clpm. Show that ClP'n is a compact 2n-dimensional topological man­
ifold, and show how to give it a smooth structure analogous to 
the one we constructed for ]RlP'n. (We identify cn+1 with ]R2n+2 via 
(xl +iyl, ... ,xn+1 +iyn+1) +-+ (xl,yl, ... ,xn+l,yn+1).) 

1-8. Let k and n be integers such that 0 < k < n, and let P, Q c ]Rn 

be the subs paces spanned by (e1, ... ,ek) and (ek+1, ... ,en ), respec­
tively, where ei is the ith standard basis vector. For any k-dimensional 
subspace S c ]Rn that has trivial intersection with Q, show that the 
coordinate representation 'P(S) constructed in Example 1.24 is the 
unique (n - k) x k matrix B such that S is spanned by the columns 
of the matrix (~), where I k denotes the k x k identity matrix. 

1-9. Let M = lEn, the closed unit ball in ]Rn. Show that M is a topological 
manifold with boundary, and that it can be given a natural smooth 
structure in which each point in §n-1 is a boundary point and each 
point in lEn is an interior point. 



2 
Smooth Maps 

The main reason for introducing smooth structures was to enable us to 
define smooth functions on manifolds and smooth maps between manifolds. 
In this chapter we carry out that project. 

Although the terms "function" and "map" are technically synonymous, 
in studying smooth manifolds it is often convenient to make a slight dis­
tinction between them. Throughout this book we will generally reserve the 
term "function" for a map whose range is IR (a real-valued function) or IRk 
for some k > 1 (a vector-valued function). The word "map" or "mapping" 
can mean any type of map, such as a map between arbitrary manifolds. 

We begin by defining smooth real-valued and vector-valued functions, 
and then generalize this to smooth maps between manifolds. We then study 
diffeomorphisms, which are bijective smooth maps with smooth inverses. If 
there is a diffeomorphism between two smooth manifolds, we say that they 
are diffeomorphic. The main objects of study in smooth manifold theory 
are properties that are invariant under diffeomorphisms. 

Later in the chapter we introduce Lie groups, which are smooth mani­
folds that are also groups in which multiplication and inversion are smooth 
maps, and we study smooth covering maps and their relationship to the 
continuous covering maps studied in topology. 

At the end of the chapter we introduce a powerful tool for smoothly 
piecing together local smooth objects, called partitions of unity. They will 
be used throughout the book for building global smooth objects out of ones 
that are initially defined only locally. 
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M f 

0<> -

Figure 2.1. Definition of smooth functions. 

Smooth Functions and Smooth· Maps 

If M is a smooth n-manifold, a function f: M -+ IRk is said to be smooth 
if for every p EM, there exists a smooth chart (U, <p) for M whose domain 
contains p and such that the composite function f 0 <p-l is smooth on the 
open subset fj = <p(U) c IRn (Figure 2.1). The most important special 
case is that of smooth real-valued functions f: M -+ IR; the set of all such 
functions is denoted by COO(M). Because sums and constant multiples of 
smooth functions are smooth, Coo (M) is a vector space. 

<> Exercise 2.1. Show that pointwise multiplication turns COO(M) into a 
commutative ring and a commutative and associative algebra over R (see 
the Appendix, page 564, for the definition of an algebra). 

<> Exercise 2.2. Let U C Rn be an open set with its usual smooth manifold 
structure. Show that a map j: U -t Rk is smooth in the sense just defined 
if and only if it is smooth in the sense of ordinary calculus. 

<> Exercise 2.3. Suppose M is a smooth manifold and j: M -t Rk is a 
smooth function. Show that jocp-l: cp(U) -t Rk is smooth for every smooth 
chart (U, cp) for M. 

Given a function f: M -+ IRk and a chart (U, <p) for M, the function 
1: <p(U) -+ IRk defined by j(x) = f 0 <p-l(X) is called the coordinate rep­
resentation of f. By definition, f is smooth if and only if its coordinate 
representation is smooth in some smooth chart around each point. By the 
preceding exercise, smooth maps have smooth coordinate representations 
in every smooth chart. 
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N 

1,6(V) 

Figure 2.2. Definition of smooth maps. 

For example, consider the real-valued function f(x, y) = x2 + y2 on the 
plane. In polar coordinates on the set U = {(x, y) : x > O}, it has the 
coordinate representation !( r, e) = r2. In keeping with our practice of 
using local coordinates to identify an open subset of a manifold with an 
open subset of Euclidean space, in cases where it will gtuse no confusion 
we will often not even observe the distinction between f and f itself, and 
write f(r, e) = r2 in polar coordinates. Thus we might say, "f is smooth 
on U because its coordinate representation f(r, e) = r2 is smooth." 

The definition of smooth functions generalizes easily to maps between 
manifolds. Let M, N be smooth manifolds, and let F: M ---+ N be any 
map. We say that F is a smooth map if for every p E M, there exist 
smooth charts (U, 'P) containing p and (V, 1,6) containing F (p) such that 
F(U) c V and the composite map 1,6 0 F 0 cp-l is smooth from cp(U) to 
1,6(V) (Figure 2.2). Note that our previous definition of smoothness of real­
valued functions can be viewed as a special case of this one, by taking 
N = V = JPl.k and 1,6 = Id: JPl.k ---+ JPl.k. 

o Exercise 2.4 (Smoothness Is Local). Let M and N be smooth man­
ifolds, and let F: M ---+ N be a map. If every point p E M has a 
neighborhood U such that the restriction Flu is smooth, show that F is 
smooth. Conversely, if F is smooth, show that its restriction to any open 
subset is smooth. 

The next lemma is really just a restatement of the previous exercise, but 
it gives a highly useful way of constructing smooth maps. 
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Lemma 2.1. Let M and N be smooth manifolds, and let {Ua}aEA be an 
open cover of M. Suppose that for each 0: E A, we are given a smooth map 
Fa: Ua ---+ N such that the maps agree on oveTlaps: Fa\u"nu!:, = F,e\u",nu!:, 
for all 0: and (3. Then there exists a unique smooth map F: M ---+ N such 
that F\u" = Fa for each 0: E A. 

<> Exercise 2.5. Prove the preceding lemma. 

One important observation about our definition of smooth maps is that, 
as one might expect, smoothness implies continuity. 

Lemma 2.2. Every smooth map between smooth manifolds is continuous. 

Proof. Suppose F: M ---+ N is smooth. For each p E M, the definition of 
smoothness guarantees that we can choose smooth charts (U, <p) containing 
p and (V, 'lj;) containing F(p) such that F(U) c V and 'lj;oFo<p-l: <p(U) ---+ 
<p(V) is a smooth map, hence continuous. Since <p: U ---+ <p(U) and 'lj;: V ---+ 
'lj;(V) are homeomorphisms, this implies in turn that 

F\u = 'lj;-l 0 ('lj; 0 F 0 <p-l) 0 <p: U ---+ V, 

which is a composition of continuous maps. Since F is continuous in a 
neighborhood of each point, it is continuous on M. 0 

If F: M ---+ N is a smooth map, and (U, <p) and (V, 'lj;) are any smooth 
charts for M and N, respectivciy, we call F = 'lj; 0 F 0 <p-l the coordinate 
representation of F with respect to the given coordinates. 

<> Exercise 2.6. Suppose F: M ---+ N is a smooth map between smooth 
manifolds. Show that the coordinate representation of F with respect to any 
pair of smooth charts for M and N is smooth. 

As with real-valued or vector-valued functions, once we have chosen spe­
cific local coordinates in both t~e domain and range, we can often ignore 
the distinction between F and F. 

To prove that a map F: M ---+ N is smooth directly from the definition 
requires, in part, that for each p E M we prove the existence of coordinate 
domains U containing p and V containing F(p) such that F(U) c V. This 
requirement is included in the definition precisely so that smoothness will 
automatically imply continuity as in Lemma 2.2. However, if F is known 
a priori to be continuous, then smoothness can be checked somewhat more 
easily by examining its coordinate representations in the charts of particular 
smooth atlases for M and N, as the next lemma shows. 

Lemma 2.3. Let M and N be smooth manifolds, and let F: M ---+ N be 
a continuous map. If {(Ua, <Pan and {(V,e, 'lj;,en are smooth atlases for M 
and N, respectively, and if for each 0: and (3, 'lj;,e 0 F 0 <p~l is smooth on its 
domain of definition, then F is smooth. 
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Figure 2.3. A composition of smooth maps is smooth. 

Proof. Given p E M, choose a pair of charts (Uoo ~a) and (V,a, '¢,a) from 
the given atlases such that p E Ua and F(p) E V,a. By continuity of F, the 
set U = F-1(V,a) nUa is open in M, and F(U) C V,a. Therefore, the charts 
(U, ~alu) and (V,a, '¢,a) satisfy the conditions required in the definition of 
smoothness. 0 

Lemma 2.4. Any composition of smooth maps between smooth manifolds 
is smooth. 

Proof. Let F: M --+ Nand G: N --+ P be smooth maps, and let p E M 
be arbitrary. By definition of smoothness of G, there exist smooth charts 
(V, 0) containing F(p) and (W, '¢) containing G(F(p)) such that G(V) C W 
and '¢ 0 G 0 0-1 : O(V) --+ '¢(W) is smooth. Since F is continuous, F-1(V) 
is an open neighborhood of p in M, so there is a smooth chart (U, ~) for 
M such that p E U c F- 1 (V) (Figure 2.3). By Exercise 2.6, 00 F 0 ~-1 
is smooth from ~(U) to O(V). Then we have Go F(U) C G(V) c W, 
and '¢ 0 (G 0 F) 0 ~-1 = ('¢ 0 G 0 0- 1 ) 0 (00 F 0 ~-1): ~(U) --+ '¢(W) is 
smooth because it is a composition of smooth maps between open subsets 
of Euclidean spaces. 0 

Although most of our efforts in this book will be devoted to the study 
of smooth manifolds and smooth maps, we will also need to work with 
topological manifolds and continuous maps on occasion. For the sake of 
consistency, we adopt the following convention: Without further qualifica­
tion, a "manifold" will always be understood to be a topological manifold, 
and a "coordinate chart" will be understood in the topological sense, as a 
homeomorphism from an open set in the manifold to an open set in Eu­
clidean space. Similarly, our default assumption for most functions, maps, 
and other geometric objects will be merely continuity; smoothness will not 
be assumed unless explicitly specified. This convention requires a certain 
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discipline, in that we have to remember to state the smoothness hypothesis 
whenever it is needed; but its advantage is that it frees us from having to 
remember which types of maps are assumed to be smooth and which are 
not. The main exceptions will be a few concepts that require smoothness 
for their very definitions. 

We now have enough information to produce a number of interesting 
examples of smooth maps. In spite of the apparent complexity of the def­
inition, it is usually not hard to prove that a particular map is smooth. 
There are basically only three common ways to do so: 

• Write the map in smooth local coordinates and recognize its 
component functions as compositions of smooth elementary functions; 

• Exhibit the map as a composition of known smooth maps; 

• Use some special-purpose theorem that applies to the particular case 
under consideration. 

Example 2.5 (Smooth Maps). 

(a) Any map from a zero-dimensional manifold into a smooth manifold 
is automatically smooth. 

(b) Consider the n-sphere §n with its standard smooth structure. The 
inclusion map ~: §n Y lRn +1 is certainly continuous, because it is 
the inclusion map of a topological subspace. It is a smooth map be­
cause its coordinate representation with respect to any of the graph 
coordinates of Example 1.20 is 

~( 1 n) ( ±) -1 ( 1 n) L U , •.. , U = ~ 0 'Pi U , ... , U 

( 1 i-I ± _ /1 1 12 i n) = U, ... ,U , V -U,U, ... ,U , 

which is smooth on its domain (the set where luI 2 < 1). 

(c) The quotient map 71": lRn +1 ....... {O} -+ mPn is smooth, because its 
coordinate representation in terms of any of the coordinates for lRlpm 
constructed in Example 1.21 and standard coordinates on lRn +1 ....... {O} 
is 

(d) Define p: §n -+ lRlpm as the restriction of 71": lRn+1 ....... {O} -+ lRlPn to 
§n C lRn+1 ....... {O}. It is a smooth map, because it is the composition 
p = 71" 0 ~ of the maps in the preceding two examples. 

o Exercise 2.7. Let Mi, ... , Mk and N be smooth manifolds. Show that 
a map F: N --t Mi X· .. X Mk is smooth if and only if each of the component 
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maps Fi = Wi 0 F: N ~ Mi is smooth. (Here Wi: Ml x ... X Mk ~ Mi is 
the projection onto the ith factor.) 

We can also define smooth maps to and from smooth manifolds with 
boundary, with the understanding that a map whose domain is a subset 
of the half-space lHln is smooth if it admits an extension to a smooth map 
in an open neighborhood of each point, and a map whose range is lHln is 
smooth if it is smooth as a map into JRn. You can work out the details for 
yourself. 

Diffeomorphisms 

A diffeomorphism between smooth manifolds M and N is a smooth bijective 
map F: M ---+ N that has a smooth inverse. We say that M and N are 
diffeomorphic if there exists a diffeomorphism between them. Sometimes 
this is symbolized by M ::::: N. For example, if Jan denotes the open unit 
ball in JRn, the map F: Jan ---+ JRn given by F(x) = xj(1-lxI2) is easily 
seen to be a diffeomorphism, so Jan ::::: JRn. If M is any smooth manifold 
and (U,cp) is a smooth coordinate chart on M, then cp: U ---+ cp(U) C JRn is 
a diffeomorphism. (In fact, its coordinate representation is the identity.) 

<> Exercise 2.8. Show that "diffeomorphic" is an equivalence relation. 

More generally, F: M ---+ N is called a local diffeomorphism if every 
point p E M has a neighborhood U such that F(U) is open in Nand 
Flu: U ---+ F(U) is a diffeomorphism. It is clear from the definition that a 
local diffeomorphism is, in particular, a local homeomorphism and therefore 
an open map. 

<> Exercise 2.9. Show that a map between smooth manifolds is a 
diffeomorphism if and only if it is a bijective local diffeomorphism. 

Just as two topological spaces are considered to be "the same" if they 
are homeomorphic, two smooth manifolds are essentially indistinguishable 
if they are diffeomorphic. The central concern of smooth manifold the­
ory is the study of properties of smooth manifolds that are preserved by 
diffeomorphisms. 

It is very natural to wonder whether the smooth structure on a given 
topological manifold is unique in some sense. We observed in Example 1.12 
that every zero-dimensional manifold has a unique smooth structure. How­
ever, as Problem 1-3 showed, any positive-dimensional smooth manifold 
admits many distinct smooth structures. 

A more subtle and interesting question is whether a given topological 
manifold admits smoot~ structures that are not diffeomorphic to each 
other. For example, let JR denote the topological manifold JR, but endowed 
with the smooth structure described in Example 1.14 (defined by the global 



Lie Groups 37 

chart 'l/J(x) = x3 ). It turns out that i is diffeomorphic to lR with its stan­
dard smooth structure. Define a map F: lR ---+ i by F(x) = X 1/ 3 . The 
coordinate representation of this map is F(t) = 'l/J 0 F 0 IdJil(t) = t, which 
is clearly smooth. Moreover, the coordinate representation of its inverse 
is F-i (y) = IdIR of- 1 0 'l/J-l (y) = y, which is also smooth, so F is a dif­
feomorphism. (This is one case in which it is important to maintain the 
distinction between a map and its coordinate representation!) 

It turns out, as you will see later, that there is only one smooth struc­
ture on lR up to diffeomorphism (see Problem 17-7). More precisely, if Al 
and A2 are any two smooth structures on lR, there exists a diffeomorphism 
F: (lR,A1 ) ---+ (lR,A2). In fact, it follows from work of James Munkres 
[Mun60] and Edwin Moise [Moi77] that every topological manifold of di­
mension less than or equal to 3 has a smooth structure that is unique 
up to diffeomorphism. The analogous question in higher dimensions turns 
out to be quite deep, and is still largely unanswered. Even for Euclidean 
spaces, the problem was not completely solved until late in the twentieth 
century. The answer is somewhat surprising: As long as n -:I 4, lRn has a 
unique smooth structure (up to diffeomorphism); but lR4 has uncountably 
many distinct smooth structures, no two of which are diffeomorphic to each 
other! The existence of nonstandard smooth structures on lR4 (called fake 
lR4 's) was first proved by Simon Donaldson and Michael Freedman in 1984 
as a consequence of their work on the geometry and topology of compact 
4-manifolds; the results are described in [DK90] and [FQ90]. 

For compact manifolds, the situation is even more fascinating. For ex­
ample, in 1963, Michel Kcrvaire and John Milnor [KM63] showed that, up 
to diffeomorphism, §7 has exactly 28 nondiffeomorphic smooth structures. 
On the other hand, in all dimensions greater than 3 there are compact 
topological manifolds that have no smooth structures at all. The prob­
lem of identifying the number of smooth structures (if any) on topological 
4-manifolds is an active subject of current research. 

Lie Groups 

A Lie group is a smooth manifold G that is also a group in the algebraic 
sense, with the property that the multiplication map m: G x G ---+ G and 
inversion map i: G ---+ G, given by 

m(g,h) = gh, 

are both smooth. Because smooth maps are continuous, a Lie group is, in 
particular, a topological group (a topological space with a group structure 
such that the multiplication and inversion maps are continuous). 

The group operation in an arbitrary Lie group will be denoted by juxta­
position, except in certain abelian groups such as lRn in which the operation 
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is usually written additively. It is traditional to denote the identity element 
of an arbitrary Lie group by the symbol e (for German Einselement, "unit 
element"), and we will follow this convention, except in specific examples in 
which there is a more common notation (such as In for the identity matrix 
in a matrix group, or 0 for the identity element in IRn). 

The following alternative characterization of the smoothness condition 
is sometimes useful. 

Lemma 2.6. If G is a smooth manifold with a group structure such that 
the map G x G -+ G given by (g, h) r-t gh- I is smooth, then G is a Lie 
group. 

<> Exercise 2.10. Prove Lemma 2.6. 

Example 2.7 (Lie Groups). Each of the following manifolds is a Lie 
group with the indicated group operation. 

(a) The general linear group GL(n, 1R) is the set of invertible n x n matri­
ces with real entries. It is a group under matrix multiplication, and it 
is an open submanifold of the vector space M(n, 1R), as we observed 
in Chapter 1. Multiplication is smooth because the matrix entries of 
a product matrix AB are polynomials in the entries of A and B. In­
version is smooth because Cramer's rule expresses the entries of A-I 
as rational functions of the entries of A. 

(b) The complex general linear group GL(n, q is the group of complex 
n x n matrices under matrix multiplication. It is an open submanifold 
of M(n, q and thus a 2n2-dimensional smooth manifold, and it is a 
Lie group because matrix products and inverses are smooth functions 
of the real and imaginary parts of the matrix entries. 

(c) If V is any real or complex vector space, we let GL(V) denote 
the set of invertible linear transformations from V to itself. It is a 
group under composition. If V is finite-dimensional, any basis for V 
determines an isomorphism of GL(V) with GL(n, 1R) or GL(n, q, 
with n = dim V, so GL(V) is a Lie group. The transition map be­
tween any two such isomorphisms is given by a map of the form 
A r-t BAB- I (where B is the transition matrix between the two 
bases), which is smooth. Thus the smooth manifold structure on 
GL(V) is independent of the choice of basis. 

(d) The real number field IR and Euclidean space IRn are Lie groups un­
der addition, because the coordinates of x - yare smooth (linear!) 
functions of (x, y). 

(e) The set 1R* of nonzero real numbers is a I-dimensional Lie group 
under multiplication. (In fact, it is exactly GL(I, 1R) if we identify a 
1 x 1 matrix with the corresponding real number.) The subset 1R+ 
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of positive real numbers is an open subgroup, and is thus itself a 
I-dimensional Lie group. 

(f) The set C* of nonzero complex numbers is a 2-dimensional Lie group 
under complex multiplication, which can be identified with GL(I, C). 

(g) The circle §l C C* is a smooth manifold and a group under complex 
multiplication. With appropriate angle functions as local coordinates 
on open subsets of §l (see Problem 1-6), multiplication and inversion 
have the smooth coordinate expressions ((h, (}2) f-t {}l + {}2 and {} f-t 

-{}, and therefore §l is a Lie group, called the circle group. 

(h) If G l , ... , Gk are Lie groups, their direct product is the product man­
ifold Gl x ... X Gk with the group structure given by componentwise 
multiplication: 

(gl, ... ,gk)(g~, ... ,g~) = (glg~, ... ,gkg~). 
It is a Lie group, as you can easily check. 

(i) The n-torus Tn = §l X ... X §l is an n-dimensional abelian Lie group. 

(j) Any finite or count ably infinite group with the discrete topology is 
a zero-dimensional Lie group. We will call any such group a discrete 
group. 

If G and H are Lie groups, a Lie group homomorphism from G to H is 
a smooth map F: G -t H that is also a group homomorphism. It is called 
a Lie group isomorphism if it is also a diffeomorphism, which implies that 
it has an inverse that is also a Lie group homomorphism. In this case we 
say that G and H are isomorphic Lie groups. 

Example 2.8 (Lie Group Homomorphisms). 

(a) The inclusion map §l <-+ C* is a Lie group homomorphism. 

(b) The map exp: JR -t JR* given by exp(t) = et is smooth, and is a 
Lie group homomorphism because e(s+t) = eSet . (Note that JR is 
considered as a Lie group under addition, while JR* is a Lie group 
under multiplication.) The image of exp is the open subgroup JR+ 
consisting of positive real numbers, and exp: JR -t JR+ isa Lie group 
isomorphism with inverse log: JR+ -t JR. 

(c) Similarly, exp: C -t C* given by exp(z) = eZ is a Lie group homo­
morphism. It is surjective but not injective, because its kernel consists 
of the complex numbers of the form 27rik, where k is an integer. 

(d) The map e: JR -t §l defined by e(t) = e 27rit is a Lie group homo­
morphism whose kernel is the set Z of integers. Similarly the map 
en: JRn -t Tn defined by en(tb ... ,tn) = (e27ritl, ... ,e27ritn) is a Lie 
group homomorphism whose kernel is zn. 
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c:::===::=:> 
C =:> 
c =:> 
c =:> 

~ 7[ 

Figure 2.4. A covering map. 

(e) The determinant function det: GL(n,lR) -+ IR* is smooth because 
det A is a polynomial in the matrix entries of A. It is a Lie 
group homomorphism because det( AB) = (det A) (det B). Similarly, 
det: GL(n, q -+ C* is a Lie group homomorphism. 

(f) If G is any Lie group and 9 E G, define Cg : G -+ G to be conjugation 
by g: Cg(h) = ghg- 1 . Then Cg is smooth because group multiplica­
tion is smooth, and a simple computation shows that it is a group 
homomorphism. 

Smooth Covering Maps 

You are probably already familiar with the notion of a covering !!!:-ap be­
tween topological spaces: This is a surjective continuous map 7[: M -+ M 
between connected, locally path connected spaces with the property that 
every point p E M has a neighborhood U that is evenly covered, meaning 
that U is connected and each component of 7[-l(U) is mapped homeomor­
phically onto U by 7[ (Figure 2.4). The basic properties of covering maps 
are summarized in the Appendix (pages 556-557). 

In the context of smooth manifolds it is useful to introduce a slightly 
more restrictive type of covering map.]!" M and M are connected smooth 
manifolds, a smooth covering map 7[: M -+ M is a smooth surjective map 
with the property that every p E M has a connected neighborhood U such 
that each component of 7[-l(U) is mapped diJJeomorphicallyonto U by 7[. 

In this context we will also say that U is evenly covered. The manifold M 
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is called the base of the covering, and M is called a covering manifold of 
M. 

To distinguish this new definition from the previous one, we will often call 
an ordinary (not necessarily smooth) covering map a topological covering 
map. A smooth covering map is, in particular, a topological covering map. 
However, it is important to bear in mind that a smooth covering map is 
more than just a topological covering map that happens to be smooth: The 
definition of smooth covering map requires in addition that the restriction 
of 7r to each component of the inverse image of an evenly covered set be a 
diffeomorphism, not just a smooth homeomorphism. 

Proposition 2.9 (Properties of Smooth Coverings). 

(a) Any smooth covering map is a local diffeomorphism and an open map. 

(b) An injective smooth covering map is a diffeomorphism. 

( c) A topological covering map is a smooth covering map if and only if it 
is a local diffeomorphism. 

<> Exercise 2.11. Prove Proposition 2.9. 

<> Exercise 2.12. If 7rl: Ml ---+ Ml and 7r2: M2 ---+ M2 are smooth covering 
maps, show that 7rl x 7r2: Ml X M2 ---+ Ml X M2 is a smooth covering map. 

<> Exercise 2.13. Suppose 7r: M ---+ M is a smooth covering map. Since 
7r is also a topological covering map, there is a potential ambiguity about 
what it means for a subset U C M to be evenly covered: Does 7r map the 
components of 7r-l(U) diffeomorphically onto U, or merely homeomorphi­
cally? Show that the two concepts are in fact equivalent: If U C M is evenly 
covered in the topological sense, then 7r maps each component of 7r-l(U) 
diffeomorphic ally onto U. 

If 7r: M _-+ M is any continuous map, a section of 7r is a continuous map 
a: M -+ M such that 7r 0 a = IdM: 

M 

7rj ) a 

M. 

A local section is a continuous map a: U -+ M defined on some open set 
U c M and satisfying the analogous relation 7r 0 a = Idu . Many of the 
important properties of smooth covering maps follow from the existence of 
smooth local sections. 

Le~ma 2.10 (Local Sections of Smooth Coverings). Suppose 
7r: M -+ M is a smooth covering map. Every point of M is in the im­
age of a smooth local section of 7r. More precisely, for any q E M, there is 
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a neighborhood U of p = 'IT'(q) and a smooth local section a: U '"'"* M such 
that a(p) = q. 

Proof. Let U c M be an evenly covered neighborhood of p. If fJ is the 
component of 'IT'-1 (U) containing q, then 'IT'lu: fJ '"'"* U is by hypothesis a 
diffeomorphism. It follows that a = ('IT' I u ) -1: U '"'"* fJ is a smooth local 
section of 'IT' such that a(p) = q. 0 

One important application of local sections is the following proposition, 
which gives a very simple criterion for deciding which maps out of the base 
of a covering are smooth. 

Proposition 2.11. Suppose 'IT': M '"'"* M is a smooth covering map and 
N is a"!!Jl smooth manifold. A map F: M '"'"* N is smooth if and only if 
F 0 'IT': M '"'"* N is smooth: 

M F ·N. 

Proof. One direction is obvious by composition. Suppose conversely that 
F 0 'IT' is smooth, and let p E M be arbitrary. By the preceding lem1!la there 
is a neighborhood U of p and a smooth local section a: U '"'"* M, which 
satisfies 'IT' 0 a = Idu. Then the restriction of F to U satisfies 

Flu = F 0 Idu = F 0 ('IT' 0 a) = (F 0 'IT') 0 a, 

which is a composition of smooth maps. Thus F is smooth on U. Since F 
is smooth in a neighborhood of each point, it is smooth. 0 

The next proposition shows that every covering space of a connected 
smooth manifold is itself a smooth manifold. 

Proposition 2.12. If M is a connectefLsmooth n-manifold and 'IT': M '"'"* 
M is a topological covering map, then M is a topological n-manifold, and 
it has a unique smooth structure such that 'IT' is a smooth covering map. 

Proof. Because 'IT' is, in particular, a local homeomorphism, it is clear that 
M is locally Euclidean. 

Let p and q be distinct points in M. If 'IT'(p) = 'IT'(q) and U c M is an 
evenly covered open set containing 'IT'(p), then the components of 'IT'-I(U) 
containing p and q are disjoint open subsets of M separating p and q. On 
the other hand, if 'IT'(p) f:. 'IT'(q) , there are disjoint open sets U, V c M 
containing 'IT'(p) ~d 'IT'(q), respectively, and then 'IT'-I(U) and 'IT'-I(V) are 
open subsets of M separating p and q. Thus M is Hausdorff. 

To show that M is second countable, we will show first that each fiber 
of 'IT' is countable. Given q E M and an arbitrary point (fo E 'IT'-I(q), we 
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will construct a surjective map {3: 7f1(M, q) -+ 7f-1(q); since 7f1(M, q) is 
countable, this suffices. Let [fJ E 7f1 (M, q) be the path class of an arbi­
trary loop f: [0, 1 J -+ M based at q. The path lifting property of covering 
~ps (Proposition A.26(b)) guarantees that there is a lift T [0,1J -+ 
M of f starting at qo, and the homotopy lifting property (Proposition 
A.26(c)) shows that the lifts of path-homotopic loops are themselves path­
homotopic. Thus the endpoint [(1) E 7f-1(q) depends only on the path 

class of f, so it makes sense to define f3[fJ = [(1). To see that ,13 is surjec­
tive, just note that any point q E 7f-1(q) can be joined to qo by some path 

T [0,1] -+ M, and then q = f3[7f 0 jj. 
The collection of all evenly covered open sets is an open cover of M, and 

therefore has a countable subcover {Ui}. For any given i, each component 
of 7f-1(Ui ) contains exactly one point in each fiber over Ui , so 7f-1(Ui ) has 
count ably many components. Since each component is homeomorphic to 
Ui , it has a countable basis. The union.-£f all of these countable bases forms 
a countable basis for the topology of M, so M is second countable. 

Given any point q E M, let U be an evenly covered neighborhood of 
7f(q). Shrinking U if necessary, we may assume also that it is the domain 
of a smooth coordinate map cp: U -+ IRn. Letting U be the component of 
7f-1(U) containing q, and 0 = cp 0 7f: U -+ IRn, it is clear that (U,0) is a 
chart on M (see Figure 2.5). If two such charts (U,0) and (V,;J) overlap, 
the transition map can be written 

;J 00-1 = (1P 0 7fliJnv) 0 (cp 0 7fliJnv)-l 

= 1P 0 7fliJnv 0 ( 7f liJnv)-l 0 cp-1 
= 1P 0 cp-1, 

which is smooth. Thus the collection of all such charts defines a smooth 
structure on M. The uniqueness of this smooth structure is left to the 
reader (Problem 2-7). 0 

The next result is an important application of the preceding proposition. 

Theorem 2.13 (Existence of a Universal Covering Group). Let G 
be a connected Lie group. There exist a simply connected Lie group G (called 
the universal covering group of G) and a smooth covering map 7f: G -+ G 
that is also a Lie group homomorphism. 

Proof. 13y Proposition A.29, there exist a simp}y connected topological 
space G and_ a (topological) covering map 7f: G -+ G. Proposition 2.12 
shows that G has a unique smooth manifold structure such that 7f is a 
smooth covering map. By Exercise 2.12, 7f X 7f: G x G -+ G x G is also a 
smooth covering map. 

Let m: G x G -+ G and i: G -+ G denote the multiplication and inversion 
maps of G, respectively, and let e be an arbitrary element of the fiber 
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M 

Figure 2.5. Smooth compatibility of charts on a covering manifold. 

7f-l(e) C G. Since G is simply connected, the lifting criterion for covering 
maps (Proposition A.27) guarantees that the map m 0 (7f X 7f) : G x G -+ G 
has a unique continuous lift iii: G x G -+ G satisfying iii ( e, e) = e and 
7f 0 iii = m 0 (7f X 7f): 

GxG~G 
7fX7f~ ~7f 
GxG~G. (2.1) 

Because in can be expressed locally as (J" 0 m 0 (7f X 7f) for a smooth l~cal 
section (J" of 7f, it follows that in is smooth. By the same reasoning, i07f: G -+ 
G has a smooth lift i: G -+ G satisfying i(e) = e and 7f 0 i = i 07f: 

(2.2) 
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We define multiplication and inversion in G by xy = in(x, y) and x-l = 
i(x) for all x, y E G. Then (2.1) and (2.2) can be rewritten as 

7f(xy) = 7f(x)7f(y), 

7f(x- l ) = 7f(X)-l. 

(2.3) 

(2.4) 

It remains only to show that G is a group with these operations, for then 
it is a Lie group because in and i are smooth, and (2.3) shows that 7f is a 
Lie group homomorphism. 

First we show that e is an identity for multiplication in G. Consider the 
map f: G -+ G defined by f(x) = ex. Then (2.3) implies that 7f 0 f(x) = 

7f(e)7f(x) = e7f(x) = 7f(x), so f is a lift of 7f: G -+ G. The identity map 
Ide is another lift of 7f, and it agrees with f at a point because f(e) = 
in(e, e) = e, so the unique lifting property of covering maps (Proposition 
A.26(a)) implies that f = Ide' or equivalently, ex = x for all x E G. The 
same argument shows that xe = x. _ 

Next, to show that multiplication in G is associative, consider the two 
maps aL, aR: G x G x G -+ G defined by 

aL(x, y, z) = (xy)z, 
aR(x, y, z) = x(yz). 

Then (2.3) applied repeatedly implies that 

7f 0 aL(x, y, z) = (7f(x)7f(y))7f(z) = 7f(x) (7f(y)7f(z)) = 7f 0 aR(x, y, z), 

so aL and aR are both lifts of the same map a(x, y, z) = 7f(x)7f(y)7f(z). 
Because aL and aR agree at (e, e, e), they are equal. A similar argument 
shows that X-lX = xx- l = e, so G is a group. 0 

<> Exercise 2.14. Complete the proof of the preceding theorem by showing 
that x-1x = xx-1 = e. 

Proper Maps 

There are not many simple criteria for determining whether a given surjec­
tive map is a covering map, even if it is known to be a local diffeomorphism. 
In this section we describe one such criterion, called properness. It will have 
many other applications throughout the book. 

If M and N are topological spaces, a map F: M -+ N (continuous or 
not) is said to be proper if for every compact set KeN, the inverse image 
F-l(K) is compact. The next three lemmas give useful sufficient conditions 
for a map to be proper. 

Lemma 2.14. Suppose M is a compact space and N is a Hausdorff space. 
Then every continuous map F: M -+ N is proper. 
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P-l(K) 
~ 

G(K) 

M 

Figure 2.6. A map with a left inverse is proper. 

Proof. If KeN is compact, then it is closed in N because N is Hausdorff. 
By continuity, P-l(K) is closed in M and therefore compact. D 

Recall that a subset A c M is said to be saturated with respect to a 
map P: M -+ N if A = P- 1(P(A)) (see page 548). 

Lemma 2.15. Suppose P: M -+ N is a proper map between topological 
spaces, and A c M is any subset that is saturated with respect to P. Then 
PIA: A -+ P(A) is proper. 

Proof. Let K C P(A) be compact. The fact that A is saturated means that 
(FIA)-l(K) = F-l(K), which is compact because F is proper. D 

Lemma 2.16. Let F: M -+ N be a continuous map between Hausdorff 
spaces. If there exists a continuous left inverse for F (i.e., a continuous 
map G: N -+ M such that GoP = IdM ), then F is proper. 

Proof. If KeN is any compact set, then any point x E P-l(K) satisfies 
x = G(P(x)) E G(K). Since K is closed in N, it follows that P-l(K) is a 
closed subset of the compact set G(K) (Figure 2.6), so it is compact. D 

For continuous maps between topological manifolds there is an alterna­
tive characterization of properness in terms of divergent sequences, which 
is somewhat easier to visualize. If X is a topological space, a sequence {Pi} 
in X is said to escape to infinity if for every compact set K C X there are 
at most finitely many values of i for which Pi E K. 

<> Exercise 2.15. Show that a sequence of points in a topological manifold 
escapes to infinity if and only if it has no convergent subsequence. 
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Proposition 2.17 (Sequential Characterization of Proper Maps). 
Suppose M and N are topological manifolds. A continuous map F: M -+ N 
is proper if and only if for every sequence {pd in M that escapes to infinity, 
{F(Pi)} escapes to infinity in N. 

Proof. First suppose that F is proper, and let {Pi} be a sequence in M 
that escapes to infinity. If {F(Pi)} does not escape to infinity, then there 
is a compact subset KeN that contains F(Pi) for infinitely many values 
of i. It follows that Pi lies in the compact set F-1(K) for these values of i, 
which contradicts the assumption that {pd escapes to infinity. 

Conversely, suppose every sequence escaping to infinity in M is taken by 
F to a sequence escaping to infinity in N. Let KeN be a compact set, 
and let L = F-1(K) eM. To show that L is compact, we will show that 
every sequence in L has a convergent subsequence. Suppose to the contrary 
that {pd is a sequence in L with no convergent subsequence. Then by the 
hypothesis and Exercise 2.15, {F(pi)} has no convergent subsequence; but 
this is impossible because F(Pi) lies in the compact set K for all i. 0 

It is often extremely useful to be able to show that a given continuous 
map is a closed map. For example, Lemma A.13 shows that a closed con­
tinuous map that is also surjective, injective, or bijective is automatically a 
quotient map, a topological embedding, or a homeomorphism, respectively. 
One situation in which this condition is automatically fulfilled is when the 
domain is compact: The closed map lemma (Lemma A.19) asserts that any 
continuous map from a compact topological space to a Hausdorff space 
is closed. But there are also plenty of interesting manifolds that are not 
compact and therefore are not covered by this result. The following is a 
powerful generalization of the closed map lemma. 

Proposition 2.18 (Proper Continuous Maps Are Closed). Suppose 
F: M -+ N is a proper continuous map between topological manifolds. Then 
F is closed. 

Proof. If K is a closed subset of M, we need to prove that F(K) is closed 
in N. Let Y be an arbitrary point of F(K). By Exercise A.8, there exists a 
sequence {Yi} of points in F(K) such that Yi -+ y. The fact that Yi E F(K) 
means that there exists Xi E K such that F(Xi) = Yi. 

Let U be a precompact neighborhood of yin N. For all large enough i, 
Yi E U C U, and therefore Xi E F- 1 (U). The hypothesis that F is proper 
implies that F- 1 (U) is compact, and thus {Xi} has a subsequence {Xik} 
converging to a point X E M. Because K is closed, X E K. By continuity, 

F(x) = lim F(Xik) = lim Yik = y, 
k-too k-too 

which implies Y E F(K), as desired. o 

The next proposition is the main result of this section. 
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Figure 2.7. A proper local diffeomorphism is a covering map. 

Proposition 2.19. Suppose M and M are connected smooth manifolds 
and 1r: M -7 M is a proper local diffeomorphism. Then 1r is a smooth 
covering map. 

Proof. Because 1r is a local diffeomorphism, it is an open map, and because 
it is proper, it is a closed map. Thus 1r(M) is both open and closed in M. 
Since it is obviously nonempty, it is all of M, so 1r is surjective. 

Let p E M be arbitrary. Since 1r is a local diffeomorphism, each point of 
1r- 1 (p) has a neighborhood on which 1r is injective, so 1r-1 (p) is a discrete 
set. Since 1r is proper, 1r-1(p) is also compact, so it is finite . Write 1r-1(p) = 
{P1,'" ,pd· For each i, there exists a neighborhood Vi of Pi on which 1r is 
a diffeomorphism onto an £pen yet Vi eM. Shrinking each Vi if necessary, 
we may assume also that Vi n Vi = 0 for i i= j. 

Set U = VI n ... n Vk (Figure 2.7) , which is a neighborhood of p. Then 
U obviously satisfies 

U c Vi for each i. (2.5) 

Because K = M" (Vi U ... U Vk ) is closed in M and 1r is a closed map, 
1r(K) is closed in M. Replacing U by U" 1r(K), we can assume that U also 
satisfies 

(2.6) 

Finally, after replacing U by the connected component of U containing p, 
we can assume that U is connected and still satisfies (2.5) and (2.6). We 
will show that U is evenly covered. 
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Let Ui = 7r-1(U)n~. By virtue of (2.6), 7r-1(U) = U1U·· ·UUk. Because 
7r: ~ --+ V; is a diffeomorphism, ~.5) implies that 7r: Ui -:: U is ~till a 
diffeomorphism, and in particular Ui is connected. Because U1, ... ,Uk are 
disjoint connected open subsets of 7r-1 (U), they are exactly the components 
of 7r-1(U). D 

Partitions of Unity 

One of the more useful tools in topology is the gluing lemma (Lemma A.7), 
which shows how to construct continuous maps by "gluing together" maps 
defined on subspaces. For smooth manifolds, however, the gluing lemma is 
of limited usefulness, because the map it produces is rarely smooth, even 
when it is built out of smooth maps on subspaces. For example, the two 
functions f+: [0, 00) --+ lR and f _: (-00,0] --+ lR defined by 

f+(x) = +x, 

f-(x) = -x, 

x E [0,00), 

x E (-00,0], 

are both smooth and agree at the point ° where they overlap, but the 
continuous map f: lR --+ lR that they define, namely f(x) = lxi, is not 
smooth at the origin. 

In this section we introduce partitions of unity, which are tools for patch­
ing together local smooth objects into global ones. They are indispensable 
in smooth manifold theory and will reappear throughout the book. 

All of our constructions in this section are based on the existence of 
smooth functions that are positive in a specified part of a manifold and 
identically zero in some other part. We begin by defining a smooth function 
on the real line that is zero for t :s: ° and positive for t > 0. 

Lemma 2.20. The function f: lR --+ lR defined by 

f(t) = e , {
-lit 

0, 

is smooth. 

t > 0, 

t :s: 0, 

Proof. The function in question is pictured in Figure 2.8. It is clearly 
smooth on lR " {O}, so we need only show that all derivatives of f exist 
and are continuous at the origin. We begin by noting that f is continuous 
because limt\..o e-1/t = 0. In fact, a standard application of I'H6pital's rule 
and induction shows that for any integer k 2: 0, 

-lit Ck 
lim ~ = lim J:"-/t = 0. 
t\..O t t\..O e 

(2.7) 
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f(t) h(t) 

t 

1 2 

Figure 2.8. f(t) = e- 1/ t . Figure 2.9. A cutoff function. 

We will show by induction that for t > 0, the kth derivative of f is of 
the form 

(2.8) 

for some polynomial Pk(t). It is clearly true (with po(t) = 1) for k = 0, so 
suppose it is true for some k ~ O. By the product rule, 

f(k+l)(t) = p~(t) e-l/t _ 2kpk(t) e-l/t + Pk(t) ~e-l/t 
t2k t2k+1 t2k t2 

_ t2p~(t) - 2ktPk(t) + Pk(t) -lit 
- t 2k+2 e, 

which is of the required form. Note that (2.8) and (2.7) imply 

!~f(k)(t) = 0, 

since a polynomial is continuous. 
Finally, we prove that for each k ~ 0, 

f(k)(O) = O. 

(2.9) 

For k = 0 this is true by definition, so assume that it is true for some 
k ~ O. It suffices to show that f has one-sided derivatives from both sides 
and that they are equal. Clearly, the derivative from the left is zero. Using 
(2.7) again, we compute 

By (2.9), this implies that each f(k) is continuous, so f is smooth. 0 

Lemma 2.21. There exists a smooth function h: IR --+ IR such that h(t) == 1 
for t ~ 1, 0 < h(t) < 1 for 1 < t < 2, and h(t) == 0 for t ~ 2. 
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Proof. Let f be the function of the previous lemma, and set 

h t _ f(2 - t) 
( ) - f(2 - t) + f(t - 1) 

(See Figure 2.9.) Note that the denominator is positive for all t, because at 
least one of the expressions 2 - t and t - 1 is always positive. Since f 2: 0 
always, it is easy to check that h(t) is always between 0 and 1, and is zero 
when t 2: 2. When t ::; 1, f(t - 1) = 0, so h(t) == 1 there. 0 

A function with the properties of h in this lemma is usually called a 
cutoff function. 

If f is any real-valued or vector-valued function on a topological space 
M, the support of f, denoted by supp f, is the closure of the set of points 
where f is nonzero: 

suppf = {p EM: f(p) -IO}. 

If supp f is contained in some set U, we say that f is supported in U. A 
function f is said to be compactly supported if supp f is a compact set. 
Clearly, every function on a compact space is compactly supported. 

Lemma 2.22. There is a smooth function H: lRn ~ lR such that 0 ::; 
H(x) ::; 1 everywhere, H == 1 on B1(0), and suppH = B2(0). 

Proof. Just set H(x) = h(lxl), where h is the function of the preceding 
lemma. Clearly, H is smooth on lRn " {O}, because it is a composition of 
smooth functions there. Since it is identically equal to 1 on Bl (0), it is 
smooth there too. 0 

The function H constructed in this lemma is an example of a smooth 
bump junction, a smooth real-valued function that is equal to 1 on a speci­
fied closed set (in this case B1(0)) and is supported in a specified open set 
(in this case any open set containing B2(0)). Later, we will generalize this 
notion to manifolds. 

Paracompactness 

To use bump functions effectively on a manifold, we will need to construct 
some open covers with special properties. Let X be a topological space. A 
collection U of subsets of X is said to be locally finite if each point of X 
has a neighborhood that intersects at most finitely many of the sets in U. 

<> Exercise 2.16. If 11 is an open cover of X such that each set in 11 
intersects only finitely many others, show that 11 is locally finite. 

Given an open cover U of X, another open cover V is called a refinement 
of U if for each V E V there exists some U E U such that V cU. We 



52 2. Smooth Maps 

say that X is paracompact if every open cover of X admits a locally finite 
refinement. 

A key topological result that we will need is the fact that every manifold 
is paracompact. This is a consequence of second count ability, and in fact is 
one of the most important reasons why second count ability is included in 
the definition of manifolds. 

The following lemma will be a first step in the proof of paracompactness. 

Lemma 2.23. Every topological manifold admits a countable, locally finite 
cover by precompact open sets. 

Proof. Let M be a topological manifold. We will construct the desired cover 
in three steps. 

Start with a countable cover {Bj}~l by precompact open sets (such as 
the countable basis whose existence was proved in Lemma 1.6). Next, we 
will show that M admits a countable cover {Uj }~l satisfying the following 
properties: 

(i) Uj is a precompact open subset of M; 

(ii) Uj - 1 c Uj for j ~ 2; 

(iii) Bj C Uj . 

Begin with U1 = B 1 . Assume by induction that open sets Uj have been 
defined for j = 1, ... , k satisfying (i)-(iii). Because Uk is compact and 
covered by {Bj }, there is some mk such that 

Uk C Bl U ... U B mk • 

If we let Uk+! = Bl U ... U B mk , then clearly (i) and (ii) are satisfied with 
j = k + 1. Moreover, by increasing mk if necessary, we may aSsume that 
mk ~ k+l, so that Bk+! C Uk+!. Thus by induction we obtain a countable 
sequence of open sets {Uj } satisfying (i)-(iii). Since {Bj } is a cover of M, 
(iii) guarantees that {Uj } is a cover as well. 

Finally, to obtain a locally finite cover, we just set l-j = Uj "Uj - 2 (Figure 
2.10). Since Vj is a closed subset of the compact set Uj , it is compact. If 
p E M is arbitrary, then p E Vk, where k is the smallest integer such that 
p E Uk. Clearly, Vk has nonempty intersection only with Vk-l and Vk+l, 
so the cover {l-j} is locally finite. D 

Now we are ready to show that every smooth manifold is paracompact. 
In fact, for future use, we will show something stronger; that every open 
cover admits a locally finite refinement of a particularly nice type. If M is 
a smooth manifold, we say that an open cover {Wd of M is regular if it 
satisfies the following properties: 

(i) The cover {Wi} is countable and locally finite. 
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Figure 2.10. Constructing a locally finite cover. 

(ii) Each Wi is the domain of a smooth coordinate map CPi: Wi -+ ]R.n 

whose image is B3(0) C ]R.n. 

(iii) The collection {Ui } still covers M, where Ui = cpi1(B1(0)). 

Proposition 2.24. Let M be a smooth manifold. Every open cover of M 
has a regular refinement. In particular, M is paracompact. 

Proof. Let X be any open cover of M, and let {Vj} be a countable, locally 
finite cover of M by precompact open sets. For each p EM, let Wp be a 
neighborhood of p that intersects only finitely many of the sets Vj. Replac­
ing Wp by its intersection with those Vj's that contain p, we may assume 
that 

• if p E Vj, then Wp C Vj as well. 

Since X is an open cover of M, p E X for some set X E X. Shrinking Wp 
further if necessary, we may also assume that 

• Wp is contained in one of the open sets of X. 

Shrinking once more, we can assume that Wp is a smooth coordinate ball, 
and by choosing the coordinate map judiciously, we can arrange that 

• Wp is the domain of a smooth coordinate map CPp: Wp -+ B3(0) 
centered at p. 

Let Up = cp;l (Bl (0)). 
For each k, the collection {Up: p E V k } is an open cover of Vk. By 

compactness, V k is covered by finitely many of these sets. Call the sets 
u1 , ... , U;:"k , and let (W1, cpO ' ... , (W;:"k, cpr;:k) denote the corresponding 
coordinate charts. The collection of all the sets {WD as k and i vary is 
clearly a countable open cover of M that refines X and satisfies (ii) and 
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(iii) in the definition of a regular cover. To show that it is a regular cover, 
we need only show that it is locally finite. 

For any given k, each set W~ is by construction contained in some Vj, 
which obviously satisfies V k n Vj =f. O. The compact set V k is covered by 
finitely many Vj's, and each such Vj intersects at most finitely many others; 
it follows that there are only finitely many values of k' for which W~ and 
W~; can have nonempty intersection. Since there are only finitely many sets 
W~; for each k', the cover we have constructed is locally finite. 0 

Now let M be a topologiCal space, and let X = {XojQEA be an arbitrary 
open cover of M. A partition of unity subordinate to X is a collection of 
continuous functions {'lj!Q: M -+ lR.} QEA with the following properties: 

(i) 0::; 'lj!Q(x) ::; 1 for all a E A and all x E M. 

(ii) supp'lj!Q C X Q • 

(iii) The set of supports {suPP'lj!Q}QEA is locally finite. 

(iv) EQEA 'lj!Q(x) = 1 for all x E M. 

Because of the local finiteness condition (iii), the sum in (iv) actually has 
only finitely many nonzero terms in a neighborhood of each point, so there 
is no issue of convergence. If M is a smooth manifold, a smooth partition 
of unity is one for whiCh each of the functions 'lj!Q is smooth. 

Theorem 2.25 (Existence of Partitions of Unity). If M is a smooth 
manifold and X = {XQ}QEA is any open cover of M, there exists a smooth 
par·tition of unity subordinate to X. 

Proof. Let {Wd be a regular refinement of X (see Proposition 2.24). For 
each i, let 'Pi: Wi -+ B3(O) be the smooth coordinate map whose existence 
is guaranteed by the definition of a regular cover, and let 

Ui = 'Pil(Bl(O)), 

Vi = 'Pil (B2(O)). 

For each i, define a function fi: M -+ lR. by 

where H: lR.n -+ lR. is the smooth bump function of Lemma 2.22. On the 
set Wi " Vi where the two definitions overlap, both definitions yield the 
zero function, so Ii is well-defined and smooth, and supp Ii C Wi. 

Define new functions gi: M -+ lR. by 
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Because ofthe local finiteness of the cover {Wi}, the sum in the denomina­
tor has only finitely many nonzero terms in a neighborhood of each point 
and thus defines a smooth function. Because Ii == 1 on Ui and every point 
of M is in some Ui, the denominator is always positive, so gi is a smooth 
function on M. It is immediate from the definition that 0 :S gi :S 1 and 
Ligi == l. 

Finally, we need to reindex our functions so that they are indexed by the 
same set A as our open cover. Because the cover {Wd is a refinement of 
X, for each i we can choose some index a(i) E A such that Wi C Xa(i). For 
each 0: E A, define 'l/Ja: M -+ lR. by 

'l/Ja = L gi· 
i:a(i)=a 

If there are no indices i for which a(i) = 0:, then this sum should be 
interpreted as the zero function. Each'l/Ja is smooth and satisfies 0 :S 'l/Ja :S 1 
and suPP'l/Ja C Xa. Moreover, the set of supports {suPP'l/Ja}aEA is still 
locally finite, and La'l/Ja == Li gi == 1, so this is the desired partition of 
unity. 0 

<> Exercise 2.17. Let M be a smooth manifold with boundary. Show that 
M is paracompact, and that every open cover of M admits a subordinate 
smooth partition of unity. 

<> Exercise 2.18. Let M be a topological manifold with or without bound­
ary. Show that M is paracompact, and that every open cover of M admits 
a subordinate partition of unity. 

As our first application of partitions of unity, we will extend the notion 
of bump functions to arbitrary closed sets in manifolds. If M is a smooth 
manifold, A C M is a closed subset, and U C M is an open set containing A, 
a continuous function 'l/J: M -+ lR. is called a bump function for A supported 
in U if 0 ::; 'l/J :S 1 on M, 'l/J == 1 on A, and supp'l/J cU. 

Proposition 2.26 (Existence of Bump Functions). Let M be a 
smooth manifold. For any closed set A C M and any open set U containing 
A, there exists a smooth bump function for A supported in U. 

Proof. Let Uo = U and U1 = M" A, and let {'l/Jo, 'l/J1} be a smooth partition 
of unity subordinate to the open cover {Uo, Ud. Because 'l/Jl == 0 on A 
and therefore 'l/Jo = Li'l/Ji = 1 there, the function 'l/Jo has the required 
properties. 0 

Our second application is an important result concerning the possibility 
of extending smooth functions from closed subsets. Suppose M and N are 
smooth manifolds, and A C M is an arbitrary subset. We say that a map 
F: A -+ N is smooth if it has a smooth extension in a neighborhood of 
every point, or more precisely, if for every pEA there is an open set 
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~ 

W c M containing p and a smooth map F: W -+ N whose restriction to 
W n A agrees with F. 

Lemma 2.27 (Extension Lemma). Let M be a smooth manifold, let 
A c M be a closed subset, and let f: A -+ IRk be a smooth function. For 
any open set U containing A, there exists a smooth function T M -+ IRk 
such that J1A = f and supp! cU. 

Proof. For each pEA, choose a neighborhood Wp of p and a smooth 
function iv: Wp -+ IRk that agrees with f on Wp n A. Replacing Wp by 
Wp n u, we may assume that Wp C U. The collection of sets {Wp : p E 

A} U {M " A} is an open cover of M. Let {1PP : pEA} U {1Po} be a 
smooth partition of unity subordinate to this cover, with supp 1Pp c Wp 
and supp 1Po eM" A. _ 

For each pEA, the product 1Ppfp is smooth on Wp, and has a smooth 
extension to all of M if we interpret it to be zero on M " supp 1Pp. (The 
extended function is smooth because the two definitions agree on the open 
set Wp " supp1Pp where they overlap.) Thus we can define T M -+ IRk by 

J(x) = L 1Pp(x)iv(x). 
pEA 

Because the collection of supports {supp 1Pp} is locally finite, this sum ac­
tually has only a finite number of nonzero terms in a neighborhood of 
any point of M, and therefore defines a smooth function. If x E A, then 
iv(x) = f(x) for each p and 1Po(x) = 0, and thus 

J(x) = L 1Pp(x)f(x) = (1Po(x) + L 1Pp(x») f(x) = f(x), 
~A ~A 

- -
so f is indeed an extension of f. Finally, suppose x E supp f. Then x has 
a neighborhood on which at most finitely many of the functions 1Pp are 
nonzero, and x must be in supp 1Pp for at least one pEA, which implies 
that x E Wp C U. 0 

The extension lemma, by the way, illustrates an essential difference be­
tween smooth manifolds and real-analytic manifolds. The analogue of the 
extension lemma for real-analytic functions on real-analytic manifolds is de­
cidedly false, because a real-analytic function that is defined on a connected 
domain and vanishes on an open set must be identically zero. 

As our final application of partitions of unity, we will construct a special 
kind of smooth function. If M is a topological space, an exhaustion function 
for M is a continuous function f: M -+ IR with the property that the set 
Me = {x EM: f(x) :s c} is compact for each c E R The name comes 
from the fact that the compact sets Me exhaust M as c increases to positive 
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infinity. For example, the functions f: lRn --* lR and g: En --* lR given by 

f(x) = lxi, 1 
g(x) = 1-lxI2 ' 

are exhaustion functions. Of course, if M is compact, any continuous real­
valued function on M is an exhaustion function, so such functions are 
interesting only for noncompact manifolds. 

Proposition 2.28 (Existence of Exhaustion Functions). Every 
smooth manifold admits a smooth positive exhaustion function. 

Proof. Let M be a smooth manifold, let {Vj}~1 be any countable open 
cover of M by precompact open sets, and let {1Pj} be a smooth partition 
of unity subordinate to this cover. Define f E Coo(M) by 

00 

f(p) = Lj1Pj(p)· 
j=1 

Then f is smooth because only finitely many terms are nonzero in a neigh­
borhood of any point, and positive because f(p) 2: 2::j 1Pj(p) = 1. For any 

positive integer N, if p ¢ Uf=1 V j , then 1Pj(p) = 0 for 1 :::; j :::; N, so 

00 00 00 

Equivalently, if f(p) :::; N, then p E Uf=1 V j . Thus for any c :::; N, Me is a 
N -

closed subset of the compact set Uj =1 Vj and is therefore compact. D 

Problems 

2-1. Compute the coordinate representation for each of the following maps 
in stereographic coordinates (see Problem 1-5), and use this to prove 
that each map is smooth. 

(a) For each n E IE, the nth power map Pn: §1 --* §1 is given in 
complex notation by Pn(z) = zn. 

(b) 0:: §n --* §n is the antipodal map o:(x) = -x. 
(c) F: §3 --* §2 is given by F(z, w) = (zw+wz, iwz-izw, zz-ww), 

where we think of §3 as the subset {(w, z) : Iwl2 + Izl2 = 1} of 
((:2. 

2-2. Show that the inclusion map En y lRn is smooth when En is regarded 
as a smooth manifold with boundary. 

2-3. !:et lR denote the real line with its standard smooth structure, and let 
lR denote the same topological manifold with the smooth structure 
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defined in Example 1.14. Let f: lR. -t lR. be any function. Determine 
necessary and sufficient conditions on f so that it will be: 

(a) a smooth map from lR. to i; 
(b) a smooth map from i to R 

2-4. Let P: lR.n+1 '- {O} -t lR.k+l '- {O} be a smooth map, and suppose 
that for some d E Z, P(AX) = Ad P(x) for all A E lR. '- {O} and 
x E lR.n+1 '- {O}. (Such a map is said to be homogeneous of degree 
d.) Show that the map P: lR.lP'n -t lR.lP'k defined by P[x] = [P(x)] is 
well-defined and smooth. 

2-5. Let M be a nonempty smooth manifold of dimension n ~ 1. Show 
that Coo (M) is infinite-dimensional. 

2-6. For any topological space M, let C(M) denote the algebra of contin­
uous functions f: M -t RIfF: M -t N is a continuous map, define 
F*: C(N) -t C(M) by F*(f) = f 0 F. 

(a) Show that F* is a linear map. 
(b) If M and N are smooth manifolds, show that F is smooth if and 

only if F*(COO(N)) c COO(M). 
(c) If F: M -t N is a homeomorphism between smooth manifolds, 

show that it is a diffeomorphism if and only if F* restricts to an 
isomorphism from Coo (N) to Coo (M). 

[Remark: This result shows that in a certain sense, the entire smooth 
structure of M is encoded in the space COO(M). In fact, some au­
thors define a smooth structure on a topological manifold M to be a 
subalgebra of C(M) with certain properties.] 

2-7. Let M be a connected smooth manifold, and let 7r: M -t M be a 
topological covering map. Show that there is only one smooth struc­
ture on M such that 7r is a smooth covering map (see Proposition 
2.12). [Hint: Use the existence of smooth local sections.] 

2-8. Show that the map en: lR.n -t ,][,n defined in Example 2.8(d) is a 
smooth covering map. 

2-9. Show that the map p: §n -t lR.lP'n defined in Example 2.5(d) is a 
smooth covering map. 

2-10. Let ClP'n denote n-dimensional complex projective space, as defined 
in Problem 1-7. 

(a) Show that the quotient map 7r: cn+ 1 '- {O} -t ClP'n is smooth. 
(b) Show that ClP'l is diffeomorphic to §2. 

2-11. Let G be a connected Lie group, and let U c G be any neighborhood 
of the identity. Show that every element of G can be written' as a finite 
product of elements of U. In particular, U generates G. (A subset U 
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of a group G is said to generate G if every element of G can be written 
as a finite product of elements of U and their inverses.) 

2-12. Let G be a Lie group, and let Go denote the connected component 
of G containing the identity (called the identity component of G). 

(a) Show that Go is the only connected open subgroup of G. 
(b) Show that each connected component of G is diffeomorphic to 

Go. 

2-13. Let G be a connected Lie group. Show that the universal covering 
group G constructed in Theorem 2.13 is unique in the following sense: 
If G' is any other simply connected Lie group that admits a smooth 
covering map 7f': G' -+ G that is also a Lie group homomorphism, 
then there exists a Lie group isomorphism <I>: G -+ G' such that 
7f' 0 <I> = 7f. 

2-14. Let M be a topological manifold, and let U be a cover of M by pre­
compact open sets. Show that U is locally finite if and only if each 
set in U intersects only finitely many other sets in U. Give counterex­
amples to show that the conclusion is false if either precompactness 
or openness is omitted from the hypotheses. 

2-15. Suppose M is a locally Euclidean Hausdorff space. Show that M 
is second countable if and only if it is paracompact and has count­
ably many connected components. [Hint: If M is paracompact, show 
that each component of M has a locally finite cover by precompact 
coordinate balls, and extract from this a countable subcover.] 

2-16. Suppose M is a topological space with the property that for every 
open cover X of M, there exists a partition of unity subordinate to 
X. Show that M is paracompact. 

2-17. Show that the assumption that A is closed is necessary in the ex­
tension lemma (Lemma 2.27), by giving an example of a smooth 
real-valued function on a nonclosed subset of a smooth manifold that 
admits no smooth extension to the whole manifold. 

2-18. Let M be a smooth manifold, let B c M be a closed subset, and let 
8: M -+ lR. be a positive continuous function. 

(a) Using a partition of unity, show that there is a smooth function 
8: M -+ lR. such that 0 < 8(x) < 8(x) for all x E M. 

(b) Show that there is a continuous function 'ljJ: M -+ lR. that is 
smooth and positive on M" B, zero on B, and satisfies 'ljJ(x) < 
8(x) everywhere. [Hint: Consider 1/(1+ f), where f: M"B -+ lR. 
is a positive exhaustion function.] 



3 
Tangent Vectors 

One of the key tools in our study of smooth manifolds will be the idea of 
linear approximation. This is a familiar notion from calculus in Euclidean 
spaces, where for example a function of one variable can be approximated 
by its tangent line, a parametrized curve in IRn by its tangent vector, a 
surface in IR3 by its tangent plane, or a map from IRn to IRm by its total 
derivative (see the Appendix). 

In order to make sense of linear approximations on manifolds, we need to 
introduce the notion of the tangent space to a manifold at a point, which 
we can think of as a sort of "linear model" for the manifold near the point. 
Because of the abstractness of the definition of a smooth manifold, this 
takes some work, which we carry out in this chapter. 

We begin by studying a much more concrete object: geometric tangent 
vectors in IRn, which can be thought of as "arrows" attached to a particular 
point in IRn. Because the definition of smooth manifolds is built around the 
idea of identifying which functions are smooth, the property of a geometric 
tangent vector that is amenable to generalization is its action on smooth 
functions as a "directional derivative." The key observation about geomet­
ric tangent vectors, which we prove in the first section of this chapter, is 
that the process of taking directional derivatives gives a natural one-to-one 
correspondence between geometric tangent vectors and linear maps from 
Coo (IRn) to IR satisfying the product rule. (Such maps are called "deriva­
tions.") With this as motivation, we then define a tangent vector on a 
smooth manifold as a derivation of COO(M) at a point. 

In the second section of the chapter we show how tangent vectors can 
be "pushed forward" by smooth maps. Using this, we connect the abstract 
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definition of tangent vectors to our concrete geometric picture by showing 
that any smooth coordinate chart (U, 'P) gives a natural isomorphism from 
the space of tangent vectors to M at p to the space of tangent vectors to 
IRn at 'P(p), which in turn is isomorphic to the space of geometric tangent 
vectors at 'P(p). Thus any smooth coordinate chart yields a basis for each 
tangent space. Using this isomorphism, we describe how to do concrete 
computations in such a basis. 

The last part of the chapter is devoted to showing how a smooth curve 
in a smooth manifold has a tangent vector at each point, which can be 
regarded as the derivation of COO(M) that takes the derivative of each 
function along the curve. In the final section we discuss and compare several 
alternative approaches to defining tangent spaces. 

Tangent Vectors 

Imagine a manifold in Euclidean space. For concreteness, let us take it to 
be the unit sphere §n-l c IRn. What do we mean by a "tangent vector" 
at a point of §n-l? Before we can answer this question, we have to come 
to terms with a dichotomy in the way we think about an element of IRn. 
On the one hand, we usually think of it as a point in space, whose only 
property is its location, expressed by the coordinates (xl, .. . , xn). On the 
other hand, when doing calculus we sometimes think of it instead as a 
vector, which is an object that has magnitude and direction, but whose 
location is irrelevant. A vector v = viei (where ei denotes the ith standard 
basis vector) can be visualized as an arrow with its initial point anywhere 
in IRn; what is relevant from the vector point of view is only which direction 
it points and how long it is. 

What we really have in mind when we work with tangent vectors is a 
separate copy of IRn at each point. When we talk about the set of vectors 
tangent to the sphere at a point a, for example, we are imagining them as 
living in a copy of IRn with its origin translated to a. 

Geometric Tangent Vectors 

Here is a preliminary definition of tangent vectors in Euclidean space. Let 
us define the geometric tangent space to IRn at the point a E IRn, denoted 
by 1R~, to be the set {a} x IRn. More explicitly, 

1R: = {(a, v) : v E IRn}. 

A geometric tangent vector in IRn is an element of this space. As a matter of 
notation, we will abbreviate (a, v) as Va (or sometimes v I a if it is clearer, for 
example if v itself has a subscript). We think of Va as the vector v with its 
initial point at a (Figure 3.1). This set 1R~ is a real vector space (obviously 
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Figure 3.1. Geometric tangent space. Figure 3.2. Tangent space to §n. 

isomorphic to JRn itself) under the natural operations 

Va+Wa=(V+W)a, 
c(va) = (cv)a. 

The vectors ei I a ' i = 1, ... , n, are a basis for JR~. In fact, as a vector space, 
JR~ is essentially the same as JRn itself; the only reason we add the index a 
is so that the geometric tangent spaces JR~ and JRb at distinct points a and 
b will be disjoint sets. 

With this definition we could, for example, think of the tangent space to 
§n- l at a point a E §n-l as a certain subspace of JR~ (Figure 3.2), namely 
the space of vectors that are orthogonal to the radial unit vector through 
a, noting that the geometric tangent space JR~ inherits an inner product 
from JRn via the natural isomorphism JRn ~ JR~. 

The problem with this definition, however, is that it gives us no clue as 
to how we might set about defining tangent vectors on an arbitrary smooth 
manifold, where there is no ambient Euclidean space. So we need to look 
for another characterization of tangent vectors that might make sense on 
a manifold. 

The only things we have to work with on smooth manifolds so far are 
smooth functions , smooth maps, and smooth coordinate charts. Now, one 
thing that a Euclidean tangent vector provides is a means of taking "direc­
tional derivatives" of functions. For example, any geometric tangent vector 
Va E JR~ yields a map Dv la : Coo (JRn) ~ JR, which takes the directional 
derivative in the direction V at a: 

Dvla f = Dvf(a) = dd I f(a + tv) . 
t t =O 

(3.1) 

This operation is linear and satisfies the product rule: 
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If Va = viei/a in terms of the standard basis, then by the chain rule Dvla f 
can be written more concretely as 

i of 
Dvla f = V £l'(a). 

ux' 
(Here we are using the summation convention as usual, so the expression on 
the right-hand side is understood to be summed over i = 1 to n. This sum 
is consistent with our index convention if we stipulate that an upper index 
"in the denominator" is to be regarded as a lower index.) For example, if 
Va = ejla' then 

of 
Dvla f = ~(a). uxJ 

With this construction in mind, we make the following definition. If a is 
a point of JRn, a linear map X: Coo (JRn) -t JR is called a derivation at a if 
it satisfies the following product rule: 

X(fg) = f(a)Xg + g(a)Xj. (3.2) 

Let Ta (JRn) denote the set of all derivations of Coo (JRn) at a. Clearly, Ta (JRn) 
is a vector space under the operations 

(X+Y)f=Xf+Yf, 

(eX)f = e(Xf). 

The most important (and perhaps somewhat surprising) fact about this 
space is that it is finite-dimensional, and in fact is naturally isomorphic to 
the geometric tangent space JR~ that we defined above. The proof will be 
based on the following lemma. 

Lemma 3.1 (Properties of Derivations). Suppose a E JRn and X E 

Ta(JRn). 

(a) If f is a constant function, then X f = o. 
(b) If f(a) = g(a) = 0, then X(fg) = O. 

Proof. It suffices to prove (a) for the constant function h (x) == 1, for then 
f(x) == e implies Xf = X(ch) = cXh = 0 by linearity. For h, it follows 
from the product rule, 

Xh = X(fdd = h(a)Xh + h(a)Xh = 2Xh, 

which implies that X h = O. Similarly, (b) also follows from the product 
rule: 

X(fg) = f(a)Xg + g(a)Xf = 0 + 0 = O. o 
Now let Va E JR~ be a geometric tangent vector at a. By the product 

rule, the map Dvla : COO(JRn ) -t JR defined by (3.1) is a derivation at a. As 
the following proposition shows, every derivation at a is of this form. 
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Proposition 3.2. For any a E JRn, the map Va ~ Dv la is an isomorphism 
from JR~ onto Ta (JRn). 

Proof. The map Va ~ Dvla is linear, as is easily checked. To see that 
it is injective, suppose Va E JR~ has the property that Dvla is the zero 
derivation. Writing Va = viei la in terms of the standard basis, and taking 
f to be the jth coordinate function x j : JRn -+ JR, thought of as a smooth 
function on JRn, we obtain 

Since this is true for each j, it follows that Va is the zero vector. 
To prove surjectivity, let X E Ta(JRn) be arbitrary. Motivated by the 

computation in the preceding paragraph, we define real numbers VI, ... , vn 

by 

We will show that X = Dvla, where V = viei' 
To see this, let f be any smooth real-valued function on JRn. By Tay­

lor's formula with remainder (Theorem A.58), there are smooth functions 
91, ... ,gn defined on JRn such that gi (a) = 0 and 

~ of (- -) ~ (. -) f(x) = f(a) + ~ oxi (a) x' - a' + ~gi(X) X' - a' . 
i=1 i=1 

(3.3) 

Note that the last term in (3.3) is a sum of functions, each of which is 
a product of two functions gi(X) and (xi - ai) that vanish when x = a. 
Applying X to this formula and using Lemma 3.1, we obtain 

Xf = X(f(a)) + tX(:!i (a) (Xi - ai) ) + X(gi(X) (Xi - ai)) 

= 0 + t :~ (a) (X (Xi) - X (ai)) + 0 
i=1 

n of i 

= L oxJa)v 
i=1 

= Dvla f. 

This shows that X = Dvla' 

Corollary 3.3. For any a E JRn, the n derivations 

o 
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defined by 

8 I 8f -8· f= -8 .(a), 
x' a x' 

form a basis for Ta(lRn), which therefore has dimension n. 

Proof. This follows immediately from the preceding proposition, once we 
note that 8j8xi la = De.la. D 

Tangent Vectors on a Manifold 

Now we are in a position to define tangent vectors on a manifold. Let M be 
a smooth manifold and let p be a point of M. A linear map X: COO(M) --t lR. 
is called a derivation at p if it satisfies 

X(fg) = f(p)Xg + g(p)Xf (3.4) 

for all f, 9 E Coo (M). The set of all derivations of Coo (M) at p is a vector 
space called the tangent space to M at p, and is denoted by TpM. An 
element of TpM is called a tangent vector at p. 

The following lemma is the analogue of Lemma 3.1 for manifolds. 

Lemma 3.4 (Properties of Tangent Vectors on Manifolds). Let M 
be a smooth manifold, and suppose p E M and X E TpM. 

( a) If f is a constant function, then X f = O. 

(b) If f(p) = g(p) = 0, then X(fg) = o. 

<> Exercise 3.1. Prove Lemma 3.4. 

In the special case M = lR.n, Proposition 3.2 shows that TalR.n is naturally 
isomorphic to the geometric tangent space lR.~, and thus also to lR.n itself. 
For this reason, you should visualize tangent vectors to an abstract smooth 
manifold M as "arrows" that are tangent to M and whose base points 
are attached to M at the given point. Theorems about tangent vectors 
must always be proved using the abstract definition in terms of derivations, 
but your intuition should be guided as much as possible by the geometric 
picture. 

Pushforwards 

To relate the abstract tangent spaces we have defined on a manifold to 
geometric tangent spaces in lR.n, we have to explore the way tangent vec­
tors behave under smooth maps. In the case of a smooth map between 
Euclidean spaces, the total derivative of the map at a point (represented 
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f 
~ 

Figure 3.3. The pushforward. 

by its Jacobian matrix) is a linear map that represents the "best linear ap­
proximation" to the map near the given point. In the manifold case there 
is a similar linear map, but now it acts between tangent spaces. 

If M and N are smooth manifolds and F: M ~ N is a smooth map, for 
each p E M we define a map F*: TpM ~ Tp(p)N, called the pushforward 
associated with F (Figure 3.3), by 

(F*X)(f) = X(f 0 F). 

Note that if f E COO(N), then f 0 FE COO(M), so X(f 0 F) makes sense. 
The operator F*X is clearly linear, and is a derivation at F(p) because 

(F*X)(fg) = X((fg) 0 F) 
= X((f 0 F)(g 0 F)) 
= f 0 F(p)X(g 0 F) + 9 0 F(p)X(f 0 F) 
= f(F(p))(F*X)(g) + g(F(p))(F*X)(f). 

Because the notation F* does not explicitly mention the point p, we will 
have to be careful to specify it when necessary to avoid confusion. 

Lemma 3.5 (Properties of Pushforwards). Let F: M ~ Nand 
G: N ~ P be smooth maps, and let p E M. 

(a) F*: TpM ~ Tp(p)N is linear. 

(b) (G 0 F)* = G* 0 F*: TpM ~ TGoP(p)P. 

(c) (IdM)* = IdTpM: TpM ~ TpM. 

(d) If F is a diffeomorphism, then F*: TpM ~ Tp(p)N is an 
isomorphism. 

<> Exercise 3.2. Prove Lemma 3.5. 

Our first important application of the pushforward will be to use coor­
dinate charts to relate the tangent space to a point on a manifold with the 
Euclidean tangent space. But there is an important technical issue that we 
must address first: While the tangent space is defined in terms of smooth 
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functions on the whole manifold, coordinate charts are in general defined 
only on open subsets. The key point, expressed in the next lemma, is that 
the tangent space is really a purely local construction. 

Proposition 3.6. Suppose M is a smooth manifold, p E M, and 
X E TpM. If f and g are smooth functions on M that agree on some 
neighborhood ofp, then Xf = Xg. 

Proof. Setting h = f - g, by linearity it suffices to show that Xh = 0 
whenever h vanishes in a neighborhood of p. Let 't/J E COO(M) be a smooth 
bump function that is identically equal to 1 on the support of h and is 
supported in M" {pl. Because 't/J == 1 where h is nonzero, the product 't/Jh 
is identically equal to h. Since h(p) = 't/J(p) = 0, Lemma 3.4 implies that 
Xh = X ('t/Jh) =0. 0 

Using this proposition, the tangent space to an open submanifold can be 
naturally identified with the tangent space to the whole manifold. 

Proposition 3.7. Let M be a smooth manifold, let U c M be an open 
submanifold, and let i: U y M be the inclusion map. For any p E U, 
i* : TpU -+ TpM is an isomorphism. 

Proof. Let B be a small neighborhood of p such that B c U. First suppose 
X E TpU and i*X = 0 E TpM. If f E COO(U) is arbitrary, the extension 
lemma guarantees that there is a smooth function J E COO(M) such that 
J == f on B. Then by Proposition 3.6, 

Xf = X (Jlu ) = X(J 0 i) = (i*X)J = o. 
Since this holds for every f E COO(U), it follows that X = 0, so i* is 
injective. 

On the other hand, suppose Y E TpM is arbitrary. Define an operator 
X: Coo (U) -+ lR. by setting X f = Y J, where J is any function on all of 
M that agree~ with f on B. By Proposition 3.6, Xf is independent of 
the choice of f, so X is well-defined, and it is easy to check that it is a 
derivation of COO(U) at p. For any g E COO(M), 

(i*X)g = X(g 0 i) = Y(gai) = Y g, 

where the last two equalities follow from the facts that go i, gai, and g all 
agree on B. Therefore, i* is also surjective. 0 

If U is an open set in a smooth manifold M, the isomorphism i* between 
TpU and TpM is canonically defined, independently of any choices. From 
now on we will identify TpU with TpM for any point p E U. This identifi­
cation just amounts to the observation that i*X is the the same derivation 
as X, thought of as acting on functions on the bigger manifold M instead 
of functions on U. Since the action of a derivation on a function depends 
only on the values of the function in an arbitrarily small neighborhood, 
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this is a harmless identification. In particular, this means that any tangent 
vector X E TpM can be unambiguously applied to functions defined only 
in a neighborhood of p, not necessarily on all of M. 

<> Exercise 3.3. If F: M --+ N is a local diffeomorphism, show that 
F.: TpM --+ TF(p)N is an isomorphism for every p EM. 

Recall from Chapter 1 that every finite-dimensional vector space has a 
natural smooth manifold structure that is independent of any choice of 
basis or norm. The following proposition shows that the tangent space 
to a vector space can be naturally identified with the vector space itself. 
Compare this with the isomorphism between TalR,n and lR,~ that we proved 
in the preceding section. 

Proposition 3.8 (The Tangent Space to a Vector Space). For each 
finite-dimensional vector space V and each point a E V, there is a natural 
(basis-independent) isomorphism V -+ Ta V such that for any linear map 
L: V -+ W the following diagram commutes: 

(3.5) 

Proof. As we did in the case of lR,n, for any vector v E V, we define a 
derivation Dv la of Coo (V) at a by 

Dvla f = Dvj(a) = dd I f(a + tv). 
t t=O 

Clearly, this is independent of any choice of basis. Once we choose a basis 
for V, we can use the same arguments we used in the case of lR,n to show 
that Dvla is indeed a derivation at a, and that the map v H Dvla is an 
isomorphism. 

Now suppose L: V -+ W is a linear map. Because its components with 
respect to any choices of bases for V and Ware linear functions, L is 
smooth. Unwinding the definitions and using the linearity of L, we compute 

which is (3.5). 

(L* Dvla)J = Dvla (J 0 L) 

:t It=o f(L(a + tv)) 

! It=o f(La + tLv) 

= DLviLaj, 

o 
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M 

Figure 3.4. Tangent vectors in coordinates. 

Using this proposition, we will routinely identify tangent vectors to a 
finite-dimensional vector space with elements of the space itself. 

Computations in Coordinates 

Our treatment of the tangent space to a manifold so far might seem 
hopelessly abstract. To bring it down to earth, we will show how to do 
computations with tangent vectors and pushforwards in local coordinates. 

Let (U, ep) be a smooth coordinate chart on M. Note that ep is, in 
particular, a diffeomorphism from U to an open subset U c ]Rn. Thus, 
combining the results of Proposition 3.7 and Lemma 3.5(d) above, we see 
that ep*: TpM -+ T<p(p)]Rn is an isomorphism. 

By Corollary 3.3, T<p(p)]Rn has a basis consisting of the derivations 
0/ axi I <p(p) , i = 1, ... , n. Therefore, the pushforwards of these vectors under 
(ep-l)* form a basis for TpM (Figure 3.4). In keeping with our standard 
practice of treating coordinate maps as identifications, we will use the 
following notation for these pushforwards: 

a~i I = (ep-1L a~i I . 
p <pep) 

Unwinding the definitions, we see that a/axilp acts on a smooth function 
f: U -+]R by 

a I a I ( -1) af(~) ~ f=~ foep =~p, ux p ux <pcp) ux 

where f f 0 ep-l is the coordinate representation of f, and fi = 
(pI, ... ,pn) = ep(p) is the coordinate representation of p. In other words, 
a/axilp is just the derivation that takes the ith partial derivative of (the 
coordinate representation of) f at (the coordinate representation of) p. 
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The vectors 0/ OXi ip are called the coordinate vectors at p associated with 
the given coordinate system. In the special case of standard coordinates on 
~n, the coordinate basis vectors %xiia are literally the partial derivative 
operators, which correspond to the standard basis vectors eiia under the 
isomorphism Ta~n +-+ ~~. 

The following lemma summarizes the discussion so far. 

Lemma 3.9. Let M be a smooth n-manifold. For any p EM, TpM is an 
n-dimensional vector space. If (U, (Xi)) is any smooth charl containing p, 
the coordinate vectors (0/ oxlip, ... ,0/ oxn ip) form a basis for TpM. 

Thus any tangent vector X E TpM can be written uniquely as a linear 
combination 

. a I X = X' ox i p' 

where we are using the summation convention as usual. The numbers 
(Xl, ... , xn) are called the components of X with respect to the given 
coordinate system. If X is known, its components can be computed easily 
from its action on the coordinate functions. For each j, thinking of x j as a 
smooth real-valued function on U, we have 

where the last equality follows because oxj / oxi = 0, except when i = j, 
in which case it is equal to 1. Thus the components of X are given by 
xj = X (xj ). 

Next we explore how pushforwards look in coordinates. We begin by 
considering the special case of a smooth map F: U -+ V, where U c 
~n and V c ~m are open subsets of Euclidean spaces. For any p E U, 
we will determine the matrix of F*: Tp~n -+ TF(p)~m in terms of the 
standard coordinate bases. Using (Xl, ... , xn) to denote the coordinates in 
the domain and (yl, ... , ym) to denote those in the range, we use the chain 
rule to compute the action of F* on a typical basis vector as follows: 

( a I ) a I of oFj 
F* oxi p f = oxi p (f 0 F) = oyj (F(p)) oxi (p) 

( OFj a I ) = ~(p) ~ f. 
uX uyJ F(p) 

Thus 

a I oFj a I F* £li = ~ (p) j:} j . 
uX p uX uy F(p) 

(3.6) 
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Figure 3.5. The pushforward in coordinates. 

In other words, the matrix of F* in terms of the standard coordinate bases 
is 

(

aFl 

ax~ (p) 

aFm 
ax1 (p) 

aF
l 1 ax~ (p) . 

aFm 
axn (p) 

(Recall that the columns of the matrix of a linear map are the components 
ofthe images of the basis vectors.) This matrix is none other than the Jaco­
bian matrix of F, which is the matrix representation of the total derivative 
DF(p): IRn -+ IRm. Therefore, in this special case, F*: TplRn -+ TF(p)lRm 
corresponds to the total derivative DF(p): IRn -+ IRm, under our usual 
identification of Euclidean space with its tangent space. 

Now consider the more general case of a smooth map F: M -+ N between 
smooth manifolds. Choosing smooth coordinate charts (U, rp) for M near 
p and (V, 'I/J) for N near F(p), we obtain the coordinate representation 
P = 'l/JoForp-1: rp(UnF-1(V)) -+ 'I/J(V) (Figure 3.5). By the computation 
above, P* is represented with respect to the standard coordinate bases by 
the Jacobian matrix of P. Using the fact that F 0 rp-1 = 'I/J-l 0 P, we 
compute 

a I (-1 a I ) -1 (~ a I ) F* -a i = F* (rp )* -a i = ('I/J )* F* -a i 
x p X <pep) X <pcp) 

( -1) (api (~) a I ) api (~) a I ='I/J * -aiP-a'- =-aiP-a' . x yJ F(<p(p)) X yJ F(p) 

(3.7) 
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Thus F* is represented in terms of these coordinate bases by the Jacobian 
matrix of (the coordinate representative of) F. In fact, the definition of 
the pushforward was cooked up precisely to give a coordinate-independent 
meaning to the Jacobian matrix of a smooth map. 

Because of this, in the differential geometry literature the pushforward 
of a smooth map F: M --+ N is sometimes called its differential, its total 
derivative, or just its derivative, and can also be denoted by such symbols 
as 

F'(p) , dF, DF, dFlp, DF(p), etc. 

We will stick with the notation F* for the pushforward of a map between 
manifolds, and reserve DF(p) for the total derivative of a map between 
finite-dimensional vector spaces, which in the case of Euclidean spaces we 
identify with the Jacobian matrix of F. 

Change of Coordinates 

Suppose (U, cp) and (V,~) are two smooth charts on M, and p E Un V. 
Let us denote the coordinate functions of cp by (Xi) and those of ~ by (Xi). 
Any tangent vector at p can be represented with respect to either basis 
(%xi Ip) or (0/ oxi Ip). How are the two representations related? 

Writing the transition map ~ 0 cp-1: cp(U n V) --+ ~(U n V) in the 
shorthand notation 

~ 0 cp-1(X) = (x1(x), ... ,xn(x)) , 

by (3.6) the pushforward by ~ 0 cp-1 can be written 

(~Ocp-1t o~il = ~=~(cp(p)) o~jl . 
'PCp) ,pCp) 

(See Figure 3.6.) Using the definition of coordinate vectors, we obtain 

o~il = (cp-1)* o~il = (~-1)* (~ocp-1)* o~il 
p 'PCp) 'PCp) 

-1 oxj 0 1 oxj 
-1 0 1 . = (~ L !li(cp(p)) f:l~j = !li(cp(p)) (~ L f:l~j (3.8) 

uX uX ,pCp) uX uX ,pCp) 

oxj~ 01 
= oxi (p) oxj p' 

where fi = cp(p) is the representation of p in xi-coordinates. (This formula 
is easy to remember, because it looks exactly the same as the chain rule 
for partial derivatives in IRn.) Applying this to the components of a vector 
X = Xi%xilp = j(j%xjlp, we find that the components of X transform 
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a~i I >l~j I p uX p 

4 

Figure 3.6. Change of coordinates. 

by the rule 

(3.9) 

The Tangent Space to a Manifold with Boundary 

Suppose M is an n-dimensional manifold with boundary, and p is a bound­
ary point of M. There are a number of ways one might choose to define the 
tangent space to M at p. Should it be an n-dimensional vector space, like 
the tangent space at an interior point? Or should it be (n -1 )-dimensional, 
like the boundary? Or should it be an n-dimensional half-space, like the 
space lHln on which M is modeled locally? The standard choice is to define 
TpM to be an n-dimensional vector space (Figure 3.7). This mayor may 
not seem like the most geometrically intuitive choice, but it has the advan­
tage of making most of the definitions of geometric objects on a manifold 
with boundary look exactly the same as those on a manifold. 

Thus if M is a manifold with boundary and p E M is arbitrary, we 
define the tangent space to M at p in the same way as we defined it for 
a manifold: TpM is the space of derivations of COO(M) at p. Similarly, if 
F: M -+ N is a smooth map between manifolds with boundary, we define 
the pushforward by F at p EM to be the linear map F*: TpM -+ TF(p)N 
defined by the same formula as in the manifold case: 
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---------r--'-"------, - - - - - - - , 

Figure 3.7. The tangent space to a manifold with boundary. 

The most important fact about these definitions is expressed in the 
following lemma. 

Lemma 3.10. If M is an n-dimensional manifold with boundary and p is 
a boundary point of M, then TpM is an n-dimensional vector space, with 
basis given by the coordinate vectors (8/ 8x1 ip, ... ,8/ 8xn ip) in any smooth 
charlo 

Proof It is obvious from the definition that TpM is a vector space. For 
any smooth coordinate map 'P, the pushforward 'P*: TpM -+ T<p(p)lHIn is an 
isomorphism by the same argument as in the manifold case; thus it suffices 
to show that for any a E 81HIn , TalHIn is n-dimensional and spanned by the 
standard coordinate vectors. 

Consider the inclusion map L: IHIn y lRn. We will show that L* : TalHIn -+ 
TalRn is an isomorphism. Suppose L*X = O. Let f be any smooth real­
valued function defined on a neighborhood of a in IHIn , and let 1 be any 
extension of f to a smooth function on an open subset of lRn. (Such an 
extension exists by the extension lemma.) Then 10 L = f, so 

which implies that L* is injective. On the other hand, if Y E 1I'a lRn is 
arbitrary, define X E TalHIn by 

Xf=Yf, 

where f is any extension of f. Writing Y 
standard basis, this means that 

i 8f 
Xf = Y -8 .(a). 

x' 

This is well-defined because by continuity the derivatives of f at a are 
determined by those of f in lHln. It is easy to check that X is a derivation 
at a and that Y = L*X, so L* is surjective. 0 
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E 

to 

Figure 3.8. The tangent vector to a curve. 

Tangent Vectors to Curves 

The notion of the tangent vector to a smooth curve in ~n is familiar from 
elementary calculus. It is just the vector whose components are the deriva­
tives of the component functions of the curve. In this section we extend 
this notion to curves in manifolds. 

If M is a manifold, we define a curve in M to be a continuous map 
"(: J -+ M, where J c ~ is an interval. (In this section we will be interested 
primarily in curves whose domains are open intervals, but for some purposes 
it is useful to allow J to have one or two endpoints; the definitions all make 
sense in that case if we consider J as a manifold with boundary.) Note that 
in this book the term "curve" will always refer to a map from an interval 
into M (sometimes called a parametrized curve), not just a set of points in 
M. 

Our definition of the tangent space leads to a very natural interpretation 
of tangent vectors to smooth curves in manifolds. If "( is a smooth curve in 
a smooth manifold M, we define the tangent vector to "( at to E J (Figure 
3.8) to be the vector 

"('(to) = "(* ( ! L) E T'Y(to)M, 

where d/dtl to is the standard coordinate basis for TtoR (As in ordinary 
calculus, it is customary to use d/ dt instead of a/at when the domain is 
I-dimensional.) Other common notations for the tangent vector to "( are 

-y(to), ~; (to), and~; It=to 

This tangent vector acts on functions by 

, (d I) d I d(f 0 "() "( (to)! = "(* dt to f = dt to (f 0 "() = dt (to). 

In other words, "('(to) is the derivation at "((to) obtained by taking the 
derivative of a function along "(. (If to is an endpoint of J, this still holds, 
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provided that we interpret the derivative with respect to t as a one-sided 
derivative. ) 

Now let (U, ip) be a smooth chart with coordinate functions (xi). If 
'Y(to) E U, we can write the coordinate representation of 'Y as 'Y(t) = 
('Y1 (t), ... ,'Yn(t)), at least for t sufficiently near to, and then the formula 
for the pushforward in coordinates tells us that 

'Y'(to) = hi)' (to) 88 i I . 
x i(to) 

This means that 'Y'(to) is given by essentially the same formula as it would 
be in Euclidean space: It is the tangent vector whose components in a 
coordinate basis are the derivatives of the component functions of 'Y. 

The next lemma shows that every tangent vector on a manifold is the 
tangent vector to some curve. This gives an alternative and somewhat more 
geometric way to think about the tangent space: It is just the set of tangent 
vectors to smooth curves in M. 

Lemma 3.11. Let M be a smooth manifold and p EM. Every X E TpM 
is the tangent vector to some smooth curve in M. 

Proof. Let (U, ip) be a smooth coordinate chart centered at p, and 
write X = X i8/8xi lp in terms of the coordinate basis. Define a curve 
T (-c, c) -t U by setting 'Y(t) = (txl, ... , txn) in these coordinates. 
(Remember, this really means 'Y (t) = ip -1 (tX 1, ... , txn) .) Clearly, this is 
a smooth curve with 'Y(O) = p, and by the computation above, 'Y'(O) 
Xi8/8xili(O) = X. D 

The next proposition shows that tangent vectors to curves behave well 
under composition with smooth maps. 

Proposition 3.12 (The Tangent Vector to a Composite Curve). 
Let F: M -t N be a smooth map, and let 'Y: J -t M be a smooth curve. For 
any to E J, the tangent vector at t = to to the composite curve F 0'Y: J -t N 
is given by 

Proof. Just go back to the definition of the tangent vector to a curve: 

(F ° 'Y)'(to) = (F ° 'Y)* ! Ito = F*'Y* :t Ito = F*h'(to))· D 

On the face of it, the preceding proposition tells us how to compute 
the tangent vector to a composite curve in terms of the pushforward map. 
However, it is often much more useful to turn it around the other way, and 
use it as a streamlined way to compute pushforwards. Suppose F: M -t N 
is a smooth map, and we need to compute the pushforward map F* at 
some point p EM. We can compute F*X for any X E TpM by choosing a 
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smooth curve 'Y whose tangent vector at t = 0 is X, and then 

(3.10) 

This frequently yields a much more succinct computation of F*, especially 
if F is presented in some form other than by giving its coordinate functions. 
We will see many examples of this technique in later chapters. 

Alternative Definitions of the Tangent Space 

In the literature you will find tangent vectors to a smooth manifold defined 
in several different ways. The most common alternative definition is based 
on the notion of "germs" of smooth functions, which we now define. 

A smooth function element on a smooth manifold M is an ordered pair 
(f, U), where U is an open subset of M and f: U -+ lR. is a smooth function. 
Given a point p E M, let us define an equivalence relation on the set of 
all smooth function elements whose domains contain p by setting (f, U) f"V 

(g, V) if f == 9 on some neighborhood of p. The equivalence class of a 
function element (f, U) is called the germ of f at p. The set of all germs of 
smooth functions at p is denoted by C:;'. It is a real vector space and an 
associative algebra under the operations 

[(f, U)J + [(g, V)J = [(f + g, U n V)], 
c[(f, U)J = [(cf, U)], 

[(f' U)][(g, V)J = [(fg, U n V)J. 

(The zero element of this algebra is the equivalence class of the zero function 
on M.) Let us denote the germ at p of the function element (f, U) simply 
by [fJp; there is no need to include the domain U in the notation, because 
the same germ is represented by the restriction of f to any neighborhood 
of p. To say that two germs [fJp and [gJp are equal is simply to say that 
f == 9 on some neighborhood of p, however small. 

It is common to define TpM as the vector space of derivations of C:;' at 
p, that is, the space of all linear maps X: C:;' -+ lR. satisfying the following 
product rule analogous to (3.4): 

X[fgJp = f(p)X[gJp + g(p)X[fJp· 

Thanks to Proposition 3.6, it is a simple matter to prove that this space 
is naturally isomorphic to the tangent space as we have defined it (see 
Problem 3-7). The germ definition has a number of advantages. One of 
the most significant is that it makes the local nature of the tangent space 
clearer, without requiring the use of bump functions. Because there do not 
exist analytic bump functions, the germ definition of tangent vectors is the 
only one available on real-analytic or complex-analytic manifolds. The chief 
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disadvantage of the germ approach is simply that it adds an additional level 
of complication to an already highly abstract definition. 

Another common approach to defining TpM is to define an intrinsic 
equivalence relation on the set of smooth curves in M starting at p, which 
amounts to "having the same tangent vector," and to define a tangent 
vector as an equivalence class of curves. For example, one such equiva­
lence relation is the following: If 1'1: J l -+ M and 1'2: h -+ M are two 
smooth curves such that 1'1 (0) = 1'2 (0) = p, then we say 1'1 rv 1'2 if 
(f01'd(O) = (f01'2)'(0) for every smooth real-valued function f defined in 
a neighborhood of p. Problem 3-8 shows that the set of equivalence classes 
is in one-to-one correspondence with TpM. This definition has the advan­
tage of being geometrically more intuitive, but it has the serious drawback 
that the existence of a vector space structure on TpM is not at all obvious. 

Yet another approach to defining the tangent space is based on the trans­
formation rule (3.9) for the components of tangent vectors in coordinates. 
One defines a tangent vector at a point p E M to be a rule that assigns a 
vector (Xl, ... , xn) E IRn to each smooth coordinate chart containing p, 
with the property that the vectors assigned to overlapping charts transform 
according to (3.9). (This is, in fact, the oldest definition of all, and many 
physicists are still apt to define tangent vectors this way.) 

It is a matter of individual taste which of the various characterizations 
of TpM one chooses to take as the definition. The modern definition we 
have chosen, however abstract it may seem at first, has several advantages: 
It is relatively concrete (tangent vectors are actual derivations of COO(M), 
with no equivalence classes involved); it makes the vector space structure 
on TpM obvious; and it leads to straightforward coordinate-independent 
definitions of many of the other geometric objects we will be studying. 

Problems 

3-1. Suppose M and N are smooth manifolds with M connected, and 
F: M -+ N is a smooth map such that F*: TpM -+ TF(p)N is the 
zero map for each p EM. Show that F is a constant map. 

3-2. Let Ml , ... , Mk be smooth manifolds, and let 7fj: Ml x·· ·xMk -+ M j 

be the projection onto the jth factor. Show that for any choices of 
points Pi E Mi, i = 1, ... , k, the map 

defined by 
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is an isomorphism. [Remark: Using this isomorphism, we can rou­
tinely identify TpM and TqN, for example, as subspaces of T(p,q)(M x 
N).] 

3-3. If a nonempty smooth n-manifold is diffeomorphic to an m-manifold, 
prove that n = m. 

3-4. Let C C 1R2 be the unit circle, and let S C 1R2 be the boundary of 
the square of side 2 centered at the origin: 

S = {(x, y) : max(lxl, Iyl) = I}. 

Show that there is a homeomorphism F: 1R2 -+ 1R2 such that F( C) = 
S, but there is no diffeomorphism with the same property. [Hint: 
Consider what F does to the tangent vector to a suitable curve in C.] 

3-5. Consider §3 as a subset of ([:2 under the usual identification of ([:2 

with 1R4. For each z = (z\z2) E §3, define a curve 1z: IR -+ §3 by 

1z(t) = (eit z 1 , eit z2 ) . 

(a) Compute the coordinate representation of 1z(t) in stereographic 
coordinates, and use this to show that 1z is a smooth curve. 

(b) Compute 1~(t) in stereographic coordinates, and show that it is 
never zero. 

3-6. Let G be a Lie group. 

(a) Let m: G x G -+ G denote the multiplication map. Identifying 
T(e,e)(G x G) with TeG EB TeG as in Problem 3-2, show that 
m*: TeG EB TeG -+ TeG is given by m*(X, Y) = X + Y [Hint: 
Compute m*(X, 0) and m*(O, Y) separately using (3.10).] 

(b) Let i: G -+ G denote the inversion map. Show that i*: TeG -+ 
TeG is given by i*X = -X. 

3-7. Let M be a smooth manifold. For any point p E M, let C:;' denote 
the algebra of germs of smooth real-valued functions at p, and let 1>p 
denote the vector space of derivations of C:;' at p. Show that TpM is 
naturally isomorphic to 1>p-

3-8. Let M be a smooth manifold and p EM. Let ep denote the set 
of smooth curves T J -+ M such that 0 E J and 1(0) = p. 
Define an equivalence relation on ep by saying that 11 f'V 12 if 
(f 0 11)' (0) = (f 0 12)' (0) for every smooth real-valued function f de­
fined in a neighborhood of p, and let V p denote the set of equivalence 
classes. Show that the map <I>: V p -+ TpM defined by <I>b] = l' (0) is 
well-defined and yields a one-to-one correspondence between V p and 
TpM. 



4 
Vector Fields 

Vector fields are familiar objects of study in multivariable calculus. In that 
setting, a vector field on an open subset U c IRn is simply a continuous 
map from U to IRn , which can be visualized as attaching an "arrow" to 
each point of U. In this chapter we show how to extend this idea to smooth 
manifolds. 

We wish to think of a vector field on an abstract smooth manifold M as 
a map X that assigns to each point p E M a tangent vector Xp E TpM, 
together with some assumption of continuity or smoothness. But before we 
can think of such an object as a map, we need to define the set that will be 
its range. This leads to the definition of the "tangent bundle," which is the 
disjoint union of all tangent spaces at all points of the manifold. In the first 
section of the chapter we show how the tangent bundle can be regarded in 
a natural way as a smooth manifold in its own right. Then we define vector 
fields as continuous maps from the manifold to its tangent bundle, and 
show how vector fields behave under the pushforward by a smooth map. 

In the next section we define the Lie bracket operation, which is a way 
of combining two smooth vector fields to obtain another. Then we describe 
the most important application of Lie brackets: The set of all smooth vector 
fields on a Lie group that are invariant under left multiplication is closed 
under Lie brackets, and thus forms an algebraic object naturally associated 
with the group, called the Lie algebra of the Lie group. We describe a 
few basic properties of Lie algebras, and compute the Lie algebras of a 
few familiar groups. At the end of the chapter we show how Lie group 
homomorphisms induce homomorphisms of their Lie algebras, from which 
it follows that isomorphic Lie groups have isomorphic Lie algebras. 



The Tangent Bundle 81 

The Tangent Bundle 

For any smooth manifold M, we define the tangent bundle of M, denoted 
by T M, to be the disjoint union of the tangent spaces at all points of M: 

TM= II TpM. 
pEM 

We will write an element of this disjoint union as an ordered pair (p, X), 
with p E M and X E TpM (instead of putting the point p in the second 
position, as elements of a disjoint union are more commonly written). The 
tangent bundle comes equipped with a natural projection map 7f: T M --+ 
M, which sends each vector in TpM to the point p at which it is tangent: 
7f(p, X) = p. We will often commit the usual mild sin of identifying TpM 
with its image under the canonical injection X I-t (p, X), and will use any 
of the notations (p, X), X p, and X for a tangent vector in TpM, depending 
on how much emphasis we wish to give to the point p. 

The tangent bundle can be thought of simply as a collection of vector 
spaces; but it is much more than that. The next lemma shows that T M 
can be thought of as a smooth manifold in its own right. 

Lemma 4.1. For any smooth n-manifold M, the tangent bundle TM has 
a natural topology and smooth structure that make it into a 2n-dimensional 
smooth manifold. With this structure, 7f: T M --+ M is a smooth map. 

Proof. We begin by defining the maps that will become our smooth charts. 
Given any smooth chart (U, rp) for M, let (Xl, ... , xn) denote the coordinate 
functions of <p, and define a map 'i5: 7f- 1 (U) --+ ~2n by 

'i5( Via~ilp) = (x1(p), ... ,xn (p),v1 , ... ,vn ). 

(See Figure 4.1.) Its image set is rp(U) x ~n, which is an open subset of ~2n. 
It is a bijection onto its image, because its inverse can be written explicitly 
as 

--1 ( 1 n 1 n) i a I rp X, ... ,X,V, ... ,v =V~ . 
uX ",-1(X) 

Now suppose we are given two smooth charts (U, rp) and (V, 'l/J) for M, 
and let (7f-1 (U), (j5), (7f-1(V), 'l~) be the corresponding charts on T M. The 
sets (j5 (7f-1(U) n 7f-1(V)) = rp(U n V) X ~n and ;j; (7f-1(U) n 7f-1(V)) = 
'l/J(UnV) x~n are both open in ~2n, and the transition map ;j;o(j5-1: <p(Un 
V) X ~n --+ 'l/J(U n V) x ~n can be written explicitly using (3.9) as 

.1. --1 ( 1 n 1 n) <porp X , •.. ,X ,v , ... ,V 

_ -1 -n uX j uX j ( 
~-1 ~-n) 

- X (X), ... , X (X), axj (X)V , ... , axj (X)V . 
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TM 

Figure 4.1. Coordinates for the tangent bundle. 

This is clearly smooth. 
Choosing a countable cover {Ui } of M by smooth coordinate domains, we 

obtain a countable cover of T M by coordinate domains {7f- 1(Ui )} satisfy­
ing conditions (i) - (iv) of the smooth manifold construction lemma (Lemma 
1.23). To check the Hausdorff condition (v), just note that any two points in 
the same fiber of 7f lie in one chart, while if (p, X) and (q, Y) lie in different 
fibers , there exist disjoint smooth coordinate domains U, V for M such that 
p E U and q E V, and then the sets 7f-l(U) and 7f-l(V) are disjoint smooth 
coordinate neighborhoods containing (p , X) and (q, Y), respectively. 

To check that 7f is smooth, we just note that its coordinate representation 
with respect to charts (U,cp) for M and (7f- 1 (U),cp) for TM is 7f(x,v) = 
x. 0 

The coordinates (Xi, Vi) defined in this lemma will be called standard 
coordinates for T M. 

<> Exercise 4.1. Show that T]Rn is diffeomorphic to ]R2n . 

<> Exercise 4.2. Suppose F : M -+ N is a smooth map. By examining the 
local expression (3.6) for F* in coordinates, show that F. : TM -+ TN is a 
smooth map. 

Vector Fields on Manifolds 

Now we can define the main concept of this chapter. If M is a smooth 
manifold, a vector field on M is a section of the map 7f: T M -+ M. More 
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Figure 4.2. A vector field. 

concretely, a vector field is a continuous map Y: M -+ T M, usually written 
p I-t Yp , with the property that 

(4.1) 

or equivalently, Yp E TpM for each p EM. (We write the value of Y at 
p as Yp instead of Y (p) to be consistent with our notation for elements of 
the tangent bundle, as well as to avoid conflict with the notation Y (J) for 
the action of a vector on a function.) You should think of a vector field on 
M in the same way as you think of vector fields in Euclidean space: as an 
arrow attached to each point of M, chosen to be tangent to M and to vary 
continuously from point to point (Figure 4.2). 

We will be primarily interested in smooth vector fields, the ones that 
are smooth as maps from M to T M. In addition, for some purposes it is 
useful to consider maps from M to T M that would be vector fields except 
that they might not be continuous. A rough vector field on M is a (not 
necessarily continuous) map Y: M -+ T M satisfying (4.1). 

If Y: M -+ TM is a rough vector field and (U, (Xi)) is any smooth 
coordinate chart for M, we can write the value of Y at any point p E U in 
terms of the coordinate basis vectors: 

. a I Yp = Y'(p) axi p' (4.2) 

This defines n functions yi: U -+ JR., called the component functions of Y 
in the given chart. 

Lemma 4.2 (Smoothness Criterion for Vector Fields). Let M be a 
smooth manifold, and let Y: M -+ T M be a rough vector field. If (U, (Xi)) 
is any smooth coordinate chart on M, then Y is smooth on U if and only 
if its component functions with respect to this chart are smooth. 

Proof. Let (Xi,V i ) be the standard coordinates on 7r-l(U) C TM associ­
ated with the chart (U, (xi)). By definition of standard coordinates, the 
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coordinate representation of Y: M --t T M on U is 

Y(x) = (xl, ... ,xn, y 1 (x), ... , yn(x)) , 

where yi is the ith component function of Y in xi-coordinates. It follows 
immediately that smoothness of Y in U is equivalent to smoothness of its 
component functions. D 

Example 4.3. If (U, (Xi)) is any smooth chart on M, the assignment 

pM 8~i Ip 
determines a smooth vector field on U, called the ith coordinate vector field 
and denoted by 81 8xi. (It is smooth because its component functions are 
constants. ) 

Example 4.4. Let 0 be any angle coordinate on a proper open subset 
U C §1 (see Problem 1-6), and let didO denote the corr~sponding coor­
dinate vector field. Because any other angle coordinate 0 differs from 0 
by a constant in a neighborhood of each point, the transformation law for 
coordinate vector fields (3.8) shows that didO = didO on their common 
domain. For this reason, there is a globally defined vector field on §l whose 
coordinate representation is didO with respect to any angle coordinate. It 
is a smooth vector field because its component function is constant in any 
such chart. We will denote this global vector field by didO, even though, 
properly speaking, it cannot be considered as a coordinate vector field on 
the entire circle at once. 

The next lemma shows that every tangent vector at a point can be 
extended to a smooth global vector field. 

Lemma 4.5. Let M be a smooth manifold. If p E M and X E TpM, there 
is a smooth vector field X on M such that Xp = X. 

Proof. Let (Xi) be smooth coordinates on a neighborhood U of p, and let 
X i818x i l p be the coordinate expression for X. If 'ljJ is a smooth bump 
function supported in U and with 'lj)(p) = 1, the vector field X defined by 

~ _ {'ljJ (q) Xi 88 ii, q E U, 
Xq - x q 

0, q Ii supp'l/J, 

is easily seen to be a smooth vector field whose value at p is equal to X. D 

Just as for functions, the support of a vector field Y is defined to be the 
closure of the set {p EM: Yp f O}. A vector field is said to be compactly 
supported if its support is a compact set. 

If U is any open subset of M, the fact that TpU is naturally identified 
with TpM for each p E U (Proposition 3.7) allows us to identify TU with 
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the subset 7r-l(U) C TM. Therefore, a vector field on U can be thought 
of either as a map from U to TU or as a map from U to T M, whichever is 
more convenient. If Y is a vector field on M, its restriction Ylu is a vector 
field on U, which is smooth if Y is. 

We will use the notation 'J'( M) to denote the set of all smooth vector 
fields on M. (Some authors use X(M) instead of'J'(M).) It is a vector space 
under pointwise addition and scalar multiplication: 

(aY + bZ)p = aYp + bZp. 

The zero element of this vector space is the zero vector field, whose value at 
each p EM is 0 E TpM. In addition, smooth vector fields can be multiplied 
by smooth real-valued functions: If f E COO(M) and Y E 'J'(M), we define 
fY: M --+ TM by 

(fY)p = f(p)Yp. 

The next exercise shows that these operations yield smooth vector fields. 

<> Exercise 4.3. If Y and Z are smooth vector fields on M and J, 9 E 
C=(M), show that JY + gZ is a smooth vector field. 

<> Exercise 4.4. Show that 'J(M) is a module over the ring C=(M). 

For example, the basis expression (4.2) for a vector field Y can also be 
written as an equation between vector fields instead of an equation between 
vectors at a point: 

.f) 
Y=Y'-f) ., 

x' 

where yi is the ith component function of Y in the given coordinates. 
An essential property of vector fields is that they define operators on the 

space of smooth real-valued functions. If Y E 'J'(M) and f is a smooth real­
valued function defined on an open set U C M, we obtain a new function 
Y f: U --+ JR, defined by 

(Be careful not to confuse the notations fY and Y f: The former is the 
smooth vector field obtained by multiplying Y by f, while the latter is 
the real-valued function on M obtained by applying the vector field Y 
to the smooth function f.) Because the action of a tangent vector on a 
function is determined by the values of the function in an arbitrarily small 
neighborhood, it follows that Y f is locally determined. In particular, for 
any open set V C U, (Y f)lv = Y(flv). 

This way of viewing vector fields yields another useful criterion for a 
vector field to be smooth. 
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Lemma 4.6. Let M be a smooth manifold, and let Y: M -t T M be a rough 
vector field. Then Y is smooth if and only if for every open set U c M and 
every f E Coo (U), the function Y f: U -t lR. is smooth. 

Proof. Suppose Y is a rough vector field for which Y f is smooth whenever 
f is smooth. If (Xi) are any smooth local coordinates on U c M, we can 
think of each coordinate xi as a smooth function on U. Applying Y to one 
of these functions, we obtain 

Yxi = yjaa. (Xi) = yi. 
xJ 

Because Y xi is smooth by assumption, it follows that the component func­
tions of Yare smooth, so Y is smooth. Conversely, suppose Y is smooth, 
and let f be a smooth real-valued function defined in an open set U c M. 
For any p E U, we can choose smooth coordinates (xi) on a neighborhood 
We U of p. Then for x E W, we can write 

Y f(x) = (Yi(X) a~i Ix) f = yi(x) ::i (x). 

Since the component functions yi are smooth on W by Lemma 4.2, it 
follows that Y f is smooth on W. Since the same is true in a neighborhood 
of each point of U, Y f is smooth on U. D 

One consequence of the preceding lemma is that a smooth vector field 
Y E 'J'(M) defines a map from COO(M) to itself by f H Y f. This map is 
clearly linear over R Moreover, the product rule (3.4) for tangent vectors 
translates into the following product rule for vector fields: 

Y(Jg) = fYg + gYf, (4.3) 

as you can easily check by evaluating both sides at an arbitrary point 
p EM. In general, a map Y: Coo (M) -t Coo (M) is called a derivation (as 
distinct from a derivation at p, defined in Chapter 3) if it is linear over lR. 
and satisfies (4.3) for all f,g E COO(M). 

The next proposition shows that derivations of COO(M) can be identified 
with smooth vector fields. 

Proposition 4.7. Let M be a smooth manifold. A map 'a: Coo (M) -t 
COO(M) is a derivation if and only if it is of the form 'af = Yf for some 
smooth vector field Y E 'J'( M). 

Proof. We just showed that every smooth vector field induces a derivation. 
Conversely, suppose 'a: COO(M) -t COO(M) is a derivation. We need to 
concoct a vector field Y such that 'a f = Y f for all f. From the discussion 
above, it is clear that if there is such a vector field, its value at p E M must 
be the derivation at p whose action on any smooth real-valued function f 
is given by 



Vector Fields on Manifolds 87 

Figure 4.3. Vector fields do not always push forward. 

The linearity of 2J guarantees that this expression depends linearly on f, 
and evaluating (4.3) at p yields the product rule (3.4) for tangent vectors. 
Thus the map Yp: COO(M) -+ IR so defined is indeed a tangent vector, i.e., 
a derivation of COO(M) at p. 

To show that the assignment p f-t Yp is a smooth vector field, we will 
use Lemma 4.6. If f E COO(M) is a globally defined smooth function, then 
Y f = 2J f is certainly smooth; we need to show that the same thing holds for 
a smooth function defined only on an open subset of M. Suppose therefore 
that U c M is open and f E COO(U). For any p E U, let 'ljJ be a smooth 
bump function ~that is equal to 1 in a neighborhood of p and suppo~ted i~ 
U, and define f = 'ljJ f, extended to be zero on M '-.. supp 'ljJ. Then Y f = 2J f 
is smooth, and is equal to Y f in a neighborhood of p by Proposition 3.6. 
This shows that Y f is smooth in a neighborhood of each point of U. D 

Because of this result, we will sometimes identify smooth vector fields on 
M with derivations of COO(M), using the same letter for both the vector 
field (thought of as a smooth map from M to T M) and the derivation 
(thought of as a linear map from COO(M) to itself). 

Pushforwards of Vector Fields 

If F: M -+ N is a smooth map and Y is a vector field on M, then for each 
point p E M, we obtain a vector F*Yp E Tp(p)N by pushing forward Yp. 
However, this does not in general define a vector field on N. For example, 
if F is not surjective, there is no way to decide what vector to assign to a 
point q E N'-.. F(M) (Figure 4.3). If F is not injective, then for some points 
of N there may be several different vectors obtained as push forwards of Y 
from different points of M. 

If F: M -+ N is smooth and Y is a vector field on M, suppose there 
happens to be a vector field Z on N with the property that for each p EM, 
F* Yp = Z P(p). In this case, we say the vector fields Y and Z are F -related. 
(See Figure 4.4.) 

Here is a useful criterion for checking that two vector fields are F-related. 
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M _---_..N 

Figure 4.4. F-related vector fields. 

f 
~ 
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Lemma 4.8. Suppose F: M -+ N is a smooth map, Y E 'J'(M) , and 
Z E 'J'( N). Then Y and Z are F -related if and only if for every smooth 
real-valued function f defined on an open subset of N, 

Y(foF) = (Zf)oF. (4.4) 

Proof. For any p EM and any smooth real-valued f defined near F(p), 

while 

(Zf) 0 F(p) = (Zf)(F(p)) = ZF(p)J. 

Thus (4.4) is true for all f if and only if F*Yp = ZF(p) for all p, i.e., if and 
only if Y and Z are F-related. 0 

Example 4.9. Let F: JR. -+ JR.2 be the smooth map F(t) = (cost,sint). 
Then djdt E 'J'(JR.) is F-related to the vector field Z E 'J'(JR.2) defined by 

a a 
Z=x--y-. 

ay ax 

<> Exercise 4.5. Prove the claim in the preceding example in two ways: 
directly from the definition, and by using Lemma 4.8. 

It is important to remember that for a given smooth map F: M -+ N 
and vector field Y E 'J'(M), there may not be any vector field on N that is 
F-related to Y. There is one special case, however, in which there is always 
such a vector field, as the next proposition shows. 

Proposition 4.10. Suppose F: M -+ N is a diffeomorphism. For every 
Y E 'J'( M), there is a unique smooth vector field on N that is F -related to 
Y. 
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Proof. For Z E 'J'(N) to be F-related to Y means that F*Yp = ZF(p) for 
every p EM. If F is a diffeomorphism, therefore, we define Z by 

Zq = F*(YF -l(q)). 

It is clear that Z, so defined, is the unique (rough) vector field that is 
F-related to Y. To see that it is smooth, we just expand the definition in 
smooth local coordinates, using formula (3.6) for the pushforward: 

aFj (-1 ) i( -1 a I 
Zq = axi F (q) Y F (q)) ayj q. 

The component functions of Z are smooth by composition. o 

In the situation of the preceding lemma we will denote the unique vector 
field that is F-related to Y by F*Y, and call it the pushforward of Y by F. 
Remember, it is only when F is a diffeomorphism that F* Y is defined. 

Vector Fields on a Manifold with Boundary 

If M is a smooth manifold with boundary, the tangent bundle T M is defined 
in exactly the same way as on a manifold, as the disjoint union of the 
tangent spaces at all points of M. An argument entirely analogous to that 
of Lemma 4.1 shows that T M has a natural topology and smooth structure 
making it into a smooth manifold with boundary; if (U, (xi)) is any smooth 
boundary chart for M, it is easy to verify that the standard coordinate chart 
(1[-1 (U), (xi, vi)) is a boundary chart for T M. Just as in the manifold case, 
a vector field on M is a smooth section of 1[: T M -+ M. All of the results 
of this section hold equally well in that case, although for simplicity we 
have stated them only for manifolds. 

Lie Brackets 

In this section we introduce an important way of combining two smooth 
vector fields to obtain another vector field. 

Let V and W be smooth vector fields on a smooth manifold M. Given 
a smooth function f: M -+ JR., we can apply V to f and obtain another 
smooth function V f (cf. Lemma 4.6). In turn, we can apply W to this 
function, and obtain yet another smooth function WV f = W (V f). The 
operation f I--t WV f, however, does not in general satisfy the product rule 
and thus cannot be a vector field, as the following example shows. 

Example 4.11. Let V = a/ax and W = a/ay on JR.2, and let f(x,y) = x, 
g(x, y) = y. Then direct computation shows that VW(fg) = 1, while 
f VW 9 + 9 VW f = 0, so VW is not a derivation of COO (JR.2). 
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We can also apply the same two vector fields in the opposite order, 
obtaining a (usually different) function WV f. Applying both of these op­
erators to f and subtracting, we obtain an operator [V, W]: COO(M) --+ 
Coo (M), called the Lie bracket of V and W, defined by 

[V, W]f = VWf - WVf. 

The key fact is that this operation is a vector field. 

Lemma 4.12. The Lie bracket of any pair of smooth vector fields is a 
smooth vector field. 

Proof. By Proposition 4.7, it suffices to show that [V, W] is a derivation of 
COO(M). For arbitrary f, 9 E COO(M), we compute 

[V, W](fg) = V(W(fg)) - W(V(fg)) 

= V(fWg+ gWf) - W(fVg + gVf) 
= VfWg+fVWg+ VgWf+gVWf 

- WfVg - fWVg - WgVf - gWVf 

= f VW 9 + 9 VW f - f WV 9 - 9 WV f 

= f[V, W]g + g[V, W]f. 0 

We will describe one significant application of Lie brackets later in this 
chapter, and we will see others in Chapters 12, 18, 19, and 20. Unfor­
tunately, we are not yet in a position to give Lie brackets a geometric 
interpretation; that will have to wait until Chapter 18. For now, we develop 
some of their basic properties. 

The value of the vector field [V, W] at a point p E M is the derivation at 
p given by the formula 

However, this formula is of limited usefulness for practical computations, 
because it requires one to compute terms involving second derivatives of f 
that will always cancel each other out. The next lemma gives an extremely 
useful coordinate formula for the Lie bracket, in which the cancellations 
have already been accounted for. 

Lemma 4.13. Let V, W be smooth vector fields on a smooth manifold M, 
and let V = Via/axi and W = Wja/axj be the coordinate expressions 
for V and W in terms of some smooth local coordinates (Xi) for M. Then 
[V, W] has the following coordinate expression: 

( . aWj . aVj ) a 
[V,W]= V'~-W'~ ~, 

uX' ux' uxJ 
(4.5) 

or more concisely, 

(4.6) 
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Proof. Because we know already that [V, W] is a smooth vector field, its 
values are determined locally: ([V, W]f)lu = [V, W]Ulu). Thus it suffices 
to compute in a single smooth chart, where we have 

[V, W]f = Vi~ (Wj af ) _ wj~ (Vi af ) 
ax' ax} ax} ax' 

j 2 i 2 
= Viaw af viwj a f _ wjav af _ wjvi a f 

axi axj + axiaxj axj axi axj axi 
_ v iaWj af wjavi af 
- axi axj - axj axi ' 

where in the last step we have used the fact that mixed partial derivatives 
of a smooth function can be taken in any order. Reversing the roles of the 
dummy indices i and j in the second term, we obtain (4.5). D 

One trivial application of formula (4.5) is to compute the Lie brackets 
of the coordinate vector fields (a / axi) in any smooth chart: Because the 
component functions of the coordinate vector fields are all constants, it 
follows that [a / axi , a / axj ] = 0 for any i and j. (This also follows from 
the definition of the Lie bracket, and is essentially a restatement of the 
fact that mixed partial derivatives of smooth functions commute.) Here is 
a slightly less trivial computation. 

Example 4.14. Define smooth vector fields V, WE 'J (JR3) by 

a a a 
V = x ax + ay + x(y + 1) az ' 

a a 
W= ax +Yaz· 

Then formula (4.6) yields 

[V, W] = V(I) :x + V(y) :z - W(x) :x - W(I) :y - W(x(y + 1)) :z 

a a a a a 
= 0- + 1- -1- - 0- - (y + 1)-

ax az ax ay az 
a a 

= - ax -Yaz· 

Lemma 4.15 (Properties of the Lie Bracket). The Lie bracket 
satisfies the following identities for all V, W, X E 'J(M): 

(a) BILINEARITY: For a, b E JR, 

(b) ANTISYMMETRY: 

[aV + bW,X] = a [V, X] + b[W, X], 

[X, aV + bW] = a[X, V] + b[X, W]. 

[V, W] = -[W, V]. 
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(c) JACOBI IDENTITY: 

[V, [W, xll + [W, [X, vll + [X, [V, wll = O. 

(d) For J,g E COO(M), 

[JV,gW] = Jg[V, W] + (fVg)W - (gWf)v. (4.7) 

Proof. Bilinearity and antisymmetry are obvious consequences of the 
definition. The proof of the Jacobi identity is just a computation: 

[V,[W, XllJ + [W, [X, VllJ + [X, [V, WllJ 

= V[W, Xlf - [W, XlV J + W[X, Vlf 

- [X, V]WJ + XlV, W]J - [V, W]XJ 

= VWXJ- VXWJ - WXVJ+XWVJ+ WXVJ - WVXJ 

-XVWJ+VXWJ+XVWJ-XWVJ-VWXJ+WVX[ 

In this last expression all the terms cancel in pairs. Part (d) is an easy 
consequence of the definition, and is left as an exercise. D 

<> Exercise 4.6. Prove part (d) of the preceding lemma. 

Proposition 4.16 (Naturality of the Lie Bracket). Let F: M -+ N 
be a smooth map, and let VI, V2 E T(M) and WI, W 2 E T(N) be vector 
fields such that Vi is F -related to Wi Jar i = 1, 2. Then [VI, V2 ] is F -related 
to [WI, W 2 ]. 

Proof. Using Lemma 4.8 and the fact that Vi and Wi are F-related, 

Similarly, 

Therefore, 

[VI, V2 ](f 0 F) = VI V2 (f 0 F) - V2VI(f 0 F) 

= (WI W 2 f) 0 F - (W2 WI!) 0 F 

= ([WI, W 2 ]f) 0 F. D 

Corollary 4.17. Suppose F: M -+ N is a diffeomorphism and VI, V2 E 
T(M). Then F* [VI , V2 ] = [F*V1 ,F*V2 ]. 

Proof. This is just the special case of Proposition 4.16 in which F is a 
diffeomorphism and Wi = F* Vi. D 
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The Lie Algebra of a Lie Group 

The most important application of Lie brackets occurs in the context of Lie 
groups. Suppose G is a Lie group. Any g E G defines maps Lg , Rg : G -+ G, 
called left translation and right translation, respectively, by 

Lg(h) = gh, Rg(h) = hg. 

Because Lg can be written as the composition of smooth maps 

G Lg m 
-=-+ G x G ~ G, 

where Lg(h) = (g, h) and m is multiplication, it follows that Lg is smooth. 
It is actually a diffeomorphism of G, because Lg -1 is a smooth inverse for 
it. Similarly, Rg : G -+ G is a diffeomorphism. Observe that, given any two 
points gl, g2 E G, there is a unique left translation of G taking gl to g2, 
namely left translation by g2g1 1 . Many of the important properties of Lie 
groups follow, as you will see below and repeatedly in later chapters, from 
the fact that we can systematically map any point to any other by such a 
global diffeomorphism. 

A vector field X on G is said to be left-invariant if it is invariant under all 
left translations, in the sense that it is Lg-related to itself for every g E G. 
More explicitly, this means 

for all g, g' E G. (4.8) 

Since Lg is a diffeomorphism, this can be abbreviated by writing (Lg)*X = 
X for every g E G. 

Because (Lg)*(aX + bY) = a(Lg)*X + b(Lg)*Y, the set of all smooth 
left-invariant vector fields on G is a linear subspace of 'J(M). But it is much 
more than that. The central fact is that it is closed under Lie brackets. 

Lemma 4.18. Let G be a Lie group, and suppose X and Yare smooth 
left-invariant vector fields on G. Then [X, Y] is also left-invariant. 

Proof. Since (Lg)*X = X and (Lg)*Y = Y by definition of left-invariance, 
it follows from Corollary 4.17 that 

Thus [X, Y] is Lg-related to itself, i.e., is left-invariant. o 
A Lie algebra is a real vector space g endowed with a map called the 

bracket from g x g to g, usually denoted by (X, Y) H [X, Y], that satisfies 
the following properties for all X, Y, Z E g: 

(i) BILINEARITY: For a, b E JR, 

[aX + bY, Z] = a[X, Z] + b[Y, Z], 

[Z, aX + bY] = a[Z, X] + b[Z, Y]. 
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(ii) ANTISYMMETRY: 

[X,Y] = -[Y,X]. 

(iii) JACOBI IDENTITY: 

[X, [Y, Z]] + [Y, [Z, X]] + [Z, [X, Y]] = O. 

Notice that the Jacobi identity is a substitute for associativity, which does 
not hold in general for brackets in a Lie algebra. 

If 9 is a Lie algebra, a linear subspace f) egis called a Lie subalgebra of 
9 if it is closed under brackets. In this case f) is itself a Lie algebra with the 
restriction of the same bracket. 

If 9 and f) are Lie algebras, a linear map A: 9 -+ f) is called a Lie 
algebra homomorphism if it preserves brackets: A[X, Y] = [AX, AY]. An 
invertible Lie algebra homomorphism is called a Lie algebra isomorphism. 
If there exists a Lie algebra isomorphism from 9 to f), we say that they are 
isomorphic as Lie algebras. 

<> Exercise 4.7. Verify that the kernel and image of a Lie algebra 
homomorphism are Lie subalgebras. 

<> Exercise 4.8. If 9 and f) are finite-dimensional Lie algebras and A: 9 -+ 
f) is a linear map, show that A is a Lie algebra homomorphism if and only 
if A[Ei, E j ] = [AEi, AEj ] for some basis (EI , ... , En) of g. 

Example 4.19 (Lie Algebras). 

(a) The space 'J(M) of all smooth vector fields on a smooth manifold M 
is a Lie algebra under the Lie bracket by Lemma 4.12. 

(b) If G is a Lie group, the set of all smooth left-invariant vector fields 
on G is a Lie sub algebra of 'J( G) and is therefore a Lie algebra. 

(c) The vector space M(n,JR) of n x n real matrices becomes an n2 _ 

dimensional Lie algebra under the commutator bracket: 

[A,B] = AB - BA. 

Bilinearity and antisymmetry are obvious from the definition, and 
the Jacobi identity follows from a straightforward calculation. When 
we are regarding M(n, JR) as a Lie algebra with this bracket, we will 
denote it by g((n, JR). 

(d) Similarly, g((n,q is the 2n2-dimensional (real) Lie algebra obtained 
by endowing M(n, q with the commutator bracket. 

(e) If V is a vector space, the linear space g((V) of all linear maps from 
V to itself becomes a Lie algebra with the commutator bracket: 

[A, B]x = A(Bx) - B(Ax). 
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G 

Figure 4.5. Defining a left-invariant vector field. 

Under our usual identification of n x n matrices with linear maps 
from JRn to itself, g[(JRn) is the same as g[(n,JR). 

(f) Any vector space V becomes a Lie algebra if we define all brackets 
to be zero. Such a Lie algebra is said to be abelian. (The name comes 
from the fact that brackets in most Lie algebras, as in the preceding 
examples, are defined as commutators in terms of underlying asso­
ciative products; so "abelian" refers to the fact that all brackets are 
zero precisely when the underlying product is commutative.) 

Example (b) is the most important one. The Lie algebra of all smooth 
left-invariant vector fields on a Lie group G is called the Lie algebra of 
G, and is denoted by Lie(G). (We will see below that the assumption of 
smoothness is redundant; see Corollary 4.21.) The fundamental fact is that 
Lie( G) is finite-dimensional, and in fact has the same dimension as G itself, 
as the following theorem shows. 

Theorem 4.20. Let G be a Lie group. The evaluation map £0: Lie( G) --+ 
TeG, given by c(X) = X e , is a vector space isomorphism. Thus Lie(G) is 
finite-dimensional, with dimension equal to dim G. 

Proof. We will prove the theorem by constructing an inverse for c. For each 
V E TeG, define a (rough) vector field V on G by 

(4.9) 

(See Figure 4.5.) If there is a left-invariant vector field on G whose value 
at the identity is V, clearly it has to be given by this formula. 

First we _need to check that V is smooth. By Lemma 4.6, it suffices to 
show that V f is smooth whenever f is a smooth real-valued function on an 
open set U c G. Choose a smooth curve T (-£0, c) --+ G such that ,(0) = e 
and ,'(0) = V. Then for g E U, 

(V f) (g) = ~f = ((L9 )* V)f = V(f 0 L9 ) = ,'(O)(f 0 L9 ) 

= dd I (f 0 L9 o,)(t). 
t t=O 
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If we define 'P: (-c:,c:) x G --+ lR by 'P(t,g) = 1 0 Lg 0 "((t) = I(g"((t)), 
the computation above shows that (Vf)(g) = a'P/at(O, g). Because 'P is a 
composition of group multiplication, I, and ,,(, it is smooth. It follows that 
a'P/at(O,g) depends smoothly on g, so VI is smooth. 

Next we need to verify that V is left-invariant, which is to say that 
(Lh)* Vg = Vhg for all g, h E G. This follows from the definition of V and 
the fact that Lh 0 Lg = Lhg: 

(Lh)* Vg = (Lh)*(Lg)* V = (Lhg)* V = Vhg. 

Thus V E Lie(G). 
Finally, we check that the map T: V f-t V is an inverse for c:. On the one 

hand, given a vector V E TeG, 

C:(T(V)) = c:(V) = (Vt = (Le )* V = V, 

which shows that c: 0 T is the identity on TeG. On the other hand, given a 
vector field X E Lie(G), 

T(c:(X))g = T(Xe)g = Xelg = (Lg)*Xe = X g, 

which shows that TO c: = IdLie(G). D 

Given any vector V E TeG, we will consistently use the notation V to 
denote the smooth left-invariant vector field defined by (4.9). 

It is worth observing that the preceding proof also shows that the 
assumption of smoothness in the definition of Lie( G) is unnecessary. 

Corollary 4.21. Every left-invariant rough vector field on a Lie group is 
smooth. 

Proof. Let V be a left-invariant rough vector field on a Lie group G. The 
fact that V is left-invariant implies that V = Ve , which is smooth. D 

Example 4.22. Let us determine the Lie algebras of some familiar Lie 
groups. 

(a) Euclidean space lRn: Left translation by an element b E lRn is given by 
the affine map Lb(X) = b+x, whose pushforward (Lb)* is represented 
by the identity matrix in standard coordinates. Thus a vector field 
Via / axi is left-invariant if and only if its coefficients Vi are constants. 
Because the Lie bracket of two constant-coefficient vector fields is zero 
by (4.5), the Lie algebra of lRn is abelian, and is isomorphic to lRn 
itself with the trivial bracket. In brief, Lie(lRn) 2'! lRn. 

(b) The circle group §1: In terms of appropriate angle coordinates, each 
left translation has a coordinate representation of the form () f-t () + c. 
Thus the vector field d/d() defined in Example 4.4 is left-invariant, 
and is therefore a basis for the Lie algebra of §1. This Lie algebra is 
I-dimensional and abelian, and therefore Lie(§l) 2'! lR. 
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(c) The n-torus ,][,n = §1 X ... X §1: A similar analysis shows that 
(a / arJ1 , ... , a / aon ) is a basis for Lie(']['n), where a / aoi is the an­
gle coordinate vector field on the ith §1 factor. Since the Lie brackets 
of these coordinate vector fields are all zero, Lie(']['n) ~ lR.n . 

The Lie groups lR.n, §1, and ,][,n are abelian, and as the discussion above 
~hows, their Lie algebras turn out also to be abelian. This is no accident: 
The Lie algebra of any abelian Lie group is abelian (see Problem 4-18). 
Just as we can view the tangent space as a "linear model" of a smooth 
manifold near a point, the Lie algebra of a Lie group provides a "linear 
model" of the group, which reflects many of the properties of the group. 
Because Lie groups have more structure than ordinary smooth manifolds, 
it should come as no surprise that their linear models have more structure 
than ordinary vector spaces. Since a finite-dimensional Lie algebra is a 
purely linear-algebraic object, it is in many ways simpler to understand 
than the group itself. Much of the progress in the theory of Lie groups has 
come from a careful analysis of Lie algebras. 

We conclude this chapter by analyzing the Lie algebra of the most im­
portant nonabelian Lie group of all, the general linear group. Theorem 4.20 
gives a vector space isomorphism between Lie(GL(n,lR.)) and the tangent 
space to GL(n, lR.) at the identity matrix. Because GL(n, lR.) is an open sub­
set of the vector space gl(n, lR.), its tangent space is naturally isomorphic to 
gl(n, lR.) itself. The composition of these two isomorphisms gives a vector 
space isomorphism Lie(GL(n,lR.)) ~ gl(n,lR.). 

Both Lie(GL(n,lR.)) and gl(n,lR.) have independently defined Lie algebra 
structures-the first coming from Lie brackets of vector fields and the sec­
ond from commutator brackets of matrices. The next proposition shows 
that the natural vector space isomorphism between these spaces is in fact 
a Lie algebra isomorphism. 

Proposition 4.23 (Lie Algebra of the General Linear Group). The 
composition of the natural maps 

Lie(GL(n, JR)) -+ TIn GL(n, lR.) -+ gl(n, JR) (4.10) 

gives a Lie algebra isomorphism between Lie(GL(n,lR.)) and the matrix 
algebra gl(n,lR.). 

Proof. Using the matrix entries X; as global coordinates on GL(n, lR.) C 
gl(n, lR.), the natural isomorphism TIn GL(n, lR.) +--+ gl(n, lR.) takes the form 

(Because of the dual role of the indices i, j as coordinate indices and matrix 
row and column indices, in this case it is impossible to maintain our con­
vention that all coordinates have upper indices. However, we will continue 
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to observe the summation convention and the other index conventions as­
sociated with it. In particular, in the expression above, an upper index "in 
the denominator" is to be regarded as a lower index, and vice versa.) 

Let 9 denote the Lie algebra of GL(n,lR). Any matrix A = (A)) E 

g[(n, lR) determines a left-invariant vector field ..4 E 9 defined by (4.9), 
which in this case becomes 

Since Lx is the restriction to GL(n,lR) of the linear map A t-+ XA on 
g[(n, lR), its pushforward is represented in coordinates by ~actly the same 
linear map. In other words, the left-invariant vector field A determined by 
A is the one whose value at X E GL(n,lR) is 

- .' a I Ax = XjAi, aXi . 
k X 

(4.11) 

Given two matrices A, BE g[(n, lR), the Lie bracket of the corresponding 
left-invariant vector fields is given by 

[..4 B] - [Xi Aj a XP Bq a ] 
, - j k aXk' q r aXf 

- Xi Aj a (xp Bq) a XP Bq a (Xi Aj) a 
- j k aXk q r aXf - q r aXf j k aXk 

- xiAj Bk a XPBqA r a 
- j k r aXi - q r k aXP 

r k 

- (XiAjBk XiBjAk) a 
- j k r - j k r aXi' 

r 

where we have used the fact that axg / aXk is equal to 1 if p = i and 
q = k, and 0 otherwise, and A; and Bj are constants. Evaluating this last 
expression when X is equal to the identity matrix, we get 

This is the vector corresponding to the matrix commutator bracket [A, BJ. 
Since the left-invariant vector field [..4, B] is determined by its value at the 
identity, this implies that 

[..4, B] = [A,BJ, 
which is precisely the statement that the composite map (4.10) is a Lie 
algebra isomorphism. 0 

There is an analogue of this result for abstract vector spaces. If V is any 
finite-dimensional real vector space, recall that we have defined GL(V) as 
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the Lie group of invertible linear transformations of V, and g[(V) as the 
Lie algebra of all linear transformations. Just as in the case of GL(n, lR), 
we can regard GL(V) as an open submanifold of g[(V), and thus there are 
canonical vector space isomorphisms 

Lie(GL(V)) -+ TId GL(V) -+ g[(V). (4.12) 

Corollary 4.24. If V is any finite-dimensional real vector space, the 
composition of the canonical isomorphisms in (4.12) yields a Lie algebra 
isomorphism between Lie(GL(V)) and g[(V). 

<> Exercise 4.9. Prove the preceding corollary by choosing a basis for V 
and applying Proposition 4.23. 

Induced Lie Algebra Homomorphisms 

The importance of the Lie algebra of a Lie group stems, in large part, 
from the fact that each Lie group homomorphism induces a Lie algebra 
homomorphism, as the next theorem shows. 

Theorem 4.25. Let G and H be Lie groups, and let 9 and ~ be their Lie 
algebras. Suppose F: G -+ H is a Lie group homomorphism. For every 
X E g, there is a unique vector field in ~ that is F -related to X. With this 
vector field denoted by F*X, the map F*: 9 -+ ~ so defined is a Lie algebra 
homomorphism. 

Proof. If there is any vector field Y E ~ that is F-related to X, it must 
satisfy Ye = F*Xe , and thus it must be uniquely determined by 

Y = F*Xe • 

To show that this Y is F-related to X, we note that the fact that F is a 
homomorphism implies 

Thus 

F(gg') = F(g)F(g') ===::} F(Lgg') = LF(g)F(g') 

===::} F 0 Lg = LF(g) 0 F 

===::} F* 0 (Lg)* = (LF(g))* 0 F*. 

F*Xg = F*(Lg)*Xe = (LF(g))*F*Xe = (LF(g))*Ye = YF(g). 

(See Figure 4.6.) This says precisely that X and Yare F-related. 
For each X E g, let F.X denote the unique vector field in ~ that is F­

related to X. It then follows immediately from the naturality of Lie brackets 
that F*[X, Y] = [F*X, F*Y], so F* is a Lie algebra homomorphism. 0 

The map F.: 9 -+ ~ whose existence is asserted in this theorem will 
be called the induced Lie algebra homomorphism. Note that the theorem 
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G 

Figure 4.6. The induced Lie algebra homomorphism. 

implies that for any left-invariant vector field X E g, F.X is a well-defined 
smooth vector field on H, even though F may not be a diffeomorphism. 

Proposition 4.26 (Properties of the Induced Homomorphism). 

(a) The homomorphism (Ide)*: Lie( G) --7 Lie( G) induced by the identity 
map of G is the identity of Lie( G). 

(b) If Fl : G --7 Hand F2 : H --7 K are Lie group homomorphisms, then 
(F2 0 F1 ). = (F2). 0 (Fd.: Lie(G) --7 Lie(K). 

( c) Isomorphic Lie groups have isomorphic Lie algebras. 

Proof. Both of the relations (Ide)* = Id and (F2 0 Fd. = (F2). 0 (Fd. 
hold for pushforwards. Since the value of the induced homomorphism on 
a left-invariant vector field X is determined by the pushforward of X e , 

this proves (a) and (b). If F: G -+ H is an isomorphism, (a) and (b) 
together imply that F.o (F-l). = (F 0 F- 1 ). = Id = (F-l). 0 F., so 
F.: Lie( G) --7 Lie( H) is an isomorphism. 0 

Problems 

4-1. Show that T§l is diffeomorphic to §l x R 

4-2. EXTENSION LEMMA FOR VECTOR FIELDS: Let M be a smooth man­
ifold, and suppose Y is a smooth vector field defined on a closed 
subset A eM. (This means that Y: A --7 T M is a map satisfying 
7r 0 Y = IdA, and for each pEA, there is a neighborhood Vp of pin 

M and a smooth vector field 17 on Vp that agrees with Y on Vp n A.) 
If U is an open set containing A-,- show that there ~xists a smooth 
vector field Y E 'J(M) such that YIA = Y and supp Y C U. 
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4-3. Let M be a nonempty manifold of dimension n ~ 1. Show that 'J'( M) 
is infinite-dimensional. 

4-4. Show by finding a counterexample that Proposition 4.10 is false 
if we assume merely that F is smooth and bijective but not a 
diffeomorphism. 

4-5. For each of the following vector fields on the plane, compute its co­
ordinate representation in polar coordinates on the right half-plane 
{(x,y) : x > a}. 

a a 
(a) V = x ax + y ay· 

a a 
(b) W = x- - y-. 

ay ax 
a 

(c) x = (x2 + y2) ax. 

4-6. Show that there is a smooth vector field on §2 that vanishes at exactly 
one point. [Hint: 'fry using stereographic projection.] 

4-7. Let M, N be smooth manifolds, and let f: M -+ N be a smooth map. 
Define F: M -+ M x N by F(x) = (x,f(x)). Show that for every 
V E 'J'(M), there is a smooth vector field on M x N that is F-related 
to V. 

4-8. Let Ml' ... ' Mk be smooth manifolds, and for each i = 1, ... , k, let 
7ri: Ml x ... X Mk -+ Mi be the projection onto the ith factor. Show 
that for every X E 'J'(Mi)' there is a smooth vector field on Ml x 
.•• X Mk that is 7ri-related to X. 

4-9. Let F: M -+ N be a local diffeomorphism. Show that for every Y E 
'J'(N), there is a unique smooth vector field on M that is F-related 
to Y. 

4-10. Define a (rough) vector field V on §3 by letting Vz = 'Y~(a), where 
'Yz is the curve of Problem 3-5. Show that V is smooth and nowhere 
vanishing. 

4-11. For each of the following pairs of vector fields V, W defined on ]R 3, 

compute the Lie bracket [V, W]. 

a 2 a a 
(a) V=Yaz -2xy ay; W= ay· 

a a a a 
(b) V =x- -y-; W = y- -z-. 

ay ax az ay 
a a a a 

(c) V = x ay - y ax; W = x ay + y ax· 

4-12. Show that ]R3 with the cross product is a Lie algebra. 
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4-13. Let A be an associative algebra over R A derivation of A is a linear 
map D: A -+ A satisfying D(xy) = (Dx)y+x(Dy) for all x, yEA. If 
Dl and D2 are derivations of A, show that [Dl' D2J = D1oD2-D2oD1 

is also a derivation. Show that the set of derivations of A is a Lie 
algebra. 

4-14. Let A C 'J(1R3) be the subspace with basis {X, Y, Z}, where 

a a a a a a 
X=y--z-, Y=z--x-, Z=x--y-. 

oz oy ax oz oy ax 

Show that A is a Lie subalgebra of 'J(1R3) , which is isomorphic to 1R3 
with the cross product. 

4-15. Prove that up to isomorphism, there are exactly one I-dimensional 
Lie algebra and two 2-dimensional Lie algebras. Show that all three 
algebras are isomorphic to Lie subalgebras of g[(2, IR). 

4-16. Let 9 be a Lie algebra. A linear subspace ~ egis called an ideal in 
9 if for every X E ~ and Y E g, [X, YJ E ~. 

(a) If ~ is an ideal in g, show that the quotient space g/~ has a unique 
Lie algebra structure such that the projection 7r: 9 -+ g/~ is a 
Lie algebra homomorphism. 

(b) Show that a subspace ~ egis an ideal if and only if it is the 
kernel of a Lie algebra homomorphism. 

4-17. (a) If 9 and ~ are Lie algebras, show that 9 x ~ is a Lie algebra, 
called a product Lie algebra, with the bracket defined by 

[(X, y), (X', yl)J = ([X, X/J, [Y, y/J). 

(b) If G and H are Lie groups, prove that Lie( G x H) is isomorphic 
to Lie(G) x Lie(H). 

4-18. If G is an abelian Lie group, show that Lie(G) is abelian. [Hint: Show 
that the inversion map i: G -+ G is a group homomorphism, and use 
Problem 3-6.J 

4-19. Let G and H be Lie groups, and suppose that F: G -+ H is a Lie 
group homomorphism that is also a smooth covering map. Show that 
the induced homomorphism F*: Lie(G) -+ Lie(H) is an isomorphism 
of Lie algebras. 



5 
Vector Bundles 

In the preceding chapter we saw that the tangent bundle of a smooth 
manifold has a natural structure as a smooth manifold in its own right. 
The standard coordinates we constructed on T M make it look, locally, like 
the Cartesian product of an open subset of M with ~n. As we will see later 
in the book, this kind of structure arises quite frequently-a collection 
of vector spaces, one for each point in M, glued together in a way that 
looks locally like the Cartesian product of M with ~n, but globally may be 
"twisted." Such a structure is called a vector bundle. 

The chapter begins with the definition of vector bundles and descriptions 
of a few examples. The most notable example, of course, is the tangent 
bundle to a smooth manifold. We then go on to discuss local and global 
sections of vector bundles (which correspond to vector fields in the case of 
the tangent bundle), and a natural notion of maps between bundles, called 
bundle maps. 

At the end of the chapter we give a brief introduction to the terminology 
of category theory, which puts the tangent bundle in a larger context. 

Vector Bundles 

Let M be a topological space. A (real) vector bundle of rank k over M is a 
topological space E together with a surjective continuous map 7r: E -t M 
satisfying: 
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E 

Figure 5.1. A local trivialization of a vector bundle. 

(i) For each p EM, the set Ep = 7r - 1 (p) C E (called the jiberof E over 
p) is endowed with the structure of a k-dimensional real vector space. 

(ii) For each p E M, there exist a neighborhood U of p in M and a 
homeomorphism <I>: 7r- 1 (U) -+ U X jRk (called a local trivialization of 
E over U), such that the following diagram commutes: 

(where 7rl is the projection on the first factor); and such that for each 
q E U, the restriction of <I> to Eq is a linear isomorphism from Eq to 
{q} X jRk ~ jRk (Figure 5.1). 

If M and E are smooth manifolds , 7r is a smooth map, and the local trivi­
alizations can be chosen to be diffeomorphisms, then E is called a smooth 
vector bundle. In this case, we will call any local trivialization that is a 
diffeomorphism onto its image a smooth local trivialization. 

A rank-l vector bundle is often called a (real) line bundle. Complex vector 
bundles are defined similarly, with "real vector space" replaced by "complex 
vector space" and jRk replaced by C k in the definition. We will not have 
occasion to treat complex vector bundles in this book, so all of our vector 
bundles will be understood without further comment to be real. 
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The space E is called the total space of the bundle, M is called its base, 
and 7r is its projection. Depending on what we wish to emphasize, we some­
times omit some or all of the ingredients from the notation, and write "E is 
a vector bundle over M," or "E ~ M is a vector bundle," or "7r: E ~ M 
is a vector bundle." If U c M is any open set, it is easy to verify that the 
subset Elu = 7r-l(U) is again a vector bundle with the restriction of 7r as 
its projection map, called the restriction of E to u. 

If there exists a local trivialization over all of M (called a global trivial­
ization of E), then E is said to be a trivial bundle. In this case, E itself is 
homeomorphic to the product space M x IRk. If E ~ M is a smooth bundle 
that admits a smooth global trivialization, then we say that E is smoothly 
trivial. In this case E is diffeomorphic to M x IRk, not just homeomorphic. 
For brevity, when we say that a smooth bundle is trivial, we will always 
understand this to mean smoothly trivial, not just trivial in the topological 
sense. 

Example 5.1 (Product Bundles). One particularly simple example of a 
rank-k vector bundle over any space M is the product manifold E = MxIRk 
with 7r = 7rl: M x IRk ~ M as its projection. This bundle is clearly trivial 
(with the identity map as a global trivialization). If M is a smooth manifold, 
then M x IRk is smoothly trivial. 

Although there are many vector bundles that are not trivial, the only 
one that is easy to visualize is the following. 

Example 5.2 (The Mobius Bundle). Let I = [0,1] c IR be the unit 
interval, and let p: I ~ §l be the quotient map p(x) = e27rix , which iden­
tifies the two endpoints of I. Consider the "infinite strip" I x IR, and let 
7rl: I x IR ~ I be the projection on the first factor. Let rv be the equiva­
lence relation on I x IR that identifies each point (0, y) in the fiber over ° 
with the point (1, -y) in the fiber over 1; in other words, the right-hand 
edge is given a half-twist to turn it upside-down, and then is glued to the 
left-hand edge. Let E = (I x IR)/rv denote the resulting quotient space, and 
let q: I x IR ~ E be the quotient map (Figure 5.2). 

Because p 0 7rl is constant on each equivalence class, it descends to a 
continuous map 7r: E ~ §l. A straightforward (if tedious) verification 
shows that this makes E into a smooth real line bundle over §l, called the 
Mobius bundle. (One local trivialization of E is obtained in an obvious way 
from the restriction of the identity map to (0,1) x IR, which descends to 
the quotient to yield a homeomorphism from 7r-l(§l ,,{I}) to (0,1) x R 
It takes a bit more work to construct a local trivialization whose domain 
includes the fiber where the gluing took place. Once this is done, the two 
local trivializations can be interpreted as coordinate charts defining the 
smooth structure on E. Problem 5-2 asks you to work out the details. 
Later in the book, Problem 9-18 will suggest a more powerful approach.) 
For any r > 0, the image under q of the rectangle I x [-r,r] is a smooth 
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I X jR E 

q 

I p 
• • 

Figure 5.2. (Part of) the Mobius bundle. 

compact manifold with boundary called the Mobius band; you can make a 
paper model of this space by gluing the ends of a strip of paper together 
with a half-twist. 

The most important examples of vector bundles are tangent bundles of 
smooth manifolds. 

Proposition 5.3 (The Tangent Bundle as a Vector Bundle). Let 
M be a smooth n-manifold and let T M be its tangent bundle. With its 
standard projection map, its natural vector space structure on each fiber, 
and the smooth manifold structure constructed in Lemma 4.1, T M is a 
smooth vector bundle of rank n over M. 

Proof. Given any smooth chart (U, <p) for M with coordinate functions 
(Xi), define a map <1>: 1l'-l(U) -+ U x jRn by 

<1>( via~ilp) = (p,(v 1 , ... ,vn )). (5.1) 

This is obviously linear on fibers and satisfies 1l'1 0 <1> = 1l'. The composite 
map 

1l'-1(U) ~ U x jRn 'PXldJRn) <p(U) x jRn 

is equal to the coordinate map Ij5 constructed in Lemma 4.1. Since both Ij5 
and <p X IdlRn are diffeomorphisms, so is <1>. Thus <1> satisfies all the conditions 
for a smooth local trivialization. 0 

Any bundle that is not trivial, of course, will require more than one local 
trivialization. The next lemma shows that the composition of two smooth 
local trivializations has a simple form where they overlap. 
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Lemma 5.4. Let 7r: E ~ M be a smooth vector bundle, and suppose 
<I>: 7r-1 (U) ~ U X ]Rk and \11: 7r- 1 (V) ~ V X ]Rk are two smooth local 
trivializations of E such that U n V =f. 0. There exists a smooth map 
r: Un V ~ GL(k,]R) such that the composition <I> 0 \11-1: (U n V) x ]Rk ~ 
(U n V) x ]Rk has the form 

<I> 0 \I1-1(p, v) = (p, r(p)v), 

where r(p)v denotes the usual action of the k x k matrix r(p) on the vector 
v E]Rk. 

Proof. The following diagram commutes: 

(U n V) x ]Rk ~ 7r- 1(U n V) ~ (U n V) x]Rk 

I 
7r1 7r 7r1 

1 
unv, (5.2) 

where the maps on top are to be interpreted as the restrictions of \11 and 
<I> to 7r- 1(U n V). It follows that 7r1 0 (<I> 0 \11-1) = 7r1, which means that 
<I> 0 \11-1 (p, v) = (p, a(p, v)) for some smooth map a: (U n V) x ]Rk ~ ]Rk. 

Moreover, for each fixed p E U on V, the map v t-+ a(p, v) is a linear 
isomorphism of ]Rk, so there is a nonsingular k x k matrix r(p) such that 
a(p, v) = r(p)v. It remains only to show that the map r: UnV ~ GL(k,]R) 
is smooth. 

To see this, write the matrix entries of r(p) as rJ(p), so that r(p)v = 
rJ(p)vjei' Note that rJ(p) = 7ri (a(p, ej)), where ej is the jth standard 
basis vector and 7ri : ]Rk ~ ]R is projection onto the ith coordinate. This 
is smooth by composition. Since the matrix entries are (global) smooth 
coordinates on GL(k, ]R), this shows that r is smooth. D 

The smooth map r: Un V ~ GL(k,]R) described in this lemma is called 
the transition function between the local trivializations <I> and \11. (This is 
one of the few situations in which it is traditional to use the word "function" 
even though the range is not ]R or ]Rk.) For example, if M is a smooth 
manifold and <I> and \11 are the local trivializations of T M associated with 
two different smooth charts, then the transition function between them is 
just the Jacobian matrix of the coordinate transition map. 

Like the tangent bundle, vector bundles are often most easily described 
by giving a collection of vector spaces, one for each point of the base man­
ifold. In order to make such a set into a smooth vector bundle, we would 
first have to construct a manifold topology and a smooth structure on 
the disjoint union of all the vector spaces, and then construct the local 
trivializations and show that they have the requisite properties. The next 
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lemma provides a shortcut, by showing that it is sufficient to construct the 
local trivializations, as long as they overlap with smooth transition func­
tions. The proof is basically an adaptation of the proofs of Lemma 4.1 and 
Proposition 5.3. (See also Problem 5-4 for a stronger form of this result.) 

Lemma 5.5 (Vector Bundle Construction Lemma). Let M be a 
smooth manifold, and suppose that we are given 

• for each p E M, a real vector space Ep of some fixed dimension k. 

Let E = llpEM Ep, and let 7[: E --t M be the map that takes each element 
of Ep to the point p. Suppose furthermore that we are given 

• an open cover {Ua}aEA of M; 

• for each 0: E A, a bijective map <Pa: 7[-l(Ua ) --t Ua x jRk whose 
restriction to each Ep is a linear isomorphism from Ep to {p} X jRk ~ 
jR\ 

• for each 0:, (3 E A such that Ua n U{3 =I- 0, a smooth map Ta{3: Ua n 
U{3 --t GL(k, jR) such that the composite map <Pa 0 <p~l from (Ua n 
U{3) x jRk to itself has the form 

<Pa 0 <p~l(p, v) = (p, Ta{3(P)V). (5.3) 

Then E has a unique smooth manifold structure making it into a smooth 
vector bundle of rank k over M, with 7[ as projection and the maps <Pa as 
smooth local trivializations. 

Proof. For each point p E M, choose some Ua containing p; choose a 
smooth chart (Vp, c.pp) for M such that p E Vp C Ua ; and let lip = c.pp(Vp) C 
jRn (where n is the dimension of M). Define a map <pp: 7[-l(Vp) --t lip X jRk 

by <pp = (c.pp X IdIRk) 0 <Pa: 

7[-l(Vp) CPa) Vp X jRk <ppXldRk ) lip X jRk. 

We will show that the collection of all such charts {(7[-l(Vp), <pp) : p E M} 
satisfies the conditions of the smooth manifold construction lemma (Lemma 
1.23), and therefore defines a smooth manifold structure on E. 

As a composition of bijective maps, <pp is bijective, and its image is an 
open subset of jRn x jRk = jRn+k. For any two points p and q, it is easy to 
check that 

<pp (7[-l(Vp) n 7[-1 (Vq)) = c.pp(Vp n Vq) x jRk, 

which is open because c.pp is a homeomorphism onto an open subset of jRn. 

Wherever two such charts overlap, we have 

<pp 0 <p-;;l = (c.pp X IdJRk) 0 <Pa 0 <p~1 0 (c.pq X IdJRk)-l. 

Since c.pp x IdIRk, c.pq X IdIRk, and <P a 0 <P ~ 1 are all diffeomorphisms, this com­
position is a diffeomorphism. Thus conditions (i)-(iii) of Lemma 1.23 are 
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satisfied. Because the open cover {Vp : p E M} has a countable sub cover , 
(iv) is satisfied as well. 

To check the Hausdorff condition (v), just note that any two points in 
the same space Ep lie in one of the charts we have constructed; while if 
~ E Ep and 'TI E Eq with p =I- q, we can choose Vp and Vq to be disjoint 
neighborhoods of p and q, so that the sets 7f-1 (Vp) and 7f-1(Vq) are disjoint 
coordinate neighborhoods containing ~ and 'TI, respectively. Thus we have 
defined a smooth manifold structure on E. 

With respect to this structure, each of the maps <P '" is a diffeomorphism, 
because in terms of the coordinate charts (7f-l(Vp),~p) for E and (Vp x 
IRk, !.pp X IdIRk) for Vp x IRk, the coordinate representation of <P", is the identity 
map. The coordinate representation of 7f, with respect to the same chart 
for E and the chart (Vp, !.pp) for M, is 7f(x, v) = x, so 7f is smooth as well. 
Because each <P", maps Ep to {p} X IRk, it is immediate that 7f1 0 <P", = 7f, 

and <P", is linear on fibers by hypothesis. Thus <P", satisfies all the conditions 
for a smooth local trivialization. 

The fact that this is the unique such smooth structure follows easily from 
tEe requirement that the maps <P", be diffeomorphisms onto their images: If 
E represents the same set E with another topology and smooth struc~re 
satisfying the conclusions of the lemma, the identity map from E to E is 
locally equal to <p;;l o<p", and therefore is a local diffeomorphism between E 
and E. Because it is a bijective local diffeomorphism, it is a diffeomorphism, 
and thus the two smooth structures are identical. 0 

Local and Global Sections of Vector Bundles 

Let 7f: E -t M be a vector bundle over a manifold M. A section of E 
(also sometimes called a cross section) is a section of the map 7f, i.e., a 
continuous map u: M -t E satisfying 7f 0 U = IdM . Specifically, this means 
that u(p) is an element of the fiber Ep for each p E U. A local section of 
E is a section u: U -t E defined only on some open subset U c M (see 
Figure 5.3). To emphasize the distinction, a section defined on all of M will 
sometimes be called a global section. Note that a local section of E over 
U c M is the same as a global section of the restricted bundle Elu. If M 
is a smooth manifold and E is a smooth vector bundle, a smooth section of 
E is a (local or global) section that is smooth as a map between manifolds. 

Just as with vector fields, for some purposes it is useful also to consider 
maps that would be sections except that they might not be continuous. 
Thus we define a rough section of E over a set U c M to be a map 
u: U -t E (not necessarily continuous) such that 7f 0 u = Idu. A "section" 
without further qualification will always mean a continuous section. 

The zero section of E is the global section (: M -t E defined by 

((p) = 0 E Ep for each p EM. 
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E 

M 

Figure 5.3. A local section of a vector bundle. 

As in the case of vector fields, support of a section a is the closure of the 
set {p EM: a(p) i- O}. 

o Exercise 5.1. Show that the zero section of any smooth vector bundle 
is smooth. [Hint: Consider <I> 0 (, where <I> is any smooth local trivialization.] 

If E -+ M is a smooth vector bundle, the set £(M) of all smooth 
global sections of E is a vector space under pointwise addition and scalar 
multiplication: 

(Clal + C2(2)(P) = clal(p) + C2a2(P)· 

In addition, just like vector fields, smooth sections can be multiplied by 
smooth real-valued functions: If J E CCO(M) and a E E(M), we obtain a 
new section J a defined by 

(fa)(p) = J(p)a(p). 

o Exercise 5.2. If a,7 E C(M) and f,g E COO(M), show that fa + g7 E 
£(M). 

o Exercise 5.3. Show that £(M) is a module over the ring COO(M). 

Lemma 5.6 (Extension Lemma for Vector Bundles). Let 7r: E -+ M 
be a smooth vector bundle over a smooth manifold M, and suppose a: A -+ 
E is a smooth section of E defined on a closed subset A c M (in the sense 
that a extends to a smooth section in a neighborhood of each point). For 
any open set U containing A, there exists a smooth section a E £(M) such 
that alA = a and suppa c U. 

o Exercise 5.4. Prove the preceding lemma. 
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For a smooth vector bundle E --+ M, the notations r (E), Coo (M; E), 
and £(M) are all in common use for the space of smooth global sections of 
E. We will generally prefer the latter notation, using the script letter cor­
responding to the name of a bundle to denote its space of smooth sections. 
For example, we have already defined 'J(M) to mean the space of smooth 
sections of the tangent bundle T M. Besides being concise, this notation 
has the advantage that it adapts easily to spaces of local sections, with 
£(U) denoting the space of smooth local sections of E over a fixed open 
set U c M. 

Example 5.7 (Sections of Vector Bundles). 

(a) For a smooth manifold M, sections of T M are vector fields on M. 

(b) If E = M X IRk is a product bundle, there is a natural one-to-one 
correspondence between (smooth) sections of E and (smooth) func­
tions from M to IRk: A function F: M --+ IRk determines a section 
F: M --+ M X IRk by F(x) = (x,F(x», and vice versa. In particular, 
Coo (M) can be naturally identified with the space of smooth sections 
of the trivial line bundle M x R 

Local and Global Frames 

Let E --+ M be a vector bundle. If U c M is an open set, local sec­
tions U1, ... , Uk of E over U are said to be independent if their values 
U1 (p), ... , Uk (p) are linearly independent elements of Ep for each p E U. 
Similarly, they are said to span E if their values span Ep for each p E U. A 
local frame for E over U is an ordered k-tuple (U1, ... , Uk) of independent 
local sections over U that span E; thus (U1 (p), ... , Uk (p)) is a basis for the 
fiber Ep for each p E U. It is called a global frame if U = M. A local or 
global frame is said to be smooth if each section Ui is smooth. We will often 
use the shorthand notation (Ui) to denote a frame (U1, ... ,Uk). 

Local frames are intimately connected with local trivializations, as the 
next two examples show. 

Example 5.8 (Global Frame for a Product Bundle). If E = M X IRk 
is a product bundle, the standard basis (e1, ... , ek) for IRk yields a global 
frame (ei) for E, defined by ei(p) = (p, ei). If M is a smooth manifold, this 
global frame is smooth. 

Example 5.9 (Local Frames and Local Trivializations). Suppose 
11": E --+ M is a smooth vector bundle. If <I>: 11"-1 (U) --+ U X IRk is a smooth 
local trivialization of E, we can use the same idea as in the preceding 
example to construct a local frame for E. Define maps U1, ... , Uk: U --+ E 
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by O"i (p) = 1J>-1 (p, ei) = 1J>-1 0 ei (p): 

U X IRk 

U. 

Then O"i is smooth because IJ> is a diffeomorphism, and the fact that 7r101J> = 

7r implies that 

so O"i is a smooth section. To see that (O"i(P)) forms a basis for Ep, just 
note that IJ> restricts to a linear isomorphism from Ep to {p} X IRk, and 
IJ> ( 0" i (p)) = (p, ei), which forms a basis for {p} x IRk. We say that this local 
frame (O"i) is associated with IJ>. 

Proposition 5.10. Every smooth local frame for a smooth vector bundle 
is associated with a smooth local trivialization as in Example 5.9. 

Proof. Suppose that (O"i) is a smooth local frame for E over an open set 
U c M. We define a map IJI: U x IRk ~ 7r-1(U) by 

(5.4) 

The fact that (O"i(P)) forms a basis for Ep at each p E U implies that IJI 
is bijective, and an easy computation shows that O"i = IJI 0 ei. Thus if we 
can show that IJI is a diffeomorphism, then 1JI-1 will be a smooth local 
trivialization whose associated local frame is (O"i). 

Since IJI is bijective, to show that it is a diffeomorphism it suffices to 
show that it is a local diffeomorphism. Given q E U, we can choose a 
neighborhood V C M of q over which there exists a smooth local trivi­
alization IJ>: 7r- 1 (V) ~ V X IRk, and by shrinking V if necessary we may 
assume that V cU. Since IJ> is a diffeomorphism, if we can show that 
IJ> 0 IJIIVXlRk is a diffeomorphism from V x IRk to itself, it follows that IJI is 
a diffeomorphism from V x IRk to 7r -1 (V) : 

V x IRk IJIlvxlR; 7r- 1 (V) IJ>. V X IRk 

~t/ 
v. 
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For each smooth section ai, the composite map <I> 0 ailv: V -+ V X JR.k is 
smooth, and thus there arc smooth functions a; , ... , af: V -+ ]R such that 

<I> 0 ai(p) = (p, (a; (p), ... ,af(p))). 

On V x JR.k, therefore, 

which is clearly smooth. 
To show that (<I> 0 w) -1 is smooth, note that the matrix (at (p)) IS In-

vertible for each p, because (ai (p)) is a basis for Ep- Let (Tl (p)) denote the 
inverse matrix. Because matrix inversion is a smooth map (see Example 
2.7(a)), the functions Tl are smooth. It follows from the computations in 
the preceding paragraph that 

(<I> 0 W)-1 (p, (wI, ... ,wk)) = (p, (WiTl(p), ... ,WiTik(p))), 

which is also smooth. D 

Corollary 5.11. A smooth vector bundle is trivial if and only if it admits 
a smooth global frame. 

Proof. Taken together, Example 5.9 and Proposition 5.10 show that there 
exists a smooth local trivialization over an open subset U c M if and only 
if there exists a smooth local frame over U. The corollary is just the special 
case of this statement when U = M. D 

Corollary 5.12. Let 7r: E -+ M be a smooth vector bundle of rank k, let 
(V, <p) be a smooth chart on M, and suppose there exists a smooth local 
frame (ai) for E over V. Then the map 0: 7r- 1 (V) -+ <p(V) x]Rk given by 

o (viai(p)) = (xl(p), ... ,xn(p),vl, ... ,vk) 

is a smooth coordinate map for E. 

Proof. Just check that 0 is equal to the composition (<p x IdlRk) 0 <I>, where 
<I> is the local trivialization associated with (ai). As a composition of 
diffeomorphisms, it is a diffeomorphism. D 

Just as smoothness of vector fields can be characterized in terms of their 
component functions in any smooth chart, smoothness of sections of vector 
bundles can be characterized in terms of local frames. Suppose (ai) is a 
smooth local frame for E over some open set U eM. If T: M -+ E is a 
rough section, the value of T at any point p E U can be written 

for some uniquely determined numbers (Tl(p), ... , Tn(p)). This defines k 
functions Ti: U -+ JR., called the component functions of T with respect to 
the given local frame. 
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Lemma 5.13 (Local Frame Criterion for Smoothness). Let 71": E-t 
M be a smooth vector bundle, and let 7: M -t E be a rough section. If (ai) 
is a smooth local frame for E over an open subset U eM, then 7 is smooth 
on U if and only if its component functions with respect to (ai) are smooth. 

Proof. Let <I>: 71"-1 (U) -t U X ]Rk be the local trivialization associated with 
the local frame (ai). Because <I> is a diffeomorphism, 7 is smooth on U if 
and only if <I> 0 7 has the same property. It is straightforward to check that 
<I> 0 7 (p) = (p, (71 (p), ... , 7 k (p) ) ), where (7i ) are the component functions 
of 7 with respect to (ai), so <I> 0 7 is smooth if and only if the component 
functions 7 i are smooth. 0 

<> Exercise 5.5. If E -* M is any vector bundle, show that a rough section 
of E is continuous if and only if its component functions in any local frame 
are continuous. 

It is worth remarking that Lemma 5.13 applies equally well to local 
sections, since a local section of E over an open set V C M is a global 
section of the restricted bundle Elv. 

The correspondence between local frames and local trivializations leads 
to the following uniqueness result characterizing the smooth structure on 
the tangent bundle of a smooth manifold. 

Lemma 5.14. Let M be a smooth n-manifold. The smooth manifold struc­
ture on TM constructed in Lemma 4.1 is the unique one with respect to 
which 71": T M -t M is a smooth vector bundle of rank n over M and all 
coordinate vector fields are smooth local sections. 

Proof. Suppose T M is endowed with some smooth structure making it 
into a smooth rank-n vector bundle for which the coordinate vector fields 
are smooth sections. Over any smooth coordinate domain U C M, the 
coordinate frame (8/8xi ) is a smooth local frame, so by Proposition 5.10 
there is a smooth local trivialization <I>: 71"-1 (U) -t U x ]Rn associated 
with this local frame. Referring back to the construction of Example 5.9, 
it is easy to see that this local trivialization is none other than the map 
<I> constructed in Proposition 5.3. It follows from Corollary 5.12 that the 
standard coordinate chart <p = ('P x Idu ) 0 <I> belongs to the given smooth 
structure. Thus the given smooth structure is equal to the one constructed 
in Lemma 4.1. 0 

If M is a smooth manifold, we will use the term local frame for M to 
mean a local frame for the tangent bundle T M, or in other words an n­
tuple of independent vector fields that span T M over some open subset of 
M. A global frame for M is defined similarly. For example, the coordinate 
vector fields (8/ 8Xi) form a smooth local frame over any smooth coordinate 
domain, called a coordinate frame. 
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A smooth manifold M is said to be parallelizable if it admits a smooth 
global frame. By Corollary 5.11, this is equivalent to TM being a trivial 
bundle. 

Because it has a global coordinate frame, ]R.n is parallelizable. Many more 
examples are provided by the following proposition. 

Proposition 5.15. Every Lie group is parallelizable. 

Proof. If G is a Lie group, any basis for Lie( G) is a smooth global frame 
for G, as is easily verified. 0 

The proof of this proposition shows that in fact every Lie group has a 
global frame consisting of left-invariant vector fields. We will call any such 
frame a left-invariant frame. 

Because they are Lie groups, §l and Tn are parallelizable. (We exhibited 
left-invariant frames for them in Example 4.22.) It turns out that §3 and 
§7 are parallelizable as well, as you will be asked to show in Problems 5-10 
and 8-21. However, despite the evidence of these examples, most smooth 
manifolds are not parallelizable. The simplest example of a nonparalleliz­
able manifold is §2, but the proof of this fact will have to wait until we have 
developed more machinery (see Problem 14-22). In fact, it was shown in 
1958 by Raoul Bott and John Milnor [BM58] using more advanced meth­
ods from algebraic topology that §l, §3, and §7 are the only spheres that 
are parallelizable. Thus these are the only positive-dimensional spheres 
that can possibly admit Lie group structures. The first two do (see Exam­
ple 2.7(g) and Problem 8-19); but it turns out that §7 has no Lie group 
structure (see [Bre93, page 301]). A remarkable theorem of Joseph Wolf 
[Wol71, Wo172] shows that the only compact, simply connected manifolds 
that are parallelizable are products of Lie groups and copies of §7. 

Bundle Maps 

If 7r: E -+ M and 7r': E' -+ M' are two vector bundles, a bundle map from 
E to E' is a pair of continuous maps F: E -+ E' and f: M -+ M' such 
that 7r' 0 F = f 0 7r: 

E2-E' 

7r~ ~7r' 
M ----+- M' 

f ' 
and with the property that for each p E M, the restricted map F/Ep: Ep -+ 
Ef(p) is linear. When the manifolds and vector bundles are smooth, it is 
called a smooth bundle map if both F and f are smooth. We often refer to 
F itself as the bundle map, and say that F covers f. A bijective bundle 
map F: E -+ E' whose inverse is also a bundle map is called a bundle 
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isomorphism; if F is also a diffeomorphism, it is called a smooth bundle 
isomorphism. If there exists a (smooth) bundle isomorphism between E 
and E', the two bundles are said to be (smoothly) isomorphic. 

In the special case in which both E and E' are vector bundles over the 
same base manifold M, a slightly more restrictive notion of bundle map is 
usually more useful. A bundle map over M is a bundle map covering the 
identity map of M, in other words, a continuous map F: E ---+ E' such that 
7T' 0 F = 7T, 

E F. E' 

7T~ /7T' 
M, 

and whose restriction to each fiber is linear. If F: E ---+ E' is a bundle map 
over M that is also a (smooth) bundle isomorphism, then we say that E 
and E' are (smoothly) isomorphic over M. 

<> Exercise 5.6. Show that a smooth rank-k vector bundle over M is trivial 
if and only if it is smoothly isomorphic over M to the product bundle M x ffi.k. 

<> Exercise 5.7. Suppose F: M -+ N is a smooth map. Show that 
F.: T M -+ TN is a smooth bundle map. 

Suppose E ---+ M and E' ---+ M are smooth vector bundles over M, and 
let £ (M), £' (M) denote their spaces of smooth sections. If F: E ---+ E' is 
any smooth bundle map over M, then composition with F induces a map 
from £(M) to £'(M), also denoted by F, as follows: 

(F(£1))(p) = F(£1(p)). (5.5) 

In other words, F(£1) is just the composition F 0 £1. It is easy to check that 
F(£1) is a section of E', and it is smooth by composition. 

Because a bundle map is linear on fibers, the resulting map on sections 
F: £ (M) ---+ £' (M) is linear over R In fact, it satisfies a stronger linearity 
property. A map F: £ (M) ---+ £' (M) is said to be linear over Coo (M) iffor 
any smooth functions U1 ,U2 E Coo (M) and smooth sections £11, £12 E £ (M), 

F(U1£11 + U2(12) = u 1F(£11) + U2F(£12). 

It follows easily from the definition (5.5) that the map on sections induced 
by a bundle map is linear over COO(M). The next proposition shows that 
the converse is true as well. 

Proposition 5.16. Let 7T: E ---+ M and 7T': E' ---+ M be smooth vector 
bundles over a smooth manifold M, and let £(M), £'(M) denote their 
spaces of sections. A map :J: £(M) ---+ £'(M) is linear over COO(M) if 
and only if there is a smooth bundle map F: E ---+ E' over M such that 
:J(£1) = F 0 £1 for all £1 E £(M). 
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Proof. We noted above that the map on sections induced by a smooth 
bundle map is linear over COO(M). Conversely, suppose:J': £(M) -+ E.'(M) 
is linear over Coo (M). First we will show that :J' acts locally: If a1 == a2 
in some open set U c M, then :J'(ad == :J'(a2) in U. Writing r = a1 - a2, 
it suffices by linearity of :J' to assume that r vanishes in U and show that 
:J'(r) does too. For any p E U, let 'lj; E COO(M) be a smooth bump function 
that is supported in U and is equal to 1 at p. Because 'lj;r is identically zero 
on M, the fact that :J' is linear over Coo (M) implies 

0= :J'('lj;r) = 'l/J:J'(r). 

Evaluating at p shows that :J'(r)(p) = 'lj;(p):J'(r)(p) = 0; since the same is 
true for every p E U, the claim follows. 

Next we show that :J' actually acts pointwise: If a1(p) = a2(p), then 
:J'(a1)(p) = :J'(a2)(p). Once again, it suffices to assume that r(p) = 0 and 
show that :J'(r)(p) = O. Let (a1, ... ,ak) be a smooth local frame for E in 
some neighborhood of p, and write r in terms of this frame as r = uiai for 
some smooth functions ui defined near p. The fact that r(p) = 0 means 
that u1(p) = ... = uk(p) = o. By the extension lemmas for vector bundles 
and for functions, there exist smooth global sections ai E £(M) that agree 
with ai in a neighborhood of p, and smooth functions iii E COO(M) that 
agree with ui in a neighborhood of p. Then since r = iiiai near p, we have 

which proves the claim. 
Define a bundle map F: E -+ E' as follows. For any p EM and vEEp, 

let F(v) = :J'(v)(p) E E~, where v is any global smooth section of E such 
that v(p) = v. The discussion above shows that the resulting element of 
E~ is independent of the choice of section. This map F clearly satisfies 
7f' 0 F = 7f, and it is linear on each fiber because of the linearity of :J'. It 
also satisfies Foa(p) = :J'(a)(p) for any a E £(M) by definition. It remains 
only to show that F is smooth. It suffices to show that it is smooth in a 
neighborhood of each point. 

Given p E M, let (ai) be a local frame for E on some neighborhood of 
p. By the extension lemma, there are global sections ai that agree with ai 
in a (smaller) neighborhood U of p. Shrinking U further if necessary, we 
may also assume that there exists a smooth local frame (aj) for E' over U. 
Because :J' maps smooth global sections of E to smooth global sections of 
E', there are smooth functions Ai E COO(U) such that :J'(ai) lu = Aiaj. 

For any q E U and v E Eq , we can write v = viai(q) for some real 
numbers (VI, . .. , vk), and then 

because viai is a global smooth section of E whose value at q is v. If q, and 
q,' denote the local trivializations of E associated with the frames (ai) and 
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(aD, respectively, it follows that the composite map <I>' oFo<I>-l: U X JRk --+ 
U x JRm has the form 

which is smooth. Because <I> and <I>' are diffeomorphisms, this shows that 
F is smooth on 7r-l(U). 0 

Later, after we have developed more tools, we will see many examples of 
smooth bundle maps. For now, here are two elementary examples. 

Example 5.17 (Bundle Maps). 

(a) If X is a smooth vector field on JR3, the cross product with X defines a 
map from 'J (JR3) to itself: Y t-+ X X Y. Since it is linear over Coo (JR3) 
in Y, it determines a bundle map from TJR3 to TJR3 . 

(b) Similarly, the Euclidean dot product with X defines a map from 
'J (JR3) to Coo (JR3) , which is linear over Coo (JR3) and therefore 
determines a bundle map from TJR3 to the trivial line bundle JR3 X R 

Because of Proposition 5.16, we will frequently use the same sym­
bol for both a bundle map F: E --+ E' over M and the linear map 
F: £(M) --+ c'(M) that it induces on sections, and we will refer to a map 
of either of these types as a bundle map. Because the action on sections is 
obtained simply by applying the bundle map pointwise, this should cause 
no confusion. In fact, we have been doing the same thing all along. For 
example, we use the same notation X t-+ 2X to denote both the operation 
of multiplying vectors in each tangent space TpM by 2, and the operation 
of multiplying vector fields by 2. Because multiplying by 2 is a bundle map 
from T M to itself, there is no ambiguity about what is meant. 

It should be noted that most maps that involve differentiation are not 
bundle maps. For example, if X is a smooth vector field on M, the deriva­
tion X: Coo (M) --+ Coo (M) is not a bundle map from the trivial line bundle 
to itself, because it is not linear over Coo. Similarly, for a fixed vector field 
X, the map Y t-+ [X, Y] is a linear map from 'J(M) to itself, but it is not a 
bundle map because it satisfies (4.7) instead of linearity over Coo (M). As 
a rule of thumb, a linear map that takes smooth sections of one bundle to 
smooth sections of another is likely to be a bundle map if it acts pointwise, 
but not if it involves differentiation. 

Categories and Functors 

Another useful perspective on the tangent bundle is provided by the theory 
of categories. In this section we summarize the basic definitions of category 
theory. We will not do much with the theory in this book, but we mention 
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it because it provides a convenient and powerful language for talking about 
many of the mathematical structures we will meet. 

A category C consists of three things: 

• a class of objects; 

• for each pair X, Y of objects a set Homc(X, Y) whose elements are 
called morphisms; 

• and for each triple X, Y, Z of objects a map called composition: 
Homc(X, Y) x Homc(Y, Z) -+ Homc(X, Z), written (J, g) t-t g 0 f. 

The morphisms are required to satisfy the following properties: 

(i) ASSOCIATIVITY: (J 0 g) 0 h = f 0 (g 0 h). 

(ii) EXISTENCE OF IDENTITIES: For each object X in C, there exists 
an identity morphism Idx E Homc(X, X), satisfying Idyof = f = 
f 0 Idx for all f E Homc(X, Y). 

A morphism f E Homc(X, Y) is called an isomorphism in C if there exists 
a morphism 9 E Homc(Y, X) such that fog = Idy and 9 0 f = Idx . 

Example 5.18 (Categories). In most of the categories that one meets 
"in nature," the objects are sets with some extra structure, the morphisms 
are maps that preserve that structure, and the composition laws and iden­
tity morphisms are the obvious ones. Some of the categories of this type 
that will appear in this book (implicitly or explicitly) are listed below. In 
each case, we describe the category by giving its objects and its morphisms. 

• SET: Sets and maps. 

• TOP: Topological spaces and continuous maps. 

• TM: Topological manifolds and continuous maps. 

• SM: Smooth manifolds and smooth maps. 

• VB: Smooth vector bundles and smooth bundle maps. 

• VECT 1R: Real vector spaces and real-linear maps. 

• VECT c: Complex vector spaces and complex-linear maps. 

• GROUP: Groups and group homomorphisms. 

• AB: Abelian groups and group homomorphisms. 

• LIE: Lie groups and Lie group homomorphisms. 

• lie: Lie algebras and Lie algebra homomorphisms. 

The reason we are careful to use the word "class" instead of "set" for the 
collection of objects in a category is that some categories are "too large" to 
be considered sets. For example, in the category SET, the class of objects is 
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the class of all sets; any attempt to treat this class as a set in its own right 
leads to the well-known Russell paradox of set theory. (See the Appendix 
to [LeeOO] or almost any book on set theory for more.) 

The most important construction in category theory is the following. If 
C and D are categories, a covariant functor from C to D is a rule ~ that 
assigns to each object X in C an object ~(X) in D, and to each morphism 
f E Homc(X, Y) a morphism ~(f) E HomD(~(X), ~(Y)), so that identities 
and composition are preserved: 

~(Idx) = Id~(x); ~(g 0 h) = ~(g) 0 ~(h). 

We will also need to consider functors that reverse morphisms: A con­
travariant functor ~ from C to D assigns to each object X in C an 
object ~(X) in D, and to each morphism 9 E Homc(X, Y) a morphism 
~(g) E HomD(~(Y)' ~(X)), such that 

~(Idx) = Id~(x); ~(g 0 h) = ~(h) 0 ~(g). 

If the functor is understood, it is common for the morphism induced by a 
covariant functor to be denoted by g* instead of ~(g), and that induced by 
a contravariant functor by g*. 

<> Exercise 5.8. Show that any (covariant or contravariant) functor from 
C to D takes isomorphisms in C to isomorphisms in D. 

One trivial example of a covariant functor from any category to itself is 
the identity functor, which takes each object and each morphism to itself. 
Another example is the forgetful functor: If C is a category whose objects 
are sets with some additional structure and whose morphisms are maps 
preserving that structure (as are all the categories listed in Example 5.18 
except the first), the forgetful functor ~: C -t SET assigns to each object 
its underlying set, and to each morphism the same map thought of as a 
map between sets. 

More interesting functors arise when we associate "invariants" to classes 
of mathematical objects. For example, Proposition 4.26 shows that the as­
signment G r-+ Lie( G), F r-+ F* is a covariant functor from the category of 
Lie groups to the category of Lie algebras. If we define TOP * to be the cat­
egory whose objects are pointed topological spaces (i.e., topological spaces 
together with a choice of base point in each) and whose morphisms are 
continuous maps taking base points to base points, then the fundamental 
group is a covariant functor from TOP* to GROUP. 

The discussion in this chapter has given us another important example of 
a functor: The tangent functor is a covariant functor from the category SM 
of smooth manifolds to the category VB of smooth vector bundles. To each 
smooth manifold M it assigns the tangent bundle T M -t M, and to each 
smooth map F: M -t N it assigns the pushforward F* : T M -t TN, which 
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is a smooth bundle map by Exercise 5.7. The fact that this is a functor is 
the content of parts (b) and (c) of Lemma 3.5. 

Problems 

5-1. If E is a vector bundle over a topological space M, show that the 
projection map 1r: E -+ M is a homotopy equivalence. 

5-2. Prove that the space E constructed in Example 5.2, together with 
the projection 1r: E -+ §1, is a smooth rank-l vector bundle over §1, 
and show that it is nontrivial. 

5-3. Let 1r: E -+ M be a smooth vector bundle of rank k over a smooth 
manifold M. Suppose {Uo}oEA is an open cover of M, and for each 
a E A we are given a smooth local trivialization <Po: 1r-1 (Uo ) -+ Uo x 
~k of E. For each a, (3 E A such that uo nu(3 #- 0, let To(3: uo nu(3 -+ 
GL(k,~) be the transition function defined by (5.3). Show that the 
following identity is satisfied for all a, {3, I E A: 

(5.6) 

(Here juxtaposition of matrices represents matrix multiplication.) 

5-4. Let M be a smooth manifold and let {Uo}oEA be an open cover of M. 
Suppose for each a, (3 E A we are given a smooth map To(3: uo nu(3 -+ 
GL(k,~) such that (5.6) is satisfied for all a, (3, lEA. Show that 
there is a smooth rank-k vector bundle E -+ M with smooth local 
trivializations <Po: 1r-1 (Uo ) -+ Uo X~k whose transition functions are 
the given maps To (3. [Hint: Define an appropriate equivalence relation 
on lloEA (Uo x ~k), and use the bundle construction lemma.] 

5-5. Let 1r: E -+ M and if: E -+ M be two smooth rank-k vector bundles 
over a smooth manifol<!.. M. Suppose {Uo}oEA is an open cover of M 
such that both E and E admit smooth local trivializations over each 
U o. Let {T o(3} and {To(3} denote the transi,?on functions determined 
by the g!yen local trivializations of E and E, respectively. Show that 
E and E are smoothly isomorphic over M if and only if for each 
a E A there exists a smooth map a o : Uo -+ GL(k,~) such that 

To(3(p) = ao(p)-lTo(3(p)a(3(p), p E Uo n U(3. 

5-6. Let U = §l ,,{I} and V = §l" {-I}, and define T: Unv -+ GL(l,~) 
by 

T(Z) = {(I), Imz > 0, 
(-1), Imz < o. 
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By the result of Problem 5-4, there is a smooth real line bundle F --+ 
§1 that is trivial over U and V, and has T as transition function. Show 
that F is smoothly isomorphic to the Mobius bundle of Example 5.2. 

5-7. Compute the transition function for T§2 associated with the two local 
trivializations determined by stereographic coordinates. 

5-8. Let IT: E --+ M be a smooth vector bundle of rank k, and sup­
pose 0'1, ••. , 0' m are independent smooth local sections over an open 
subset U eM. Show that for each p E U there are smooth sec­
tions O'm+1, ... ,O'k defined on some neighborhood V of p such that 
(O'1,"',O'k) is a smooth local frame for E over Un V. 

5-9. Suppose E and E' are vector bundles over a smooth manifold M, 
and F: E --+ E' is a bijective bundle map over M. Show that F is a 
bundle isomorphism. 

5-10. Consider the following vector fields on JR,4: 

2 0 1 0 4 0 3 0 
Xl = -x ox1 + X ox2 + X ox3 - X ox4 ' 

3 0 4 0 1 0 2 0 
X 2 = -x ox1 - X ox2 + X ox3 + X ox4 ' 

4 0 3 0 2 0 1 0 
X3 = -x ox1 + X ox2 - X ox3 + X ox4 ' 

Show that there are smooth vector fields VI, V2 , V3 on §3 such that 
Vj is ~-related to Xj for j = 1,2,3, where~: §3 Y JR,4 is inclusion. 
Conclude that §3 is parallelizable. 

5-11. Let V be a finite-dimensional vector space, and let Gk(V) be the 
Grassmannian of k-dimensional subspaces of V. Let T be the disjoint 
union of all these k-dimensional subspaces: 

T= II s· , 
SEGkev) 

and let IT: T --+ Gk(V) be the natural map sending each point xES 
to S. Show that T has a unique smooth manifold structure making it 
into a smooth rank-k vector bundle over Gk(V), with IT as projection 
and with the vector space structure on each fiber inherited from V. 
[Remark: T is sometimes called the tautological vector bundle over 
Gk(V), because the fiber over each point S E Gk(V) is S itself.] 

5-12. Show that the tautological vector bundle over G1 (JR,2) is isomorphic 
to the Mobius bundle. (See Problems 5-2, 5-6, and 5-11.) 

5-13. Let Va be the category whose objects are finite-dimensional real vec­
tor spaces and whose morphisms are linear isomorphisms. If J' is a 
covariant functor from Va to itself, for each finite-dimensional vector 
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space V we get a map:f: GL(V) -+ GL(:f(V)) sending each isomor­
phism A: V -+ V to the induced isomorphism :f(A): :f(V) -+ :f(V). 
We say :f is a smooth functor if this map is smooth for every V. If 
:f: Vo -+ Vo is a smooth functor, show that for every smooth vector 
bundle E -+ M there is a smooth vector bundle :f(E) -+ M whose 
fiber at each point p E M is :f(Ep). 



6 
The Cotangent Bundle 

In this chapter we introduce a construction that is not typically seen in 
elementary calculus: tangent covectors, which are linear functionals on the 
tangent space at a point p E M. The space of all covectors at p is a vector 
space called the cotangent space at p; in linear-algebraic terms, it is the 
dual space to TpM. The union of all cotangent spaces at all points of Mis 
a vector bundle called the cotangent bundle. 

Whereas tangent vectors give us a coordinate-free interpretation of 
derivatives of curves, it turns out that derivatives of real-valued functions 
on a manifold are most naturally interpreted as tangent covectors. Thus we 
define the differential of a real-valued function as a covector field (a smooth 
section ofthe cotangent bundle); it is a sort of coordinate-independent ana­
logue of the classical gradient. We then explore the behavior of covector 
fields under smooth maps, and show that smooth covector fields on the 
range of a smooth map always pull back to smooth covector fields on the 
domain. 

In the second half of the chapter we define line integrals of covector 
fields. This allows us to generalize the classical notion of line integrals to 
manifolds. Then we explore the relationships among three closely related 
types of covector fields: exact (those that are the differentials of functions), 
conservative (those whose line integrals around closed curves are zero), and 
closed (those that satisfy a certain differential equation in coordinates). 
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Covectors 

Let V be a finite-dimensional vector space. (As usual, all of our vector 
spaces are assumed to be real.) We define a covector on V to be a real­
valued linear functional on V, that is, a linear map w: V --+ JR.. The space of 
all covectors on V is itself a real vector space under the obvious operations 
of pointwise addition and scalar multiplication. It is denoted by V* and 
called the dual space to V. 

The most important fact about V* is expressed in the following 
proposition. 

Proposition 6.1. Let V be a finite-dimensional vector space. If 
(El, ... ,En) is any basis for V, then the covectors (cl, ... ,cn ), defined 
by 

ci(E-) = <5i = {1 if i = j, 
J J 0 if i i= j, 

form a basis for V*, called the dual basis to (Ei). Therefore, dim V* = 
dimV. 

Remark. The symbol <5) used in this proposition, meaning 1 if i = j and 0 
otherwise, is called the Kr'onecker delta. 

<> Exercise 6.1. Prove Proposition 6.1. 

For example, if (ei) denotes the standard basis for JR.n, we denote the dual 
basis by (el, ... , en) (note the upper indices), and call it the standard dual 
basis. These basis covectors are the linear functions from JR.n to JR. given by 

j ( ) _ j ( 1 n) _ j e v -e v, ... ,v -v. 

In other words, ej is just the linear functional that picks out the jth com­
ponent of a vector. In matrix notation, a linear map from JR.n to JR. is 
represented by a 1 x n matrix, i.e., a row matrix. The basis covectors can 
therefore also be thought of as the linear functionals represented by the 
row matrices 

e1 = (1 0 ... 0), ... , en = (0 ... 01) . 

In general, if (Ei) is a basis for V and (cj ) is its dual basis, then for any 
vector X = Xi Ei E V, we have 

cj(X) = Xicj(Ei) = Xi<5{ = X j . 

Thus, just as in the case of JR.n, cj picks out the jth component of a vector 
with respect to the basis (Ed. More generally, Proposition 6.1 shows that 
we can express an arbitrary covector w E V* in terms of the dual basis as 

(6.1) 
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where the components Wj are determined by 

The action of W on a vector X = Xi Ei is 

(6.2) 

We will always write basis covectors with upper indices, and components 
of a covector with lower indices, because this helps to ensure that mathe­
matically meaningful expressions such as (6.1) and (6.2) will always follow 
our index conventions: Any index that is to be summed over in a given 
term appears exactly twice, once as a subscript and once as a superscript. 

Suppose V and W are vector spaces and A: V -+ W is a linear map. We 
define a linear map A *: W* -+ V*, called the dual map or transpose of A, 
by 

(A*w)(X) = w(AX) for w E W*, X E V. 

<> Exercise 6.2. Show that A*w is actually a linear functional on V, and 
that A * is a linear map. 

Proposition 6.2. The dual map satisfies the following properties. 

(a) (AoB)*=B*oA*. 

(b) (Idv)*: V* -+ V* is the identity map of V*. 

<> Exercise 6.3. Prove the preceding proposition. 

Corollary 6.3. The assignment that sends a vector space to its dual space 
and a linear map to its dual map is a contravariant functor from the 
category of real vector spaces to itself. 

Apart from the fact that the dimension of V* is the same as that of V, 
the second most important fact about dual spaces is the following charac­
terization of the second dual space V** = (V*)*. For each vector space V 
there is a natural, basis-independent map ~: V -+ V**, defined as follows. 
For each vector X E V, define a linear functional ~(X): V* -+ IR by 

~(X)(w) = w(X) for wE V*. (6.3) 

<> Exercise 6.4. Let V be a vector space. 

(a) For any X E V, show that ~(X)(w) depends linearly on w, so that 
~(X) E V**. 

(b) Show that the map ~: V -+ V** is linear. 

Proposition 6.4. For any finite-dimensional vector space V, the map 
~: V -+ V** is an isomorphism. 
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Proof. Because V and V* have the same dimension, it suffices to verify 
that ~ is injective. Suppose X E V is not zero. Extend X to a basis (X = 
E 1 , .•. ,En) for V, and let (E 1 , ..• , En) denote the dual basis for V*. Then 

so ~(X) "I o. o 
The preceding proposition shows that when V is finite-dimensional, we 

can unambiguously identify V** with V itself, because the map ~ is canoni­
cally defined, without reference to any basis. It is important to observe that 
although V* is also isomorphic to V (for the simple reason that any two 
vector spaces of the same dimension are isomorphic), there is no canonical 
isomorphism V 3:' V*. One way to make this statement precise is indicated 
in Problem 6-l. 

Because of Proposition 6.4, the real number w(X) obtained by applying 
a covector w to a vector X is sometimes denoted by either of the more 
symmetric-looking notations (w, X) and (X, w); both expressions can be 
thought of either as the action of the covector w E V* on the vector X E V, 
or as the action of the covector ~(X) E V** on the element w E V*. There 
should be no cause for confusion with the use of the same angle bracket 
notation for inner products: Whenever one of the arguments is a vector and 
the other a covector, the notation (w, X) is always to be interpreted as the 
natural pairing between vectors and covectors, not as an inner product. We 
will typically omit any mention of the map ~, and think of X E V either 
as a vector or as a linear functional on V*, depending on the context. 

There is also a symmetry between bases and dual bases for a finite­
dimensional vector space V: Any basis for V determines a dual basis for 
V*, and conversely, any basis for V* determines a dual basis for V** = V. 
It is easy to check that if (Ei) is the basis for V* dual to a basis (Ei) for V, 
then (Ei) is the basis dual to (Ei), because both statements are equivalent 
to the relation (Ei, Ej ) = OJ. 

Tangent Covectors on Manifolds 

Now let M be a smooth manifold. For each p EM, we define the cotangent 
space at p, denoted by T; M, to be the dual space to TpM: 

T;M = (TpM)*. 

Elements of T; M are called tangent covectors at p, or just covectors at p. 
If (Xi) are smooth local coordinates on an open subset U c M, then for 

each p E U, the coordinate basis (8/8xilp) gives rise to a dual basis for 
T; M, which we denote for the moment by (Ai Ip). (In a short while, we 
will come up with a better notation.) Any covector WET; M can thus be 
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Suppose now that (xj) is another set of smooth coordinates whose domain 

contains p, and let ();j Ip) denote the basis for T; M dual to (0/ oxj Ip). We 
can compute the components of the same covector W with respect to the 
new coordinate system as follows. First observe that the computations in 
Chapter 3 show that the coordinate vector fields transform as follows: 

01 oxj 01 ~ = ~(p) .<::1- • ux' P ux' uxJ p 
(6.4) 

Writing W in both systems as 

W = Wi,Xilp = w)jlp, 
we can use (6.4) to compute the components Wi in terms of Wj: 

( a I) (ox j a I) oxj 
-

Wi = W oxi p = W oxi (p) oxj p = oxi (p)Wj. (6.5) 

As we mentioned in Chapter 3, in the early days of smooth manifold 
theory, before most of the abstract coordinate-free definitions we are using 
were developed, mathematicians tended to think of a tangent vector at a 
point p as an assignment of an n-tuple of real numbers to each smooth 
coordinate system, with the property that the n-tuples (Xl, ... , xn) and 

(Xl, ... ,xn) assigned to two different coordinate systems (xi) and (xj) 
were related by the transformation law that we derived in Chapter 3: 

(6.6) 

Similarly, a tangent covector was thought of as an n-tuple (Wl' ... , wn ) that 
transforms, by virtue of (6.5), according to the following slightly different 
rule: 

(6.7) 

Since the transformation law (6.4) for the coordinate partial derivatives 
follows directly from the chain rule, it can be thought of as fundamental. 
Thus it became customary to call tangent covectors covariant vectors be­
cause their components transform in the same way as ("vary with") the 
coordinate partial derivatives, with the Jacobian matrix (ox j / ox i ) mul­
tiplying the objects associated with the "new" coordinates (xj) to obtain 
those associated with the "old" coordinates (xi). Analogously, tangent vec­
tors were called contravariant vectors, because their components transform 
in the opposite way. (Remember, it was the component n-tuples that were 
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thought of as the objects of interest.) Admittedly, these terms do not make 
a lot of sense, but by now they are well entrenched, and we will see them 
again in Chapter 11. Note that this use of the terms covariant and con­
travariant has nothing to do with the covariant and contravariant functors 
of category theory! 

The Cotangent Bundle 

The disjoint union 

T*M = II T;M 
pEM 

is called the cotangent bundle of M. It has a natural projection map 
7r: T* M -+ M sending WET; M to p EM. As above, given any smooth lo­
cal coordinates (Xi) on U eM, for each p E U we denote the basis for T; M 
dual to (%xilp) by (Ailp). This defines n maps Al, ... ,An : U -+ T*M, 
called coordinate covector fields. 

Proposition 6.5. Let M be a smooth manifold and let T* M be its cotan­
gent bundle. With its standard projection map and the natural vector space 
structure on each fiber, T* M has a unique smooth manifold structure mak­
ing it into a rank-n vector bundle over M for which all coordinate covector 
fields are smooth local sections. 

Proof. The proof is just like the one we gave for the tangent bundle. 
Given a smooth chart (U, r.p) on M, with coordinate functions (xi), define 
<I>: 7r- 1 (U) -+ U x IRn by 

<I> (eiAilp) = (p, (6,···, en)), 

where Ai is the ith coordinate covector field associated with (xi). Suppose 

(fJ,0) is another smooth chart with coordinate functions (xj) , and let 

(j): 7r- 1 (fJ) -+ fJ x IRn be defined analogously. On 7r- 1 (U n V), it follows 
from (6.5) that 

The GL(n,IR)-valued function (oxj /ox i ) is smooth, so it follows from the 
bundle construction lemma that T* M has a smooth structure making 
it into a smooth vector bundle for which the maps <I> are smooth local 
trivializations. Uniqueness follows as in the proof of Proposition 5.3. D 

As in the case of the tangent bundle, smooth local coordinates for M 
yield smooth local coordinates for its cotangent bundle. If (xi) are smooth 
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coordinates on an open set U C M, Corollary 5.12 shows that the map 
from 7r-l(U) to ~2n given by 

~i).ilp rl (Xl(p), ... ,xn(p),6, ... '~n) 

is a smooth coordinate chart for T* M. We will call (Xi, ~i) the standard 
coordinates for T* M associated with (Xi). (In this situation, we must forgo 
our insistence that coordinate functions have upper indices, because the 
fiber coordinates ~i are already required by our index conventions to have 
lower indices. Nonetheless, the convention still holds that each index to be 
summed over in a given term appears once as a superscript and once as a 
subscript. ) 

A section of T* M is called a covector field or a (differential) I-form. (The 
reason for the latter terminology will become clear in Chapter 12, when we 
define differential k-forms for k > 1.) As we did with vector fields, we will 
write the value of a covector field W at a point p E M as wp instead of w(p), 
to avoid conflict with the notation for the action of a covector on a vector. 
In any smooth local coordinates on an open set U eM, a covector field W 

can be written in terms of the coordinate covector fields ().i) as W = Wi).i 

for n functions Wi: U -+ ~ called the component functions of w. They are 
characterized by 

Just as in the case of vector fields, there are several ways to check for 
smoothness of a covector field. 

Lemma 6.6 (Smoothness Criteria for Covector Fields). Let M be 
a smooth manifold, and let w: M -+ T* M be a rough section. 

(a) If W = Wi). i is the coordinate representation for W in any smooth chart 
(U, (xi)) for M, then W is smooth on U if and only if its component 
functions Wi are smooth. 

( b) W is smooth if and only if for every smooth vector field X on an open 
subset U C M, the function (w, X): U -+ ~ defined by 

(w, X)(p) = (wp, Xp) = wp(Xp) 

is smooth. 

o Exercise 6.5. Prove Lemma 6.6. 

An ordered n-tuple of covector fields (101, ... , en) defined on some open 
set U C M is called a local coframe for Mover U if (e i Ip) forms a basis 
for T; M at each point p E U. If U = M, it is called a global coframe. (A 
local coframe is just a local frame for T* M, in the terminology introduced 
in Chapter 5.) Given a local frame (E l , ... , En) for TM over an open 
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Figure 6.1. A covector field. 

set U, there is a uniquely determined local coframe (c:1 , ... , c:n ) satisfying 
c:i(Ej ) = 8]. This coframe is called the dual coframe to the given frame. If 
(Ei) is a smooth frame, then its dual coframe (C:i) is smooth by part (b) 
of the preceding lemma. For example, in any smooth chart, the coordinate 
vector fields (Ai) constitute a smooth local coframe, called a coordinate 
coframe. It is the coframe dual to the coordinate frame. 

We denote the real vector space of all smooth covector fields on M by 
'J* (M). As smooth sections of a vector bundle, elements of 'J* (M) can be 
multiplied by smooth real-valued functions: If f E COO(M) and wE 'J*(M), 
the covector field fw is defined by 

(6.8) 

Like the space of smooth vector fields, 'J*(M) is a module over COO(M). 
Geometrically, we think of a vector field on M as a rule that attaches 

an arrow to each point of M. What kind of geometric picture can we 
form of a covector field? The key idea is that a nonzero linear functional 
wp E T; M is completely determined by two pieces of data: its kernel, which 
is a codimension-1 linear subspace of TpM (a hyperplane), and the set of 
vectors X for which wp(X) = 1, which is an affine hyperplane parallel to 
the kernel. (Actually, the set where wp(X) = 1 alone suffices, but it is useful 
to visualize the two parallel hyperplanes.) The value of wp(X) for any other 
vector X is then obtained by linear interpolation or extrapolation. 

Thus you can visualize a covector field as defining a pair of affine hyper­
planes in each tangent space, one through the origin and another parallel 
to it, and varying continuously from point to point (Figure 6.1). At points 
where the covector field takes on the value zero, one of the hyperplanes 
goes off to infinity. 
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The Differential of a Function 

In elementary calculus, the gradient of a smooth real-valued function f 
on IRn is defined as the vector field whose components are the partial 
derivatives of f. In our notation, this would read 

n {)f {) 
gradf = ~ -{) . -{) .. 

~ x' x' 
i=l 

Unfortunately, in this form, the gradient does not make coordinate­
independent sense. (The fact that it violates our index conventions should 
be taken as a strong clue.) 

<> Exercise 6.6. Let f (x, y) = x2 on ~2, and let X be the vector field 

a 
X = grad f = 2x ax . 

Compute the coordinate expression of X in polar coordinates (on some open 
set on which they are defined) using (6.4) and show that it is not equal to 

Although the first partial derivatives of a smooth function cannot be 
interpreted in a coordinate-independent way as the components of a vector 
field, it turns out that they can be interpreted as the components of a 
covector field. This is the most important application of covector fields. 

Let f be a smooth real-valued function on a smooth manifold M. (As 
usual, all of this discussion applies to functions defined on an open subset 
U eM, simply by replacing M by U throughout.) We define a covector 
field df, called the differential of f, by 

Lemma 6.7. The differential of a smooth function is a smooth covector 
field. 

Proof. It is straightforward to verify that at each point p E M, dfp(Xp) 
depends linearly on X p, so that dfp is indeed a covector at p. To see that 
df is smooth, we use Lemma 6.6(b): For any smooth vector field X on an 
open subset U c M, the function (dj,X) is smooth because it is equal to 
Xf. 0 

To see what df looks like more concretely, we need to compute its coor­
dinate representation. Let (xi) be smooth coordinates on an open subset 
U c M, and let (Ai) be the corresponding coordinate coframe on U. Writ­
ing df in coordinates as dfp = Ai(p)Ailp for some functions Ai: U --+ IR, the 
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definition of df implies 

Ai(P) = dfp ( a~i Ip) = a~i Ip f = :;i (p). 

This yields the following formula for the coordinate representation of df: 

af i 
dfp = -a . (p). Ip' x' 

(6.9) 

Thus the component functions of df in any smooth coordinate chart are the 
partial derivatives of f with respect to those coordinates. Because of this, 
we can think of df as an analogue of the classical gradient, reinterpreted in 
a way that makes coordinate-independent sense on a manifold. 

If we apply (6.9) to the special case in which f is one of the coordinate 
functions x j : U -+ JR, we obtain 

d j I - ax j 
( ) \i I - d \i I - \j I x p - -a . PAp - Ui A P - A p' x' 

In other words, the coordinate covector field >.j is none other than dx j ! 
Therefore, the formula (6.9) for dfp can be rewritten as 

af i 
dfp = -a . (p)dx Ip, x' 

or as an equation between covector fields instead of covectors: 

af i 
df= -a .dx. 

x' 
In particular, in the I-dimensional case, this reduces to 

df 
df = dx dx . 

(6.10) 

Thus we have recovered the familiar classical expression for the differential 
of a function f in coordinates. Henceforth, we will abandon the notation 
). i for the coordinate coframe, and use dxi instead. 

Example 6.S. If f(x, y) = x2y cos X on JR2, then df is given by the formula 

a (x2y cos x) a (x2y cos x) 
df = ax dx + ay dy 

= (2xy cos x - x2ysinx) dx + x2 cosxdy. 

Proposition 6.9 (Properties of the Differential). Let M be a smooth 
manifold, and let f,g E COO(M). 

(a) For any constants a, b, deaf + bg) = adf + bdg. 

(b) d(fg) = f dg + gdf· 

(c) d(f /g) = (gdf - f dg)/g2 on the set where 9 -=I- O. 
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(d) If J c ~ is an interval containing the image of f, and h: J -t ~ is 
a smooth function, then d( h 0 f) = (hi 0 f) df. 

( e) If f is constant, then df = o. 

<> Exercise 6.7. Prove Proposition 6.9. 

One very important property of the differential is the following 
characterization of smooth functions with vanishing differentials. 

Proposition 6.10 (Functions with Vanishing Differentials). Iff is 
a smooth real-valued function on a smooth manifold M, then df = 0 if and 
only if f is constant on each component of M. 

Proof. It suffices to assume that M is connected and show that df = 0 if 
and only if f is constant. One direction is immediate: If f is constant, then 
df = 0 by Proposition 6.9(e). Conversely, suppose df = 0, let p E M, and 
let e = {q EM: f(q) = f(p)}. If q is any point in e, let U be a smooth 
coordinate ball centered at q. From (6.10) we see that 8f /8x i == 0 in U for 
each i, so by elementary calculus f is constant on U. This shows that e is 
open, and since it is closed by continuity, it must be all of M. Thus f is 
everywhere equal to the constant f (p). 0 

In elementary calculus, one thinks of df as an approximation for the 
small change in the value of f caused by small changes in the independent 
variables xi. In our present context, df has the same meaning, provided we 
interpret everything appropriately. Suppose M is a smooth manifold and 
f E Coo (M), and let p be a point in M. By choosing smooth coordinates 
on a neighborhood of p, we can think of f as a function on an open subset 
U c ~n. Recall that dx i Ip is the linear functional that picks out the ith 
component of a tangent vector at p. Writing tlf = f(p + v) - f(p) for 
v E ~n, Taylor's theorem shows that tlf is well approximated when v is 
small by 

8f . 8f . 
tlf:=:::! ~(p)v' = ~(p)dx'lp(v) = dfp(v) 

ux' ux' 

(where now we are considering v as an element of Tp~n via our usual 
identification Tp~n +-+ ~n). In other words, dfp is the linear functional 
that best approximates tlf near p (Figure 6.2). The great power of the 
concept of the differential comes from the fact that we can define df invari­
antly on any manifold, without resorting to any vague arguments involving 
infinitesimals. 

The next result is an analogue of Proposition 3.12 for the differential. 

Proposition 6.11 (Derivative of a Function Along a Curve). Sup­
pose M is a smooth manifold, 'Y: J -t M is a smooth curve, and f: M -t 

lR is a smooth function. Then the derivative of the real-valued function 
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z 

Figure 6.2. The differential as an approximation to 6f. 

to 

Figure 6.3. Derivative of a function along a curve. 

f 0 T ~ -+ ~ is given by 

(f 0 ,)'(t) = df"f(t) (r'(t)). 

Proof. See Figure 6.3. Directly from the definitions, for any to E J, 

df"f(to)(r'(to)) = ,'(to)f 

= ( ,* :t Ito) f 

=~I (fo,) 
dt to 

= (f o,)'(to) 

(definition of df) 

(definition of " (t)) 

(definition of "1*) 

(definition of d/dtl to )' 

(6.11) 

o 
It is important to observe that for a smooth real-valued function f: M -+ 

~, we have now defined two different kinds of derivative of f at a point 
p EM. In Chapter 3 we defined the pushforward f* as a linear map from 
TpM to Tf(p)R In this chapter we defined the differential dfp as a covector 
at p, which is to say a linear map from TpM to R These are really the same 
object, once we take into account the canonical identification between ~ 
and its tangent space at any point; one easy way to see this is to note that 
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both are represented in coordinates by the row matrix whose components 
are the partial derivatives of f. 

Similarly, if 1 is a smooth curve in M, we have two different meanings 
for the expression (f 01)' (t). On the one hand, f 0 1 can be interpreted as 
a smooth curve in JR., and thus (f 0 1)' (t) is its tangent vector at the point 
f 0 1(t), an element of the tangent space Tfol'(t)R Proposition 3.12 shows 
that this tangent vector is equal to f*('"'!'(t)). On the other hand, f 0 1 can 
also be considered simply as a real-valued function of one real variable, 
and then (f 0 1)'(t) is just its ordinary derivative. Proposition 6.11 shows 
that this derivative is equal to the real number dfl'(t) ('"'!'(t)). Which of these 
interpretations we choose will depend on the purpose we have in mind. 

Pullbacks 

As we have seen, a smooth map yields a linear map on tangent vectors 
called the pushforward. Dualizing this leads to a linear map on covectors 
going in the opposite direction. 

Let F: M -t N be a smooth map, and let p E M be arbitrary. The 
pushforward map 

yields a dual linear map 

(F*)*: Tp(p)N -t T; M. 

To avoid a proliferation of stars, we write this map, called the pullback 
associated with F, as 

F* : Tp(p)N --t T; M. 

Unraveling the definitions, we see that F* is characterized by 

(F*w)(X) = w(F*X), 

When we introduced the push forward map, we made a point of noting 
that vector fields do not push forward to vector fields, except in the special 
case of a diffeomorphism. The surprising thing about pullbacks is that 
smooth covector fields always pull back to smooth covector fields. Given 
a smooth map G: M -t N and a smooth covector field w on N, define a 
covector field G*w on M by 

(6.12) 

Observe that there is no ambiguity here about what point to pull back 
from, in contrast to the vector field case. We will prove in Proposition 6.13 
below that G*w is smooth. Before doing so, let us examine two important 
special cases. 
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Lemma 6.12. Let G: M -+ N be a smooth map, and suppose j E COO(N) 
and wE 'J*(N). Then 

G*dj = d(f 0 G); 
G*(fw) = (f 0 G)G*w. 

Proof. To prove (6.13), we let Xp E TpM be arbitrary, and compute 

(G*df)p(Xp) = (G*(djc(p)))(Xp) 

= djc(p) (G*Xp) 
= (G*Xp)f 
= Xp(f oG) 

(by (6.12)) 
(by definition of G*) 
(by definition of df) 
(by definition of G*) 

(6.13) 

(6.14) 

= d(f 0 G)p(Xp) (by definition of d(f 0 G)). 

Similarly, for (6.14) we compute 

(G*(fw))p = G*((fw)c(p)) 
= G*(f(G(p))WC(p)) 
= j(G(p))G*(WC(p)) 
= j(G(p))(G*w)p 
= ((f 0 G)G*w)p 

(by (6.12)) 

(by (6.8)) 
(by linearity of G*) 
(by (6.12)) 
(by (6.8)). D 

Proposition 6.13. Suppose G: M -+ N is smooth, and let w be a smooth 
covector field on N. Then G* w is a smooth covector field on M. 

Proof. Let p EM be arbitrary, and choose smooth coordinates (Xi) for M 
near p and (yj) for N near G(p). Writing w in coordinates as w = wjdyj 
for smooth functions Wi defined near G(p) and using Lemma 6.12 twice, 
we have the following computation in a neighborhood of p: 

G*w = G* (wjdyi) = (wi 0 G)G*dyj = (Wj 0 G)d(yi 0 G). 

Because this expression is smooth, it follows that G*w is smooth. D 

In the course of the preceding proof we derived the following formula for 
the pullback of a covector field with respect to smooth coordinates (Xi) on 
the domain and (yi) on the range: 

G*w = G* (widyj) = (Wj 0 G)d (yj 0 G) = (Wi 0 G)dGj, (6.15) 

where Gj is the jth component function of G in these coordinates. This 
formula makes the computation of pullbacks in coordinates exceedingly 
simple, as the next example shows. 

Example 6.14. Let G: 1R3 -+ 1R2 be the map given by 

(u,v) = G(x,y,z) = (x2 y,ysinz), 

and let W E 'J* (1R2) be the covector field 

W = udv +vdu. 
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According to (6.15), the pullback G*w is given by 

G*w = (u 0 G)d(v 0 G) + (v 0 G)d(u 0 G) 

= (x2y) d(ysinz) + (ysinz)d (x2y) 

= x2y(sin z dy + ycos z dz) + ysinz (2xy dx + x2 dy) 

= 2xy2 sin z dx + 2x2y sin z dy + x2y2 cos z dz. 

In other words, to compute G*w, all you need to do is substitute the 
component functions of G for the coordinate functions of N everywhere 
they appear in w! 

This also yields an easy way to remember the transformation law for a 
covector field under a change of coordinates. Again, an example will convey 
the idea better than a general formula. 

Example 6.15. Let (r,O) be polar coordinates on, say, the right half­
plane H = {(x, y) : x > O}. We can think of the change of coordinates 
(x, y) = (r cos 0, r sin 0) as the coordinate expression for the identity map 
of H, but using (r, 0) as coordinates for the domain and (x, y) for the range. 
Then the pullback formula (6.15) tells us that we can compute the polar 
coordinate expression for a covector field simply by substituting x = r cos 0, 
y = r sin 0 and expanding. For example, 

xdy - ydx = Id*(xdy - ydx) 

= (r cos O)d(r sin 0) - (rsin O)d(r cos 0) 

= (rcosO)(sinOdr + rcosOdO) - (r sin 0) (cos 0 dr - rsinOdO) 

= (r cos 0 sin 0 - r sin 0 cos O)dr + (r2 cos2 0 + r2 sin2 0) dO 

= r2 dO. 

Line Integrals 

Another important application of covector fields is to make coordinate­
independent sense of the notion of a line integral. 

We begin with the simplest case: an interval in the real line. Suppose 
[a, b] c JR. is a compact interval, and w is a smooth covector field on [a, b]. 
(This means that the component function of w admits a smooth extension 
to some neighborhood of [a, b].) If we let t denote the standard coordinate on 
JR., w can be written Wt = f(t) dt for some smooth function f: [a, b] -+ R 
The similarity between this and the usual notation J f(t) dt for an inte­
gral suggests that there might be a connection between covector fields and 
integrals, and indeed there is. We define the integral of w over [a, b] to be 

r w = jb f(t)dt. 
J[a,bJ a 
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'Y M 

IR 'Y(ai) 'Y(b) E[ l ~ 
a ai b 

Figure 6.4. A piecewise smooth curve segment. 

The next proposition should convince you that this is more than just a 
trick of notation. 

Proposition 6.16 (Diffeomorphism Invariance of the Integral). Let 
w be a smooth covector field on the compact interval [a, b] c IR. If'P: [c, d] -+ 
[a, b] is an increasing diffeomorphism (meaning that tl < t2 implies 'P( td < 
'P(t2)), then 

r 'P*w = r w. 
l~,d] l[a,~ 

Proof. If we let s denote the standard coordinate on [c, d] and t that on 
[a, b], then (6.15) shows that the pullback 'P*w has the coordinate expres­
sion ('P*w)s = f('P(s))'P'(s) ds. Inserting this into the definition of the line 
integral and using the change of variables formula for ordinary integrals, 
we obtain 

r 'P*w = jd f('P(s))'P'(s) ds = rb f(t) dt = r w. 0 
l[c,d] c 1 a l[a,b] 

<> Exercise 6.8. If r.p: [c, d] --+ [a, b] is a decreasing diffeomorphism, show 

that flc,d] r.p*w = - fla,b] w. 

Now let M be a smooth manifold. By a curve segment in M we mean 
a continuous curve 'Y: [a, b] -+ M whose domain is a compact interval. 
It is a smooth curve segment if it is has a smooth extension to an open 
interval containing [a, b]. A piecewise smooth curve segment is a curve seg­
ment 'Y: [a, b] -+ M with the property that there exists a finite partition 
a = ao < al < ... < ak = b of [a,b] such that 'Y1[ai-1,ai] is smooth for 
each i (Figure 6.4). Continuity of'Y means that 'Y(t) approaches the same 
value as t approaches any of the points ai (other than ao or ak) from the 
left or the right. Smoothness of 'Y on each subinterval means that 'Y has 
one-sided tangent vectors at each such ai when approaching from the left 
or the right, but these one-sided tangent vectors need not be equal. 

Lemma 6.17. If M is a connected smooth manifold, any two points of M 
can be joined by a piecewise smooth curve segment. 
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Proof. Let p be an arbitrary point of M, and define a subset e c M by e = 
{q EM: there is a piecewise smooth curve segment in M from p to q}. 
Clearly, pEe, so e is nonempty. To show that e = M, we need to show 
that it is open and closed. 

Let q E e be arbitrary, which means that there is a piecewise smooth 
curve segment "( going from p to q. Let U be a smooth coordinate ball 
centered at q. If q' is any point in U, then it is easy to construct a piecewise 
smooth curve segment from p to q' by first following "( from P to q, and 
then following a straight-line path in coordinates from q to q'. Thus U c e, 
which shows that e is open. On the other hand, if q E ae, let U be a 
smooth coordinate ball around q as above. The fact that q is a boundary 
point of e means that there is some point q' E en U. In this case, we can 
construct a piecewise smooth curve from p to q by first following one from 
p to q' and then following a straight-line path in coordinates from q' to q. 
This shows that q E e, so e is also closed. 0 

If "(: [a, b] ~ M is a smooth curve segment and w is a smooth covector 
field on M, we define the line integral of w over "( to be the real number 

J, w = ]a,b] "(*w. 

Because "(*w is a smooth covector field on [a, b], this definition makes sense. 
More generally, if "( is piecewise smooth, we define 

where [ai-1, ail, i = 1, ... , k, are the intervals on which "( is smooth. 
This definition gives a rigorous meaning to classical line integrals such as 
J, P dx + Q dy in the plane or J, P dx + Q dy + R dz in JR3. 

Proposition 6.18 (Properties of Line Integrals). Let M be a smooth 
manifold. Suppose "(: [a, b] --+ M is a piecewise smooth curve segment and 
W,W1,W2 E 'J*(M). 

(a) For any C1,C2 E JR, 

J, (C1 W 1 + C2W 2) = C1 J, W1 + C2 J, W2· 

(b) If"( is a constant map, then J, w = O. 

(c) If a < C < b, then 

l w=l w+l w, , ,1 ,2 
where "(1 = "(I [a,e] and "(2 = "(I [e,b]· 
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<> Exercise 6.9. Prove Proposition 6.18. 

The next lemma gives a useful alternative expression for the line integral 
of a covector field. 

Proposition 6.19. If "(: [a, b] ---+ M is a piecewise smooth curve segment, 
the line integral of W over "( can also be expressed as the ordinary integral 

i W = lb W,(t) ("('(t)) dt. (6.16) 

Proof. First suppose that "( is smooth and that its image is contained in the 
domain of a single smooth chart. Writing the coordinate representations of 
"( and W as ('"YI (t), ... , "(n (t)) and Wi dxi , respectively, we have 

W,(t) ("('(t)) = Wi ("((t))dxi (,,('(t)) = Wi ("((t)) ('"Yi)' (t). 

Combining this with the coordinate formula (6.15) for the pullback, we 
obtain 

Therefore, by definition of the line integral, 

1 W = r "(*w = Ib W,(t) ("('(t)) dt. 
, J[a,bJ a 

If "( is an arbitrary smooth curve segment, by compactness there exists 
a finite partition a = ao < al < ... < ak = b of the interval [a, b] such 
that "([ai-I, ail is contained in the domain of a single smooth chart for 
each i = 1, ... , k, so we can apply the computation above on each such 
subinterval. Finally, if "( is only piecewise smooth, we simply apply the 
same argument on each subinterval on which "( is smooth. 0 

Example 6.20. Let M = ]R2 " {O}, let W be the covector field on M given 
by 

xdy - ydx 
W= 

x2 + y2 ' 

and let "(: [0,211"] ---+ M be the curve segment defined by 

"((t) = (cost,sint). 

Since "(*w can be computed by substituting x = cos t and y = sin t 
everywhere in the formula for w, we find that 

1 -1 cost(costdt) -sint(-sintdt) _12 71" d - 2 
W - 2 - t - 11". 

, [0,271"J sin t + cos2 t 0 

One of the most significant features of line integrals is that they are inde­
pendent of parametrization, in a sense we now make precise. If "(: [a, b] ---+ 
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M and ;Y: [c, d] -+ M are smooth curve segments, we say that ;Y is a repa­
rametrization of "( if;Y = "( 0 <p for some diffeomorphism <p: [c, d] -+ [a, b]. If 
<p is an increasing function, we say that ;Y is a forward reparametrization, 
and if <p is decreasing, it is a backward reparametrization. (More generally, 
one can allow <p to be piecewise smooth, but we will have no need for this 
extra generality.) 

Proposition 6.21 (Parameter Independence of Line Integrals). 
Suppose M is a smooth manifold, w is a smooth covector field on M, and 
"( is a piecewise smooth curve segment in M. For any reparametrization ;Y 
of ,,(, we have 

{ ! w if;Y is a forward reparametrization, 

h w = 1 ·f-· b k d . t· - -y w z "( zs a ac wan reparametrzza zan. 

Proof. First assume that T [a, b] -+ M is smooth, and suppose <p: [c, d] -+ 
[a, b] is an increasing diffeomorphism. Then Proposition 6.16 implies 

r w = rho <p)*w = r <p*"(*w = r "(*w = 1 w. h J[c,dj J[c,dj J[a,bj -y 

When <p is decreasing, the analogous result follows from Exercise 6.8. If "( is 
only piecewise smooth, the result follows simply by applying the preceding 
argument on each subinterval where "( is smooth. D 

There is one special case in which a line integral is trivial to compute: 
the line integral of a differential. 

Theorem 6.22 (Fundamental Theorem for Line Integrals). Let M 
be a smooth manifold. Suppose f is a smooth real-valued function on M 
and T [a, b] -+ M is a piecewise smooth curve segment in M. Then 

!, df = fh(b)) - fh(a)). 

Proof. Suppose first that "( is smooth. By Propositions 6.11 and 6.19, 

! df = lb df-y(t) h' (t)) dt = lb (f 0 "()' (t) dt. 

By the one-variable version of the fundamental theorem of calculus, this is 
equal to f 0 "(b) - f 0 "(a). 

If "( is merely piecewise smooth, let a = ao < ... < ak = b be the 
endpoints of the subintervals on which "( is smooth. Applying the above 
argument on each subinterval and summing, we find that 

k 1 df = L (Jh(ai)) - fh(ai-d)) = fh(b)) - fh(a)), 
-y i=l 
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because the contributions from all the interior points cancel. 0 

Conservative Covector Fields 

Theorem 6.22 shows that the line integral of any covector field w that can be 
written as the differential of a smooth function can be computed extremely 
easily once the smooth function is known. For this reason, there is a special 
term for covector fields with this property. We say that a smooth covector 
field w on a manifold M is exact (or an exact differentiaQ on M if there 
is a function f E Coo (M) such that w = df. In this case, the function f 
is called a potential for w. The potential is not uniquely determined, but 
by Lemma 6.10, the difference between any two potentials for w must be 
constant on each component of M. 

Because exact differentials are so easy to integrate, it is important to 
develop criteria for deciding whether a covector field is exact. Theorem 
6.22 provides an important clue. It shows that the line integral of an exact 
covector field depends only on the endpoints p = I'(a) and q = I'(b): Any 
other curve segment from p to q would give the same value for the line 
integral. In particular, if I' is a closed curve segment, meaning that I'(a) = 
I'(b), then the integral of df over I' is zero. 

We say that a smooth covector field w is conservative if the line inte­
gral of w over any closed piecewise smooth curve segment is zero. This 
terminology comes from physics, where a force field is called conservative 
if the change in energy caused by the force acting along any closed path is 
zero ("energy is conserved"). (In elementary physics, force fields are usually 
thought of as vector fields rather than covector fields; see Problem 6-12 for 
the connection.) 

The following lemma gives a useful alternative characterization of 
conservative covector fields. 

Lemma 6.23. A smooth covector field w is conservative if and only if the 
line integral of w depends only on the endpoints of the curve, i. e., J"( w = 

J::y w whenever I' and '1 are piecewise smooth curve segments with the same 
starting and ending points. 

<> Exercise 6.10. Prove Lemma 6.23. [Observe that this would be much 
harder to prove if we defined conservative fields in terms of smooth curves 
instead of piecewise smooth ones.] 

Theorem 6.24. A smooth covector field is conservative if and only if it is 
exact. 

Proof. If w E 'J* (M) is exact, Theorem 6.22 shows that it is conservative, so 
we need only prove the converse. Suppose therefore that w is conservative, 
and assume for the moment that M is connected. Because the line integrals 
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qo ,(t) 

Figure 6.5. Proof that a conservative covector field is exact. 

of ware path-independent, we can adopt the following notation: For any 
points p, q E M, we will use the notation I: W to denote the value of any 

line integral of the form I, w, where, is a piecewise smooth curve segment 
from P to q. Observe that Proposition 6.18(c) implies that 

i
p2 ip3 i p3 

W+ W= W 
PI P2 Pl 

(6.17) 

for any three points PI, P2, P3 EM. 
N ow choose any base point Po EM, and define a function f: M -+ IR by 

f(q) = r w. Jpo 
We will show that df = w. To accomplish this, let qo E M be an arbi­
trary point, let (U, (Xi)) be a smooth chart centered at qo, and write the 
coordinate representation of W in U as W = Widxi. We will show that 

of 
oxj (qo) = Wj(qo) 

for j = 1, ... , n, which implies that dfqo = Wqo. 
Fix j, and let r: [-c:, c:] -+ U be the smooth curve segment defined in 

coordinates by ,(t) = (0, ... , t, ... , 0), with t in the jth place, and with c: 
chosen small enough that ,[-c:,c:] c U (Figure 6.5). Let PI = ,(-c:), and 
define a new function T M -+ IR by J(q) = J,q w. Note that (6.17) implies 

Pl 

f(q) - f(q) = r W - r W = (Pl W, 
Jpo Jpl Jpo 

which does not depend on q. Thus f and f differ by a constant, so it suffices 
to show that ol!oxj(qo) = Wj(qo). 

Now ,'(t) = %xjl,(t) by construction, so 

w,(t) (r'(t)) = wi(r(t))dxi ( ",a I ) = Wj(r(t)). 
uxJ ,(t) 
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Since the restriction of"( to [-E, tj is a smooth curve from PI to "((t), we 
have 

J 0 "((t) = l~(t) W = [tc wl'(s) (,,('(s)) ds = [tc Wj("((s)) ds. 

Thus by the fundamental theorem of calculus, 

of ~ d I ~ 
oxj(qo) = ,,('(O)f = dt t=ofo"((t) 

= :t It=o [tc Wj("((s)) ds = Wj("((O)) = Wj(qo). 

This completes the proof that df = w. 
Finally, if M is not connected, let {Mi} be the components of M. The 

argument above shows that for each i there is a smooth function fi E 

Coo (Mi) such that dfi = W on Mi. Letting f: M --+ ]R be the function that 
is equal to fi on Mi, we have df = w, thus completing the proof. D 

It would be nice if every smooth covector field were exact, for then the 
evaluation of any line integral would just be a matter of finding a potential 
function and evaluating it at the endpoints, a process analogous to eval­
uating an ordinary integral by finding an indefinite integral or primitive. 
However, this is too much to hope for. 

Example 6.25. The covector field W of Example 6.20 cannot be exact 
on ]R2 " {O}, because it is not conservative: The computation in that ex­
ample showed that II' W = 27T i- 0, where "( is the unit circle traversed 
counterclockwise. 

Because exactness has such important consequences for the evaluation 
of line integrals, we would like to have an easy way to check whether a 
given covector field is exact. Fortunately, there is a very simple necessary 
condition, which follows from the fact that partial derivatives of smooth 
functions can be taken in any order. 

To see what this condition is, suppose that W is exact. Let f be any 
potential function for w, and let (U, (xi)) be any smooth chart on M. 
Because f is smooth, it satisfies the following identity on U: 

(6.18) 

Writing W = Widxi in coordinates, the fact that W = df is equivalent to 
Wi = of loxi . Substituting this into (6.18), we find that the component 
functions of W satisfy 

OWi 

oxj · 
(6.19) 
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We say that a smooth covector field w is closed if its components in 
every smooth chart satisfy (6.19). The following lemma summarizes the 
computation above. 

Lemma 6.26. Every exact co vector field is closed. 

The significance of this result is that the property of being closed is one 
that can be easily checked. First we need the following result, which says 
that it is not necessary to check the closedness condition in every smooth 
chart, just in a collection of smooth charts that cover the manifold. (The 
proof of this lemma is a tedious computation. After the proof of Proposition 
6.30 below, we will be able to give a more conceptual proof, so you are free 
to skip this proof if you wish. See also Chapter 12, in which we will prove 
a much more general result.) 

Proposition 6.27. Let w be a smooth covector field. If w satisfies (6.19) 
in some smooth chart around every point, then it is closed. 

Proof. Let (U, (Xi)) be an arbitrary smooth chart. For each p E U, the 
hypothesis guarantees that there are some smooth coordinates (xj) defined 
near p in which the analogue of (6.19) holds. Using formula (6.7) for the 
transformation of the components of w together with the chain rule, we 
obtain 

where the fourth equality follows from the third by interchanging the roles 
of k and l in the last term. 0 

Corollary 6.28. If G: M -+ N is a local diffeomorphism, then the pullback 
G*: 'J* (N) -+ 'J* (M) takes closed co vector fields to closed covector fields, 
and exact ones to exact ones. 

Proof. The result for exact covector fields follows immediately from (6.13). 
For closed covector fields, if (U, cp) is any smooth chart for N, then cp 0 G 
is a smooth chart for M in a neighborhood of each point of G- 1 (U). In 
these coordinates, the coordinate representation of G is the identity, so if 
w satisfies (6.19) in U, then G*w satisfies (6.19) in G- 1(U). 0 
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Consider the following covector field on ]R2; 

W = Y cos xy dx + x cos xy dy. 

It is easy to check that 

a(ycosxy) a(x cos xy) . 
ay = ax = cosxy - XySlllXy, 

so w is closed. In fact, you might guess that w = d(sinxy). On the other 
hand, the covector field 

w = x cos xy dx + ycosxydy 

is not closed, because 

a(x cos xy) 2 . 
ay = -x SlllXy, 

a(y cos xy) 2 . 
ax = -y SlllXy. 

Thus w is not exact. 
The question then naturally arises whether the converse of Lemma 6.26 

is true: Is every closed covector field exact? The answer is almost yes, 
but there is an important restriction. It turns out that the answer to the 
question depends in a subtle way on the shape of the domain, as the next 
example illustrates. 

Example 6.29. Look once again at the covector field w of Example 6.20. 
A straightforward computation shows that w is closed; but as we observed 
above, it is not exact on ]R2 " {a}. On the other hand, if we restrict the 
domain to the right half-plane U = {(x, y) : x > O}, a computation shows 
that w = d (tan -1 y / x) there. This can be seen more clearly in polar coordi­
nates, where w = dB. The problem, of course, is that there is no smooth (or 
even continuous) angle function on all of]R2 " {O}, which is a consequence 
of the "hole" in the center. 

This last example illustrates a key fact: The question of whether a partic­
ular closed covector field is exact is a global one, depending on the shape of 
the domain in question. This observation is the starting point for de Rham 
cohomology, which expresses a deep relationship between smooth structures 
and topology. We will pursue this relationship in more depth in Chapter 
15, but for now we can prove the following result. A subset V c ]Rn is 
said to be star-shaped if there is a point c E V such that for every x E V, 
the line segment from c to x is entirely contained in V (Figure 6.6). For 
example, any convex subset is star-shaped. 

Proposition 6.30. If U is a star-shaped open subset of]Rn, then every 
closed covector field on U is exact. 

Proof. Suppose U is star-shaped with respect to c E U, and let w = WidXi 

be a closed covector field on U. As in the proof of Theorem 6.24, we will 
construct a potential function for w by integrating along smooth curve 
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Figure 6.6. A star-shaped subset of ]R2. 

segments from c. However, in this case we do not know a priori that the 
line integrals are path-independent, so we must integrate along specific 
paths. 

For any point x E U, let 'Yx: [0,1] -+ U denote the line segment from c 
to x, parametrized as follows: 

'Yx(t) = c + t(x - c). 

The hypothesis guarantees that the image of 'Yx lies entirely in U for each 
x E U. Define a function I: U -+ ~ by 

I(x) = j W. 
I'x 

(6.20) 

We will show that I is a potential for w, or equivalently that al/axi = Wi 
for i = 1, ... , n. To begin, we compute 

To compute the partial derivatives of I, we note that the integrand is 
smooth in all variables, so it is permissible to differentiate under the integral 
sign to obtain 

al r1 (~ aWi (. ') ) axj (x) = io =-/ axj (c + t(x - e)) Xl - el + Wj(e + t(x - c)) dt. 
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Because W is closed, this reduces to 

of r1 (~ OWj ("") ) oxj (x) = io t:;/ oxi (c + t(x - c)) x' - c' + Wj(c + t(x - c)) dt 

= 11 :t(tWj(c+t(x-c)))dt 

= [tWj(c + t(x _ c))] t-1 

t=O 

= Wj(X). 0 

Corollary 6.31 (Local Exactness of Closed Covector Fields). Let 
W be a closed covector field on a smooth manifold M. Then every p E M 
has a neighborhood on which W is exact. 

Proof. Let p E M be arbitrary. The hypothesis implies that W satisfies 
(6.19) in some smooth coordinate ball (U, cp) containing p. Because a ball is 
star-shaped, we can apply Proposition 6.30 to the coordinate representation 
of wand conclude that there is a function f E COO(U) such that wlu = 
#. 0 

Note that the proof of this corollary used only the fact that W satisfies 
(6.19) in some smooth chart about each point, not in every smooth chart. 
This fact leads to the following simpler and more conceptual proof of the 
fact that closedness is coordinate-independent. 

Another proof of Proposition 6.27. Let p E M, and let (U, (Xi)) be a 
smooth chart containing p with respect to which W satisfies (6.19). Shrink­
ing U if necessary, we may assume that it is a coordinate ball, and then 
the proof of Corollary 6.31 shows that wlu is exact. Therefore, by Lemma 
6.26, wlu is closed. Since the same is true in a neighborhood of each point 
of M, it follows that W is closed. 0 

The key to the construction of a potential function in Proposition 6.30 
is that we can reach every point x E M by a definite path 'Yx from c to x, 
chosen in such a way that 'Yx varies smoothly as x varies. That is what fails 
in the case of the closed covector field W on the punctured plane (Example 
6.25): Because of the hole, it is impossible to choose a smoothly varying 
family of paths starting at a fixed base point and reaching every point of 
the domain. In Chapter 15 we will generalize Proposition 6.30 to show that 
every closed covector field is exact on any simply connected manifold. 

When you actually have to compute a potential function for a given 
covector field that is known to be exact, there is a much simpler procedure 
that almost always works. Rather than describe it in complete generality, 
we illustrate it with an example. 



150 6. The Cotangent Bundle 

Example 6.32. Let w be a smooth covector field on 1R3 , say 

2 2 
W = eY dx + 2xyeY dy - 2zdz. 

You can check that w is closed. For f to be a potential for w, we must have 

of 2 - = 2xyeY 
ay , 

of 
az = -2z. 

Holding y and z fixed and integrating the first equation with respect to x, 
we obtain 

where the "constant" of integration C1 (y, z) may depend on the choice of 
(y, z). Now the second equation implies 

2 a (2 ) 2 aC1 
2xyeY = ay xeY + C1 (y,z) = 2xyeY + ay , 

which forces aCday = 0, so C1 is actually a function of z only. Finally, 
the third equation implies 

from which we conclude that C1(z) = _Z2 + C, where C is an arbitrary 
constant. Thus a potential function for w is given by f(x, y, z) = xey2 - Z2. 

Any other potential differs from this one by a constant. 

You should convince yourself that the formal procedure we followed in 
this example is equivalent to choosing an arbitrary base point c E 1R3 , 

and defining f(x, y, z) by integrating w along a path from c to (x, y, z) 
consisting of three straight line segments parallel to the axes. This works 
for any closed covector field defined on an open rectangle in IRn (which we 
know must be exact, because a rectangle is convex). In practice, once a 
formula is found for f on some open rectangle, the same formula typically 
works for the entire domain. (This is because most of the covector fields 
for which one can explicitly compute the integrals as we did above are real­
analytic, and real-analytic functions are determined by their behavior in 
any open set.) 
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Problems 

6-1. (a) 

(b) 

If V and Ware finite-dimensional vector spaces and A: V -+ W 
is any linear map, show that the following diagram commutes: 

V ----.:.A.:............ W 

~v 1 1 ~w 
V ** W** (A*F , 

where ~v and ~w denote the isomorphisms defined by (6.3) for 
V and W, respectively. 
Show that there does not exist a rule that assigns to each finite­
dimensional vector space V an isomorphism (3v: V -+ V* in 
such a way that for every linear map A: V -+ W, the following 
diagram commutes: 

V*-W* A* . 

6-2. (a) If F: M -+ N is a smooth map, show that F*: T* N -+ T* Mis 
a smooth bundle map. 

(b) Show that the assignment M H T* M, F H F* defines a con­
travariant functor from the category of smooth manifolds to the 
category of smooth vector bundles. 

6-3. If M is a smooth manifold, show that T* M is a trivial bundle if and 
only if T M is trivial. 

6-4. Let f: ]R3 -+ ]R be the function f(x, y, z) = x2 + y2 + Z2, and let 
F:]R2 -+ ]R3 be the following map (the inverse of stereographic 
projection): 

F( ) (2U 2v u2 + v2 - 1) 
u, v = u2 + v2 + 1 ' u2 + v2 + 1 ' u2 + v2 + 1 . 

Compute F*df and d(foF) separately, and verify that they are equal. 

6-5. In each of the cases below, M is a smooth manifold and f: M -+ ]R 
is a smooth function. Compute the coordinate representation for df, 
and determine the set of all points p EM at which dfp = o. 
(a) M = {(x, y) E]R2 : x > o}; f(x, y) = xj{x2 + y2). Use standard 

coordinates (x, y). 
(b) M and f are as in part (a); this time use polar coordinates (r,O). 
(c) M = S2 C ]R3; f(p) = z(p) (the z-coordinate of p, thought of as 

a point in ]R3). Use stereographic coordinates. 
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(d) M = JRn; f(x) = Ix1 2 . Use standard coordinates. 

6-6. Let det: GL(n, JR) --t JR denote the determinant function. 

(a) Using matrix entries (Xl) as global coordinates on GL(n, JR), 
show that the partial derivatives of det are given by 

a . 
-(detX) = (detX) (X-I)'. oX; J 

[Hint: Expand det X by minors along the ith column and use 
Cramer's rule.] 

(b) Conclude that the differential of the determinant function is 

d(det)x(B) = (det X) tr (X- I B) 

for X E GL(n, JR) and B E Tx GL(n, JR) ~ M(n, JR), where 
tr X = L:i Xl is the trace of x. 

(c) Considering det: GL(n,JR) --t JR* as a Lie group homomor­
phism, show that its induced Lie algebra homomorphism is 
tr: g[(n, JR) --t lR. 

6-7. Let M be a smooth manifold and p EM. Problem 3-8 showed that 
tangent vectors at p can be viewed as equivalence classes of smooth 
curves, which are smooth maps from (open subsets of) JR to M. This 
problem shows that covectors at p can be viewed dually as equivalence 
classes of smooth functions from M to lR. Let 1"p denote the subspace 
of Coo (M) consisting of smooth functions that vanish at p, and let 
1"~ be the subspace of 1"p spanned by functions of the form f 9 for 
some f, 9 E 1"p. Define a map <I>: 1"p --t T; M by setting <I>(f) = dfp. 
Show that the restriction of <I> to 1"~ is zero, and that <I> descends to 
an isomorphism from 1"p/1"~ to T; M. 

6-8. Let M be a smooth manifold. 

(a) Given a smooth covector field w on M, show that the map 
w: T( M) --t Coo (M) defined by 

w(X)(p) = wp(Xp) 

is linear over Coo ( M) (see page 116). 
(b) Show that a map 

w: T(M) --t COO(M) 

is induced by a smooth covector field as above if and only if it 
is linear over COO(M). 

6-9. Suppose F: M --t N is any smooth map, w E T*(N), and I is a 
piecewise smooth curve segment in M. Show that 

J, F*w = to"! w. 
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6-10. Consider the following two covector fields on ]R3: 

4zdx 2ydy 2xdz 
W=- +--+--

(x2+1)2 y2+1 x 2 +1' 

4xzdx 2ydy 2dz 
TJ=- +--+--

(x2+1)2 y2+1 x 2 +1' 

(a) Set up and evaluate the line integral of each covector field along 
the straight line segment from (0,0,0) to (1,1,1). 

(b) Determine whether either of these covector fields is exact. 
(c) For each one that is exact, find a potential function and use it 

to recompute the line integral. 

6-11. The length of a smooth curve,: [a, b] ---+ ]Rn is defined to be the value 
of the (ordinary) integral 

L(r) = lb b'(t)1 dt. 

Show that there is no smooth covector field w E 'J* (]Rn) with the 
property that II' w = L(r) for every smooth curve f. 

6-12. LINE INTEGRALS OF VECTOR FIELDS: Suppose X is a smooth vector 
field on an open set U C ]Rn. For any piecewise smooth curve segment 
,: [a, b] ---+ U, define the line integral of X over" denoted by II' X ·ds, 
as 

1 X . ds = lb X(r(t)) . ,'(t) dt, 

where the dot on the right-hand side denotes the Euclidean dot prod­
uct between tangent vectors at ,( t), identified with elements of ]Rn. 

We say that a vector field is conservative if its line integral around 
any piecewise smooth closed curve is zero. 

(a) Show that X is conservative if and only if there exists a smooth 
function f E COO(U) such that X = gradf. [Hint: Consider the 
covector field w defined by wx(Y) = Xx . Y.] 

(b) If n = 3 and X is conservative, show that curl X = 0, where 

( 8X3 8X2) 8 (8Xl 8X3 ) 8 
curl X = 8x2 - 8x3 8x1 + 8x3 - 8x1 8x2 

( 8X2 8Xl) 8 
+ 8x1 - 8x2 8x3 . 

(c) If U C ]R3 is star-shaped, show that X is conservative on U if 
and only if curl X = 0. 

6-13. (a) If M is a compact manifold, show that every exact covector field 
on M vanishes at least at two points. 
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(b) Is there a smooth covector field on §2 that vanishes at exactly 
one point? 

6-14. Let Tn = §l x··· X §l C en denote the n-torus. For each i = 1, ... , n, 
let "(i: [0, 1] --+ Tn be the curve segment 

"(i(t) = (1, ... ,e27rit , ... , 1) (with e 27rit in the ith place). 

Show that a closed covector field w on Tn is exact if and only if I'i w = 
o for i = 1, ... ,n. [Hint: Consider first E*w, where E: jRn --+ Tn is 
the smooth covering map E (xl, ... , Xn) = (e27riXl, ... , e27rixn).] 

6-15. Let Va be the category of finite-dimensional vector spaces and linear 
isomorphisms as in Problem 5-13. Define a functor 9": Va --+ Va by 
setting 9"(V) = V* for a vector space V, and 9"(A) = (A -1)* for an 
isomorphism A. Show that 9" is a smooth covariant functor, and show 
that 9"(T M) and T* M are canonically smoothly isomorphic vector 
bundles for any smooth manifold M. 



7 
Submersions, Immersions, and 
Embeddings 

Because the pushforward of a smooth map represents the "best linear ap­
proximation" to the map near a given point, we can learn a great deal about 
the map itself by studying linear-algebraic properties of its pushforward at 
each point. The most important such property is its rank (the dimension 
of its image). 

In this chapter we will undertake a detailed study of the ways in which 
geometric properties of maps can be detected from their pushforwards. 
The maps for which pushforwards give good local models turn out to be 
the ones whose pushforwards have constant rank. Three special categories 
of such maps will play particularly important roles: submersions (smooth 
maps whose pushforwards are surjective), immersions (smooth maps whose 
pushforwards are injective), and smooth embeddings (injective immersions 
that are also homeomorphisms onto their images). 

The engine that powers this discussion is an analytic result that will 
prove indispensable in the theory of smooth manifolds: the inverse func­
tion theorem. This theorem and its corollaries (the rank theorem and the 
implicit function theorem) show that, under appropriate hypotheses on its 
rank, a smooth map behaves locally like its pushforward. 

After discussing some general applications of these results to mani­
folds, we use them to study an important category of maps-surjective 
submersions-which play a role in smooth manifold theory closely 
analogous to the role played by quotient maps in topology. 
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Maps of Constant Rank 

If F: M --+ N is a smooth map, we define the rank of F at P E M to be 
the rank of the linear map F*: TpM --+ TF(p)N; it is, of course, just the 
rank of the matrix of partial derivatives of F in any smooth chart, or the 
dimension ofImF* C TF(p)N. If F has the same rank k at every point, we 
say that it has constant rank, and write rank F = k. 

A smooth map F: M --+ N is called a submersion if F* is surjective at 
each point (or equivalently, if rank F = dim N). It is called an immersion if 
F* is injective at each point (equivalently, rank F = dim M). As we will see 
in this chapter, submersions and immersions behave locally like surjective 
and injective linear maps, respectively. 

One special kind of immersion is particularly important. A smooth em­
bedding is an immersion F: M --+ N that is also a topological embedding, 
i.e., a homeomorphism onto its image F(M) C N in the subspace topol­
ogy. Notice that although submersions and immersions are smooth maps 
by definition, there are two types of embeddings, topological and smooth. 
A smooth embedding is a map that is both a topological embedding and an 
immersion, not just a topological embedding that happens to be smooth. 

Example 7.1 (Submersions, Immersions, and Embeddings). 

(a) If MI, ... , Mk are smooth manifolds, each of the projections 7ri: MI x 
... X Mk --+ Mi is a submersion. In particular, the projection 
7r: JRn+k --+ JRn onto the first n coordinates is a submersion. 

(b) Similarly, with M I , ... , Mk as above, if Pi E Mi are arbitrarily chosen 
points, each of the maps bj: M j --+ MI X ... X Mk given by 

bj(q) = (PI, ... , Pj-l, q, Pj+l, ... , Pk) 

is a smooth embedding. In particular, the inclusion map JRn '--+ JRn+k 
given by sending (xl, ... ,xn) to (xl, ... ,xn,o, ... ,O) is a smooth 
embedding. 

(c) If T J --+ M is a smooth curve in a smooth manifold M, then "( is 
an immersion if and only if "(' (t) -I- ° for all t E J. 

(d) If F: M --+ N is a local diffeomorphism, then F is both an immersion 
and a submersion by Exercise 3.3. In particular, any smooth covering 
map is both an immersion and a submersion. 

(e) If E is a smooth vector bundle over a smooth manifold M, the 
projection map 7r: E --+ M is a submersion. 

(f) The smooth map X: JR2 --+ JR3 given by 

X(<p, e) = «2 + cos <p) cos e, (2 + cos <p) sin e, sin <p) 

is an immersion of JR2 into JR3 whose image is the doughnut-shaped 
surface obtained by revolving the circle (y - 2)2 + z2 = 1 in the 
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Figure 7.1. An embedding of the torus in JR3. 

(y, z)-plane about the z-axis (Figure 7.1). Problem 7-1 shows that X 
descends to an embedding of the torus §il x §il into ]R3. 

<> Exercise 7.1. Verify the claims made in parts (a)-(e) of the preceding 
example. 

<> Exercise 7.2. Show that a composition of submersions is a submersion, 
a composition of immersions is an immersion, and a composition of smooth 
embeddings is a smooth embedding. 

To understand more fully what it means for a map to be an embedding, 
it is useful to bear in mind some examples of injective immersions that 
are not embeddings. The next two examples illustrate two rather different 
ways in which an injective immersion can fail to be an embedding. 

Example 7.2. Consider the map T (-7f/2,37f/2) -+]R2 given by 

)'(t) = (sin2t,cost). 

Its image is a curve that looks like a figure eight in the plane (Figure 7.2). 
(It is the locus of points (x, y) where x2 = 4y2 (1 - y2), as you can check.) It 
is easy to see that)' is an injective immersion because )" (t) never vanishes; 
but it is not a topological embedding, because its image is compact in the 
subspace topology, while its domain is not. 

Example 7.3. Let 1f2 = §il X §il C C2 denote the torus, and let c be any 
irrational number. The map T ]R -+ 1f2 given by 

)'( t) = (e21rit , e21rict) 

is an immersion because )" (t) never vanishes. It is also injective, because 
)'(td = )'(t2) implies that both tl - t2 and ctl - ct2 are integers, which is 
impossible unless tl = t2. 
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o 

Figure 7.2. The figure eight curve of Example 7.2. 

Consider the set 'Y(Z) = {')'(n) : n E Z}. If l' were a homeomorphism 
onto its image, this set would have no limit point in 'Y(I~), because Z has 
no limit point in JR. However, we will show that 1'(0) is a limit point of 
'Y(Z). To prove this claim, we need to show that given any c > 0, there is 
a nonzero integer k such that 1'Y(k) - 1'(0)1 < c. 

Since §l is compact, the infinite set {e27riCn : n E Z} has a limit point, 
say Zo E §l. Given c > 0, we can choose distinct integers nl and n2 such 
that le27ricnj - zol < c/2, and therefore le27riCnl - e27riCn21 < c. Taking 
k = nl - n2, this implies that 

and so 

b(k) - 1'(0)1 = 1 (1, e27riCk) - (1,1)1 < c. 

In fact, it is not hard to show that the image set 'Y(JR) is actually dense in 
']['2 (see Problem 7-3). 

Since any closed, injective, continuous map is a topological embedding 
(see Lemma A.13), one criterion that rules out such cases is that F be a 
closed map. This is always the case when the domain is compact or the 
map is proper. 

Proposition 7.4. Suppose F: M -+ N is an injective immersion. If either 
of the following conditions holds, then F is a smooth embedding with closed 
image: 

( a) M is compact. 

(b) F is a proper map. 
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Proof. Either hypothesis implies that F is a closed map: When F is proper, 
it follows from Proposition 2.18, and when M is compact, it follows either 
from that same proposition or from the closed map lemma (Lemma A.19). 
This immediately implies that F(M) is closed in N, and Lemma A.13 shows 
that F is a topological embedding. D 

Example 7.5. In Example 2.5(b) we showed that the inclusion map 
L: §n Y lRn +1 is smooth by computing its coordinate representation with 
respect to graph coordinates. It is easy to verify in the same coordi­
nates that its pushforward is injective at each point, so it is an injective 
immersion. By Proposition 7.4, L is a smooth embedding. 

The Inverse Function Theorem and Its Friends 

In this section we will prove several analytic theorems that will provide the 
keys to understanding how the local behavior of a smooth map is modeled 
by the behavior of its pushforward. The simplest of these is the inverse 
function theorem. 

Theorem 7.6 (Inverse Function Theorem). Suppose U and V are 
open subsets oflRn , and F: U -+ V is a smooth map. If DF(p) is nonsin­
gular at some point p E U, then there exist connected neighborhoods Uo C U 
ofp and Vo C V of F(p) such that Fluo : Uo -+ Vo is a diffeomorphism. 

The proof of this theorem is based on an elementary result about metric 
spaces, which we describe first. 

Let X be a metric space. A map G: X -+ X is said to be a contraction 
if there is a constant). < 1 such that d(G(x), G(y)) ~ )'d(x, y) for all 
x, y E X. Clearly, any contraction is continuous. 

Lemma 7.7 (Contraction Lemma). Let X be a complete metric space. 
Every contraction G: X -+ X has a unique fixed point, i. e., a point x E X 
such that G(x) = x. 

Proof. Uniqueness is immediate, for if x and x' are both fixed points of 
G, the contraction property implies d(x, x') = d(G(x), G(x' )) ~ )'d(x, x'), 
which is possible only if x = x'. 

To prove the existence of a fixed point, let Xo be an arbitrary point in 
X, and define a sequence {xn } inductively by x n +! = G(xn ). For any i 2: 1 
we have d(Xi, xHd = d(G(xi-d, G(Xi)) ~ ).d(Xi-l, Xi), and therefore by 
induction 

If j 2: i 2: N, 

d(Xi, Xj) ~ d(Xi, Xi+!) + d(XHl, XH2) + ... + d(Xj-l, Xj) 

~ ().i+ ... +).j-l)d(xo,Xl) 
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::; Ai(~An)d(Xo'Xt) 
N 1 

::; A 1 _ A d(xo, xt). 

Since this last expression can be made as small as desired by choosing 
N large, the sequence {xn } is Cauchy and therefore converges to a limit 
x EX. Because G is continuous, 

G(x) = G ( lim xn) = lim G(xn) = lim Xn+I = x, 
n--+oo n--+oo n--+oo 

so x is the desired fixed point. 0 

Proof of the inverse function theorem. We begin by making some simple 
modifications to the map F to streamline the proof. First, the map 

FI (x) = F(x + p) - F(p) 

is smooth on a neighborhood of 0 and satisfies FdO) = 0 and DFI(O) = 
DF(p); clearly, F is a diffeomorphism on a connected neighborhood of p 
if and only if FI is a diffeomorphism on a connected neighborhood of o. 
Second, the map F2 = DFI (0)-10 Fl is smooth on the same neighborhood 
of 0 and satisfies F2(0) = 0 and DF2(0) = Id; and if F2 is a diffeomorphism 
near 0, then so is Fl and therefore also F. Henceforth, replacing F by F2, 
we will assume that F is defined in a neighborhood U of 0, F(O) = 0, and 
DF(O) = Id. 

Let H(x) = x - F(x) for x E U. Then DH(O) = Id - Id = O. Because the 
matrix entries of DH(x) are continuous functions of x, there is a number 
8 > 0 such that IDH(x)1 ::; ~ for all x E Bo(O). If x,x' E Bo(O), the 
Lipschitz estimate for smooth functions (Proposition A.69) implies 

IH(x') - H(x)1 :::; ~Ix' - xl. (7.1) 

In particular, taking x' = 0, this implies 

IH(x)1 ::; ~Ixl· (7.2) 

Since x' - x = F(x') - F(x) + H(x') - H(x), it follows that 

lx' - xl ::; IF(x') - F(x)1 + IH(x') - H(x)1 ::; IF(x') - F(x)1 + ~Ix' - xl· 
Subtracting ~ lx' - xl from both sides, we conclude that 

lx' - xl ::; 21F(x') - F(x)1 . (7.3) 

for all x, x' E Bo(O). In particular, this shows that F is injective on Bo(O). 
Now let y E BO/2(0) be arbitrary. We will show that there exists a unique 

point x E Bo(O) such that F(x) = y. Let G(x) = y+H(x) = y+x-F(x), 
so that G(x) = x if and only if F(x) = y. If Ixl ~ 8, (7.2) implies 

8 1 
IG(x)1 ~ Iyl + IH(x)1 < "2 + "2lxl ~ 8, (7.4) 
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so G maps BJ(O) to itself. It follows from (7.1) that IG(x) - G(x')1 = 
IH(x) - H(x')1 ~ ~Ix - xii, so G is a contraction. Since BJ(O) is compact 
and therefore complete, the contraction lemma implies that G has a unique 
fixed point x E BJ(O). From (7.4), Ixl = IG(x)1 < il, so in fact x E BJ(O), 
thus proving the claim. 

Let U1 = BJ(0)nF-1(BJ/2(0)). Then U1 is open in ]Rn, and the argument 
above shows that F: U1 ---+ BJ/2(0) is bijective, so F-l: BJ/2(0) ---+ U1 
exists. Substituting x = F-l(y) and x' = F-1(yl) into (7.3) shows that 
F- 1 is continuous. Let Uo be the connected component of U1 containing 0, 
and Vo = F(Uo). Then F: Uo ---+ Vo is a homeomorphism. 

To show that it is a diffeomorphism, the only thing that needs to be 
proved is that F- 1 is smooth. If F- 1 were differentiable at b E Vo, the 
chain rule would imply 

ld = D(F 0 F-l)(b) = DF(F-l(b)) 0 DF-1(b), 

from which it would follow that DF-l(b) = DF(F-l(b))-l. We will be­
gin by showing that F-1 is differentiable at each point of Vo, with total 
derivative given by this formula. 

Let b E Vo and set a = F-l(b) E Uo. For v,w E ]Rn small enough that 
a + v E Uo and b + wE Vo, define R(v) and S(w) by 

R(v) = F(a + v) - F(a) - DF(a)v, 

S(w) = F-1(b + w) - F-l(b) - DF(a)-lw. 

Because F is smooth, it is differentiable at a, which means that 
limv-+o R(v)/Ivl = o. We need to show that limw-+D S(w)/Iwl = O. 

For sufficiently small w E ]Rn, define 

v(w) = F-1(b + w) - F-l(b) = F-1(b + w) - a. 

It follows that 

F-1(b + w) = F-l(b) + v(w) = a + v(w), 
w = (b + w) - b = F(a + v(w)) - F(a), 

and therefore 

S(w) = F-1(b + w) - F-l(b) - DF(a)-lw 

= v(w) - DF(a)-lw 

= DF(a)-l(DF(a)v(w) - w) 

= DF(a)-l(DF(a)v(w) + F(a) - F(a + v(w))) 

= -DF(a)-l R(v(w)). 

(7.5) 

We will show below that there are positive constants c and C such that 

clwl ~ Iv(w)1 ~ Clwl (7.6) 
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for all sufficiently small w. In particular, this implies that v(w) =F 0 when 
w is sufficiently small and nonzero. From this together with the result of 
Exercise A.56, we conclude that 

JS(w)J < /DF(a)-l/JR(v(w))J = /DF(a)-l/JR(v(w))JJv(w)J 
JwJ - JwJ Jv(w)J JwJ 

< C /DF(a)-l/ JR(v(w))J 
- Jv(w)J ' 

which approaches zero as w --+ 0 because v( w) --+ 0 and F is differentiable. 
To complete the proof that F- 1 is differentiable, it remains only to prove 

(7.6). From the definition of R(v) and (7.5), 

v(w) = DF(a)-lDF(a)v(w) 

which implies 

= DF(a)-l(F(a + v(w)) - F(a) - R(v(w))) 

= DF(a)-l(w - R(v(w))), 

Jv(w)J ~ /DF(a)-l/JwJ + /DF(a)-l/JR(v(w))J. 

Because JR(v)J/JvJ --+ 0 as v --+ 0, there exists (h > 0 such that JvJ < (h 
implies JR(v)J ~ JvJ/(2/DF(a)-1/). By continuity of F-1, there exists 82 > 
o such that JwJ < 82 implies Jv(w)J < 81 , and therefore 

Jv(w)J ~ /DF(a)-l/JwJ + ~Jv(w)J. 
Subtracting ~ Jv( w) J from both sides, we obtain 

Jv(w)J ~ 2JDF(a)-lJJwJ 

whenever JwJ < 82 • This is the second inequality of (7.6). To prove the first, 
we use (7.5) again to get 

w = F(a + v(w)) - F(a) = DF(a)v(w) + R(v(w)). 

Therefore, when JwJ < 82 , 

JwJ ~ JDF(a)JJv(w)J + JR(v(w))J ~ (JDF(a)J + 2JDF~a)-lJ) Jv(w)J. 

This completes the proof that F- 1 is differentiable. 
By Lemma A.54, the partial derivatives of F- 1 are defined at each point 

y E Vo. Observe that the formula DF-1(y) = DF(F-1(y))-1 implies that 
the map DF- 1 : Vo --+ GL(n,JR) can be written as the composition 

p- 1 DP . 
Vo ---+ Uo ---+ GL(n, JR) ~ GL(n, JR), (7.7) 

where i is matrix inversion, which is a smooth map, as we observed in 
Example 2.7(a). Also, DF is smooth because its component functions are 
the partial derivatives of F, which are assumed to be smooth. Because 
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DP-l is a composition of continuous maps, it is continuous. Thus the 
partial derivatives of p-l are continuous, so p-l is of class C1. 

Now assume by induction that we have shown that p-l is of class Ck. 
This means that each of the maps in (7.7) is of class Ck. Because DP-l is 
a composition of Ck functions, it is itself Ck; this implies that the partial 
derivatives of p-l are of class Ck, so p-l itself is of class CHI. Continuing 
by induction, we conclude that p-l is smooth. 0 

For our purposes, the most important consequence of the inverse function 
theorem is the following, which says that a constant-rank smooth map can 
be placed locally into a particularly simple canonical form by a change of 
coordinates. It is a nonlinear version of the canonical form theorem for 
linear maps given in the Appendix (Theorem A.33). 

Theorem 7.8 (Rank Theorem). Suppose U c ]R.m and V c ]R.n are 
open sets and P: U -+ V is a smooth map with constant rank k. For any 
p E U, there exist smooth coordinate charts (Uo, 'P) for]R.m centered at p 
and (Vo,'ljI) for]R.n, with Uo c U and P(Uo) C Vo c V, such that 

'ljIoPo'P-1 (xl, ... ,xk,xk+l, ... ,xm) = (xl, ... ,xk,O, ... ,O). 

Proof. The fact that D P(p) has rank k implies that its matrix has some k x 
k minor with nonzero determinant. By reordering the coordinates, we may 
assume that it is the upper left minor, (api/ax}) for i,j = 1, ... , k. Let us 
relabel the standard coordinates as (x,y) = (xI, ... ,xk,yI, ... ,ym-k) in 
llllm d ( ) - ( 1 k 1 n-k). lllln B . ·t· 1 tIt· IN. an v, w - v , ... , v ,w , ... , W In IN.. Y an 1m Ia rans a Ion 
of the coordinates, we may assume without loss of generality that p = 
(0,0) and P(p) = (0,0). If we write P(x, y) = (Q(x, y), R(x, y)) for some 
smooth maps Q: U -+ ]R.k and R: U -+ ]R.n-k, then our hypothesis is that 
( OQi / ax}) is nonsingular at (0, 0). 

Define 'P: U -+ ]R.m by 

'P(x, y) = (Q(x, y), y). 

Its total derivative at (0,0) is 

(
OQi (0, 0) 

D'P(O,O) = oxJ ° OQi ) oy} (0,0) , 

I m - k 

which is nonsingular because its columns are independent. Therefore, by 
the inverse function theorem, there are connected neighborhoods Uo of 
(0,0) and Do of 'P(O, 0) = (0,0) such that 'P: Uo -+ Do is a diffeomorphism. 
Writing the inverse map as 'P-I(x, y) = (A(x, y), B(x, y)) for some smooth 
functions A: Do -+ ]R.k and B: Do -+ ]R.m-k, we compute 

(x, y) = 'P(A(x, y), B(x, y)) = (Q(A(x, y), B(x, y)), B(x, y)). (7.8) 
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Comparing y components, it follows that B(x, y) = y, and therefore rp-l 
has the form 

rp-l(X, y) = (A(x, y), y). 

Observe that rp 0 rp-l = Id implies Q(A(x,y),y) 
F 0 rp-l has the form 

FOrp-l(X,y) = (x,R(x,y») , 

x, and therefore 

where R: Uo --+ ]Rk is defined by R(x, y) = R(A(x, y), y). The Jacobian 
matrix of this map at an arbitrary point (x, y) E fio is 

D(F 0 rp-l)(x, y) = (:~i a~i)' 
axj ayj 

Since composing with a diffeomorphism does not change the rank of a map, 
this matrix has rank equal to k everywhere in fio. Since the first k columns 
are obviously independent, the rank can be k only if the partial deriva­
tives aRi layj vanish identically on fio, 'Yhich implies that R is actually 
independent of (yl, ... , ym-k). Thus if we let S(x) = R(x, 0), we have 

FOrp-l(X,y) = (x,S(x». (7.9) 

To complete the proof, we need to define a smooth chart for ]Rn near 
(0,0). Let Vo c V be the open set 

Vo = {(v,w) E V: (v,O) E fio}, 

which is a neighborhood of (0,0) because (0,0) E fio, and define 'IjJ: Vo --+ 
]Rn by 

'IjJ(v,W) = (v,w - S(v». 

This is a diffeomorphism onto its image, because its inverse is given explic­
itly by 'IjJ-l(s, t) = (s, t + S(s»; thus (VO, 'IjJ) is a smooth chart. It follows 
from (7.9) that 

'IjJ 0 F 0 rp-l(x, y) = 'IjJ(x, S(x» = (x, S(x) - S(x» = (x,O), 

which was to be proved. D 

Another useful consequence of the inverse function theorem is the implicit 
function theorem, which gives conditions under which a level set of a smooth 
map is locally the graph of a smooth function. 

Theorem 7.9 (Implicit Function Theorem). Let U c ]Rn x]Rk be 
an open set, and let (x, y) = (xI, ... , xn , yI, ... ,yk) denote the standard 
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Figure 7.3, The implicit function theorem. 

coordinates on U. Suppose <I>: U -+ ~k is a smooth map, (a, b) E U, and 
c = <I>(a, b) . If the k x k matrix 

(~:; (a , b)) 
is nonsingular, then there exist neighborhoods Vo C ~n of a and Wo C ~k 
of b and a smooth map F: Vo -+ Wo such that <I>-l(C) n Vo x Wo is the 
graph of F, i.e., <I>(x, y) = c for (x, y) E Vo x Wo if and only if y = F(x) 
(Figure 7. 3) . 

Proof. Under the hypotheses of the theorem, consider the smooth map 
w: U -+ ~n X ~k defined by w(x, y) = (x, <I> (x, y)). Its total derivative at 
(a, b) is 

(
In 

Dw(a, b) = EJ<I>i 
~(a,b) 
ux) 

which is nonsingular by hypothesis. Thus by the inverse function theorem 
there exist connected neighborhoods Uo of (a , b) and Yo of (a , c) such that 
w: Uo -+ Yo is a diffeomorphism. Shrinking Uo and Yo if necessary, we may 
assume that Uo = V x W is a product neighborhood. Arguing exactly as 
in the proof of the rank theorem (but with the roles of x and y reversed), 
we see that the inverse map has the form 

w- 1(x, y) = (x,B(x, y)) 

for some smooth map B: Yo -+ W. 
Now let Vo = {x E V : (x, c) E Yo} and Wo = W , and define F: Vo -+ Wo 

by F(x) = B(x, c). Comparing y components in the relation (x, c) = w 0 
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w-1(x, c) yields 

c = <I>(x, B(x, c)) = <I> (x, F(x)) 

whenever x E Vo, so the graph of F is contained in <I>-l(C). Conversely, 
suppose (x, y) E Vo x Wo and <I>(x, y) = c. Then w(x, y) = (x, <I> (x, y)) = 
(x, c), so 

(x,y) = w-1(x,c) = (x, B(x, c)) = (x,F(x)), 

which implies that y = F(x). This completes the proof. o 

Constant-Rank Maps Between Manifolds 

The inverse function theorem and the rank theorem are, on the face of it, 
results about maps between open subsets of Euclidean spaces. However, 
we will usually apply them to maps between manifolds, so it is useful to 
restate them in this context. 

Theorem 7.10 (Inverse Function Theorem for Manifolds). Sup­
pose M and N are smooth manifolds, p E M, and F: M -t N is a 
smooth map such that F*: TpM -t TF(p)N is bijective. Then there exist 
connected neighborhoods Uo of p and Vo of F(p) such that Fluo : Uo -t Vo 
is a diffeomorphism. 

Proof. The fact that F* is bijective implies that M and N have the same 
dimension, and then the result follows from the Euclidean inverse function 
theorem applied to the coordinate representation of F. 0 

Corollary 7.11. Suppose M and N are smooth manifolds of the same 
dimension, and F: M -t N is an immersion or submersion. Then F is a 
local diffeomorphism. If F is bijective, it is a diffeomorphism. 

Proof. The fact that F is a local diffeomorphism is an immediate con­
sequence of the inverse function theorem. If F is bijective, then it is a 
diffeomorphism by Exercise 2.9. 0 

Example 7.12 (Spherical Coordinates). As you probably know from 
calculus, spherical coordinates (p, <p, 8) on lR,3 are defined by the relations 

x = p sin <p cos 8, 

y = p sin <p sin 8, 

z = pcos<p. 

(7.10) 

Geometrically, p is the distance from the origin, <p is the angle from the 
positive z-axis, and 8 is the angle from the x > 0 half of the (x, z)-plane 
(Figure 7.4). 
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z 

~-+--+--y 

Figure 7.4. Spherical coordinates. 

If we set F(p, cp, B) = (p sin cp cos B, p sin cp sin B, pcos cp), this defines F 
as a smooth map from JR.3 to JR.3. A computation shows that the Jacobian 
determinant of F is p2 sin cpo Letting U C JR.3 be the open subset 

U = {(p, cp, B) E JR.3 : p > 0, ° < cp < 7r} , 

it follows from Corollary 7.11 that F is a local diffeomorphism from U to 
JR.3. Therefore, if we set Vo = F(Uo), where Uo C U is any open subset 
on which F is injective, the inverse map (Fluo)-l: Vo -+ Uo is a smooth 
coordinate map. For example, we could take 

Uo = {(p,cp,B) E JR.3: p > 0, 0 < cp < 7r, 0 < B < 27r}, 

Vo = {(x,y,z) E JR.3: y =I- 0 or x < o}. 

Notice how much easier it is to argue this way than to construct an explicit 
inverse for F. 

<> Exercise 7.3. Verify the claims in the preceding example. 

<> Exercise 7.4. Carry out a similar analysis for polar coordinates in the 
plane. 

Theorem 7.13 (Rank Theorem for Manifolds). Suppose M and N 
are smooth manifolds of dimensions m and n, respectively, and F: M -+ N 
is a smooth map with constant rank k. For each p E:: M there exist smooth 
coordinates (xl, ... , xm) centered at p and (vl, ... , vn) centered at F(p) in 
which F has the coordinate representation 

(7.11 ) 

Proof. Replacing M and N by smooth coordinate domains U C M near 
p and V C N near F(p) and replacing F by its coordinate representation, 
the theorem is reduced to the rank theorem in Euclidean space. D 
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The following corollary can be viewed as a somewhat more invari­
ant statement of the rank theorem. It says that constant-rank maps are 
precisely the ones whose local behavior is the same as that of their 
pushforwards. 

Corollary 7.14. Let F: M --+ N be a smooth map, and suppose M is 
connected. Then the following are equivalent: 

(a) For each p EM there exist smooth charts near p and F(p) in which 
the coordinate representation of F is linear. 

(b) F has constant rank. 

Proof. First suppose F has a linear coordinate representation in a neighbor­
hood of each point. Since any linear map has constant rank, it follows that 
the rank of F is constant in a neighborhood of each point, and thus by con­
nectedness it is constant on all of M. Conversely, if F has constant rank, 
the rank theorem shows that it has the linear coordinate representation 
(7.11) in a neighborhood of each point. 0 

The next theorem is a powerful consequence of the rank theorem. (Part 
of the proof needs to be delayed until Chapter 10, but we state the entire 
theorem here because it fits nicely with our study of constant-rank maps.) 

Theorem 7.15. Let F: M --+ N be a smooth map of constant rank. 

( a) If F is surjective, then it is a submersion. 

( b) If F is injective, then it is an immersion. 

( c) If F is bijective, then it is a diffeomorphism. 

Proof. First note that (c) follows from (a) and (b), because a bijective 
smooth map of constant rank is a submersion by part (a) and an immersion 
by part (b), so M and N have the same dimension; and then Corollary 7.11 
implies that F is a diffeomorphism. 

To prove (b), let m = dim M, n = dim N, and suppose F has constant 
rank k. If F is not an immersion, then k < m. By the rank theorem, in 
a neighborhood of any point there is a smooth chart in which F has the 
coordinate representation 

(7.12) 

It follows that F(O, ... ,0, c) = F(O, ... ,0,0) for any sufficiently small c, so 
F is not injective. 

For the proof of (a), see Chapter 10 (page 245). 0 
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Figure 7.5. Local section of a submersion. 

Submersions 

Another important application of the rank theorem is to vastly expand our 
understanding of the properties of submersions. 

Proposition 7.16 (Properties of Submersions). Let 7r: M --+ N be a 
submersion. 

( a) 7r is an open map. 

(b) Every point of M is in the image of a smooth local section of 7r. 

( c) If 7r is surjective, it is a quotient map. 

Proof. Given p EM, let q = 7r(p) E N. Because a submersion has constant 
rank, by the rank theorem we can choose smooth coordinates (Xl, ... , xm) 
centered at p and (yl, . . . , yk) centered at q in which 7r has the coordi­
nate representation 7r(xl, ... ,xk,Xk+l , ... ,xm ) = (xl, ... ,xk). If E is a 
sufficiently small positive number, the coordinate cube 

Co = {x: Ixil < E for i = 1, ... , m} 

is a neighborhood of p whose image under 7r is the cube 

C~ = {y : Iyil < E for i = 1, ... , k}. 

The map a: C~ --+ Co whose coordinate representation is a (Xl, ... , xk) = 

(xl, . .. , xk, 0, ... , 0) is a smooth local section of 7r satisfying a(q) = p 
(Figure 7.5) . This proves (b). 

Suppose W is any open subset of M and q E 7r(W). For any pEW such 
that 7r(p) = q, W contains an open coordinate cube Co centered at p as 
above, and thus 7r(W) contains an open coordinate cube centered at 7r(p), 
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This proves that 7I"(W) is open, so (a) holds. Because a surjective open map 
is automatically a quotient map, (c) follows from (a). D 

The next three propositions provide important tools that we will use 
frequently when studying submersions. The general philosophy of the proofs 
is this: To "push" a smooth object (such as a smooth map) down via a 
submersion, pull it back via local sections. 

Proposition 7.17. Suppose M, N, and P are smooth manifolds, 71": M-t 
N is a surjective submersion, and F: N -t P is any map. Then F is smooth 
if and only if F 0 71" is smooth: 

N~P. 

Proof. If F is smooth, then F 0 71" is smooth by composition. Conversely, 
suppose that F 0 71" is smooth, and let q E N be arbitrary. For any p E 
7I"-l(q), Proposition 7.16(b) guarantees the existence of a neighborhood U 
of q and a smooth local section a: U -t M of 71" such that a(q) = p. Then 
71" 0 a = Idu implies 

Flu = Flu oIdu = Flu 0 (71" 0 a) = (F 0 71") 0 a, 

which is a composition of smooth maps. This shows that F is smooth in a 
neighborhood of each point, so it is smooth. D 

The next proposition gives a very general sufficient condition under which 
a smooth map can be "pushed down" by a submersion. 

Proposition 7.18 (Passing Smoothly to the Quotient). Suppose 
71": M -t N is a surjective submersion. If F: M -t P is a smooth map that 
is constant_on the fibers of 71", then there is a unique smooth map F: N -t P 
such that F 0 71" = F: 

N --;:;::-+- P. 
F 

Proof. Clearly, if F exists, it will have to satisfy F(q) = F(p) whenever 
p E 7I"-l(q). We use this to define F: Given q E N, let F(q) = F(p), where 
p E M is any point in the fiber over q. (Such a point exists because we are 
assuming that 71" is surjective.) This is well-defined because F is constant 
On the fibers of 71", and it satisfies F 0 71" = F by construction. Thus F is 
smooth by Proposition 7.17. D 
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Our third proposition can be interpreted as a uniqueness result for 
smooth manifolds defined as quotients of other smooth manifolds by 
submersions. 

Proposition 7.19 (Uniqueness of Smooth Quotients). Suppose 
7r1: M -t N1 and 7r2: M -t N2 are surjective submersions that are con­
stant on each other's fibers. Then there exists a unique diffeomorphism 
F: N1 -t N2 such that F 0 7r1 = 7r2: 

M 

7r1/ ~7r2 
N1 --F-=--' N2. 

<> Exercise 7.5. Prove Proposition 7.19. 

Problems 

7-1. Using the covering map 7r:]R2 -t ']['2 defined by 7r(cp,O) = (ei<p, ei(i) , 
show that the immersion X: ]R2 -t ]R3 defined in Example 7.1(f) 
descends to an embedding of ']['2 into ]R3. 

7-2. Define a map F: §2 -t ]R4 by 

F(x,y,z) = (x2 _y2,xy,xz,yz). 

Using the smooth covering map p: §2 -t ]RJlD2 described in Example 
2.5(d) and Problem 2-9, show that F descends to a smooth embedding 
of ]RJlD2 into ]R4. 

7-3. Let 'Y: ]R -t ']['2 be the curve of Example 7.3. Sho~ that the image set 
'Y (]R) is dense in ']['2. 

7-4. Suppose M is a smooth manifold, p E M, and y1, ... ,yn are smooth 
real-valued functions defined on a neighborhood of pin M. 

(a) If dy1Ip,"" dynl p form a basis for T; M, show that (yl, ... , yn) 
are smooth coordinates for M in some neighborhood of p. 

(b) If dy1lp, ... , dyn Ip are independent, show that there are real­
valued functions yn+1, ... , ym such that (y1, ... , ym) are smooth 
coordinates for M in some neighborhood of p. 

(c) If dy1Ip,'" ,dynlp span T;M, show that there are indices 
iI, ... ,ik such that (yi1, ... , yik) are smooth coordinates for M 
in some neighborhood of p. 

7-5. Let M be a smooth compact manifold. Show that there is no 
submersion F: M -t ]Rk for any k > O. 

7-6. Suppose 7r: M -t N is a smooth map such that every point of M is in 
the image of a smooth local section of 7r. Show that 7r is a submersion. 
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Figure 7.6. A connected sum. 

7-7. Let M be a smooth n-manifold with boundary. Recall from Chapter 
1 that a point P E M called a boundary point of M if <p(p) E aIHIn for 
some smooth chart (U,<p), and an interior point if <p(p) E IntIHIn for 
some smooth chart. Show that the set of boundary points and the set 
of interior points are disjoint. [Hint: If <p(p) E aIHIn and 'ljJ (p) E Int IHIn , 
consider <p 0 'ljJ -I as a map into ]Rn .] 

7-8. If 7r: M -+ N is a submersion and X E T(N), show that there is a 
smooth vector field on M (called a lift of X) that is 7r-related to X. 
Is it unique? 

7-9. Suppose 7r: M -+ N is a surjective submersion. If X is a smooth 
vector field on M such that 7r*Xp = 7r*Xq whenever 7r(p) = 7r(q) , 
show that there exists a unique smooth vector field on N that is 
7r-related to x . 

7-10. Let M 1 , M2 be connected smooth manifolds of dimension n. For 
i = 1,2, let (Wi, <Pi) be a smooth coordinate domain centered at 
some point Pi E Mi such that <Pi(Wi ) = B 2(0) c ]Rn. Define 
Ui = <p;I(BI(O)) C Wi and MI = Mi " Ui. The connected sum of 
MI and M2, denoted by MI #M2, is the quotient space of M{ II M~ 
obtained by identifying each q E aUI with <p;-l 0<pI(q) E aU2 (Figure 
7.6). Show that MI #M2 is a connected topological n-manifold, and 
has a unique smooth structure such that the restriction of the quo­
tient map to each MI is a smooth embedding (where MI is thought 
of as a smooth manifold with boundary) . Show that there are open 
subsets M 1 , M2 C M[ #M2 that are diffeomorphic to MI " {PI} and 
M2 " {P2} , respectively, and such that MI n M2 is diffeomorphic to 
B2 (0) " {O}. 



8 
Submanifolds 

Many of the most familiar examples of manifolds arise naturally as subsets 
of other manifolds. For example, the n-sphere is a subset of IRn+l, and the 
n-torus ,][,n = §1 X ... X §1 is a subset of ex· .. x e = en. In this chapter 
we will explore conditions under which a subset of a smooth manifold can 
be considered as a smooth manifold in its own right. As you will soon 
discover, the situation is quite a bit more subtle than the analogous theory 
of topological subspaces. 

We begin by defining the most important type of smooth submanifolds, 
called embedded submanifolds. These are modeled locally on linear sub­
spaces of Euclidean space, and turn out to be exactly the images of smooth 
embeddings. Then, because submanifolds are most often presented as level 
sets of smooth maps, we devote some time to analyzing the conditions 
under which such sets are smooth manifolds. We will see that level sets 
of constant-rank maps (in particular, submersions) are always embedded 
submanifolds. 

Next, we introduce a more general kind of submanifolds, called immersed 
submanifolds, which turn out to be the images of injective immersions. 
They look locally like embedded submanifolds, but may not be globally 
embedded. We also explore conditions under which smooth maps, vector 
fields, and covector fields can be restricted to submanifolds. 

At the end of the chapter we apply the theory of submanifblds to study 
Lie subgroups of Lie groups and sub bundles of vector bundles. 
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M 

X k +1 . . . xn 

Figure 8.1. A slice chart. 

Embedded Submanifolds 

Smooth submanifolds are modeled locally on the standard embedding of 
~k into ~n, identifying ~k with the subspace 

{ ( 1 k k+1 n). k+1 _ _ n - o} x , ... ,x,x , ... ,x .x - "'-x-

of ~n. Somewhat more generally, if U is an open subset of ~n, a k-slice of 
U is any subset of the form 

S - {( 1 k k+1 n) U. k+1 _ k+l n _ n} - X , ... ,X,X , ... ,X E .x -c , ... ,X-C 

for some constants ck + 1 , ... , cn . Clearly, any k-slice is homeomorphic to an 
open subset of ~k . (Sometimes it is convenient to consider slices defined 
by setting some subset of the coordinates other than the last ones equal to 
constants. The meaning should be clear from the context.) 

Let M be a smooth n-manifold, and let (U, <p) be a smooth chart on M. 
If S is a subset of U such that <peS) is a k-slice of <p(U), then we say simply 
that S is a k-slice of U. A subset ScM is called an embedded submanifold 
of dimension k (or embedded k-submanifold for short) if for each point 
pES there exists a smooth chart (U, <p) for M such that p E U and U n S 
is a k-slice of U (Figure 8.1). In this situation we call the chart (U, <p) 
a slice chart for S in M, and the corresponding coordinates (Xl, ... , xn) 
are called slice coordinates. (Although in general we allow our slices to be 
defined by arbitrary constants Ck+l, ... , en, it is sometimes useful to have 
slice coordinates for which the constants are all zero, which can easily be 
achieved by subtracting a constant from each coordinate function.) If the 
dimension of S is understood or irrelevant, we will just call S an embedded 
submanifold. Embedded submanifolds are also called regular submanifolds 
by some authors. 

If S is an embedded submanifold of M, the difference dim M - dim S 
is called the codimension of S in M. An embedded hypersurface is an em-
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bedded submanifold of codimension 1. By convention, we consider an open 
submanifold to be an embedded submanifold of codimension zero. 

The definition of an embedded submanifold is a local one. It is useful to 
express this formally as a lemma. 

Lemma 8.1. Let M be a smooth manifold and let S be a subset of M. 
Suppose that for some k, every point pES has a neighborhood U C M 
such that UnS is an embedded k-submanifold ofU. Then S is an embedded 
k-submanifold of M. 

<> Exercise 8.1. Prove Lemma 8.1. 

The next theorem explains the reason for the name "embedded 
submanifold. " 

Theorem 8.2. Let ScM be an embedded k-dimensional submanifold. 
With the subspace topology, S is a topological manifold of dimension k, 
and it has a unique smooth structure such that the inclusion map S y M 
is a smooth embedding. 

Proof. It is automatic that S is Hausdorff and second countable, because 
M is and both properties are inherited by subspaces. To see that it is locally 
Euclidean, we will construct an atlas. The basic idea of the construction is 
that if (xl, ... , xn) are slice coordinates for S in M, we can use (Xl, ... , xk) 
as local coordinates for S. 

For this proof, let 7r: IRn ---+ IRk denote the projection onto the first k 
coordinates. For any slice chart (U, cp), let 

v=unS, 
V = 7r 0 cp(V), 

7j; = 7r 0 cplv: V ---+ V. 
Then V is open in IRk because both cp and 7r are open maps, and 7j; is a 
homeomorphism because it has a continuous inverse given by cp-l 0 jlv' 
where j: IRk ---+ IRn is an affine map of the form 

j (x\ ... ,xk) = (Xl, ... ,x\ek+\ ... ,en). 

Thus S is a topological k-manifold, and the inclusion map i: S y M is a 
topological embedding. 

To put a smooth structure on S, we will verify that the charts constructed 
above are smoothly compatible. Suppose (U, cp) and (U', cp') are two slice 
charts for S in M, and let (V,7j;), (V',7j;') be the corresponding charts for 
S. The transition map is given by 7j;' o7j;-1 = 7r 0 cp' 0 cp-l 0 j, which is 
a composition of the smooth maps 7r, cp' 0 cp-l, and j (Figure 8.2). Thus 
the atlas we have constructed is in fact a smooth atlas, and it defines a 
smooth structure on S. In terms of a slice chart (U, cp) for M and the cor­
responding chart (V,7j;) for S, the inclusion map S yMhas a coordinate 
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RkC9 

Figure 8.2. Smooth compatibility of slice charts. 

representation of the form 

( 1 k) (1 k k+ 1 n) X , •.• ,X H X , ... ,x,e , . . . ,e , 

which is obviously an immersion. Since the inclusion is an injective 
immersion and a topological embedding, it is a smooth embedding as 
claimed. 

The last thing we have to prove is that this is the unique smooth struc­
ture making the inclusion map a smooth embedding. Suppose that A is a 
(possibly different) smooth structure on S with the property that the inclu­
sion map L: (S, A) '--t M is a smooth embedding. To show that A is equal 
to the smooth structure we have constructed, it suffices to show that each 
of the charts we constructed above is compatible with every chart in A . 
Thus let (U, 'P) be a slice chart for S in M, let (V, 'ljJ ) be the corresponding 
chart for S constructed above, and let (W, B) be an arbitrary chart in A . 
We need to show that 'ljJ ° B- 1: B(W n V) -+ 'ljJ (W n V) is a diffeomorphism 
(Figure 8.3). 

Observe first that 'ljJ 0 B- 1 is a composition of homeomorphisms and 
therefore is itself a homeomorphism. It is smooth because it can be written 
as the following composition of smooth maps: 

B(W n V) ~ W n V y U ~ IRn ~ IRk , 

where we think of W n V as an open subset of S (with the smooth structure 
A) and U as an open subset of M. By Corollary 7.11, to prove that it is a 
diffeomorphism, it suffices to show that it is an immersion. 

By the argument above, ('ljJ oB- 1)* = 1f * 0'P* OL* 0 (0- 1 )*. Each of the linear 
maps 'P*, L*, and (0 - 1)* is injective-in fact, 'P* and (0- 1)* are bijective­
and thus their composition is injective. Although 1f * is not injective, the 
composition will be injective, provided that 1m ('P ° L ° 0- 1 )* n Ker 1f * = {O} 
(see Exercise A.41(d)). Since L takes its values in S, 'P ° L 0 0- 1 takes its 
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Figure 8.3. Uniqueness of the smooth structure on S. 

values in the slice where the coordinates xk+l, .. . , xn are constant: 

f) - I ( I k) _ ( I ( ) k() k+l n) <pOLO y, .. . , y - x y, ... ,x y,c , ... ,C . 

It follows easily that the push forward of this map at any point takes its 
values in the span of (el, ... ,ek), while Kern. = span(ek+l, . . . ,en). 0 

This theorem has the following important converse. 

Theorem 8.3. The image of a smooth embedding is an embedded 
submanifold. 

Proof. Let F: N ---+ !VI be a smooth embedding. We need to show that each 
point of F(N) has a coordinate neighborhood U C !VI in which F(N) n U 
is a slice. 

Let pEN be arbitrary. Since a smooth embedding has constant rank, 
by the rank theorem there are smooth charts (U, rp) , (V,1j;) centered at p 
and F(p) in which Flu: U ---+ V has the coordinate representation 

F(xl, . .. ,xk) = (XI, . .. , xk , O, . . . ,O) . 

In particular (shrinking V if necessary), this implies that F(U) is a slice 
in V. Because an embedding is a homeomorphism onto its image with the 
subspace topology, the fact that F(U) is open in F(N) means that there 
is an open set W C !VI such that F(U) = W n F(N). Replacing V by 
V = V n W , we obtain a slice chart (\1, 1j;lv) containing F(p) such that 

V n F(N) = V n F(U) is a slice of V. 0 

The preceding two theorems can be summarized by the following 
corollary. 

Corollary 8.4. Embedded submanifolds are precisely the images of smooth 
embeddings. 
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Figure 8.4. The tangent space to an embedded submanifold. 

The Tangent Space to an Embedded Submanifold 

If S is an embedded submanifold of lR,n, we intuitively think of the tangent 
space TpS at a point of S as a subspace of the tangent space TplR,n. Similarly, 
the tangent space to a submanifold of an abstract smooth manifold can be 
viewed as a subspace of the tangent space to the ambient manifold, once 
we make appropriate identifications. 

Let M be a smooth manifold, and let ScM be an embedded subman­
ifold. Since the inclusion map L: S y M is a smooth embedding, at each 
point pES we have an injective linear map L*: TpS -+ TpM. In terms 
of derivations, this injection works in the following way: For any vector 
X E TpS, the image vector X = L*X E TpM acts on smooth functions on 
Mby 

We will adopt the convention of identifying TpS with its image under this 
map, thereby thinking of TpS as a certain linear subspace of TpM (Figure 
8.4). 

The next proposition gives a useful way to characterize TpS as a subspace 
ofTpM. 

Proposition 8.5. Suppose ScM is an embedded sub manifold and pES. 
As a subspace of TpM, the tangent space TpS is given by 

TpS = {X E TpM : Xf = 0 whenever f E COO(M) and fls = a}. 

Proof. First suppose X E TpS c TpM. This means, more precisely, that 
X = L*Y for some Y E TpS. If f is any smooth real-valued function on M 
that vanishes on S, then f 0 L = 0, so 

Xf = (L*Y)f = Y(J 0 L) = O. 

Conversely, if X E TpM satisfies Xf = 0 whenever f vanishes on S, 
we need to show that there is a vector Y E TpS such that X = L* Y. Let 
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Figure 8.5. A graph is an embedded submanifold. 

(Xl, ... , xn) be slice coordinates for S in some neighborhood U of p, so 
that Un S is the subset of U where Xk+l = . . . = xn = 0, and (Xl, . . . , xk) 
are coordinates for U n S. Because the inclusion map L: S n U ~ M has 
the coordinate representation 

i(Xt, ... ,xk) = (xt, ... ,xk ,O, ... , O) 

in these coordinates, it follows that TpS (that is, i*TpS) is exactly the sub­
space of TpM spanned by 8/ 8xllp, . . . , 8/ 8xklp. If we write the coordinate 
representation of X as 

n . 8 I 
X = LX' 8x i ' 

i=l P 

we see that X E TpS if and only if Xi = 0 for i > k. 
Let 'P be a smooth bump function supported in U that is equal to 1 in 

a neighborhood of p. Choose an index j > k, and consider the function 
f(x) = 'P(x)xj , extended to be zero on M" U. Then f vanishes identically 
on S, so 

0= Xf = tXi 8 ('P~;:xj) (p) = xj. 
i=l 

Thus X E TpS , as desired. D 

Examples of Embedded Submanifolds 

One straightforward way to construct embedded submanifolds is by using 
the graphs of smooth functions . 

Lemma 8.6 (Graphs as Submanifolds). If U c IRn is open and 
F: U --t IRk is smooth, then the graph of F is an embedded n-dimensional 
submanifold of IRn+k (see Figure 8.5). 
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Proof. Define a map 'P: U x IRk -+ U X IRk by 

'P(x, y) = (x, y - F(x)). 

It is clearly smooth, and in fact it is a diffeomorphism because its inverse 
can be written explicitly: 

'P- 1(u,v) = (u,v+F(u)). 

Because 'P(r(F)) is the slice {(u,v) : v = O} of U x IRk, this shows that 
r(F) is an embedded submanifold. 0 

Example 8.7 (Spheres). For any n 2: 0, §n is an embedded submanifold 
of IRn+1, because it is locally the graph of a smooth function: As we showed 
in Example 1.2, the intersection of §n with the open set {x : Xi > O} is the 
graph of the smooth function 

i _ f ( 1 i-1 i+1 n+1) X - X , ... ,x ,x , ... ,X , 

where f:]Bn -+ IR is given by f(u) = J1-luI 2 . Similarly, the intersection 
of §n with {x : xi < O} is the graph of -f. Since every point in §n is in 
one of these sets, Lemma 8.1 shows that §n is an embedded submanifold of 
IRn+1. The smooth structure thus induced on §n is the same as the one we 
defined in Chapter 1: In fact, the coordinates for §n determined by these 
slice charts are exactly the graph coordinates we defined in Example 1.20. 

<> Exercise 8.2. Show that spherical coordinates (Example 7.12) form a 
slice chart for §2 in ]R3 on any open set where they are defined. 

Level Sets 

As Example 8.7 illustrates, showing directly from the definition that a 
subset of a manifold is an embedded submanifold can be somewhat cum­
bersome. We know that images of smooth embeddings are always embedded 
submanifolds (Theorem 8.3), so one way to show that a subset is an em­
bedded submanifold is to exhibit it as the image of a smooth embedding. 
However, in practice, a submanifold is most often presented as the set of 
points where some map takes on a fixed value. If <1>: M -+ N is any map 
and c is any point of N, the set <1> -1 (c) is called a level set of <1> (Figure 
8.6). (In the special case N = IRk and c = 0, the level set <1> -1 (0) is usually 
called the zero set of <1>.) For example, the n-sphere §n c IRn +i is the level 
set <1>-1(1), where <1>: IRn +1 -+ IR is the function <1>(x) = Ix1 2. 

We do not yet have an effective criterion for deciding when a level set of a 
smooth map is an embedded submanifold. It is easy to construct examples 
that are not: For instance, consider the two smooth maps <1>, 'l1: IR2 -+ IR 
defined by <1> (x, y) = x3 - y2 and 'l1(x, y) = x2 - y2 (Figure 8.7). The zero 
set of <1> is a curve that has a "cusp," or "kink," at the origin, while the 
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Figure 8.6. A level set. 

Figure 8.7. Level sets that are not embedded submanifolds. 

zero set of III is the union of the lines x = y and x = -yo As Problem 8-13 
shows, neither of these sets is an embedded submanifold of ]R2. 

In this section we will use the tools we developed in Chapter 7 to give 
some very general criteria for level sets to be submanifolds. To set the 
stage, consider first a linear version of the problem. Any k-dimensional 
linear subspace S c ]Rn is the kernel of some linear map. (Such a linear 
map is easily constructed by choosing a basis for S and extending it to 
a basis for ]Rn.) By the rank-nullity law, if S = Ker L, then 1m L must 
have dimension n - k. Therefore, a natural way to specify a k-dimensional 
subspace S c ]Rn is to give a surjective linear map L: ]Rn ---+ ]Rn-k whose 
kernel is S. The vector equation Lx = 0 is equivalent to n - k independent 
scalar equations, each of which can be thought of as cutting down one of 
the degrees of freedom in ]Rn, leaving a subspace S of dimension k. 

In the context of smooth manifolds, the analogue of a surjective linear 
map is a submersion. Thus we might expect that a level set of a submersion 
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from an n-manifold to an (n - k)-manifold should be an embedded k­
dimensional submanifold. We will see below that this is the case. In fact, 
thanks to the rank theorem, something even stronger is true. 

Theorem 8.8 (Constant-Rank Level Set Theorem). Let M and N 
be smooth manifolds, and let <I>: M -+ N be a smooth map with constant 
rank equal to k. Each level set of <I> is a closed embedded submanifold of 
codimension k in M. 

Proof. Let c EN be arbitrary, and let S denote the level set <I>-l(C) C M. 
Clearly, S is closed in M by continuity. To show that it is an embedded 
submanifold, we need to show that for each pES there is a slice chart 
for S in M near p. From the rank theorem, there are smooth charts (U, cp) 
centered at p and (V, 'ijJ) centered at c = <I>(p) in which <I> has a coordi­
nate representation of the form (7.11), and ther.efore S n U is the slice 
{(x 1 , ... ,Xm )EU:X1 = .. ·=Xk =O}. D 

Corollary 8.9 (Submersion Level Set Theorem). If <I>: M -+ N is 
a submersion, then each level set of <I> is a closed embedded submanifold 
whose codimension is equal to the dimension of N. 

Proof. A submersion has constant rank equal to the dimension of N. D 

This result can be strengthened considerably, because we need only check 
the rank condition on the level set we are interested in. If <I>: M -+ N 
is a smooth map, a point p E M is said to be a regular point of <I> if 
<I>*: TpM -+ T4?(p)N is surjective; it is a critical point otherwise. (This 
means, in particular, that every point is critical if dimM < dimN.) A 
point c E N is said to be a regular value of <I> if every point of the level set 
<I>-l(C) is a regular point, and a critical value otherwise. In particular, if 
<I> -1 ( c) = 0, c is regular. Finally, a level set <I> - I ( c) is called a regular level 
set if c is a regular value; in other words, a regular level set is a level set 
consisting entirely of regular points. 

Corollary 8.10 (Regular Level Set Theorem). Every regular level 
set of a smooth map is a closed embedded submanifold whose codimension 
is equal to the dimension of the range. 

Proof. Let <I>: M -+ N be a smooth map and let c E N be a regular value 
such that <I>-l(C) I- 0. The fact that c is a regular value means that <I>* has 
rank equal to the dimension of N at every point of <I> -1 (c). To prove the 
corollary, it suffices to show that the set U of points where rank <I>* = dim N 
is open in M, for then <I> I u: U -+ N is a submersion, and we can apply 
the preceding corollary with M replaced by U, noting that an embedded 
sub manifold of U is also an embedded submanifold of M. 

To see that U is open, let m = dimM, n = dimN, and suppose p E U. 
In terms of smooth coordinates near p and <I> (p) , the assumption that 
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Figure 8.8. An embedded submanifold is locally a level set. 

rank <P* = n at p means that the n x m matrix representing <P* in co­
ordinates has an n x n minor whose determinant is nonzero. By continuity, 
this determinant will be nonzero in some neighborhood of p , which means 
that <P has rank n in this whole neighborhood. 0 

o Exercise 8.3. If f: M -+ R is a smooth real-valued function, show that 
p E M is a regular point of f if and only if dfp =I- O. 

Example 8.11 (Spheres). Now we can give a much easier proof that 
§n is an embedded submanifold of IRn+l. The sphere is easily seen to be 
a regular level set of the function f: IRn+1 -+ IR given by f(x) = Ix1 2 , 

since df = 2 Ei Xi dx i vanishes only at the origin. Thus §n is an embedded 
n-dimensional submanifold of IRn +1 . 

Not all embedded sub manifolds are naturally given as level sets of sub­
mersions as in these examples. However, the next proposition shows that 
every embedded submanifold is at least locally of this form. 

Proposition 8.12. Let S be a subset of a smooth n-manifold M. Then 
S is an embedded k-submanifold of M if and only if every point pES 
has a neighborhood U in M such that U n S is a level set of a submersion 
<P: U --+ IRn - k . 

Proof. First suppose S is an embedded k-submanifold. If (Xl, ... , xn) are 
slice coordinates for S on an open set U c M, the map <P: U -+ IRn - k given 
in coordinates by <p(x) = (xk+l, . . . , xn) is easily seen to be a submersion 
one of whose level sets is S n U (Figure 8.8). Conversely, suppose that 
around every point pES there is a neighborhood U and a submersion 
<P: U --+ IRn - k such that S n U = <p-I(C) for some c E IRn - k . By the 
submersion level set theorem, S n U is an embedded submanifold of U, and 
so by Lemma 8.1, S is itself an embedded submanifold. 0 

If ScM is an embedded submanifold, a smooth map <P: M -+ N such 
that S is a regular level set of <P is called a defining map for S. In the special 



184 8. Submanifolds 

case N = JR.n-k (so that <I> is a real-valued or vector-valued function), it is 
usually called a defining function. Example 8.11 shows that f(x) = Ixl2 is 
a defining function for the sphere. More generally, if U is an open subset 
of M and <I>: U -+ N is a smooth map such that S n U is a regular level 
set of <I> , then <I> is called a local defining map (or local defining function) 
for S. Proposition 8.12 says that every embedded submanifold admits a 
local defining function in a neighborhood of each of its points. If ScM 
is the zero set of a defining function <I>: M -+ JR.m , then S is the set of 
common zeros of the component functions of <I>; just as in the linear case, 
these m functions can be thought of as cutting down the number of degrees 
of freedom from n to n - m. 

In specific examples, finding a (local or global) defining function for a sub­
manifold is usually just a matter of using geometric information about how 
the sub manifold is defined together with some computational ingenuity. 
Here is an example. 

Example 8.13. Let D be the doughnut-shaped torus of revolution de­
scribed in Example 7.1(f). Because D is obtained by revolving the circle 
(y - 2)2 + Z2 = 1 around the z-axis, a point (x, y, z) is in D if and only if 
it satisfies (r - 2)2 + Z2 = 1, where r = Jx2 + y2 is the distance from the 
z axis. Thus D is the zero set of the function <I> (x, y, z) = (r - 2)2 + Z2 -1, 
which is smooth on JR.3 minus the z-axis. A straightforward computation 
shows that d<I> does not vanish on D, so <I> is a global defining function for 
D. 

Our next example is a bit more complicated. It will be of use to us in 
Chapter 10. 

Example 8.14 (Matrices of Fixed Rank). As in Chapter 1, let M(m x 
n, JR.) denote the mn-dimensional vector space of m x n real matrices. For 
any k, let Mk(m x n,JR.) denote the subset of M(m x n,JR.) consisting of 
matrices of rank k. We showed in Example 1.19 that Mk(m x n, JR.) is an 
open submanifold of M(m x n, JR) when k = min(m, n). Now we will show 
that when 0 ~ k ~ min(m, n), Mk(m x n, JR) is an embedded submanifold 
of co dimension (m - k)(n - k) in M(m x n,JR.). 

Let Eo be an arbitrary m x n matrix of rank k. This implies that Eo 
has some k x k minor with nonzero determinant. For the time being, let us 
assume that it is the upper left minor. With Eo written in block form as 

( AD 
Eo = Co BO) 

Do ' 

where AD is a k x k matrix and Do is of size (m - k) x (n - k), our assumption 
is that AD is nonsingular. 

Let U be the set 

U={(~ ~)EM(mXn,JR):detA#O}. 
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By continuity of the determinant function, U is an open subset of M(m x 
n, R) containing Eo. Given E = (~ is) E U, consider the invertible n x n 
matrix 

( A- 1 

P= o 
-A- 1B) 

I n - k . 

Since multiplication by an invertible matrix does not change the rank of a 
matrix, the rank of E is the same as that of 

_ (A B) (A- 1 
EP- C D 0 (8.1) 

Clearly, E P has rank k if and only if D - C A -1 B is the zero matrix. (To 
understand where P came from, observe that E has rank k if and only 
if it can be reduced by elementary column operations to a matrix whose 
first k columns are independent and whose last n - k columns are zero. 
Since elementary column operations correspond to right multiplication by 
invertible matrices, it is natural, at least in retrospect, to look for a matrix 
P satisfying (8.1).) 

Thus we are led to define <I>: U --+ M((m - k) x (n - k),R) by 

<I>(~ ~)=D-CA-1B. 
Clearly, <I> is smooth. To show that it is a submersion, we need to show 
that D<I>(E) is surjective for each E E U. Since M((m - k) x (n - k),R) 
is a vector space, tangent vectors at <I>(E) can be naturally identified with 
(m - k) x (n - k) matrices. Given E = (~ is) and any matrix X E M((m­
k) x (n - k), R), define a curve T R --+ U by 

'Y(t) = (~ D :tx)· 

Then 

<I>*'Y'(O) = (<I> 0 'Y)'(t) = dd I (D + tX - CA- 1 B) = X. 
t t=o 

Thus <I> is a submersion, and so Mk(m x Tt, R) n U is an embedded 
submanifold of U. 

Now if Eb is an arbitrary matrix of rank k, just note that it can be 
transformed to one in U by a rearrangement of its rows and columns. 
Such a rearrangement is a linear isomorphism R: M (m x Tt, R) --+ M (m x 
n, R) that preserves rank, so U' = R- 1 (U) is a neighborhood of Eb and 
<I> 0 R: U' --+ M((m - k) x (Tt - k),R) is a submersion whose zero set is 
Mk(m x n,R) n U'. Thus every point in Mk(m x n,R) has a neighborhood 
U' in M(m x Tt, R) such that U'nMk(m x Tt, R) is an embedded submanifold 
of U', so Mk (m x Tt, R) is an embedded sub manifold by Lemma 8.1. 
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The next lemma shows that defining maps give a concise characterization 
of the tangent space to an embedded submanifold. 

Lemma 8.15. Suppose ScM is an embedded submanifold. If <1>: U -* N 
is any local defining map for S, then TpS = Ker <1>*: TpM -* TCf>(p)N for 
eachp E Sn U. 

Proof. Recall that we identify TpS with the subspace ~*(TpS) c TpM, 
where ~: S y M is the inclusion map. Because <1> 0 ~ is constant on S n U, 
it follows that <1>* 0 t* is the zero map from TpS to TCf>(p)N, and therefore 
Im~* c Ker<1>*. On the other hand, <1>* is surjective by the definition of a 
defining map, so the rank-nullity law implies that 

dimKer<1>* = dimTpM - dimTCf>(p)N = dimTpS = dimlm~*, 

which implies that 1m t* = Ker <1> *. o 

Immersed Submanifolds 

Although embedded submanifolds are the most natural and common sub­
manifolds and suffice for most purposes, it is sometimes important to 
consider a more general notion of submanifold. In particular, when we 
study Lie subgroups later in this chapter and foliations in Chapter 19, we 
will encounter subsets of smooth manifolds that are images of injective 
immersions, but not necessarily of embeddings. To see some of the kinds 
of phenomena that occur, look back at the two examples we introduced 
earlier of injective immersions that are not embeddings. The "figure eight 
curve" of Example 7.2 and the dense curve on the torus of Example 7.3 are 
both images of injective immersions that are not embeddings. In fact, their 
image sets are not embedded submanifolds (see Problems 8-3 and 8-5). 

So as to have a convenient language for talking about examples like 
these, we make the following definition. Let M be a smooth manifold. An 
immersed submanifold of dimension k (or immersed k-submanifold) of M 
is a subset ScM endowed with a k-manifold topology (not necessarily the 
subspace topology) together with a smooth structure such that the inclu­
sion map ~: S y M is a smooth immersion (Figure 8.9). As for embedded 
submanifolds, we define the codimension of N in M to be dimM -dimN. 

Clearly, every embedded submanifold is also an immersed submanifold. 
More generally, immersed submanifolds usually arise in the following way. 
Given an injective immersion F: N -* M, we can give the image set 
F(N) c M a unique manifold topology and smooth structure such that 
F: N -* F(N) is a diffeomorphism: We simply declare a set U c F(N) 
to be open if and only if F- 1 (U) c N is open, and take the smooth 
coordinate maps on F(N) to be the maps of the form 'P 0 F-1 , where 
'P is a smooth coordinate map for N. With this smooth manifold struc­
ture, ~: F(N) y M is an injective immersion, because it is equal to the 
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Figure 8.9. An immersed submanifold. 

composition of a diffeomorphism followed by an injective immersion: 

F- 1 F 
F(N) --+ N --+ M. 

The following proposition is an analogue for immersed submanifolds of 
Corollary 8.4. 

Proposition 8.16. Immersed submanifolds are precisely the images of 
injective immersions. 

Proof. If N c M is an immersed submanifold, the inclusion map i: N y 
M is by definition an injective immersion. Conversely, the discussion above 
showed that the image of any injective immersion has a unique topology 
and smooth structure making it into an immersed submanifold such that 
the given immersion is a diffeomorphism onto its image. 0 

Example 8.17 (Immersed Submanifolds). Because the figure eight 
of Example 7.2 and the dense curve of Example 7.3 are images of injec­
tive immersions, they are immersed submanifolds when given appropriate 
topologies and smooth structures. As smooth manifolds, they are diffeomor­
phic to JR. They are not embedded, because neither one has the subspace 
topology. 

Because immersed submanifolds are the more general of the two types of 
submanifolds, the term "submanifold" without further qualification means 
an immersed submanifold, which includes an embedded submanifold as a 
special case. (Since we are not defining any submanifolds other than smooth 
ones, both types will be understood to be smooth.) Similarly, we will use 
the term "hypersurface" without qualification to mean an (immersed or 
embedded) submanifold of co dimension 1. If there is room for confusion, it 
is usually better to specify explicitly which type of submanifold is meant, 
particularly because some authors do not follow this convention, but in­
stead reserve the unqualified term "submanifold" to mean what we call an 
embedded submanifold. 

Even though an immersed submanifold SCM may not be a topological 
subspace of M, its tangent space at any point pES can nonetheless be 
viewed as a linear subspace of TpM, as for an embedded submanifold. If 
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,,: S '-+ M is the inclusion map, then" is a smooth immersion, so "*: TpS --+ 
TpM is injective. Just as in the case of embedded submanifolds, we will 
routinely identify TpS with the subspace ,,*TpS C TpM. 

In deciding whether a given subset S of a smooth manifold M is a sub­
manifold, it is important to bear in mind that there are two very different 
questions one can ask. The simplest question is whether S is an embedded 
submanifold. This is simply a question about the subset S itself, with its 
subspace topology: Either it is an embedded submanifold or it is not, and 
if so, it has a unique smooth structure making it into an embedded sub­
manifold. (In fact, an even stronger form of uniqueness holds; see Problem 
8-12.) A more subtle question is whether S can be an immersed submani­
fold. In this case, neither the topology nor the smooth structure is known in 
advance, so one needs to ask whether there exist any topology and smooth 
structure on S making it into an immersed submanifold. This question is 
not always straightforward to answer (see Problem 8-13). 

Although many immersed submanifolds are not embedded, the following 
lemma shows that the local structure of an immersed submanifold is the 
same as that of an embedded one. 

Lemma 8.18. Let F: N --+ M be an immersion. Then F is locally an 
embedding: For any pEN, there exists a neighborhood U of p in N such 
that Flu: U --+ M is a smooth embedding. 

<> Exercise 8.4. Prove Lemma 8.18. 

It is important to be clear about what this lemma does and does not say. 
Given an immersed submanifold SCM and a point pES, it is possible 
to find a neighborhood U of p (in S) such that U is embedded; but it may 
not be possible to find a neighborhood V of p in M such that V n S is 
embedded. 

If ScM is an immersed k-submanifold, we define a local parametrization 
of S to be a smooth embedding X: U --+ M whose domain is an open subset 
U C jRk, whose image is an open subset of S, and that is smooth as a map 
into S. In particular, if S = M, then a local parametrization of M is just 
the inverse of a coordinate map. 

Lemma 8.19. Let ScM be an immersed submanifold. Every point pES 
is in the image of a local parametrization of S. If X: U --+ M is any such lo­
cal parametrization, there is a uniquely determined smooth coordinate chart 
(V, tp) for S such that X = "0 tp-l, where ,,: S '-+ M is inclusion. 

<> Exercise 8.5. Use Lemma 8.18 to prove Lemma 8.19. 

Example 8.20. The map F: 1B12 --+ jR3 given by 

F(u, v) = (u, v, vi! - u2 - v2 ) 
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Figure 8.10. A sub manifold (with boundary) of a manifold with boundary. 

is a smooth local parametrization of §2 whose image is the open upper 
hemisphere, and whose associated coordinate chart is the graph coordinates 
described in Example 1.2. 

Example 8.21. The map T (-7r/2, 7r/2) ~ ]R2 given by 'Y(t) = 
(sin 2t, cos t) is a smooth local parametrization of the immersed figure eight 
curve of Example 7.2, whose image is the portion of the curve in the open 
upper half-plane. 

Submanifolds of Manifolds with Boundary 

The definitions of this section extend easily to manifolds with boundary. 
First, if M and N are smooth manifolds with boundary, a smooth map 
F: M ~ N is said to be a immersion if F. is injective at each point, a 
submersion if F. is surjective at each point, and a smooth embedding if it 
is an immersion and a topological embedding. A subset ScM is said to 
be an immersed submaniJold of M if S is endowed with a smooth manifold 
structure such that the inclusion map is an immersion, and an embedded 
submaniJold if in addition S has the subspace topology. (We do not neces­
sarily require the existence of slice coordinates for embedded submanifolds, 
because such coordinates can be problematic if S contains boundary points 
of M.) 

More generally, an immersed or embedded submaniJold with boundary in 
M is defined in exactly the same way, except that now S itself is allowed 
to be a manifold with boundary. For example, for any k ::::; n, the closed 
unit k-dimensional ball Iffik is an embedded submanifold with boundary in 
Iffin, because the inclusion map Iffik '---+ Iffin is easily seen to be a smooth 
embedding (Figure 8.10). 

If M is a smooth n-manifold with boundary, each point p E aM is in 
the domain of a smooth boundary chart (U, r.p) such that r.p(p) E aJH[n, 
and it follows from the result of Problem 7-7 that r.p takes every point in 
Un aM to aJH[n. Thus r.p(U n aM) is the "slice" r.p(U) n aJH[n. Problem 
8-24 shows that aM is an embedded (n - I)-dimensional submanifold of 
M; boundary charts play a role for aM analogous to that played by slice 
charts for ordinary embedded submanifolds. 
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Figure 8.11. Restricting the domain. Figure 8.12. Restricting the range. 

Restricting Maps to Submanifolds 

Given a smooth map F: M ~ N, it is important to know whether F is 
still smooth when its domain or range is restricted to a submanifold. In the 
case of restricting the domain, the answer is easy. 

Proposition 8.22 (Restricting the Domain of a Smooth Map). If 
F: M ~ N is a smooth map and SCM is an (immersed or embedded) 
submanifold (Figure 8.11), then Fls: S ~ N is smooth. 

Proof. The inclusion map t: S y M is smooth by definition of an immersed 
submanifold. Since Fis = F 0 t, the result follows. 0 

When the range is restricted, however, the resulting map may not be 
smooth, as the following example shows. 

Example 8.23. Let S C ~2 be the figure eight submanifold, with the 
topology and smooth structure induced by the immersion "( of Example 
7.2. Define a smooth map G: ~ ~ ~2 by 

G(t) = (sin 2t, cos t). 

(This is the same formula that we used to define ,,(, but now the domain 
is extended to the whole real line instead of being just a subinterval.) It is 
easy to check that the image of G lies in S. However, as a map from ~ to S, 
G is not even continuous, because "(-loG is not continuous at t = -7f /2. 

The next proposition gives sufficient conditions for a map to be smooth 
when its range is restricted to an immersed submanifold. It shows that the 
failure of continuity is the only thing that can go wrong. 

Proposition 8.24 (Restricting the Range of a Smooth Map). Let 
SeN be an immersed submanifold, and let F: M ~ N be a smooth map 
whose image is contained in S (Figure 8.12). If F is continuous as a map 
from M to S, then F: M ~ S is smooth. 

Proof. Let p EM be arbitrary and let q = F(p) E S. Because the inclusion 
map t: S y N is an immersion, Lemma 8.18 guarantees that there is a 
neighborhood V of q in S such that tlv: V y N is a smooth embedding. 
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Figure 8.13. Proof of Proposition 8.24. 

Thus there exists a slice chart (W, 'lj;) for V in N· centered at q (Figure 
8.13). (Of course, it might not be a slice chart for S in N.) The fact that 
(W, 'lj;) is a slice chart means that (Vo, '0) is a smooth chart for V, where 
Vo = W n V and ;{; = 7r 0 'lj;, with 7r: IRn -+ IRk the projection onto the first 
k = dimS coordinates. Since Vo = (Llv)-l(W) is open in V, it is open in 
S in its given topology, and so (Vo, ;{;) is also a smooth chart for S. 

Let U = F- 1(VO) c M, which is an open set containing p. (Here is 
where we use the hypothesis that F is continuous.) Choose a smooth chart 
(Uo, '1') for M such that p E Uo C U. Then the coordinate representation 
of F: M -+ S with respect to the charts (Uo,cp) and (Vo, ;{;) is 

;{; 0 F 0 '1' - 1 = 7r 0 ('lj; 0 F 0 '1'-1) , 

which is smooth because F: M -+ N is smooth. D 

In the special case in which the submanifold S is embedded, the 
continuity hypothesis is always satisfied. 

Corollary 8.25 (Embedded Case). Let SeN be an embedded sub­
manifold. Then any smooth map F: M -+ N whose image is contained in 
S is also smooth as a map from M to S. 

Proof. Since SeN has the subspace topology, a continuous map F: M -+ 
N whose image is contained in S is automatically continuous into S, by 
the characteristic property of the subspace topology (Lemma A.5(a)). D 

Vector Fields and Covector Fields on Submanifolds 

If ScM is an immersed or embedded submanifold, a vector field X on 
M does not necessarily restrict to a vector field on S , because Xp may not 
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Figure 8.14. A vector field tangent to a submanifold. 

lie in the subspace TpS C TpM at a point pES. A vector field X ort M is 
said to be tangent to S if Xp E TpS C TpM for each pES (Figure 8.14). 

Lemma 8.26. Let M be a smooth manifold, let ScM be an embedded 
submanifold, and let Y be a smooth vector field on M. Then Y is tangent to 
S if and only if Y f vanishes on S for every f E COO (M) such that f I s == O. 

Proof. This is an immediate consequence of Proposition 8.5. D 

Suppose SCM is an immersed submanifold, and let Y be a smooth 
vector field on M. If there is a vector field X E 'J(S) that is L-related to 
Y, where L: S '---t M is the inclusion map, then clearly Y is tangent to S, 
because Yp = L*Xp is in the image of L* for each pES. The next proposition 
shows that the converse is true. 

Proposition 8.27 (Restricting Vector Fields to Submanifolds). Let 
ScM be an immersed submanifold, and let L: S '---t M denote the inclu­
sion map. If Y E 'J(M) is tangent to S, then there is a unique smooth 
vector field on S, denoted by Yls, that is L-related to Y. 

Proof. The fact that Y is tangent to S means by definition that Yp is in 
the image of L* for each p. Thus for each p there is a vector Xp E TpS such 
that Yp = L*Xp. Since L* is injective, Xp is unique, so this defines X as a 
rough vector field on S. If we can show that X is smooth, it is the unique 
vector field that is L-related to Y. It suffices to show that it is smooth in a 
neighborhood of each point. 

Let p be any point in S. Since an immersed submanifold is locally em­
bedded, there is a neighborhood V of pin S that is embedded in M. Let U 
be the domain of a slice chart for V in M near p, and let S = V n U, which 
is a slice in U and thus a closed subset of U. If f E COO(S) is arbitrary, 
let 1 E COO(U) be an extension of f to a smooth function on U. (Such 
an extension exists by the extension lemma, Lemma 2.27.) Then for each 
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pES, 

Xf(p) = Xp(f) = XpUls) = Xp(J o ~) = ~*Xp(1) = Yp(1) = yJ(p). 

It follows that Xf = (y1)ls, which is smooth on S. Since the same is true 
in a neighborhood of each point of S, X is smooth by Lemma 4.2. 0 

This result has the following important consequence for Lie brackets, 
which will playa role in Chapter 19. 

Corollary 8.28. Let M be a smooth manifold and let S be an immersed 
submanifold. If Y I and Y2 are smooth vector fields on M that are tangent 
to S, then [YI, Y2] is tangent to S as well. 

Proof. By the preceding lemma, there exist smooth vector fields Xl and 
X 2 on S such that Xi is ~-related to Yi for i = 1,2 (where ~: S -+ M is the 
inclusion). By the naturality of Lie brackets (Proposition 4.16), [Xl, X 2 ] is 
~-related to [Y1 , Y2 ], and is therefore tangent to S. 0 

The restriction of covector fields to submanifolds is much simpler. Sup­
pose SCM is an immersed submanifold, and let ~: S Y M denote the 
inclusion map. If w is any smooth covector field on M, the pullback by 
~ yields a smooth covector field ~*w on S. To see what this means, let 
Xp E TpS be arbitrary, and compute 

(~*w)p(Xp) = wp(~*Xp) = wp(Xp), 

since ~*: TpS -+ TpM is just the inclusion map, under our usual identifica­
tion of TpS with a subspace of 'rpM. Thus ~*w is just the restriction of w to 
vectors tangent to S. For this reason we often write wls in place of ~*w, and 
call it the restriction of w to S. Be warned, however, that wls might equal 
zero at a given point of S, even though considered as a covector field on M, 
w might not vanish there. An example will help to clarify this distinction. 

Example 8.29. Let w = dy on ~2, and let S be the x-axis, considered as 
a submanifold of ~2. As a covector field on ~2, W does not vanish at any 
point, because one of its components is always 1. However, the restriction 
wi s is identically zero, 

wls = ~*dy = d(y Ot) = 0, 

because y vanishes identically on S. 

To distinguish the two ways in which we might interpret the statement 
"w vanishes on S," one usually says that w vanishes along S or vanishes 
at points of S if wp = 0 for every point pES. The weaker condition that 
wls = 0 is expressed by saying that the restriction of w to S vanishes. 

<> Exercise 8.6. Suppose M is a smooth manifold and SCM is an im­
mersed submanifold. If f E COO(M), show that dUls) = (df)ls. Conclude 
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Figure 8.15. An embedded Lie subgroup. 

that the restriction of df to S is zero if and only if f is constant on each 
component of S. 

Lie Subgroups 

A Lie subgroup of a Lie group G is a subgroup of G endowed with a topology 
and smooth structure making it into a Lie group and an immersed subman­
ifold of G. The following proposition shows that embedded subgroups are 
automatically Lie subgroups. 

Proposition 8.30. Let G be a Lie group, and suppose H eGis a subgroup 
that is also an embedded sub manifold. Then H is a closed Lie subgroup of 
G. 

Proof. To prove that H is a Lie subgroup, we need only check that mul­
tiplication H x H -+ H and inversion H -+ H are smooth maps. Because 
multiplication is a smooth map from G x G into G, its restriction is clearly 
smooth from H x H into G (this is true even if H is merely immersed). 
Because H is a subgroup, multiplication takes H x H into H, and since 
H is embedded, this is a smooth map into H by Corollary 8.25. A similar 
argument applies to inversion. This proves that H is a Lie subgroup. 

To prove that H is closed, let 9 be an arbitrary point of H. Then there is a 
sequence {hi} of points in H converging to g. Let U be the domain of a slice 
chart for H containing the identity, and let W be a smaller neighborhood of 
e such that We U. Since the map W GxG -+ G given by J.L(gl, g2) = g:;lg2 
is continuous, there is a neighborhood V of the identity with the property 
that V x V c J.L- 1 (W), which means that g:;lg2 E W whenever g1,g2 E V 
(Figure 8.15). 

Because g-l hi -+ e, by discarding finitely many terms of the sequence 
we may assume that g-lh i E V for all i. This implies that 

h- 1h (-lh )-1 ( -lh·) W j i= 9 j 9 i E 
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for all i and j. Fixing j and letting i ---+ 00, we find that hjIhi ---+ hjlg E 

We U. Since H n U is a slice, it is closed in U, and therefore hjlg E H, 
which implies 9 E H. Thus H is closed. D 

We will see in Chapter 20 that this proposition has an important con­
verse, called the closed subgroup theorem. It asserts that any subgroup of 
a Lie group that is topologically closed is automatically an embedded Lie 
subgroup. 

Here are some important examples of Lie subgroups. 

Example 8.31 (Matrices with Positive Determinant). The subset 
GL +(n,JR) c GL(n,R) consisting of real n x n matrices with positive de­
terminant is a subgroup because det(AB) = (det A) (det B). It is an open 
subset of GL( n, JR) by continuity of the determinant function, and therefore 
it is an embedded Lie subgroup of dimension n2 • 

Example 8.32 (The Circle Group). The circle §I is a Lie subgroup of 
C* because it is a subgroup and an embedded submanifold. 

Example 8.33 (The Orthogonal Group). A real n x n matrix A is said 
to be orthogonal if as a linear map A: JRn ---+ JRn it preserves the Euclidean 
dot product: 

(Ax) . (Ay) = x . y for all x, y E JRn . 

The set O(n) of all orthogonal n x n matrices is clearly a subgroup of 
GL(n, JR), called the n-dimensional orthogonal group. It is easy to see that 
a matrix A is orthogonal if and only if it takes the standard basis of JRn 
to an orthonormal basis, which is equivalent to the columns of A being 
orthonormal. Since the (i, j)-entry of the matrix AT A is the dot product 
of the ith and jth columns of A, this condition is also equivalent to the 
requirement that AT A = In. 

Let S(n, JR) denote the set of symmetric n x n matrices, which is easily 
seen to be a linear subspace of M(n,JR) of dimension n(n + 1)/2 because 
each symmetric matrix is uniquely determined by its values on and above 
the main diagonal. Define <P: GL(n, JR) ---+ S(n, JR) by 

<p(A) = AT A. 

We will show that the identity matrix In is a regular value of <P, from which 
it follows that O(n) = <p- I (In) is an embedded submanifold of co dimension 
n(n + 1)/2, that is, of dimension n2 - n(n + 1)/2 = n(n - 1)/2, and thus 
an embedded Lie subgroup of GL(n, JR). It is a compact group because it 
is a closed and bounded subset of M(n, JR): closed because it is a level set 
of the continuous map <p(A) = AT A, and bounded because each column of 
an orthogonal matrix has norm 1, which implies that the Euclidean norm 
of A E O(n) is (Lij(A1)2)1/2 =..,fii. 

Let A E O(n) be arbitrary, and let us compute the pushforward 
<p*: TAGL(n,JR) ---+ T<J>(A)S(n,JR). We can identify the tangent spaces 
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TA GL(n,lR) and T,p(A) S(n,lR) with M(n,lR) and S(n,lR), respectively, be­
cause GL(n,lR) is an open subset of the vector space M(n,lR) and S(n,lR) 
is itself a vector space. For any B E M(n, lR), the curve "(t) = A + tB 
satisfies "(0) = A and "('(0) = B. We compute 

if>*B = if>*"(' (0) = (if> 0 "()' (0) = dd I if>(A + tB) 
t t=O 

= ddl (A+tB?(A+tB)=BTA+ATB. 
t t=o 

If C E S(n, lR) is arbitrary, 

if>* (~AC) = ~CT AT A + ~AT AC = ~C + ~C = C. 

Thus if>* is surjective, which proves the claim. 

Example 8.34 (The Special Linear Group). The set of n x n matrices 
with determinant equal to 1 is called the special linear group. Because 
SL(n, lR) is the kernel of the group homomorphism det: GL(n, lR) -+ lR*, 
SL(n,lR) is a subgroup of GL(n,lR). We will show that det is a submersion, 
from which it follows that SL( n, lR) = det -1 (1) is an embedded submanifold 
of co dimension 1 in GL(n, lR), and therefore a Lie subgroup. 

Let A E GL( n, lR) be arbitrary. Problem 6-6 shows that the differential 
ofdet is given by d(det)A(B) = (detA)tr(A- 1B) for B E TAGL(n,lR) ~ 
M(n, lR). Choosing B = A yields 

d(det)A(A) = (det A) tr(A- 1A) = (detA)tr(In) = ndetA -=J O. 

This shows that d(det) never vanishes on GL(n,lR), so det is a submer­
sion and SL(n,lR) is an embedded (n2 - I)-dimensional Lie subgroup of 
GL(n,lR). 

Example 8.35 (The Special Orthogonal Group). The special or­
thogonal group is defined as SO(n) = O(n) n SL(n, lR) C GL(n, lR). Because 
every matrix A E O(n) satisfies 

1 = detIn = det(AT A) = (det A) (det AT) = (detA)2, 

it follows that det A = ± 1 for all A E 0 (n). Therefore, SO (n) is the 
open subgroup of O(n) consisting of matrices of positive determinant, and 
is therefore also an embedded Lie subgroup of dimension n(n - 1)/2 in 
GL(n,lR). It is a compact group because it is a closed subset of O(n). 

Example 8.36 (A Dense Lie Subgroup of the Torus). Let He ']['2 
be the dense immersed submanifold of the torus that is the image of the 
immersion "(: lR -+ ']['2 defined in Example 7.3. It is easy to check that "( is 
a group homomorphism and therefore H is a subgroup of ']['2. Because the 
smooth structure on H is defined so that "(: lR -+ H is a diffeomorphism, 
H is a Lie group (in fact, isomorphic to lR) and is therefore a Lie subgroup 
of ']['2. 
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Example 8.37 (The Complex General Linear Group). Define a 
map (3: GL(n,C) -+ GL(2n,JR.) by replacing each complex matrix entry 
a + ib with the 2 x 2 block (~ -~): 

al 
1 bl - 1 an 

1 bn - 1 CHl af ~ibf) ~ bl al br ar 1 1 

(3 : 

a~ + ib~ a~ + ib~ al -b~ an -b~ n n 
bl n al n bn n an n 

It is straightforward to verify that (3 is an injective Lie group homomor­
phism whose image is a closed Lie subgroup of GL(2n, JR.). Thus GL(n, C) 
is isomorphic to this Lie subgroup of GL(2n, JR.). (You can check that (3 
arises naturally from the identification of (Xl + iyl , ... ,xn + iyn) E en 
with (xl,yl, ... ,xn,yn) EJR.2n.) 

The Lie Algebra of a Lie Subgroup 

If G is a Lie group and H eGis a Lie subgroup, we might hope that the 
Lie algebra of H would be a Lie subalgebra of that of G. However, elements 
of Lie(H) are vector fields on H, not G, and so, strictly speaking, are not 
elements of Lie(G). Nonetheless, the next proposition gives us a way to 
view Lie(H) as a subalgebra of Lie(G). 

Proposition 8.38 (The Lie Algebra of a Lie Subgroup). Suppose 
H eGis a Lie subgroup. The subset ~ C Lie( G) defined by 

~ = {X E Lie(G) : Xe E TeH} 

is a Lie subalgebra of Lie(G) canonically isomorphic to Lie(H). 

Proof. Let 9 = Lie(G) and ~ = Lie(H). Because the inclusion map t: H '-+ 
G is a Lie group homomorphism, t*(~) is a Lie subalgebra of g. By the 
way we defined the induced Lie algebra homomorphism, this subalgebra 
is precisely the set of left-invariant vector fields on G whose values at the 
identity are of the form t* V for some V E TeH. Since the pushforward map 
t*: TeH -+ TeG is the inclusion of TeH as a subspace in TeG, it follows 
that t*(~) = ~, and t* is injective on ~ because it is injective on TeH. D 

Using this proposition, whenever H is a Lie subgroup of G, we will typ­
ically identify Lie(H) as a subalgebra of Lie(G). As we mentioned above, 
elements of Lie(H) are not themselves left-invariant vector fields on G. But 
the preceding proposition shows that every element of Lie(H) corresponds 
to a unique element of Lie( G), determined by its value at the identity, and 
the injection of Lie( H) into Lie( G) thus determined respects Lie brackets; 
so by thinking of Lie(H) as a subalgebra of Lie(G) we are not committing 
a grave error. 
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This identification is especially illuminating in the case of Lie subgroups 
of GL(n,JR). 

Example 8.39 (The Lie Algebra of O(n». Consider O(n) as a Lie 
subgroup of GL(n, JR). By Example 8.33, it is equal to the level set <1>-1 (In), 
where <1>: GL(n, JR) --+ S(n, JR) is the map <1>(A) = AT A. By Lemma 8.15, 
TIn O(n) = Ker<1>*: TIn GL(n,JR) --+ TIn S(n,JR). By the computation in 
Example 8.33, this pushforward is <1>*B = BT + B, so 

TIn O(n) = {B E g[(n,JR) : BT + B = O} 
= {skew-symmetric n x n matrices}. 

We denote this subspace of g[(n, JR) by o(n). Proposition 8.38 then implies 
that o(n) is a Lie subalgebra of g[(n,JR) that is canonically isomorphic to 
Lie(O(n)). Notice that we did not even have to verify directly that o(n) is 
a subalgebra. 

In Chapter 4, we showed that the Lie algebra of GL(n, JR) is naturally 
isomorphic to the matrix algebra g[(n, JR). Using the tools developed in this 
chapter, we can prove a similar result for GL(n, C). Just as in the real case, 
our usual identification of GL(n, C) as an open subset of g[(n, C) yields a 
sequence of vector space isomorphisms 

Lie(GL(n, C)) -=+ TIn GL(n, C) ~ g(n, C), (8.2) 

where E is the evaluation map and r.p is the usual identification between 
the tangent space to an open subset of a vector space and the vector space 
itself. (Note that we are considering these as real vector spaces, not complex 
ones.) 

Proposition 8.40 (The Lie Algebra ofGL(n, C». The composition of 
the maps in (8.2) yields a Lie algebra isomorphism between Lie(GL(n, C)) 
and the matrix algebra g[(n, q. 
Proof. The injective Lie group homomorphism (3: GL(n, C) --+ GL(2n, JR) 
constructed in Example 8.37 induces a Lie algebra homomorphism 
(3*: Lie(GL(n,C)) --+ Lie(GL(2n,JR)). Composing (3* with our canonical 
isomorphisms yields a commutative diagram 

Lie(GL(n, C)) ~ TIn GL(n, q r.p • g[(n, C) 

1 (3* 1 (3* 

Lie(GL(2n, JR)) -f-- TIn GL(2n, JR) 

la 
r.p • g(2n, JR), (8.3) 

in which the (3* in the middle is the pushforward at the identity, and a = r.po 
(3* or.p-1. Proposition 4.23 showed that the composition of the isomorphisms 
in the bottom row is a Lie algebra isomorphism; we need to show the same 
thing for the top row. 

It is easy to see from the formula in Example 8.37 that (3 is (the restric­
tion of) a linear map. It follows that (3*: TIn GL(n, C) --+ TIn GL(2n, JR) is 
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~ 
PI P3 P4 

Figure 8.16. A subbundle of a vector bundle. 

given by exactly the same formula, as is a: g[(n,C) -t g[(2n,JR). Because 
(3(AB) = (3(A)(3(B), it follows that a preserves matrix commutators: 

alA, B] = a(AB - BA) = a(A)a(B) - a(B)a(A) = [a(A), a(B)]. 

Thus a is an injective Lie algebra homomorphism from g[(n, C) to g[(2n, JR) 
(considering both as matrix algebras). Replacing the bottom row in (8.3) 
by the images of the vertical maps, we obtain a commutative diagram of 
vector space isomorphisms 

Lie(GL(n, C)) ---+. g[(n, C) 

(3* 1 1 a 

(3* (Lie(GL(n, C))) ~ a(g!(n, C)), 

in which the bottom map and the two vertical maps are Lie alge­
bra isomorphisms; it follows that the top map is also a Lie algebra 
isomorphism. 0 

Vector Subbundles 

Given a smooth vector bundle 1[: E -t M, a smooth sub bundle of E (see 
Figure 8.16) is a subset DeE with the following properties: 

(i) D is an embedded submanifold of E. 

(ii) For each P E M, the fiber Dp = D n 1[-I(p) is a linear subspace of 
Ep = 1[-1 (p). 
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(iii) With the vector space structure on each Dp inherited from Ep and 
the projection 1l'1D: D -+ M, D is a smooth vector bundle over M. 

Note that the condition that D be a vector bundle over M implies that 
the projection 1l'1D: D -+ M must be surjective, and that all the fibers Dp 
must have the same dimension. 

<> Exercise 8.7. If DeE is a smooth subbundle, show that the inclusion 
map (: D '--+ E is a smooth bundle map over M. 

The following lemma gives a convenient condition for checking that a 
collection of subspaces {Dp c Ep : p E M} is a smooth sub bundle. 

Lemma 8.41 (Local Frame Criterion for Subbundles). Let 1l': E-+ 
M be a smooth vector bundle, and suppose for each p E M we are given 
an m-dimensional linear subspace Dp C Ep. Then D = ilPEM Dp C E is 
a smooth sub bundle if and only if the following condition is satisfied: 

Each point p E M has a neighborhood U on which there 
are smooth local sections 0'1, ... , O'm: U -+ E such that (8.4) 
O'llq, ... , O'mlq form a basis for Dq at each q E U. 

Proof. If D is a smooth subbundle, then by definition any p E M has a 
neighborhood U over which there exists a smooth local trivialization of D, 
and Example 5.9 shows that there exists a smooth local frame for Dover 
any such set U. Such a local frame is by definition a collection of smooth 
sections 71, ... ,7 m: U -+ D whose images form a basis for Dp at each 
point p E U. The smooth sections of E that we seek are obtained simply 
by composing with the inclusion map i: DyE: O'j = i 0 7j. 

Conversely, suppose that D satisfies (8.4). Condition (ii) in the definition 
of a subbundle is true by hypothesis, so we need to show that D satisfies 
conditions (i) and (iii). 

To prove that D is an embedded submanifold, it suffices to show that each 
point p E M has a neighborhood U such that D n 1l'-I(U) is an embedded 
submanifold of 1l'-I(U) C E. Given p E M, let 0'1,"" O'm be smooth 
local sections of E defined on a neighborhood of p and satisfying (8.4). 
By the result of Problem 5-8, we can extend these to a smooth local frame 
(0'1, ... ,O'k) for E over some neighborhood U of p. By Proposition 5.10, this 
local frame is associated with a smooth local trivialization <I>: 1l'-1 (U) -+ 
U X ]Rk, defined by 

<I> (siO'ilq) = (q, (sl, ... , sk)) . 

This map <I> takes D n1l'-I(U) to U x]Rm = {(q, (s\ ... , sm, 0, ... , o))} c 
U X ]Rk, which is obviously an embedded submanifold. Moreover, the map 
<I>IDn11'-1(u): D n 1l'-I(U) -+ U x ]Rm is a smooth local trivialization of D, 
showing that D is itself a smooth vector bundle. D 
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Example 8.42. Suppose M is any parallelizable manifold, and let 
(E l , ... , En) be a smooth global frame for M. If 1 :::; k :::; n, the subset 
D C TM defined by Dp = span(El , ... , Ek) is a smooth subbundle of 
TM. 

Problems 

8-1. Consider the map F: ]R4 -+ ]R2 defined by 

F (x, y, 8, t) = (x2 + y, x2 + y2 + 8 2 + t2 + y) . 

Show that (0,1) is a regular value of F, and that the level set 
F- l (0,1) is diffeomorphic to §2. 

8-2. Let F: ]R2 -+ ]R be defined by 

F(x,y) = x3 + xy + y3. 

Which level sets of F are embedded submanifolds of ]R2? 

8-3. Show that the image of the curve 'Y: (-7f /2, 37f /2) -+ ]R2 of Example 
7.2 is not an embedded submanifold of ]R2. [Be careful: This is not 
the same as showing that 'Y is not an embedding. J 

8-4. Let S C ]R2 be the boundary of the square of side 2 centered at the 
origin (see Problem 3-4). Show that S does not have a topology and 
smooth structure in which it is an immersed submanifold of ]R2. 

8-5. Let 'Y: ]R -+ ']['2 be the curve of Example 7.3. Show that 'Y(]R) is not 
an embedded submanifold of the torus. 

8-6. Our definition of Lie groups included the requirement that both the 
multiplication map and the inversion map are smooth. Show that 
smoothness of the inversion map is redundant: If G is a smooth 
manifold with a group structure such that the multiplication map 
m: G x G -+ G is smooth, then G is a Lie group. 

8-7. This problem generalizes the result of Problem 4-10 to higher dimen­
sions. For any integer n 2 1, define a vector field on §2n-l C en by 
Vz = 'Y~(O), where 'Yz: ]R -+ §2n-l is the curve 'YAt) = eitz. Show 
that V is smooth and nowhere vanishing. 

8-8. Show that an embedded submanifold is closed if and only if the 
inclusion map is proper. 

8-9. For each a E ]R, let Ma be the subset of]R2 defined by 

Ma = {(x, y) : y2 = x(x - l)(x - an. 
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For which values of a is Ma an embedded submanifold of ]R.2? For 
which values can Ma be given a topology and smooth structure 
making it into an immersed submanifold? 

8-10. If F: M -+ N is a smooth map, c EN, and F-1(C) is an embedded 
submanifold of M whose co dimension is equal to the dimension of N, 
must c be a regular value of F? 

8-11. Let 8 c N be a closed embedded submanifold. 

(a) Suppose f E C oo (8). (This means that f is smooth when con­
sidered as a function on 8, not as a function on a closed subset 
of N.) Show that f is the restriction of a smooth function on N. 

(b) If X E 'J(8), show that there is a smooth vector field Y on N 
such that X = Yis. 

(c) Find counterexamples to both results if the hypothesis that 8 is 
closed is omitted. 

8-12. Suppose M is a smooth manifold and 8 c M is a submanifold. 

(a) If 8 is immersed, show that for the given topology on 8, 
there is only one smooth structure making 8 into an immersed 
submanifold (of any dimension). 

(b) If 8 is embedded, show that the subspace topology and the 
smooth structure of Theorem 8.2 are the unique such structures 
on 8 for which it is an immersed submanifold (of any dimension). 

(c) If 8 is immersed, show by example that there may be more than 
one topology and smooth structure with respect to which 8 is 
an immersed submanifold. 

[Hint: Use Proposition 8.24 and Theorem 7.15.] 

8-13. Let <I>, 1l1: ]R.2 -+ ]R. be defined by 

<I> (x, y) = x3 _ y2, 

111 (x, y) = x2 _ y2. 

(a) Show that neither <I>-1(0) nor 1l1-1(0) is an embedded 
submanifold of ]R.2. 

(b) Can either set be given a topology and smooth structure making 
it into an immersed sub manifold of ]R.2? [Hint: Consider tangent 
vectors to the submanifold at the origin.] 

8-14. If 8 c M is an embedded submanifold and T J -+ M is a smooth 
curve whose image happens to lie in 8, show that ,),'(t) is in the 
subspace T,(t)8 of T,(t)M for all t E J. Give a counterexample if 8 
is not embedded. 

8-15. Show by giving a counterexample that Proposition 8.5 is false if 8 is 
merely immersed. 
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8-16. This problem gives a generalization of the regular level set theorem. 
Suppose <I>: M --+ N is a smooth map and 8 c N is an embedded 
submanifold. We say that <I> is transverse to 8 if for every p E <I>-1 (8), 
the spaces Tip(p)8 and <I>*TpM together span Tip(p)N. If <I> is trans­
verse to 8, show that <I>-1(8) is an embedded submanifold of M 
whose codimension is equal to dim N - dim 8. 

8-17. Let M be a smooth manifold. Two embedded submanifolds 81,82 c 
M are said to be transverse (or to intersect transversely) if for each 
p E 81 n 82 , the tangent spaces Tp8 1 and Tp82 together span TpM. 
If 81 and 82 are transverse, show that 81 n 82 is an embedded 
submanifold of M of dimension dim8l + dim 8 2 - dimM. Give a 
counterexample when 8 1 and 8 2 are not transverse. 

8-1B. Let M be a smooth manifold, and let C c M be an embedded sub­
manifold that admits a global defining function <I>: M --+ ~k. Let 
I E COO(M), and suppose p E C is a point at which I attains its 
maximum or minimum value among points in C. Show that there are 
real numbers AI,"" Ak (called Lagrange multipliers) such that 

dip = A1d<I>1[p + ... + Akd<I>k[p. 

8-19. Let 1HI = C x C (considered as a real vector space), and define a 
bilinear product 1HI x 1HI --+ 1HI by 

(a, b)(c, d) = (ac - db, da + be) , for a, b, c, dEC. 

With this product, 1HI is a 4-dimensional algebra over ~, called the 
algebra of quaternions. For any p = (a, b) E 1HI, define p* = (il, -b). It 
is useful to work with the basis (1, i,j, k) for 1HI defined by 

1 = (1,0), i = (i,O), j = (0,1), k = (O,i). 

It is straightforward to verify that this basis satisfies 

and 

lq = ql = q 

ij = -ji = k, 

jk = -kj = i, 

ki = -ik =j, 

for all q E 1HI, 

i 2 = j2 = k 2 = -1, 

(xlI + x2 i + x3j + x 4k) * = xlI - x 2i - x3j - x 4k. 

A quaternion p is said to be real if p* = p, and imaginary if p* 
-po Real quaternions can be identified with real numbers via the 
correspondence x f-+ xL 

(a) Show that quaternionic multiplication is associative but not 
commutative. 
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(b) Show that (pq)* = q*p* for all p, q E 1Hl. 
(c) Show that (p,q) = ~(p*q+q*p) is an inner product on 1Hl, whose 

associated norm satisfies Ipql = Ipi Iql· 
(d) Show that every nonzero quaternion has a two-sided 

multiplicative inverse given by p-l = Ipl-2p*. 
(e) Show that the set S of unit quaternions is a Lie group under 

quaternionic multiplication, diffeomorphic to §3. 

8-20. Let IHl be the algebra of quaternions (Problem 8-19), and let S c IHl 
be the group of unit quaternions. 

(a) If p E IHl is imaginary, show that qp is tangent to S at each q E S. 
(Here we are identifying each tangent space to IHl with IHl itself 
in the usual way.) 

(b) Define vector fields X 1,X2 ,X3 on IHl by 

X 1 Iq=qi, 

X 2 1q = qj, 

X 3 1q = qk. 

Show that these vector fields restrict to a smooth left-invariant 
global frame on S. 

( c ) Under the isomorphism (x 1, x 2 , x 3 , x4 ) +-+ xII + x 2 i + x 3 j + X4 k 
between ]R4 and 1Hl, show that these vector fields are the same 
as the ones defined in Problem 5-10. 

8-21. The algebra of octonions (also called the Cayley numbers) is the 8-
dimensional real vector space ((]) = IHl x IHl (where IHl is the space of 
quaternions; see Problem 8-19) with the following bilinear product: 

(p, q)(r, s) = (pr -:- s*q, sp + qr*), for p, q, r, s E 1Hl. (8.5) 

Show that ((]) is a noncommutative, nonassociative algebra over JR, and 
prove that §7 is parallelizable by imitating as much of Problem 8-20 as 
you can. [Hint: It might be helpful to prove that (PQ*)Q = P(Q*Q) 
for all P, Q E ((]), where (p, q)* = (p*, -q).] 

8-22. The algebra of sedenions is the 16-dimensional real vector space 
§ = ((]) x ((]) with the product defined by (8.5), but with p, q, r, 
and s interpreted as elements of ((]). (The name comes from the Latin 
sedecim, meaning sixteen.) Why does sedenionic multiplication not 
yield a global frame for §15? [Remark: A division algebra is an alge­
bra with a multiplicative identity element and no zero divisors (i.e., 
ab = 0 if and only if a = 0 or b = 0). It follows from the work of 
Bott and Milnor [BM58] on parallelizability of spheres that a finite­
dimensional division algebra over JR must have dimension 1, 2, 4, or 
8.] 
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8-23. Proposition 8.38 implies that the Lie algebra of any Lie subgroup 
of GL(n,~) is canonically isomorphic to a sub algebra of g!(n, lR). 
Under this isomorphism, show that Lie(SL(n,lR)) ~ .s!(n,lR) and 
Lie(SO(n)) ~ o(n), where 

.s!(n, lR) = {A E g!(n, lR) : tr A = O}, 

o(n) = {A E g!(n,lR): AT +A = o}. 
8-24. Let M be a smooth n-manifold with boundary. Show that 8M is 

a topological (n - I)-manifold (without boundary), and that it has 
a unique smooth structure such that the inclusion 8M y M is a 
smooth embedding. 
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Lie Group Actions 

The most important applications of Lie groups involve actions by Lie groups 
on other manifolds. These typically arise in situations involving some kind 
of symmetry. For example, if M is a vector space or smooth manifold en­
dowed with a certain geometric structure (such as an inner product, a 
norm, a metric, or a distinguished vector or covector field), the set of dif­
feomorphisms of M that preserve the structure (called the symmetry group 
of the structure) frequently turns out to be a Lie group acting smoothly on 
M. The properties of the group action can shed considerable light on the 
properties of the structure. This chapter is devoted to studying Lie group 
actions on manifolds. 

We begin by defining group actions and describing a number of examples. 
Our first application of the theory is the equivariant rank theorem, which 
gives an easily verified condition under which a map between spaces with 
group actions has constant rank. 

Next we introduce proper actions, which are those whose quotients have 
nice properties. The main result of the chapter is the quotient manifold 
theorem, which describes conditions under which the quotient of a smooth 
manifold by a proper group action is again a smooth manifold. 

After proving the quotient manifold theorem, we explore two significant 
special types of Lie group actions. First we study actions by discrete groups, 
and describe conditions under which such actions yield smooth covering 
maps. Then we study homogeneous spaces, which are smooth manifolds 
endowed with smooth transitive Lie group actions, and show that they are 
equivalent to Lie groups modulo closed Lie subgroups. Finally, at the end 
of the chapter we describe a number of applications of the theory. 
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Group Actions 

If G is a group and M is a set, a left action of G on M is a map G x M ---+ M, 
often written as (g, p) r-+ 9 • p, that satisfies 

for all gl, g2 E G and p EM; 
(9.1) 

e .p=p for all p E M. 

A right action is defined analogously as a map M x G ---+ M with the 
appropriate composition law: 

for all gl,g2 E G and p EM; 

p. e =p for all p EM. 

Now suppose G is a Lie group and M is a manifold. An action of G on M 
is said to be continuous if the map G x M ---+ M or M x G ---+ M defining the 
action is continuous. A manifold M endowed with a continuous G-action is 
called a (left or right) G -space. If M is a smooth manifold and the action 
is smooth, M is called a smooth G -space. 

Sometimes it is useful to give a name to an action, such as (): GxM ---+ M, 
with the action of a group element 9 on a point p usually written ()g(p), In 
terms of this notation, the conditions (9.1) for a left action read 

()g, 0 ()92 = ()9'92' 

()e=IdM , 

while for a right action the first equation is replaced by 

()92 0 ()g, = ()9,g2' 

(9.2) 

For a continuous action, each map ()g: M ---+ M is a homeomorphism, 
because ()g-' is a continuous inverse for it. If the action is smooth, then 
each () 9 is a diffeomorphism. 

For left actions, we will generally use the notations 9 . P and ()g(p) in­
terchangeably. The latter notation contains a bit more information, and 
is useful when it is important to specify the particular action under con­
sideration, while the former is often more convenient when the action is 
understood. For right actions, the notation p • 9 is generally preferred 
because of the way composition works. 

A right action can always be converted to a left action by the trick of 
defining 9 • P to be p . g-l, and a left action can similarly be converted to 
a right action. Thus any results about left actions can be translated into 
results about right actions, and vice versa. We will usually focus our at­
tention on left actions, because their group law (9.2) has the property that 
multiplication of group elements corresponds to composition of maps. How-
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ever, there are some circumstances in which right actions arise naturally; 
we will see several such actions later in this chapter. 

Let us introduce some basic terminology regarding group actions. Sup­
pose (): G x M --+ M is a left action of a group G on a set M. (The 
definitions for right actions are analogous.) 

• For any p EM, the orbit of p under the action is the set 

G· p = {g. p: 9 E G}, 

the set of all images of p under the action by elements of G. 

• The action is transitive if for any two points p, q EM, there is a group 
element 9 such that g • p = q, or equivalently if the orbit of any point 
is all of M. 

• Given p E M, the isotropy group of p, denoted by Gp , is the set of 
elements g E G that fix p: 

Gp = {g E G: g. p = pl. 

• The action is said to be free if the only element of G that fixes any 
element of M is the identity: 9 . p = p for some p E M implies g = e. 
This is equivalent to the requirement that G p = {e} for every p EM. 

Example 9.1 (Lie Group Actions). 

(a) If G is any Lie group and M is any smooth manifold, the trivial action 
of G on M is defined by g • p = p for all 9 E G. It is easy to see that 
it is a smooth action, and the isotropy group of each point is all of 
G. 

(b) The natural action of GL(n,lR) on lRn is the left action given by ma­
trix multiplication: (A,x) H Ax, considering x E lRn as a column 
matrix. This is an action because Inx = x and matrix multiplication 
is associative: (AB)x = A(Bx). It is smooth because the components 
of Ax depend polynomially on the matrix entries of A and the com­
ponents of x. Because any nonzero vector can be taken to any other 
by some linear transformation, there are exactly two orbits: {O} and 
lRn " {O}. 

(c) The restriction of the natural action to O(n) x IRn --+ lRn defines a 
smooth left action of O( n) on IRn. In this case, the orbits are the 
origin and the spheres centered at the origin. To see why, note that 
any orthogonal linear transformation preserves norms, so 0 (n) takes 
the sphere of radius R to itself; on the other hand, any nonzero vector 
of length R can be taken to any other by an orthogonal matrix. (If 
v and v' are such vectors, complete v/lvl and v'llv'l to orthonormal 
bases and let A and A' be the orthogonal matrices whose columns are 
these orthonormal bases; then it is easy to check that A' A -1 takes v 
to v'.) 
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(d) Further restricting the natural action to O(n) x §n-l ~ §n-l, we 
obtain a transitive action of O(n) on §n-l. It is smooth by Corollary 
8.25, because §n-l is an embedded sub manifold of jRn. 

(e) The natural action of O(n) restricts to a smooth action of SO(n) on 
§n-l. When n = 1, this action is trivial because SO(l) is the trivial 
group consisting of the matrix (1) alone. But when n > 1, SO(n) 
acts transitively on §n-l. To see this, it suffices to show that for 
any v E §n, there is a matrix A E SO(n) taking the first standard 
basis vector el to v. Since O(n) acts transitively, there is a matrix 
A E O(n) taking el to v. Either detA = 1, in which case A E SO(n), 
or det A = -1, in which case the matrix obtained by multiplying the 
last column of A by -1 is in SO(n) and still takes el to v. 

(f) Any Lie group G acts smoothly, freely, and transitively on itself by 
left or right translation. More generally, if H is a Lie subgroup of G, 
then the restriction of the multiplication map to H x G ~ G defines 
a smooth, free (but generally not transitive) left action of H on G; 
similarly, restriction to G x H ~ G defines a free right action of H 
on G. 

(g) Similarly, any Lie group acts smoothly on itself by conjugation: go h = 
ghg-l. For any h E G, the isotropy group Gh is the set of all elements 
of G that commute with h. 

(h) An action of a discrete group r on a manifold M is smooth if and 
only if for each 9 E r, the map p r+ gop is a smooth map from M 
to itself. Thus, for example, zn acts smoothly on the left on jRn by 
translation: 

Representations 

One kind of Lie group action plays a fundamental role in many branches 
of mathematics and science. If G is a Lie group, a (finite-dimensional) 
representation of G is a Lie group homomorphism p: G ~ GL(V) for 
some finite-dimensional real or complex vector space V. (Although it 
is useful for some applications to consider also the case in which V is 
infinite-dimensional, in this book we will consider only finite-dimensional 
representations.) Any representation p yields a smooth left action of G on 
V, defined by 

gov=p(g)v, for 9 E G, v E V. (9.3) 

A seemingly more general notion is the following: If G is a Lie group, 
an action of G on a finite-dimensional vector space V is said to be linear 
if for each 9 E G, the map from V to itself given by v r+ 9 0 v is linear. 
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The next exercise shows that smooth linear actions correspond precisely to 
representations. 

<> Exercise 9.1. Let G be a Lie group and let V be a finite-dimensional 
vector space. Show that a smooth action of G on V is linear if and only if it 
is of the form (9.3) for some representation p of G. [Hint: Use the same idea 
as the proof of Lemma 5.4.] 

As we will see later (Problem 9-16), the image of a representation p: G --7 

GL(V) is a Lie subgroup of GL(V). If p is injective, it is said to be a faithful 
representation, in which case it gives a Lie group isomorphism between G 
and p(G) C GL(V). By choosing a basis of V, we obtain a Lie group 
isomorphism GL(V) ~ GL(n, JR.) or GL(n, C), so a Lie group admits a 
faithful representation if and only if it is isomorphic to a Lie subgroup of 
GL(n, JR.) or GL(n, C) for some n. 

The study of representations of Lie groups is a vast subject in its own 
right, with applications to fields as diverse as differential geometry, differ­
ential equations, harmonic analysis, number theory, quantum physics, and 
engineering; we can do no more than touch on it here. 

Example 9.2 (Lie Group Representations). 

(a) If G is any Lie subgroup of GL(n, JR.), the inclusion map G y 

GL(n,JR.) = GL(JR.n) is a faithful representation, called the defin­
ing representation of G. The defining representation of a subgroup of 
GL( n, C) is defined similarly. 

(b) The inclusion map §1 Y C* ~ GL(l, C) is a faithful representation 
of the circle group. More generally, the map p: Tn --7 GL(n, C) given 
by 

(

Zl 

p(z', ... ,z")= ~ 
o 

is a faithful representation of Tn. 

(c) Let a: JR.n --7 GL(n + 1,JR.) be the map that sends x E JR.n to the 
matrix a(x) defined in block form by 

a(x) = Co ~), 
where In is the n x n identity matrix and x is regarded as an n x 1 
column matrix. A straightforward computation shows that a is a 
faithful representation of the additive Lie group JR.n. 
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(d) Another faithful representation ofll~n is the map JR.n -+ GL(n, JR.) that 
sends x = (xI, ... , xn) E JR.n to the diagonal matrix whose diagonal 

t . ( xl xn) en nes are e , ... , e . 

(e) Yet another representation of JR.n is the map JR.n -+ GL(n, q sending 
x to the diagonal matrix with diagonal entries (e21fiXI, ... , e21fixn) . 
This one is not faithful, because its kernel is the subgroup zn c JR.n. 

(f) For positive integers nand d, let 1;/ denote the vector space of real­
valued polynomial functions p: JR.n -+ JR. of degree at most d. For any 
matrix A E GL(n, JR.), define a linear map r(A): 1;/ -+ 1;/ by 

r(A)p=poA- 1 . 

A straightforward verification shows that r: GL(n,JR.) -+ GL(1;/) is 
a faithful representation. 

Example 9.3 (The Adjoint Representation). Let G be a Lie 
group. For any 9 E G, the conjugation map Cg : G -+ G given by 
Cg(h) = ghg- 1 is a Lie group homomorphism (see Example 2.8(f)). We 
let Ad(g) = (Cg)*: 9 -+ 9 denote its induced Lie algebra homomorphism. 
Because Cgl92 = CgI 0 Cg2 for any gl,g2 E G, it follows immediately that 
Ad(glg2) = Ad(gd o Ad(g2), and Ad(g) is invertible with inverse Ad(g-l). 
Once we show that Ad: G -+ GL(g) is smooth, it will follow that it is a 
representation, called the adjoint representation of G. 

To see that Ad is smooth, let C: G x G -+ G be the smooth map defined 
by C(g, h) = ghg- 1 . Let X E 9 and 9 E G be arbitrary, and let')': (-c:, c:) -+ 
G be a smooth curve satisfying ')'(0) = e and ')"(0) = Xe. Then Ad(g)X is 
the left-invariant vector field whose value at e EGis 

(Cg)*Xe = dd I Cg(')'(t)) = dd I C(g, ')'(t)) = C*(Og, Xe), 
t t=O t t=o 

where we are regarding (Og, Xe) as an element of T(g,e)(G x G) under the 
canonical isomorphism T(g,e)(G x G) ~ TgG EB TeG. Because C*: T(G x 
G) -+ TG is a smooth bundle map by Exercise 5.7, this expression depends 
smoothly on g. Smooth coordinates on GL(g) are obtained by choosing 
a basis (Ei) for 9 and using matrix entries with respect to this basis as 
coordinates. If (c: j ) is the dual basis, the matrix entries of Ad(g): 9 -+ 9 
are given by (Ad(g)){ = c:j(Ad(g)Ei). The computation above with X = Ei 
shows that these are smooth functions of g. 

While we are on the subject, it is worth noting that there is an analo­
gous notion of representations of Lie algebras. If 9 is a finite-dimensional 
Lie algebra, a (finite-dimensional) representation of 9 is a Lie algebra ho­
momorphism cp: 9 -+ g((V) for some finite-dimensional vector space V. If 
cp is injective, it is said to be a faithful representation, in which case 9 is 
isomorphic to the Lie subalgebra cp(g) c g((V) ~ g((n, JR.). 
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There is an intimate connection between representations of Lie groups 
and representations of their Lie algebras. Suppose G is a Lie group and 
9 is its Lie algebra. If p: G ---+ GL(V) is any representation of G, then 
p* : 9 ---+ g[(V) is easily seen to be a representation of g. (In Chapter 20 we 
will discover that every representation of 9 is of this form when G is simply 
connected; see Exercise 20.1.) 

The following deep algebraic theorem shows that every finite-dimensional 
Lie algebra is isomorphic to a Lie subalgebra of g[(n,~) or g[(n, C) for some 
n. Its proof requires far more algebra than we have at our disposal, so we 
simply refer the reader to the proof in [Var84]. (We will use this result only 
in the last section of the book, in the proof of Theorem 20.20.) 

Theorem 9.4 (Ado's Theorem). Every finite-dimensional Lie algebra 
admits a faithful finite-dimensional representation. 

It is important to note that the analogous result for Lie groups is false: 
There are Lie groups that are not isomorphic to any Lie subgroup of 
GL(n, ~). One example of such a group is given in Problem 20-10. 

Equivariant Maps 

Suppose M and N are both (left or right) G-spaces. A map F: M ---+ N is 
said to be equivariant with respect to the given G-actions if for each 9 E G, 

F(g . p) = 9 . F(p) 

F(p. g) = F(p) . 9 

(for left actions), 

(for right actions). 

Equivalently, if () and cp are the given actions on M and N, respectively, F 
is equivariant if the following diagram commutes for each g E G: 

M F -N 

8,1 1 ~, 
M F -N. 

This condition is also expressed by saying that F intertwines the two G­
actions. 

Example 9.5. Let v = (VI, ... , vn ) E ~n be any fixed nonzero vector. 
Define smooth left actions of ~ on ~n and 11'n by 

t. (xl, ... , xn) = (Xl + tV!, ... , Xn + tv") , 

t . (zl, ... , z") = (e27l'itvl Zl, ... ,e27l'itv n Z" ) , 
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for t E lR, (xl, ... ,xn) E lRn, and (zl, ... ,zn) E ']['n. The smooth cover-
ing map En: lRn --+ ,][,n given by En (Xl, ... , Xn) = (e27riXl, ... , e27rixn) is 
equivariant with respect to these actions. 

Example 9.6. Let G and H be Lie groups, and let F: G --+ H be a Lie 
group homomorphism. There is a natural left action of G on itself by left 
translation. Define a left action B of G on H by 

Bg(h) = F(g)h. 

To check that this is an action, we just' observe that Be(h) = F(e)h = h, 
and 

because F is a homomorphism. With respect to these G-actions, F is 
equivariant because 

Bg 0 F(g') = F(g)F(g') = F(gg') = F 0 Lg(g'). 

The following theorem is an extremely useful tool for proving that certain 
sets are embedded submanifolds. 

Theorem 9.7 (Equivariant Rank Theorem). Let M and N be smooth 
manifolds and let G be a Lie group. Suppose F: M --+ N is a smooth map 
that is equivariant with respect to a transitive smooth G-action on M and 
any smooth G-action on N. Then F has constant rank. In particular, its 
level sets are closed embedded submanifolds of M. 

Proof. Let Band cP denote the G-actions on M and N, respectively, and 
let Po be any point in M. For any other point p EM, choose 9 E G 
such that Bg(po) = p. (Such a 9 exists because we are assuming that G 
acts transitively on M.) Because CPg 0 F = F 0 Bg, the following diagram 
commutes (see Figure 9.1): 

TpoM ~TF(po)N 

Bg* i i CPg* 

TpM _ TF(p)N. 
F* 

Because the vertical linear maps in this diagram are isomorphisms, the 
horizontal ones have the same rank. In other words, the rank of F* at an 
arbitrary point p is the same as its rank at Po, so F has constant rank. 0 

Here are some applications of the equivariant rank theorem. 

Proposition 9.8. Let F: G --+ H be a Lie group homomorphism. The 
kernel of F is an embedded Lie subgroup of G, whose codimension is equal 
to the rank of F. 
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..........----­
F 

Figure 9.1. The equivariant rank theorem. 

Proof. As in Example 9.6, F is equivariant with respect to suitable G­
actions on G and H. Since the action of G on itself by left translation is 
transitive, it follows that F has constant rank, so its kernel F-l(e) is an 
embedded submanifold. It is thus a Lie subgroup by Proposition 8.30. D 

As another application, we describe a few more Lie subgroups of 
GL(n, C). For any complex matrix A, let A* denote the adjoint or conju­
gate transpose of A: A* = iF. Observe that (AB)* = (AB) T = BTi{T = 
B* A*. Consider the following subgroups of GL(n, C): 

• THE COMPLEX SPECIAL LINEAR GROUP: 

SL(n,C) = {A E GL(n,C): detA = I}. 

• THE UNITARY GROUP: 

U(n) = {A E GL(n, C) : A* A = In}. 

• THE SPECIAL UNITARY GROUP: 

SU(n) = U(n) n SL(n, C). 

<> Exercise 9.2. Show that SL(n, q, U(n), and SU(n) are subgroups of 
GL(n, q (in the algebraic sense). 

<> Exercise 9.3. Show that a matrix is in U(n) if and only if its columns 
form an orthonormal basis for en with respect to the Hermitian dot product 

~ i~ 
Z • W = L..Ji Z w'. 

Proposition 9.9. The unitary group U(n) is an embedded n 2 -dimensional 
Lie subgroup of GL( n, C). 
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Proof. Clearly, U(n) is a level set of the map <I>: GL(n, q ~ M(n, q 
defined by 

<I>(A) = A* A. 

To show that <I> has constant rank and therefore that U (n) is an embedded 
Lie subgroup, we will show that <I> is equivariant with respect to suitable 
right actions of GL( n, q. Let GL(n, q act on itself by right multiplication, 
and define a right action of GL(n, q on M(n, q by 

X ·B=B*XB for X E M(n, q, BE GL(n, q. 

It is easy to check that this is a smooth action, and <I> is equivariant because 

<I>(AB) = (AB)*(AB) = B* A* AB = B*<I>(A)B = <I>(A) . B. 

Thus U(n) is an embedded Lie subgroup of GL(n, q. 
To determine its dimension, we need to compute the rank of <I>. Because 

the rank is constant, it suffices to compute it at the identity In E GL(n, q. 
Thus for any B E TIn GL(n, q = M(n, q, let r: (-c, c) ~ GL(n, q be 
the curve 'Y(t) = In + tB, and compute 

<I>*B = ~ I <I> 0 'Y(t) = dd I (In + tB)* (In + tB) = B* + B. 
dt t=O t t=o 

The image of this linear map is the set of all Hermitian n x n matrices, 
i.e., the set of A E M(n,q satisfying A = A*. This is a (real) vector space 
of dimension n 2 , as you can check. Therefore, U(n) is an embedded Lie 
subgroup of dimension 2n2 - n 2 = n2. 0 

Proposition 9.10. The complex special linear group SL(n, q is an 
embedded (2n2 - 2)-dimensional Lie subgroup ofGL(n,q. 

Proof. Just note that SL(n, C) is the kernel of the Lie group homomor­
phism det: GL(n, q ~ C*. It is easy to check that this homomorphism is 
surjective, so it is a submersion by Theorem 7.15(a). Therefore, SL(n, q = 
Ker( det) is an embedded Lie subgroup whose co dimension is equal to 
dimC* = 2. 0 

Proposition 9.11. The special unitary group SU(n) is an embedded 
(n2 - 1) -dimensional Lie subgroup of GL(n, q. 

Proof. We will show first that SU(n) is an embedded submanifold of U(n). 
Since the composition of smooth embeddings SU(n) '---+ U(n) '---+ GL(n, q 
is again a smooth embedding, SU(n) is also embedded in GL(n, q. 

If A E U(n), then 

1 = detIn = det(A* A) = (det A*)(det A) = (det A) (det A) = I det A12. 

Thus det: U (n) ~ C* actually takes its values in §l. It is easy to check 
that it is surjective onto §l, so it is a submersion by Theorem 7.15(a). 
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Therefore, its kernel SU(n) is an embedded Lie subgroup of co dimension 1 
in U(n). D 

<> Exercise 9.4. Use the techniques developed in this section to give sim­
pler proofs than the ones in Chapter 8 that O(n), SO(n), and SL(n,JR) are 
Lie subgroups of GL(n, JR). 

Proper Actions 

Suppose we are given a continuous action of a Lie group G on a manifold 
M. The action is said to be proper if the map G x M -+ M x M given 
by (g,p) f-t (g. p,p) is a proper map. (Note that this is not the same as 
requiring that the map G x M -+ M defining the action be a proper map.) 

It is not always easy to tell whether a given action is proper. The next 
two propositions give alternative characterizations of proper actions that 
are often useful. Given an action of G on M, for any 9 E G and any subset 
K eM, we will use the notation 9 . K to denote the set {g . x : x E K}. 

Proposition 9.12. Suppose a Lie group G acts continuously on a manifold 
M. The action is proper if and only if for everY compact subset K eM, 
the set GK = {g E G: (g. K) n K =I- 0} is compact. 

Proof. Let e: G x M -+ M x M denote the map e(g,p) = (g . p,p). 
Suppose first that e is proper. Then for any compact set K eM, it is easy 
to check that 

G K = {g E G : there exists p E K such that 9 . P E K} 

= {g E G: there exists p EM such that e(g,p) E K x K} (9.4) 

= 7fc(e-I(K x K)), 

where 7fc: G x M -+ G is the projection (Figure 9.2). Thus G K is compact. 
Conversely, suppose G K is compact for every compact set K eM. If L c 
M x M is compact, let K = 7f1(L)U7f2(L) eM, where 7f1, 7f2: M x M -+ M 
are the projections onto the first and second factors, respectively. Then 

e- 1 (L) c e- 1(K x K) c {(g,p) : g. p E K and p E K} C G K X K. 

Since e-1 (L) is closed by continuity, it is a closed subset of the compact 
set G K X K and is therefore compact. D 

Proposition 9.13. Let M be a manifold, and let G be a Lie group act­
ing continuously on M. The action is proper if and only if the following 
condition is satisfied: 

If {Pi} is a convergent sequence in M and {gi} is a 
sequence in G such that {gi . Pi} converges, then a (9.5) 
subsequence of {gil converges. 
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Figure 9.2. Characteri)\ing proper actions. 

Pmoj. Let 8(g,p) = (g. p,p) as in the proof of the previous proposition. If 
8 is proper and {pd, {gd are sequences satisfying the hypotheses of (9.5), 
let U and V be precompact neighborhoods of the points P = limi Pi and q = 
limi(gi . qi), respectively. The assumption means that the points 8(gi,Pi) 
all lie in the compact set U x V when 'i is large enough, so a subsequence 
of {(gi, Pi)} converges. In particular, this means that a subsequence of {gd 
converges in G. 

Conversely, suppose (9.5) holds, and let L c M x M be a compact set. If 
{(gi,Pi)} is any sequence in 8- 1 (L), then 8(gi,Pi) = (gi ·Pi,Pi) lies in L, so 
passing to a subsequence, we obtain sequences {pd and {gd satisfying the 
hypotheses of (9.5). The corresponding subsequence of {(gi, Pi)} converges 
in G x M, and since 8- 1(L) is closed in G x M by continuity, the limit 
lies in 0)-1(L). D 

One case in which this condition is automatic is that in which the group 
is compact. 

Corollary 9.14. Any continuous action by a compact Lie gmup on a 
manifold is proper. 

Pmoj. If {pd and {gd are sequences satisfying the hypotheses of (9.5), a 
subsequence of {gd converges, for the simple reason that every sequence 
in G has a convergent subsequence. D 

In the special case in which K is a one-point set {p}, the set GK is just 
the isotropy group of p, as you can easily check. Thus a simple necessary 
condition for a Lie group action to be proper is that each isotropy group 
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must be compact. For example, the action of ~* on ~n given by 

t . (Xl, ... ,xn) = (tx\ ... , txn) 

is not proper, because the isotropy group of the origin is all of ~*, which 
is not compact. 

Quotients of Manifolds by Group Actions 

Suppose a Lie group G acts on a manifold M (on the left, say). Define a 
relation on M by setting p .-v q if there exists 9 E G such that 9 . P = q. 
This is an equivalence relation, whose equivalence classes are exactly the 
orbits of Gin M. The set of orbits is denoted by MIG; with the quotient 
topology it is called the orbit space of the action. It is of great importance 
to determine conditions under which an orbit space is a smooth manifold. 

One simple but important example to keep in mind is the action of ~k 
on ~k X ~n by translation in the ~k factor: Bv(x, y) = (v + X, y). The orbits 
are the affine subspaces parallel to ~k, and the orbit space (~k X ~n) I~k 
is homeomorphic to ~n. The quotient map 7r: ~k X ~n ----t ~n is a smooth 
submersion. 

It is worth noting that some authors use distinctive notations such as 
MIG and G\M to distinguish between orbit spaces determined by left 
actions and right actions. We will rely on the context, not the notation, to 
distinguish between the two cases. 

One simple property of quotients by Lie group actions that will prove 
useful is given in the following lemma. 

Lemma 9.15. For any continuous action of a Lie group G on a manifold 
M, the quotient map 7r: M ----t MIG is open. 

Proof. For any open set U c M, 7r-I(7r(U)) is equal to the union of all 
sets of the form Bg(U) as 9 ranges over G. Since Bg is a homeomorphism, 
each such set is open, and therefore 7r-I(7r(U)) is open in M. Because 7r is 
a quotient map, this implies that 7r(U) is open in MIG, and therefore 7r is 
an open map. 0 

The following theorem gives a very general sufficient condition for the 
quotient of a smooth manifold by a group action to be a smooth manifold. 
It is one of the most important applications of the inverse function theorem 
that we will see. 

Theorem 9.16 (Quotient Manifold Theorem). Suppose a Lie group 
G acts smoothly, freely, and properly on a smooth manifold M. Then 
the orbit space MIG is a topological manifold of dimension equal to 
dim M - dim G, and has a unique smooth structure with the property that 
the quotient map 7r: M ----t MIG is a smooth submersion. 
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Proof. First we prove the uniqueness of the smooth structure. Suppose 
MIG has two different smooth structures such that 7r: M -+ MIG is 
a smooth submersion. Let (MIGh and (MIGh denote MIG with the 
first and second smooth structures, respectively. By Proposition 7.17, the 
identity map is smooth from (MIGh to (MIGh: 

M 

~l~ 
(MIGh Id (MIGh· 

The same argument shows that it is also smooth in the opposite direction, 
so the two smooth structures are identical. 

Next we prove that MIG is a topological manifold. Assume for definite­
ness that G acts on the left, and let (): G x M -+ M denote the action and 
8: G x M -+ M x M the proper map 8(g,p) = (g. p,p). 

If {Ui } is a countable basis for the topology of M, then {7r(Ui )} is a 
countable collection of open subsets of MIG (because 7r is an open map), 
and it is easy to check that it is a basis for the topology of MIG. Thus 
MIG is second countable. 

To show that MIG is Hausdorff, define the orbit relation eJ c M x M by 

eJ = 8(G x M) = {(g. p,p) EM x M: p EM, 9 E G}. 

(It is called the orbit relation because (q, p) E eJ if and only if p and q are in 
the same G-orhit.) Since proper continuous maps are closed (Proposition 
2.18), it follows that eJ is a closed subset of M x M. If 7r(p) and 7r(q) are 
distinct points in MIG, then p and q lie in distinct orbits, so (p, q) (j. eJ. If 
U x V is a product neighborhood of (p, q) in M x M that is disjoint from 
eJ, then 7r(U) and 7r(V) are disjoint open subsets of MIG containing 7r(p) 
and 7r(q), respectively. Thus MIG is Hausdorff. 

Before proving that MIG is locally Euclidean, we will show that the 
G-orbits are embedded submanifolds of M diffeomorphic to G. For any 
p EM, define the orbit map ()(p): G -+ M by 

()(p) (g) = 9 • p. (9.6) 

This is a smooth map whose image is exactly the G-orbit of p. We will 
show that ()(p) is a smooth embedding. First, if ()(p)(g') = ()(p) (g), then 
g' • p = 9 • p, which implies (g-l g') • P = p. Since we are assuming that 
G acts freely on M, this can happen only if g-lg' = e, which means that 
9 = g'; thus ()(p) is injective. Observe that 

()(p)(g'g) = (g'g) • p = g' • (g. p) = g' • ()(p) (g), (9.7) 

so ()(p) is equivariant with respect to left translation on G and the given 
action on M. Since G acts transitively on itself, the equivariant rank the-



220 9. Lie Group Actions 

j 
X 1, ... , Xk 

Figure 9.3. An adapted coordinate chart. 

orem implies that e(p) has constant rank. Since it is also injective, it is an 
immersion by Theorem 7.15. 

If K c M is a compact set, then (e(p)r 1 (K) is closed in G by con­
tinuity, and since it is contained in G KU{p}, it is compact by Proposition 
9.12. Therefore, e(p) is a proper map. We have shown that e(p) is a proper 
injective immersion, so it is a smooth embedding by Proposition 7.4. 

Let k = dim G and n = dim M - dim G. Let us say that a smooth chart 
(U, cp) on M, with coordinate functions (x, y) = (Xl, ... , xk, y1, ... , yn), is 
adapted to the G-action if 

(i) cp(U) is a product open set UI x U2 C ]Rk X ]Rn, and 

(ii) each orbit intersects U either in the empty set or in a single slice of 
the form {yl = e1, ... , yn = en}. 

(See Figure 9.3.) 
We will show that for any p E M, there exists an adapted coordi­

nate chart centered at p. To prove this, we begin by choosing any slice 
chart (W, CPo) centered at p for the orbit G . p in M. Write the coor­
dinate functions of CPo as (u1 , ... ,Uk, vI, ... ,vn ), so that (G. p) n W is 
the slice {vI = ... = V n = a}. Let S be the submanifold of W defined by 
u l = ... = uk = O. (This is the slice "perpendicular" to the orbit in these 
coordinates.) Thus TpM decomposes as the following direct sum: 

TpM = Tp(G. p) EB TpS, 

where Tp(G . p) is the span of (8j8ui ) and TpS is the span of (8j8vi). 
Let 'ljJ: G x S -+ M denote the restriction of the action e to G x S c 

G x M. We will use the inverse function theorem to show that 'ljJ is a 
diffeomorphism in a neighborhood of (e, p) E G x S. Let ip: G -+ G x S be 
the smooth embedding given by ip(g) = (g,p). The orbit map e(p): G -+ M 
is equal to the composition 

G~GxS~M. 
(See Figure 9.4.) Since e(p) is a smooth embedding whose image is the orbit 
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Figure 9.4. Finding an adapted chart. 

G .p, it follows that Bip) (Te G) is equal to the subspace Tp(G.p) C TpM, and 
thus the image of ¢*: T( e,p) (G x S) -+ TpM contains Tp (G . p). Similarly, if 
je: S -+ G x S is the smooth embedding je(q) = (e, q), then the inclusion 
L: S '--+ M is equal to the composition 

S~GxS~M. 

Therefore, the image of ¢* also includes TpS C TpM. Since Tp(G . p) and 
TpS together span TpM, ¢*: T(e,p)(G x S) -+ TpM is surjective, and for 
dimensional reasons, it is bijective. By the inverse function theorem, there 
exist a neighborhood (which we may assume to be a product neighborhood) 
X x Y of (e, p) in G x S and a neighborhood U of p in M such that 
¢: X x Y -+ U is a diffeomorphism. Shrinking X and Y if necessary, we 
may assume that X and Yare precompact sets that are diffeomorphic to 
Euclidean balls in ]Rk and ]Rn, respectively. 

We need to show that YeS can be chosen small enough that each 
G-orbit intersects Y in at most a single point. Suppose this is not true. 
Then if {Yi} is a countable neighborhood basis for Y at p (e.g., a sequence 
of coordinate balls whose diameters decrease to 0), for each i there exist 
distinct points Pi'P~ E Yi that are in the same orbit, which is to say that 
gi . Pi = p~ for some gi E G. Since {Yi} is a neighborhood basis, both 
sequences {pd and {p~ = gi • Pi} converge to p. By Proposition 9.13, we 
may pass to a subsequence and assume that gi -+ g E G. By continuity, 
therefore, 

g • P = lim gi . Pi = lim p~ = p. 
'l..~OO Z---tOO 

Since G acts freely, this implies g = e. When i gets large enough, therefore, 
gi E X. But this contradicts the fact that ¢ = Blxxy is injective, because 

B9i (Pi) = p~ = Be(PD, 
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MIG 

Figure 9.5. A coordinate chart for MIG. 

and we are assuming Pi #- p~. 
Choose diffeomorphisms a: lffik ---+ X and (3: lffin ---+ Y (where lffik and lffin 

are the open unit balls in ~k and ~n, respectively), and define T lffik X 

lffin ---+ U by ,),(x,y) = Ba(x) ((3(y)). Because')' is equal to the composition of 
diffeomorphisms 

')' is a diffeomorphism. The map cp = ,),-1 is therefore a smooth coordinate 
map on U. We will show that cp is adapted to the G-action. Condition (i) is 
obvious by construction. Observe that each y = constant slice is contained 
in a single orbit, because it is ofthe form O(X x {Po}) c O(G x {Po}) = G ·Po, 
where Po E Y is the point whose y-coordinate is the given constant. Thus if 
an arbitrary orbit intersects U, it does so in a union of y = constant slices. 
However, since an orbit can intersect Y at most once, and each y = constant 
slice has a point in Y, it follows that each orbit intersects U in precisely 
one slice if at all. This completes the proof that adapted coordinate charts 
exist. 

To finish the proof that MIG is locally Euclidean, let q = 7f(p) be an 
arbitrary point of MIG, and let (U, cp) be an adapted coordinate chart for 
M centered at P, with cp(U) = U1 X U2 C ~k X ~n. Let V = 7f(U) (Figure 
9.5), which is an open subset of MIG because 7f is an open map. With the 
coordinate functions of cp denoted by (Xl, .. . , xk, y1 , ... , yn) as before, let 
Y cUbe the slice {Xl = ... = xk = o}. Note that 7f: Y ---+ V is bijective 
by the definition of an adapted chart. Moreover, if W is an open subset of 
Y, then 

7f(W) = 7f( {(x, y) : (0, y) E W}) 
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is open in MIG, and thus 7r Iy is a homeomorphism. Let a = (7r1 Y ) -1: V ---+ 
Y c U, which is a local section of 7r. 

Define a map TJ: V ---+ U2 by sending the equivalence class of a point (x, y) 
to y; this is well-defined by the definition of an adapted chart. Formally, 
TJ = 7r2 0 cp 0 a, where 7r2: U1 x U2 ---+ U2 C ]Rn is the projection onto the 
second factor. Because a is a homeomorphism from V to Y and 7r2 0 cp is a 
homeomorphism from Y to U2, it follows that TJ is a homeomorphism. This 
completes the proof that MIG is a topological n-manifold. 

Finally, we need to show that MIG has a smooth structure such that 
7r is a submersion. We will use the atlas consisting of all charts (V, TJ) as 
constructed in the preceding paragraph. With respect to any such chart 
for MIG and the corresponding adapted chart for M, 7r has the coordinate 
representation 7r(x, y) = y, which is certainly a submersion. Thus we need 
only show that any two such charts for MIG are smoothly compatible. 

Let (U,cp) and (fl,(j5) be two adapted charts for M, and let (V,TJ) and 

(V,17) be the corresponding charts for MIG. First consider the case in 
which the two adapted charts are both centered at the same point p E 
M. Write the adapted coordinates as (x, y) and (x, Y). The fact that the 
coordinates are adapted to the G-action means that two points with the 
same y-coordinate are in the same orbit, and therefore also have the same y­
coordinate. This means that the transition map between these coordinates 
can be written (x, y) = (A(x, y), B(y)), where A and B are smooth maps 
defined on some neighborhood of the origin. The transition map 17 0 TJ- 1 is 
just Y = B(y), which is clearly smooth. 

In the general case, suppose (U, cp) and (fl, (j5) are adapted charts for M, 
and p E U, P E fl are points such that 7r(p) = 7r (p) = q. Modifying both 
charts by adding constant vectors, we can assume that they are centered at 
p and p, respectively. Since p and p are in the same orbit, there is a group 
element g such that g. p = p. Because Bg is a diffeomorphism taking orbits 
to orbits, it follows that (j5' = (j5 0 Bg is another adapted chart centered at 
p. Moreover, (i' = B:1 0 (i is the local section corresponding to (j5', and 
therefore 17' = 7r2 0 (j5' 0 (i' = 7r2 0 (j5 0 Bg 0 B;l 0 (i = 7r2 0 (j5 0 (i = 17. Thus we 
are back in the situation of the preceding paragraph, and the two charts 
are smoothly compatible. 0 

Covering Manifolds 

Proposition 2.12 showed that any covering space of a smooth manifold is 
a smooth manifold. It is often important to know when a space covered by 
a smooth manifold is itself a smooth manifold. To understand the answer 
to this question, we need to study the covering group of a covering space. 
In this section we assume knowledge of the basic properties of topological 
covering maps as summarized in the Appendix (pages 556-557). 
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Let M and M be topological spaces, and let 'If: M -+ M be a (topolog­
ical) covering map. A covering tr!!:!!sformation (or deck transformation) of 
'If is a homeomorphism 'P: M -+ M such that 'If 0 'P = 'If: 

(9.8) 

The set e7r (M) of all covering transformation~ called the covering group 

of 'If, is a group under composition, acting on M on the left. The covering 
group is the key to constructing smooth manifolds covered by M. 

We will see below that for any smooth covering 'If: M -+ M, the cov­
ering group is a zero-dimensional Lie group acting smoothly, freely, and 
properly on the covering space M. Before proceeding, it is useful to have 
an alternative characterization of properness for actions of discrete groups. 

Lemma 9.17. Suppose a discrete group r acts continuously on a manifold 
M. The action is proper if and only if the following condition holds: 

Any two points p,p' E M have neighborhoods U, U' such 
that the set {'P E r : ('P • U) n U' =J 0} is finite. 

(9.9) 

Proof. First suppose that the action is proper. Let p, p' E M be arbitrary, 
and let U, U' be precompact neighborhoods of p and p', respectively. If (9.9) 
does not hold, then there exist infinitely many distinct elements 'Pi E r 

- -, 
and points Pi E U such that 'Pi • Pi E U'. Since U and U are compact, 
by passing to a subsequence, we may assume that the sequences {pd and 
{'Pi' pd converge. By Proposition 9.13, {'Pi} has a convergent subsequence. 
But this is impossible, because {'Pd is an infinite sequence of distinct points 
in a discrete space. 

Co~versely, assume that (9.9) holds. Suppose {('Pi,Pi)} is a sequence in 
r x M such that Pi -+ P and 'Pi . Pi -+ p'. Let U, U' be neighborhoods of 
P and p', respectively, satisfying property (9.9). For all sufficiently large i, 
Pi E U and 'Pi . Pi E U'. Since there are only finitely many 'P E r for which 
('P . U) n U' =J 0, this means that there is some 'P E r such that 'Pi = 'P for 
infinitely many i; in particular, some subsequence of {'Pd converges. By 
Proposition 9.13, the action is proper. 0 

<> Exercise 9.5. Suppose r is a discrete group acting continuously on a 
manifold M. Show that the action is proper if and only if both of the 
following conditions are satisfied: 

(i) Each p E M has a neighborhood U such that ('P • U) n U = 0 for all 
but finite~ many 'P E r. 

(ii) If p,p' E M are not in the same r-orbit, there exist neighborhoods U 
of p and U' of p' such that ('P • U) n U' = 0 for all 'P E r. 
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A continuous discrete group action satisfying conditions (i) and (ii) of the 
preceding exercise (or condition (9.9) of Lemma 9.17, or something closely 
related to these) has traditionally been called properly discontinuous. Be­
cause the term "properly discontinuous" is self-contradictory (properly 
discontinuous group actions are, after all, continuous!), and because there 
is no general agreement about exactly what the term should mean, we will 
avoid using this terminology and stick with the more general term "proper 
action" in this book. 

Proposition 9.18. Let 7r: M -+ M be a smooth covering map. With 
the discrete topology, the covering group en (MLis a zero-dimensional Lie 
group acting smoothly, freely, and properly on M. 

Proof. Suppose <p E en (M) is a covering transformation that fixes a point 

p E M. Simply by rotating diagram (9.8), we can consider <p as a lift of 7r: 

M 

~ 17r 

M~M. 

Since the identity map of M is another such lift that agrees with <p at p, the 
unique lifting property of covering maps (Proposition A.26(a)) guarantees 
that <p = Idj\{. Thus the action of en(M) is free. 

To show that en (M) is a Lie group, we need only verify that it is count­

able. Let p E M be arbitrary, let q = 7r(p) E M, and let U c M be an 
evenly covered neighborhood of q. Because M is a manifold, 7r-1 (U) has 
count ably many components, and because each component contains ex­
actly one point of 7r- 1(q), it follows that 7r- 1(q) is countable. Define a map 
()(p): en(M) -+ 7r- 1 (q) by ()(p)(<p) = <p(p). The fact that the action is free 

implies that ()(p) is injective, and therefore en (M) is countable. 
Smoothness of the action follows from the fact that any covering trans­

formation <p can be written locally as <p = a 0 7r for a suitable smooth local 
section a. 

To show that the action is proper, we will show that it satisfies (9.9). Let 
p,p' E M be arbitrary. If 7r(p) =f 7r(p'), then there are disjoint open sets 
V c M containing 7r(p) and V' c M containing 7r(p'), and U = 7r- 1(V) 
and U' = 7r- 1 (V,) are disjoint open sets satisfying (9.9) (Figure 9.6(a)). On 
the other hand, if 7r(p) = 7r(p'), let V be an evenly covered neighborhood 
of 7r(p), and let U, U' be the components of 7r- 1 (V) containing p and p', 
respectively. Suppose <p is a covering transformation such that <p(U) n u' =f 
0. Since U is connected, <p(U) must be contained in a single component of 
7r- 1 (V), so <p(U) c U'. Since U' contains at most one point in each fiber, 
and both <p(p) and p' lie in 7r- 1(q) n U', it follows that <p(p) = p'. Since the 
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(a) 7l'(p) -I- 7l'(p'). (b) 7l'(p) = 7l'(p'). 

Figure 9.6. The covering group acts properly. 

action is free, there is at most one covering transformation taking p to p', 
and thus (9.9) is satisfied. D 

The quotient manifold theor~ yields an important converse to this 
proposition. A covering map 7l': M -+ M is said to be normal if the cover­
ing group e11' (M) acts transitively on the fibers of 7l'. (It can be shown that 

this is equivalent to 7l'* (7l'1 (M,p)) being a normal subgroup of 7l'1 (M, 7l'(p)) 
for any p E M; see, for example, [LeeOO, Proposition 11.29]). 

Theorem 9.19. Suppose M is a connected smooth "!!:.-anifold, and r is a 
discret:!UJroup acting smoothly, freely, and properly on M. Then the quotient 
space M jr is a topological manifold and has a unique smooth structure such 
that 7l': M -+ M jr is a smooth normal covering map. 

Proof. It follows from the quotient manifold theorem that M jr has a 
unique smooth manifold structure such that 7l' is a smooth submersion. 
Because a smooth covering mapjs in particular a submersion, any other 
smooth manifold structure on M makinJL 7l' into a sEooth covering map 
must be equal to this one. Because dimMjr = dimM - dimr = dimM, 
7l' is a local diffeomorphism. Thus to prove the theorem, it suffices to show 
that 7l' is a E9rmal covering map. 

Let p E M. By Exercise 9.5, there exists a neighborhood Uo of pin M 
such tha~ ('P • Uo) n Uo = 0 for all 'P E r except possibly finitely many 
elements 'Pl, ... , 'Pk· Reordering if necessary, we may assume that 'Pl = e 
and 'Pi -I- e for 2 ::; i ::; k. Shrinking Uo if necessary, we may assume that Uo 
is connected and 'Pil • p fj. Uo (which implies p fj. 'Pi' Uo) for i = 2, ... , k. 
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Replacing Uo by 

U = Uo " ('P2 • Uo U ... U 'Pk • Uo) , 

we obtain a neighborhood U of p satisfying 

('P • U) n U = 0 for all 'P E r except 'P = e. (9.10) 

Let V = 7f(U), which is open in M jr by Lemma 9.15. Because 7f-1 (V) is 
the union of the disjoint connected open sets 'P • U for 'P E r, to show that 
7f is a covering map we need only show that 7f is a homeomorphism from 
each such set onto V. For each 'P E r, the following diagram commutes: 

U 'P ''P. U 

7f~ /7f 

V. 

Since 'P: U --+ 'P. U is a homeomorphism (in fact, a diffeomorphism), it 
suffices to show that 7f: U --+ V is a homeomorphism. We already know that 
it is surjective, continuous, and open. To see that it is injective, suppose 
7f(q) = 7f(q') for q, q' E U, which means that q' = 'P • q for some 'P E r. 
By (9.10), this can happen only if'P = e, which is to say that q = q'. This 
completes the proof that 7f is a smooth covering map. Because elements 
of r act as covering transformations, and r acts transitively on fibers by 
definition, the covering is normal. 0 

Example 9.20 (Proper Discrete Group Actions). 

(a) The discrete Lie group zn acts smoothly and freely on lRn by trans­
lation (Example 9.1(h». To check that the action is proper, one 
can verify that condition (9.9) is satisfied by sufficiently small balls 
around p and p'. The quotient manifold lRn jzn is homeomorphic to 
the n-torus ']['n, and Theorem 9.19 says that there is a unique smooth 
structure on ,][,n making the quotient map into a smooth covering 
map. To verify that this smooth structure on ,][,n is the same as the 
one we defined previously (thinking of ,][,n as the product manifold 
§1 x ... X §1), we just check that the covering map lRn --+ ,][,n given 
by (Xl, ... , xn) H (e21l"iX 1 , ••• , e21l"ix n) is a local diffeomorphism with 
respect to the product smooth structure on ']['n, and makes the same 
identifications as the quotient map lRn --+ lRn jzn; thus Proposition 
7.19 implies that lRn jzn is diffeomorphic to ']['n. 

(b) The two-element group {±1} acts on §n by multiplication. This ac­
tion is obviously smooth and free, and it is proper because the group 
is compact. This defines a smooth structure on §n j{±l}. In fact, this 
quotient manifold is diffeomorphic to lR]pm with the smooth struc­
ture we defined in Chapter 1, which can be seen as follows. Let 
p: §n --+ lRlP'n be the smooth covering map obtained by restricting 
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the canonical projection IRn+l ....... {O} ---+ IRlpm to the sphere (see Prob­
lem 2-9). This map makes the same identifications as the quotient 
map 7l': §n ---+ §n / {±1}. By Proposition 7.19, therefore, §n / {±1} is 
diffeomorphic to 1R1P"'. 

Homogeneous Spaces 

One of the most interesting kinds of group action is that in which a group 
acts transitively. A smooth manifold endowed with a transitive smooth 
action by a Lie group G is called a homogeneous G-space (or a homogeneous 
space or homogeneous manifold if it is not important to specify the group). 

In most examples of homogeneous spaces, the group action preserves 
some property of the manifold (such as distances in some metric, or a class 
of curves such as straight lines in the plane); then the fact that the action 
is transitive means that the manifold "looks the same" everywhere from 
the point of view of this property. Often, homogeneous spaces are models 
for various kinds of geometric structures, and as such they playa central 
role in many areas of differential geometry. 

Here are some important examples of homogeneous spaces. 

Example 9.21 (Homogeneous Spaces). 

(a) The natural action of O(n) on §n-l is transitive, as we observed in 
Example 9.l. So is the natural action of SO(n) on §n-l when n 2 2. 
Thus for n 2 2, §n-l is a homogeneous space of either O(n) or SO(n). 

(b) Let E(n) denote the subgroup of GL(n + 1, 1R) consisting of matrices 
of the form 

where b is considered as an n x 1 column matrix. It is straightforward 
to check that E(n) is an embedded Lie subgroup. If S c IRn+l denotes 
the affine subspace defined by x n+1 = 1, then a simple computation 
shows that E( n) takes S to itself. If we identify S with IRn in the 
obvious way, this induces a smooth action of E(n) on IRn , in which 
the matrix ( ~ ~) sends x to Ax + b. It is not hard to prove that these 
are precisely the diffeomorphisms of IRn that preserve the Euclidean 
distance function (see Problem 9-1). For this reason, E(n) is called the 
Euclidean group. Because any point in IRn can be taken to any other 
by a translation, E( n) acts transitively on IRn, so IRn is a homogeneous 
E(n)-space. 
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(c) The group SL(2,lR.) acts smoothly and transitively on the upper half­
plane lffi = {z E e : 1m z > O} by the formula 

( a b). z = az + b. 
cd cz+d 

The resulting complex-analytic transformations of lffi are called 
Mobius transformations. 

(d) The natural action of GL(n, q on en restricts to natural actions of 
both U(n) and SU(n) on §2n-1, thought of as the set of unit vectors 
in en. The next exercise shows that these actions are smooth and 
transitive. 

o Exercise 9.6. Show that the natural actions of U(n) and SU(n) on 
§2n-l are smooth and transitive. 

Next we will describe a very general construction that can be used to 
generate a great number of homogeneous spaces, as quotients of Lie groups 
by closed Lie subgroups. 

Let G be a Lie group and let H c G be a Lie subgroup. For each 9 E G, 
the left coset of 9 modulo H is the set 

gH = {gh : h E H}. 

The set of left cosets modulo H is denoted by G / H; with the quotient 
topology determined by the natural map 11": G ---+ G / H sending each ele­
ment 9 E G to its coset, it is called the left coset space of G modulo H. 
Two elements gl, g2 E G are in the same coset modulo H if and only if 
g1"l g2 E H; in this case we write gl == g2 (mod H). 

Theorem 9.22 (Homogeneous Space Construction Theorem). Let 
G be a Lie group and let H be a closed Lie subgroup of G. The left coset 
space G / H has a unique smooth manifold structure such that the quotient 
map 11": G ---+ G / H is a smooth submersion. The left action of G on G / H 
given by 

(9.11) 

turns G / H into a homogeneous G-space. 

Proof. If we let H act on G by right translation, then gl, g2 E G are in the 
same H-orbit if and only if glh = g2 for some h E H, which is the same as 
saying that gl and g2 are in the same coset modulo H. In other words, the 
orbit space determined by the right action of H on G is precisely the left 
coset space G / H. 

We already observed in Example 9.1(f) that H acts smoothly and freely 
on G. To see that the action is proper, we will use Proposition 9.13. Suppose 
{gi} is a convergent sequence in G and {hi} is a sequence in H such that 
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{gihd converges. By continuity, hi = g;:1(gihi) converges to a point in G, 
and since H is closed in G it follows that {hd converges in H. 

The quotient manifold theorem now implies that G / H has a unique 
smooth manifold structure such that the quotient map 7r: G -+ G / H is a 
submersion. Since a product of submersions is a submersion, it follows that 
Ide x 7r: G x G -+ G x G / H is also a submersion. Consider the following 
diagram: 

GxG 

Ide X7r ! ! 7r 

GxG/HT G/ H , 

where m is group multiplication and () is the action of G on G / H given by 
(9.11). It is straightforward to check that 7r 0 m is constant on the fibers 
of Ide X7r, and therefore () is well-defined and smooth by Proposition 7.18. 
Finally, given any two points g1H,g2H E G/H, the element g2g1 1 E G 
satisfies (g2g1 1) . g1H = g2H, so the action is transitive. 0 

The homogeneous spaces constructed in this theorem turn out to be of 
central importance because, as the next theorem shows, every homogeneous 
space is equivalent to one of this type. First we note that the isotropy group 
of any smooth Lie group action is a closed Lie subgroup. 

Lemma 9.23. If M is a smooth G-space, then for each p E M, the isotropy 
group Gp is a closed, embedded Lie subgroup of G. 

Proof. For each p E M, Gp = (()(p)) -1 (p), where ()(p): G -+ M is the 
orbit map defined by (9.6). As we observed in the proof of the quotient 
manifold theorem, ()(p) is equivariant with respect to the action by G on 
itself by left multiplication and the given G-action on M (see (9.7)). The 
equivariant rank theorem implies that Gp is an embedded submanifold of 
G, and therefore is a closed Lie subgroup by Proposition 8.30. 0 

Theorem 9.24 (Homogeneous Space Characterization Theorem). 
Let M be a homogeneous G-space, and let p be any point of M. Then 
the map F: G/Gp -+ M defined by F(gGp ) = 9 . p is an equivariant 
diffeomorphism. 

Proof. For simplicity, let us write H = Gpo To see that F is well-defined, 
assume that g1H = g2H, which means that g1 1g2 E H. Writing g1 1g2 = h, 
we see that 

Also, F is equivariant, because 

F(g'gH) = (g'g) . p = g' . F(gH). 

It is smooth because it is obtained from the orbit map ()(p): G -+ M by 
passing to the quotient (see Proposition 7.18). 
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Next we show that F is bijective. Given any point q E M there is a group 
element 9 E G such that F(gH) = 9 • P = q by transitivity. On the other 
hand, if F(glH) = F(g2H), then gl . P = g2 . P implies g1 1g2 • p = p, so 
g1 1g2 E H, which implies glH = g2H. 

Because F is equivariant, it has constant rank; and because it is bijective, 
it is a diffeomorphism by Theorem 7.15. 0 

This theorem shows that the study of homogeneous spaces can be reduced 
to the largely algebraic problem of understanding closed Lie subgroups of 
Lie groups. Because of this, some authors define a homogeneous space to 
be a quotient manifold of the form G / H, where G is a Lie group and H is 
a closed Lie subgroup of G. One disadvantage of this definition is that it 
suggests that there is something special about the coset of H (the image 
of e E G under the quotient map). 

Applying the characterization theorem to the examples of transitive 
group actions we developed earlier, we see that some familiar spaces can 
be expressed as quotients of Lie groups by closed Lie subgroups. 

Example 9.25 (Homogeneous Spaces Revisited). 

(a) Consider again the natural action of O(n) on §n-1. If we choose our 
base point in §n-1 to be the "north pole" N = (0, ... ,0,1), then 
it is easy to check that the isotropy group is O(n - 1), thought of 
as orthogonal transformations of IRn that fix the last variable. Thus 
§n-1 is diffeomorphic to the quotient manifold O(n)/ O(n - 1). For 
the action of 80(n) on §n-l, the isotropy group is 80(n -1), so §n-1 

is also diffeomorphic to 80 (n) / 80 (n - 1). 

(b) Because the Euclidean group E(n) acts smoothly and transitively on 
IRn , and the isotropy group of the origin is the subgroup O(n) C E(n) 
(identified with the (n + 1) x (n + 1) matrices ofthe form ( ~ n with 
A E O(n)), IRn is diffeomorphic to E(n)/ O(n). 

(c) Next consider the transitive action of 8L(2,1R) on the upper half­
plane by Mobius transformations. Direct computation shows that the 
isotropy group of the point i E lHI consists of matrices of the form 
( -b ~) with a2 + b2 = 1. This subgroup is exactly 80(2) C 8L(2, 1R), 
so the characterization theorem gives rise to a diffeomorphism lHI ~ 
8L(2, 1R)/ 80(2). 

(d) Using the result of Exercise 9.6, we conclude that §2n-1 ~ 
U(n)/ U(n - 1) ~ 8U(n)/ 8U(n - 1). 

Applications 

Lie group actions have a wealth of applications to smooth manifold theory. 
In the remainder of this chapter we describe a few of them. 
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Discrete Subgroups 

Let G be a Lie group. A discrete subgroup of G is any subgroup that is 
discrete in the subspace topology (and is thus a closed zero-dimensional 
Lie subgroup). 

Proposition 9.26. If G is a connected Lie group and reG is a discrete 
subgroup, then the quotient map 7r: G -+ G Ir is a smooth covering map. 

Proof. The proof of Theorem 9.22 showed that r acts smoothly, freely, and 
properly on G on the right, and its quotient is the coset space G/r. The 
proposition is then an immediate consequence of Theorem 9.19. 0 

Example 9.27. Let C be the unit cube centered at the origin iIi ]R.3. 
The set r of positive-determinant orthogonal transformations of]R.3 that 
take C to itself is a finite subgroup of SO(3), and the quotient SO(3)/r is 
a connected smooth 3-manifold whose universal covering space is §3 (see 
Problem 9-10). Similar examples are obtained from the symmetry groups 
of other regular polyhedra, such as the regular tetrahedron, dodecahedron, 
and icosahedron. 

Quotient Groups 

If G is a group, a subgroup KeG is said to be normal if gkg- 1 E K 
whenever k E K and g E G. Normal subgroups play an important role in 
group theory, as illustrated by the following lemma. Proofs can be found 
in most abstract algebra texts, such as [Hun90] or [Her75]. 

Lemma 9.28. Suppose G is any group. 

(a) If KeG is a normal subgroup, then the set G I K of left cosets is 
a group with multiplication given by (glK)(g2K) = (glg2)K. The 
projection 7r: G -+ G I K sending each element of G to its coset is a 
surjective homomorphism whose kernel is K. 

(b) If F: G -+ H is any surjective group homomorphism, then the ker­
nel of F is a normal subgroup of G, and F descends to a group 
isomorphism F: G I Ker F -+ H. 

The following proposition gives a smooth analogue of these 
group-theoretic results. 

Proposition 9.29. Suppose G is a Lie group. 

(a) If KeG is a closed normal Lie subgroup, then G I K is a Lie group, 
and the quotient map 7r: G -+ G I K is a Lie group homomorphism. 

(b) If F: G -+ H is a surjective Lie group homomorphism, then F 
descends to a Lie group isomorphism F: G I Ker F -+ H. 
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Proof. Suppose K is a closed normal Lie subgroup of G. By the quotient 
manifold theorem, G I K is a smooth manifold and 7r is a smooth sub­
mersion; and by Lemma 9.28, G I K is a group and 7r: G -7 G I K is a 
homomorphism. Thus to prove (a), the only thing that needs to be verified 
is that multiplication and inversion in G I K are smooth. Smoothness of 
both maps follows easily from Proposition 7.18. 

For (b), observe that Ker F is a closed Lie subgroup by Proposition 9.8, 
and GIKer F is a Lie group by part (a) above. Lemma 9.28 shows that F 
descends to a group isomorphism F: G I Ker F -7 H. By Proposition 7.18, 
both F and its inverse are smooth. D 

Combining the results of Propositions 9.29 and 9.26, we obtain the 
following important characterization of homomorphisms with discrete 
kernels. 

Proposition 9.30. Let G and H be connected Lie groups with Lie algebras 
g and f), respectively. For any Lie group homomorphism F: G -7 H, the 
following are equivalent: 

( a) F is surjective and has discrete kernel. 

(b) F is a smooth covering map. 

( c) The induced homomorphism F*: g -7 f) is an isomorphism. 

(d) F is a local diffeomorphism. 

Proof. We will show that (a) ~ (b) ~ (c) ~ (d) ~ (a). First 
assume that F is surjective with discrete kernel f c G. Then Proposition 
9.26 implies that 7r: G -7 G If is a smooth covering map, and Proposition 
9.29 shows that F des~ends to a Lie group isomorphism F: G If -7 H. 
This means that F = F 0 7r, which is a composition of a smooth covering 
map followed by a diffeomorphism and therefore is itself a smooth covering 
map. This proves that (a) ~ (b). The next implication, (b) ~ (c), is 
the content of Problem 4-19. 

Under the assumption that F* is an isomorphism, the inverse function 
theorem implies that F is a local diffeomorphism in a neighborhood of e E 

G. Because Lie group homomorphisms have constant rank, this means that 
rankF = dimG = dimH, which implies that F is a local diffeomorphism 
everywhere, and thus (c) ~ (d). 

Finally, if F is a local diffeomorphism, then each level set is an embed­
ded O-dimensional manifold by the inverse function theorem, so Ker F is 
discrete. Since a local diffeomorphism is an open map, F(G) is an open 
subgroup of H, and thus by Problem 2-12, it is all of H. This shows that 
(d) ~ (a) and completes the proof. D 
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Sets with Transitive Group Actions 

A highly useful application of the homogeneous space characterization the­
orem is to put smooth structures on sets that admit transitive Lie group 
actions. 

Proposition 9.31. Suppose X is a set, and we are given a transitive action 
of a Lie group G on X such that the isotropy group of a point p E X is a 
closed Lie subgroup of G. Then X has a unique smooth manifold structure 
such that the given action is smooth. 

Proof. Let H denote the isotropy group of p, so that G / H is a smooth 
manifold by Theorem 9.22. The map F: G / H -+ X defined by F(gH) = 
9 . p is an equivariant bijection by exactly the same argument as we used 
in the proof of the characterization theorem, Theorem 9.24. (That part 
did not use the assumption that M was a manifold or that the action was 
smooth.) If we define a topology and smooth structure on X by declaring F 
to be a diffeomorphism, then the given action of G on X is smooth because 
it can_be written (g,x) H F (g. F- 1(x)). 

If X denotes the set X with any smooth manifold structure such that 
the given action is smooth, then by the homogeneous space characterization 
theorem, X is equivariantly diffeomorphic to G / H and therefore to X, so 
the topology and smooth structure are unique. D 

Example 9.32 (Grassmannians). Let Gk(JR.n) denote the Grassman­
nian of k-dimensional subspaces of JR.n as in Example 1.24. The general 
linear group GL(n, JR.) acts transitively on Gk(JR.n): Given two subspaces A 
and A', choose bases for both subspaces and extend them to bases for JR.n, 
and then the linear transformation taking the first basis to the second also 
takes A to A'. The isotropy group of the subspace JR.k C JR.n is 

H = { ( ~ ~): A E GL(k, JR.), D E GL(n - k, JR.), 

BE M(k x (n - k), JR.) } , 

which is easily seen to be a closed Lie subgroup of GL(n, JR.). There­
fore, Gk(JR.n) has a unique smooth manifold structure making the natural 
GL(n, JR.) action smooth. Problem 9-14 shows that this is the same as the 
smooth structure we defined in Example 1.24.' 

Example 9.33 (Flag Manifolds). Let V be a real vector space of di­
mension n > 1, and let K = (k1 , ... , km ) be a finite sequence of integers 
satisfying 0 < k1 < ... < km < n. A flag in V of type K is a nested 
sequence of linear subspaces Sl c S2 C ... C Sm C V, with dim Si = ki 
for each i. The set of all flags of type K in V is denoted by FK(V)' (For 
example, if K = (k), then FK(V) is the Grassmannian Gk(V)') It is not 
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hard to show that GL(V) acts transitively on FK(V) with a closed Lie sub­
group as isotropy group (see Problem 9-19), so FK(V) has a unique smooth 
manifold structure making it into a homogeneous GL(V)-space. With this 
structure, F K (V) is called a flag manifold. 

Connectivity of Lie Groups 

Another application of homogeneous space theory is to identify the con­
nected components of many familiar Lie groups. The key result is the 
following proposition. 

Proposition 9.34. Suppose a Lie group G acts smoothly, freely, and 
properly on a manifold M. If G and MIG are connected, then M is 
connected. 

Proof. Suppose G and MIG are connected, but M is not. This means that 
there are nonempty, disjoint open sets U, V c M whose union is M. Each 
G-orbit in M is the image of G under a smooth map of the form g f--t g • p; 
since G is connected, each orbit must lie entirely in one set U or V. 

Because the quotient map 7r: M -+ MIG is an open map by Lemma 
9.15, 7r(U) and 7r(V) are nonempty open subsets of MIG. If 7r(U) n 7r(V) 
were not empty, some G-orbit in M would contain points of both U and V, 
which we have just shown is impossible. Thus {7r(U), 7r(V)} is a separation 
of MIG, which contradicts the assumption that MIG is connected. 0 

Proposition 9.35. For any n ~ 1, the Lie groups SO( n), U (n), and SU (n) 
are connected. The group O(n) has exactly two components, one of which 
is SO(n). 

Proof. First we prove by induction on n that SO(n) is connected. For n = 1 
this is obvious, because SO(l) is the trivial group. Now suppose we have 
shown that SO(n - 1) is connected for some n ~ 2. Because the homo­
geneous space SO (n) I SO (n - 1) is diffeomorphic to §n-l and therefore is 
connected, Proposition 9.34 and the induction hypothesis imply that SO(n) 
is connected. A similar argument applies to U(n) and SU(n), using the facts 
that U(n)1 U(n - 1) ~ SU(n)1 SU(n - 1) ~ §2n-l. 

Note that O(n) is equal to the union of the two open sets O+(n) and 
O-(n) consisting of orthogonal matrices with determinant +1 and -1, 
respectively. As we noted earlier, O+(n) = SO(n), which is connected. On 
the other hand, if A is any orthogonal matrix whose determinant is -1, then 
left translation LA is a diffeomorphism from O+(n) to O-(n), so O-(n) is 
connected as well. Therefore, {O+(n), O-(n)} are exactly the components 
~OM. 0 

Determining the components of the general linear groups is a bit more 
involved. Let GL+(n,lR) and GL-(n,lR) denote the subsets of GL(n,lR) 
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consisting of matrices with positive determinant and negative determinant, 
respectively. 

Proposition 9.36. The components of GL(n, IR) are GL +(n, IR) and 
GL -(n,IR). 

Proof. By continuity of the determinant function, GL + (n, IR) and 
GL -(n,IR) are nonempty, disjoint, open subsets of GL(n,IR) whose union 
is GL(n,IR), so all we need to prove is that both subsets are connected. We 
begin by showing that GL + (n, IR) is connected. It suffices to show that it is 
path connected, which will follow once we show that there is a continuous 
path in GL +(n,IR) from any A E GL +(n,IR) to the identity matrix In. 

Let A E GL +(n, IR) be arbitrary, and let (AI,.'" An) denote the columns 
of A, considered as vectors in IRn. The Gram-Schmidt algorithm (Propo­
sition A.47) shows that there is an orthonormal basis (Ql,"" Qn) for 
IRn with the property that span(Ql,"" Qk) = span(Al , ... , Ak) for each 
k = 1, ... ,n. Thus we can write 

Al = R~Ql' 
A2 = R~Ql + R~Q2' 

An = R~Ql + R;'Q2 + ... + R~Qn, 

for some constants R{. Replacing each Qi by -Qi if necessary, we may 
assume that R~ > 0 for each i. In matrix notation, this is equivalent to A = 
QR, where Q is orthogonal and R is upper triangular with positive entries 
on the diagonal. Since the determinant of R is the product of its diagonal 
entries and (detQ)(detR) = detA > 0, it follows that Q E SO(n). (This 
QR decomposition plays an important role in numerical linear algebra.) 

Let Rt = tIn + (1- t)R. It is immediate that R t is upper triangular with 
positive diagonal entries for all t E [0,1]' so R t E GL+(n,IR). Therefore, 
the path T [0,1] -t GL +(n,IR) given by ')'(t) = QRt satisfies ')'(0) = A and 
')'(1) = Q E SO(n) (Figure 9.7). Because SO(n) is connected, there is a 
path in SO(n) from Q to the identity matrix. This shows that GL+(n,IR) 
is path connected. 

As in the case of O( n), any matrix B with det B < 0 yields a diffeomor­
phism L B : GL+(n,IR) -t GL-(n,IR), so GL-(n,IR) is connected as well. 
This completes the proof. 0 

Problems 

9-1. Prove that the set of maps from IRn to itself given by the action of 
E(n) on IRn described in Example 9.21(b) is exactly the set of all 
diffeomorphisms of IRn that preserve the Euclidean distance function. 
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'Y( t) A 

Q 

O(n) 

Figure 9.7. Proof that GL+(n,lE.) is connected. 

9-2. Suppose a Lie group acts smoothly on a manifold M. 

(a) Show that each orbit is an immersed submanifold of M. 
(b) Give an example of a Lie group acting smoothly on a mani­

fold M in which two different orbits have different dimensions 
even though neither orbit has dimension equal to zero or to the 
dimension of M. 

9-3. Prove the following partial converse to the quotient manifold theorem: 
If a Lie group G acts smoothly and freely on a smooth manifold M 
and the orbit space MjG has a smooth manifold structure such that 
the quotient map 7r: M --t MjG is a smooth submersion, then G acts 
properly. 

9-4. Give an example of a smooth, proper action of a Lie group on 
a smooth manifold such that the orbit space is not a topological 
manifold. 

9-5. Suppose a connected Lie group G acts smoothly on a discrete space 
K. Show that the action is trivial. 

9-6. The center of a group G is the set of all elements that commute with 
every element of G; a subgroup of G is said to be central if it is 
contained in the center of G. If G is a connected Lie group, show that 
every discrete normal subgroup of G is central. [Hint: Use the result 
of Problem 9-5.] 

9-7. Show that SO(2), U(l), and §l are all isomorphic as Lie groups. 

9-8. (a) Show that there exists a Lie group homomorphism p : U(l) --t 
U(n) such that det op = Idu(l)' 

(b) Show that U(n) is diffeomorphic to U(l) x SU(n). 
(c) Show that U(n) and U(l) x SU(n) are not isomorphic Lie groups 

when n > 1. [Hint: Isomorphic groups have isomorphic centers.] 

9-9. Show that SU(2) is isomorphic to the group S of unit quaternions 
(Problem 8-19) and diffeomorphic to §3. 
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9-10. Show that SO(3) is isomorphic to SU(2)j {±e} and diffeomorphic to 
1l~.lp3, as follows. 

(a) Let S c lHl denote the group of unit quaternions, and let E c lHl 
be the subspace of imaginary quaternions (see Problems 8-19 
and 8-20). If q E S, show that the linear map lHl -7 lHl given 
by v H qvq* takes E to itself and preserves the inner product 
(v, w) = ~(v*w + w*v) on E. 

(b) For each q E S, let p( q) be the matrix representation of the map 
v H qvq* with respect to the basis (i,j, k) for E. Show that 
p(q) E SO(3) and that the map p: S -7 SO(3) is a surjective Lie 
group homomorphism whose kernel is {±1}. 

(c) Prove the result. 

9-11. Determine which of the following Lie groups are compact: GL(n, 1R), 
SL(n,IR), GL(n,C), SL(n,C), U(n), SU(n). 

9-12. Under the canonical isomorphism of Lie(GL(n, C)) with the ma­
trix algebra g((n, C) (Proposition 8.40), show that Lie(SL(n, C)) ~ 
s((n, C), Lie(U(n)) ~ u(n), and Lie(SU(n)) ~ su(n), where 

s((n,C) = {A E g((n,C): tr A = a}, 

u(n) = {A E g((n,C) : A* + A = a}, 

su(n) = u(n) ns((n,C). 

9-13. Show by giving an explicit isomorphism that su(2) and 0(3) are iso­
morphic Lie algebras, and that both are isomorphic to 1R3 with the 
cross product. 

9-14. Show that the smooth structure on the Grassmannian Gk(lRn ) defined 
in Example 9.32 is the same as the one defined in Example 1.24. 

9-15. Let V be a finite-dimensional vector space. Prove that the Grassman­
nian Gk(V) is compact for each k. [Hint: Show that it is a quotient 
space of a compact Lie group.] 

9-16. Show that the image of a Lie group homomorphism is a Lie subgroup. 

9-17. Let M be a smooth manifold, and let 11": E -7 M be a smooth vec­
tor bundle over M. Suppose f is a discrete group acting smoothly, 
freely, and properly on both E and M. Suppose further that 11" is 
f-equivariant, and for each p EM and each 9 E f, the map from Ep 
to E g •p given by v H 9 . v is linear. Show that E jf can be given the 
structure of a smooth vector bundle over M jf in such a way that the 
following diagram commutes: 

E-Ejf 

1 1 
M-Mjf. 
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E 

~ 71"1 ~ 71" 

]R 
§1 

C :> • • • ;. ~ 

Figure 9.8. The Mobius bundle as a quotient of ]R2. 

(The horizontal maps are quotient maps, and the vertical ones are 
bundle projections.) 

9-18. Define an action of Z on ]R2 by 

n· (x, y) = (x + n, (_I)ny). 

(a) Show that the action is smooth, free, and proper. Let E =]R2 jZ 
denote the quotient manifold (Figure 9.8). 

(b) Show that the projection on the first coordinate 71"1: ]R2 ---+ ]R 

descends to a smooth map 71": E ---+ §1. 

(c) Show that E is a nontrivial smooth rank-l vector bundle over 
§1 with projection 71". 

(d) Show that E is smoothly isomorphic to the Mobius bundle 
constructed in Example 5.2. 

9-19. Let F K(V) be the set of flags of type K in a finite-dimensional vector 
space V as in Example 9.33. Show that GL(V) acts transitively on 
FK(V), and that the isotropy group of a particular flag is a closed 
Lie subgroup of GL(V). For which K is FK(V) compact? 

9-20. Let Clpm denote n-dimensional complex projective space (Problem 
1-7). Show that the natural action of U(n + 1) on cn+1 descends 
to a smooth, transitive action on Clpm, so C]P'n is a homogeneous 
U(n + I)-space. 

9-21. The set of k-dimensional complex linear subspaces of cn is denoted by 
Gk(cn). Show that Gk(cn) has a unique smooth manifold structure 
making it into a compact homogeneous U(n)-space (where the action 
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ofU(n) is induced from its usual action on cn). What is the dimension 
of Gk(Cn )? 

9-22. Considering §2n+l as the unit sphere in Cn+l , define an action of §I 
on §2n+l by 

( I n+l) _ (I n+l) z· W , ... , w - ZW , ... , ZW • 

Show that this action is smooth, free, and proper, and that the orbit 
space §2n+1 j§1 is diffeomorphic to C1pm. [Hint: Consider the restric­
tion of the natural quotient map Cn+1 " {O} -+ Clpm to §2n+l. The 
quotient map 7r: §2n+l -+ Clpm is known as the Hopf map.] 

9-23. Let c be an irrational number, and let JR. act on 1['2 = §I X §I by 

t . (w, z) = (e27rit w, e27rict z) . 

Show that this is a smooth free action, but 1['2 jJR. is not Hausdorff. 

9-24. Show that GL +(n, JR.) is 'diffeomorphic to SO(n) x JR.n(n+l)/2. [Hint: 
Use the QR decomposition introduced in Proposition 9.36 to con­
struct a diffeomorphism from SO(n) x T+ (n, JR.) to GL +(n, JR.), where 
T+ (n, JR.) is the Lie group of n x n upper triangular real matrices with 
positive diagonal entries.] 

9-25. Show that GL(n, q is diffeomorphic to U(n) x JR.n2 . [Hint: Argue as 
in Problem 9-24, but use the Hermitian dot product z . w = L:i Ziwi 

in place of the Euclidean dot product.] 

9-26. Show that SL(n,JR.) and SL(n,q are diffeomorphic to SO(n) x 
JR.n(n+I)/2-I and SU(n) x JR.n2, respectively. 

9-27. Use the results of Theorem 2.13 and Problem 9-6 to show that the 
fundamental group of a connected_Lie group is abelian. You may use 
without proof the fact that if 7r: G -+ G is a universal covering map, 
then the covering group e7r(G) is isomorphic to 7r1(G, e). 

9-28. Show that the adjoint representation of GL(n, JR.) is given by 
Ad(A)Y = AY A-I for A E GL(n, JR.) and Y E g[(n, JR.). Show that it 
is not faithful. 

9-29. Let 9 be a finite-dimensional Lie algebra. For each X E g, define a 
map ad(X): 9 -+ 9 by ad(X)Y = [X, Y]. Show that ad: 9 -+ g[(g) 
is a representation, called the adjoint representation of g. [Remark: 
Its relationship with the adjoint representation of a Lie group will be 
explained in Chapter 20.] 

9-30. If 7r: M -+ M is a smooth normal cov~ing ~, show that M, is 
diffeomorphic to the quotient manifold M j e7r (M). 



10 
Embedding and Approximation 
Theorems 

The purpose of this chapter is to address two fundamental questions about 
smooth manifolds. The questions may seem unrelated at first, but their 
solutions are closely related. 

The first question is "Which smooth manifolds can be smoothly embed­
ded in Euclidean spaces?" The answer, as we will see, is that they all can. 
This justifies our habit of visualizing manifolds as subsets of ~n. 

The second question is "To what extent can continuous maps between 
manifolds be approximated by smooth ones?" We will give two different 
answers, each of which is useful in certain contexts. Stated simply, we will 
show that any continuous function from a smooth manifold into ~k can 
be uniformly approximated by a smooth function, and that any continuous 
map from one smooth manifold to another is homotopic to a smooth map. 

The essential strategy for answering both questions is the same: First use 
analysis in ~n to construct a "local" solution in a fixed coordinate chart; 
then use bump functions or partitions of unity to piece together the local 
solutions into a global one. 

Before we begin, we need to extend the notion of sets of measure zero to 
manifolds. These are sets that are "small" in a sense that is closely related 
to having zero volume (even though we do not yet have a way to measure 
volume quantitatively on manifolds); they include things like countable sets 
and submanifolds of positive codimension. 
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Figure 10.1. A set of measure zero. Figure 10.2. Balls and cubes. 

Sets of Measure Zero in Manifolds 

Recall what it means for a set A c IRn to have measure zero (see the 
Appendix, page 589): For any 15 > 0, A can be covered by a countable 
collection of open cubes, the sum of whose volumes is less than 15 (Figure 
10.1). The next lemma shows that cubes can be replaced by balls in the 
definition. 

Lemma 10.1. A subset A c IRn has measure zero if and only if for every 
15 > 0, A can be covered by a countable collection of open balls, the sum of 
whose volumes is less than 15. 

Proof. This is based on the easily verified geometric fact that an open cube 
of side 2r contains an open ball of radius r and is contained in an open ball 
of radius rvn (Figure 10.2). Since volumes of balls and cubes in IRn are 
proportional to the nth power of their diameters, it follows that every open 
cube of volume v is contained in an open ball of volume cnv, and every 
open ball of volume v is contained in an open cube of volume c~v, where 
Cn and c~ are constants depending only on n. Thus if A has measure zero, 
there is a countable cover of A by open cubes with total volume less than 
15. Enclosing each cube in a ball whose volume is Cn times that of the cube, 
we obtain an open cover of A by open balls of total volume less than cn c5, 
which can be made as small as desired by taking 15 sufficiently small. The 
converse is similar. 0 

We wish to extend the notion of measure zero in a diffeomorphism­
invariant fashion to subsets of manifolds. Because a manifold does not 
come with a metric, volumes of cubes or balls do not make sense, so we 
cannot simply use the same definition. However, the key is provided by the 
next lemma, which implies that the condition of having measure zero is 
diffeomorphism-invariant for subsets of IRn. 
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F 
~ 

F (A ) 

Figure 10.3. The image of a set of measure zero. 

Lemma 10.2. Suppose A c ]Rn has measure zero and F: A -+ ]Rn is a 
smooth map. Then F(A) has measure zero. 

Proof. By definition, for each pEA, F has an extension to a smooth map, 
which we still denote by F, on a neighborhood of pin ]Rn. Shrinking this 
neighborhood if necessary, we may assume that F extends smoothly to a 
closed ball B centered at p. Since B is compact, there is a constant e such 
that IDF(x) I ::; e for all x E B . Using the Lipschitz estimate for smooth 
functions (Proposition A.69), we have 

IF(x) - F(x')1 ::; Clx - x'I (10.1) 

for all x, x' E B. 
Given 0 > 0, we can choose a countable cover {Bj } of A n B by open 

balls satisfying 

Then by (10.1), F(B n B j ) is contained in a ball Hj whose radius is no 
more than e times that of B j (Figure 10.3). We conclude that F(AnB) is 

contained in the collection of balls {Hj }, whose total volume is no greater 
than 

LVol(Hj ) < eno. 
j 

Since this can be made as small as desired, it follows that F(A n B) has 
measure zero. Since F(A) is the union of countably many such sets, it too 
has measure zero. D 

It is important to be aware that the preceding lemma is false if F is merely 
assumed to be continuous. For example, the subset A = [0, 1] x {o} C ]R2 has 
measure zero in ]R2, but there is a continuous map F: A -+ ]R2 whose image 
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Figure 10.4. Proof of Lemma 10.4. 

is the entire unit square [0,1] x [0,1]. (Such a map is called a space-filling 
curve. See [Rud76, p. 168] for an example.) 

Lemma 10.3. Suppose F: U -+ IRn is a smooth map, where U is an open 
subset of IRm and m < n. Then F(U) has measnre zero in IRn. 

Proof. Let 7l': IRn -+ IRm denote the . projection onto the first m coordinates, 
and let fJ = 7l' - 1 (U) . The result follows by applying the preceding lemma 

to F = F ° 7l' : fJ -+ IRn, because F(U) = F(fJ n IRm), which is the image 
of a set of measure zero. D 

We say that a subset A of a smooth n-manifold M has measure zero if for 
every smooth chart (U, 'fi) for M , the set 'fi( An U) has measure zero in IRn. 
It follows immediately from Lemma A.60(c) that any set of measure zero 
has dense complement, because if M '-. A is not dense, then A contains a 
nonempty open set , which would imply that 'lj! (AnV) contains a nonempty 
open set for some smooth chart (V, 'lj! ). 

The following lemma shows that we need only check this condition for a 
single collection of smooth charts whose domains cover A. 

Lemma 10.4. Suppose A is a subset of a smooth n -manifold M, and 
for some collection {(Uc>! 'fia)} of smooth charts whose domains cover A, 
'fin (A n Ua) has measure zero in IRn for each ct. Then A has measure zero 
inM. 

Proof. Let (V, 'lj!) be an arbitrary smooth chart. We need to show that 
'lj! (A n V) has measure zero. Some countable collection of the Un's covers 
A n V . For each such Un, we have 

1/J (AnVnUn) = ('lj! ° 'fi-:,l) 0'fia(AnVnUn). 

(See Figure 10.4.) Now 'fia(AnVnUn) is a subset of 'fia(AnUa), which has 
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Figure 10.5. Proof of Theorem 7.15. 

measure zero by hypothesis. By Lemma 10.2 applied to 'ljJ 0 'P;;1, therefore, 
'ljJ(A n V n Ua ) has measure zero. Since 'ljJ(A n V) is the union of count ably 
many such sets, it too has measure zero. D 

<> Exercise 10.1. Let M be a smooth manifold. Show that a countable 
union of sets of measure zero in M has measure zero. 

As our first application of the concept of measure zero in manifolds, we 
will finish the proof of Theorem 7.15. 

Completion of the proof of Theorem 7.15. It remains only to prove that 
a smooth surjective map F: M -+ N of constant rank is a submersion. 
Let m = dimM, n = dimN, and k = rankF. Suppose that F is not a 
submersion, so that k < n. By the rank theorem, each point has a smooth 
coordinate neighborhood in which F has the coordinate representation 

F ( 1 k k+1 m) - ( 1 k 0 0) x , ... ,x ,x , ... ,x - x , ... ,x " ... , . (10.2) 

Since any open cover of a manifold has a countable subcover, we can choose 
countably many smooth charts {(Ui , 'Pi)} for M and corresponding smooth 
charts {(Vi,'ljJi)} for N such that the sets {Ud cover M, F maps Ui into 
Vi, and the coordinate representation of F: Ui -+ Vi is as in (10.2) (Figure 
10.5). Since F(Ui ) is contained in a k-dimensional slice of Vi, it has measure 
zero in N. Because F(M) is equal to the countable union of sets F(Ui ) of 
measure zero, F(M) itself has measure zero in N, which implies that F 
cannot be surjective. D 

The next theorem is the main result of this section. 
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Theorem 10.5. Suppose M and N are smooth manifolds with dim M < 
dimN, and F: M --+ N is a smooth map. Then F(M) has measure zero 
in N. In particular, N" F(M) is dense in N. 

Proof. Write m = dimM and n = dimN, and let {(Ui , 'Pi)} be a countable 
cover of M by smooth charts. Given any smooth chart (V, 'l/J) for N, we need 
to show that 'l/J(F(M) n V) has measure zero in ~n. Observe that this set 
is the countable union of sets of the form 'l/J 0 F 0 'Pil ('Pi (F-l(V) n Ui)), 
each of which has measure zero by Lemma 10.3. D 

Corollary 10.6. If M is a smooth manifold and N c M is an immersed 
sub manifold of positive codimension, then N has measure zero in M. 

Theorem 10.5 can be considered as a special case of the following deeper 
(and somewhat harder to prove) theorem due to Arthur Sardo 

Theorem 10.7 (Sard's Theorem). If F: M --+ N is any smooth map, 
the set of critical values of F has measure zero in N. 

We will neither use nor prove this theorem in this book. For a proof, see 
[Mil65], [Ste64], or [Bre93]. 

The Whitney Embedding Theorem 

Our first major task in this chapter is to show that every smooth n-manifold 
can be embedded in ~2n+l. We will begin by proving that if m ~ 2n, any 
smooth map into ~m can be perturbed slightly to be an immersion. 

Theorem 10.S. Let F: M --+ ~m be any smooth map, where M is a 
smooth n-manifold and m ~ 2n. For any E: > 0, there is a smooth 
immersion F: M --+ ~m such that SUPM IF - FI ::; E:. 

Proof. Let {Wd be any regular open cover of M as defined in Chapter 
2 (for example, a regular refinement of the trivial cover consisting of M 
alone). Then each Wi is the domain of a smooth chart 'l/Ji: Wi --+ B3 (0), 
and the precompact sets Ui = 'l/Ji 1 (B1 (0» still cover M. For each integer 

k ~ 1, let Mk = U7=1 Ui. We interpret Mo to be the empty set. We will 
modify F inductively on one set Wi at a time. 

For each i, let 'Pi E COO(M) be a smooth bump function supported in 
Wi that is equal to 1 on Ui. Let Fo = F, and suppose by induction we have 
defined smooth maps Fj : M --+ ~m for j = 0, ... , k - 1 satisfying 

(i) sUPM IFj - FI < E:; 

(ii) If j ~ 1, Fj(x) = Fj- 1 (x) unless x E Wj; 

(iii) (Fj )* is injective at each point of M j . 
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Figure 10.6. Perturbing a map to be an immersion. 

For any m x n matrix A, define a new map FA: M -+ IRm as follows: On 
M" SUPP'Pk, FA = Fk-l; and on Wk, FA is the map given in coordinates 
by 

where A: IRn -+ IRm is thought of as a linear map. (When computing in 
Wk, we simplify the notation by identifying maps with their coordinate 
representations as usual.) Since both definitions agree on the set Wk " 
supp 'Pk where they overlap, this defines a smooth map. We will eventually 
set Fk = FA for a suitable choice of A (Figure 10.6). 

Because (i) holds for j = k - 1, there is a constant co < c such that 
IFk-l(X) - F(x)1 ::; co for x in the compact set SUPP'Pk. By continuity, 
therefore, there is some 8 > 0 such that IAI < 8 implies 

sup IFA - Fk-ll = sup l'Pk(X)Axl < c - co, 
M xESUPP'Pk 

and therefore 

sup IFA - FI ::; sup IFA - Fk-ll + sup IFk-l - FI < (c - co) + co = c. 
M M M 

Let P: Wk x M(m x n,lR) -+ M(m x n,lR) be the matrix-valued function 

P(x,A) = DFA(X). 

By the inductive hypothesis, the matrix P(x, A) has rank n when (x, A) is 
in the compact set (SUPP'Pk n Mk-I) x {O}. By choosing 8 even smaller 
if necessary, we may also ensure that rankP(x, A) = n whenever x E 
SUPP'Pk n M k - 1 and IAI < 8. 



248 10. Embedding and Approximation Theorems 

b 
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j 

Figure 10.7. The graph of b = n - (m - j)(n - j). 

The last condition we need to ensure is that rank( FA) * = n on Uk and 
therefore on Mk = M k- 1 U Uk. Notice that DFA(X) = DFk-1(X) + A for 
x E Uk because 'Pk == 1 there, and therefore D FA (x) has rank n in Uk if and 
only if A is not of the form B - D Fk- 1 (x) for any x E Uk and any matrix B 
ofrank less than n. To ensure this, let Q: Wk x M(m x n, IR) ~ M(m x n, IR) 
be the smooth map 

Q(x,B) = B - DFk-l(X). 

We need to show that there is some matrix A with IAI < 8 that is not of 
the form Q(x, B) for any x E Uk and any matrix B of rank less than n. 
For each j = 0, ... , n -1, the set Mj(m x n, IR) of m x n matrices of rank j 
is an embedded submanifold of M(m x n, IR) of co dimension (m - j)(n - j) 
by Example 8.14. By Theorem 10.5, therefore, Q(Wk x Mj(m x n,lR)) has 
measure zero in M(m x n, IR), provided that the dimension of Wk x Mj(m x 
n, IR) is strictly less than the dimension of M(m x n, IR), which is to say 
that 

n + mn - (m - j)(n - j) < mn, 

or, equivalently, 

n - (m - j)(n - j) < O. (10.3) 

When j = n-1, n- (m- j)(n- j) = 2n-m-1, which is negative because 
we are assuming m 2 2n. For j :S n - 1, n - (m - j)(n - j) is increasing 
in j because its derivative with respect to j is positive there (Figure 10.7). 
Thus (10.3) holds whenever 0 :S j :S n - 1. This implies that for each 
j = 0, ... , n - 1, the image under Q of Wk x Mj(m x n, IR) has measure 
zero in M(m x n, IR). Choosing A such that IAI < 8 and A is not in the 
union of these image sets, and setting Fk = FA, we obtain a map satisfying 
the three conditions of the inductive hypothesis for j = k. 

Now let F(x) = limk-HXJ Fk(X). By local finiteness of the cover {Wj}, for 
each k there is some N(k) > k such that Wk n Wj = 0 for all j 2 N(k), 
and then condition (ii) implies that FN(k) = FN(k)+l = ... = Fi on Wk for 
all i 2 N (k). Thus the sequence {Fk (x)} is eventually constant for x in a 
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neighborhood of each point, and so F: M ---+ ]Rm is a smooth map. It is an 
immersion because F = FN(k) on Mk, which has rank n by (iii). D 

Corollary 10.9 (Whitney Immersion Theorem). Every smooth n­
manifold admits an immersion into ]R2n. 

Proof. Just apply the preceding theorem to any smooth map F: M ---+ ]R2n, 

for example a constant map. D 

Next we show how to perturb our immersion to be injective. The intu­
ition behind this theorem is that, due to the rank theorem, the image of 
an immersion looks locally like an n-dimensional affine subspace (after a 
suitable change of coordinates), so if F(M) c ]Rm has self-intersections, 
they will look locally like the intersection between two n-dimensional affine 
subspaces. If m is at least 2n + 1, such affine subspaces of ]Rm can be 
translated slightly so as to be disjoint, so we might hope to remove the 
self~intersections by perturbing F a little. The details of the proof are a bit 
more involved, but the idea is the same. 

Theorem 10.10. Let M be a smooth n-manifold, and suppose m ~ 2n + 1 
and Y: M ---+ ]Rm is an immersion. Then for anye > 0 there is an injective 
immersion F: M ---+]Rm such that SUPM IF - FI :S e. 

Proof. Because an immersion is locally an embedding, there is an open 
cover {Wi} of M such that the restriction of F to each Wi is injective. 
Passing to a refinement, we may assume that it is a regular cover. As in 
the proof of the previous theorem, for each i, let 'l/Ji: Wi ---+ B3(0) be the 
associated chart, let Ui = 'I/J;l(Bl(O)), and let 'Pi E COO(M) be a smooth 
bump function supported in Wi that is equal to1 on Ui· Let Mk = U:=l Uk 
(see Figure 10.6 again). 

As before, we will modify F inductively to make it injective on succes­
sively larger sets. Let Fo = F, and suppose by induction we have defined 
smooth maps Fj : M ---+]Rm for j = 0, ... , k - 1 satisfying 

(i) Fj is an immersion; 

(ii) sUPM IFj - FI < e; 

(iii) If j ~ 1, then Fj(x) = Fj-l(x) unless x E Wj; 

(iv) Fj is injective on Mj; 

(v) Fj is injective on Wi for every i. 

Define the next map Fk: M ---+ ]Rm by 

where b E ]Rm is to be determined. 
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We wish to choose b such that Fk(X) "# Fk(y) when x and yare distinct 
points of M k. To begin, by an argument analogous to that of Theorem 
10.8, there exists 8 such that Ibl < 8 implieH 

sup IFk - FI:::; sup IFk - Fk-ll + sup IFk-l - FI < c. 
M SUPP'Pk M 

Choosing 8 smaller if necessary, we may also ensure that (Fk)* is injective 
at each point of the compact set supp C{Jk; since (Fk)* = (Fk-d* is already 
injective on the rest of M, this implies that Fk is an immersion. 

Next, observe that if Fk(X) = Fk(Y), then exactly one of the following 
two cases must hold: 

CASE I: C{Jk(X)"# C{Jk(Y) and 

b __ Fk-l(X) - Fk-l(Y) 
- C{Jk(X) - C{Jk(Y) . 

(10.4) 

CASE II: C{Jk(X) = C{Jk(Y) and therefore also Fk-l(X) = Fk-1(y). 

Define an open subset U c M x M by 

U = {(x,y) : C{Jk(X)"# C{Jk(Y)}, 

and let R: U -+ ]Rm be the smooth map 

R(x, y) = _ Fk-1(X) - Fk-l)(Y). 
C{Jk(X) - C{Jk(Y 

Because dim U = dim(M x M) = 2n < m, Theorem 10.5 implies that R(U) 
has measure zero in ]Rm. Therefore, there exists b E ]Rm with Ibl < 8 such 
that (10.4) does not hold for any (x, y) E U. With this b, (i)-(iii) hold with 
j = k. We need to show that (iv) and (v) hold as well. 

If Fk (x) = Fk (y) for a pair of distinct points x, y E M k, case I above 
cannot hold by our choice of b. Therefore, we are in case II: C{Jk(X) = 
C{Jk(Y) and Fk-l(X) = Fk-l(Y)· If C{Jk(X) = C{Jk(Y) = 0, then X,Y E Mk ...... 
Uk C M k-l, contradicting the fact that Fk-l is injective on M k-l by the 
inductive hypothesis. On the other hand, if C{Jk(X) and C{Jk(Y) are nonzero, 
then x, Y E supp C{Jk C Wk, which contradicts the fact that Fk- 1 is injective 
on each Wi by the inductive hypothesis. This shows that Fk satisfies (iv). 
Similarly, if Fk(X) = Fk(Y) for a pair of distinct points x, Y in anyone of the 
sets Wi, the same argument shows that Fk-1(X) = Fk-1(y), contradicting 
the fact that Fk - 1 is injective on Wi. This shows that Fk - 1 satisfies (v), 
and completes the induction. 

Now we let F(x) = limj-too Fj(x). As before, for any k, this sequence is 
constant on W k for j sufficiently large, so it defines a smooth function. If 
F(x) = F(y), choose k such that x, Y E M k. For sufficiently large j, F = Fj 
on M k, so the injectivity of Fj on M j ::J M k implies that x = y. 0 

We can now prove the main result of this section. 
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Theorem 10.11 (Whitney Embedding Theorem). Every smooth n­
manifold admits a proper smooth embedding into ~2n+l. 

Proof. Let M be a smooth n-manifold. By Proposition 7.4, a proper injec­
tive immersion is a smooth embedding. We will start with a smooth proper 
map Fa: M -+ ~2n+1 , and then use the two preceding theorems to perturb 
it to a proper injective immersion. 

Let f: M -+ ~ be a smooth exhaustion function (see Proposition 2.28). 
It is easy to check that the map Fa: M -+ ~2n+1 defined by Fa(x) = 
(f(x), 0, ... ,0) is smooth and proper. Now by Theorem 10.8, there is an 
immersion F1 : M -+ ~2n+l satisfying SUPM IFl -Fal :::; 1. And by Theorem 
10.10, there is an injective immersion F2 : M -+ ~2n+l satisfying sUPM IF2 -

Fli :::; 1. If K C ~2n+l is any compact set, it is contained in some closed 
ball BR(O), and thus if F2(p) E K, we have 

lFa(P) I :::; lFa(P) - Fl(p)1 + 1F1(P) - F2(p) I + 1F2(p) I :::; 1 + 1 + R, 

which implies that F2- 1(K) is a closed subset of Fa- 1 (B2+R(0)), which is 
compact because Fa is proper. Thus F2 is a proper injective immersion and 
hence a smooth embedding. D 

Corollary 10.12. Every smooth n-manifold is diffeomorphic to a closed 
embedded sub manifold of ~2n+1 . 

Proof. By the preceding theorem, every smooth n-manifold admits a proper 
smooth embedding into ~2n+1 , the image of which is an embedded subman­
ifold by Theorem 8.3 and closed in ~2n+l because proper continuous maps 
are closed (Proposition 2.18). D 

A topological space is said to be metrizable if it admits a distance function 
whose metric topology is the same as the given topology. Since any subset 
of a metric space inherits a metric that determines its subspace topology, 
the following corollary is an immediate consequence of the previous one. 

Corollary 10.13. Every smooth manifold is metrizable. 

Theorem 10.11 and Corollary 10.12, first proved by Hassler Whitney 
in 1936 [Whi36], answered a question that had been nagging mathemati­
cians since the notion of an abstract manifold was first introduced: Are 
there abstract smooth manifolds that are not diffeomorphic to embedded 
submanifolds of Euclidean space? Although this version of the theorem 
will be quite sufficient for our purposes, it is interesting to note that eight 
years later, using much more sophisticated techniques of algebraic topology, 
Whitney was able to obtain the following improvements [Whi44a, Whi44b]. 

Theorem 10.14 (Strong Whitney Immersion Theorem). lfn> 1, 
every smooth n-manifold admits an immersion into ~2n-l. 

Theorem 10.15 (Strong Whitney Embedding Theorem). lfn > 0, 
every smooth n-manifold admits a smooth embedding into ~2n. 



252 10. Embedding and Approximation Theorems 

The Whitney Approximation Theorems 

In this section we prove the two theorems mentioned at the beginning of 
the chapter on approximation of continuous maps by smooth ones. Both 
of these theorems, like the embedding theorems we just proved, are due to 
Hassler Whitney [Whi36]. 

We begin with a theorem about smoothly approximating functions into 
Euclidean spaces. Our first theorem shows, in particular, that any con­
tinuous function from a smooth manifold Minto ]Rk can be uniformly 
approximated by a smooth function. In fact, we will prove something 
stronger. If 8: M -+ ]R is a positive continuous function, we say that two 
functions F,F: M -+]Rk are 8-close if IF(x) - F(x)1 < 8(x) for all x E M. 

Theorem 10.16 (Whitney Approximation Theorem). Let M be a 
smooth manifold and let F: M -+]Rk be a continuous function. Given any 
positive continuous function 8: M -+ ]R, there exists a smooth function 
F: M -+]Rk that is 8 -close to F. If F is smooth on a closed subset A eM, 
then F can be chosen to be equal to F on A. 

Proof. If F is smooth on the closed set A, then by the extension lemma 
there is a smooth function Fo: M -+ ]Rk that agrees with F on A. Let 

Uo = {y EM: 1F0(Y) - F(y)1 < 8(y)}. 

It is easy to verify that Uo is an open set containing A. (If there is no such 
set A, we just take Uo = A = 0.) 

We will show that there are countably many points {Xi}~l in M " A 
and neighborhoods Ui of Xi in M " A such that 

IF(y) - F(Xi)1 < 8(y) for all y E Ui· (10.5) 

To see this, for any x EM" A, let Ux be a neighborhood of x contained 
in M " A and small enough that 

8(y) > ~8(x) and IF(y) - F(x)1 < ~8(x) 

for all y E Ux ' (Such a neighborhood exists by continuity of 8 and F.) Then 
if y E Ux , we have 

IF(y) - F(x)1 < ~8(x) < 8(y). 

The collection of all such sets Ux as x ranges over points of M " A is an 
open cover of M" A. Choosing a countable sub cover {UxJ~l and setting 
Ui = UXil we have (10.5). 

Let {'Po, 'Pi} be a smooth partition of unity subordinate to the cover 
{Uo, Ud of M, and define F: M -+]Rk by 

F(y) = 'Po(y)Fo(y) + L 'Pi(y)F(Xi)' 
i~l 
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Then clearly F is smooth, and is equal to F on A. For any y E M, the fact 
that Li~O 'Pi == 1 implies that 

IF(Y) - F(y)1 

= 'Po(y)Fo(Y) + ~'Pi(Y)F(Xi) - ('Po(y) + ~'Pi(Y))F(Y) 

::; 'Po(y)lFo(Y) - F(y)1 + L 'Pi(y)IF(Xi) - F(y)1 
i~l 

< 'Po(y)8(y) + L 'Pi(y)8(y) = 8(y). 
i~l 

Tubular Neighborhoods 

o 

We would like to find a way to apply the Whitney approximation theorem 
to produce smooth approximations to continuous maps between smooth 
manifolds. If F: N --+ M is such a map, then by the Whitney embedding 
theorem we can consider M as an embedded submanifold of some Euclidean 
space lRn , and approximate F by a smooth map into lRn. However, in 
general, the image of this smooth map will not lie in M. To correct for this, 
we need to know that there is a smooth retraction from some neighborhood 
of M onto M. For this purpose, we introduce a few more definitions. 

Let M c lRn be an embedded m-dimensional submanifold. At any x E M, 
our usual identifications allow us to view the tangent space TxM as a 
subspace of TxlRn , which inherits a Euclidean dot product courtesy of its 
canonical identification with lRn. We define the normal space to M at x to 
be the subspace NxM C TxlRn consisting of all vectors that are orthogonal 
to TxM with respect to the Euclidean dot product. The normal bundle of 
M is the subset N M C TlRn defined by 

NM = II NxM = {(x,v) E TlRn : x E M and v E NxM}. 
xEM 

There is a natural projection 7rNM: N M --+ M defined as the restriction to 
N M of 7r: TlRn --+ lRn , and each fiber NxM is a vector space of dimension 
n-m. 

A local frame (El , .. . ,En) for lRn on an open set U c lRn is said to be 
orthonormal if the vectors (Ell x, ... , En I x) are orthonormal at each point 
x E U. It is said to be adapted to M if the first m vectors (Ell x, ... , Em I x) 
span TxM at each x E Un M. 

Lemma 10.17 (Existence of Adapted Orthonormal Frames). Let 
M c lRn be an embedded submanifold. For each p EM, there is a smooth 
adapted orthonormal frame on a neighborhood U of p in lRn. 
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Proof. Let (y1, . .. , yn) be slice coordinates for M on a neighborhood U of 
x, so that MnU is the set where ym+1 = ... = yn = O. Applying the Gram­
Schmidt algorithm (Proposition A.47) to the smooth frame (8/8yi), we 
obtain an orthonormal frame (Eb"" En) given inductively by the formula 

E- = 8/8yj - L.{~;(8/8yj . Ei)Ei 
J 1 8 / 8yj - L.{~;(8/8yj . Ei)Eil' 

Because span(E1 , ..• ,Ej - 1 ) = span(8/8yl, ... ,8/8yj-1), the vector 
whose norm appears in the denominator above is nowhere zero on 
U. Thus this formula defines (Ej ) as a smooth orthonormal frame 
on U. In particular, for each x E M, span(E1Ix,"" Emlx) 
span (8/8y1 Ix, ... , 8/8ymlx) = TxM, so this frame is adapted to M. 0 

Proposition 10.lS. For any embedded m-dimensional submanifold M C 

IRn, the normal bundle N M c TlRn is a smooth vector bundle of rank n - m 
over M, and an embedded submanifold of TlRn . 

Proof. We define local trivializations for N M as follows. For any p E M, let 
(Eb"" En) be an adapted smooth orthonormal frame on a neighborhood 
U of p, and define <I>: 1fiYk(M n U) -7 (M n U) x IRn- m by 

<I> (ai Eilx) = (x, (am+!, ... , an)) . 

This is a bijection because NxM is spanned by ~m+1Ix, ... , Enlx). If eEj) 
is another such adapted frame on an open set U C IRn, there is a smooth 
matrix-valued function (An: Un fJ -7 GL(n,2lR) such that Ei = A{Ej . 
The corresponding local trivializations <I> and <I> are related by 

( ( n n)) - -1 m+1 n _ m+1 i n i <I> 0 <I> (X, (a , ... , a )) - x, L Ai a , ... , L Ai a . 
i=m+1 i=m+1 

Because span(Em+1Ix,"" Enlx) = span (Em+1 Ix, ... , Enlx) = NxM at 
each point x E MnUnfJ,.:he lower right (n-m) x (n-m) minor of (A;) 
is nonsingular on M nUn U. It follows from the vector bundle construction 
lemma that N M has a unique smooth structure making 1f N M: N M -7 M 
into a smooth vector bundle. 

It remains only to show that N M is embedded in TlRn. Given p EM, 
let (yi) be slice coordinates for M on a neighborhood U of p in IRn, and 
(shrinking U if necessary), let (Ei) be an adapted smooth orthonormal 
frame on U. By Corollary 5.12, the map cp: 1f-l(U) -7 cp(U) x IRn given by 

cp(aiEilx) = (yl(x), ... ,yn(x),a1, ... ,an) 

is a smooth coordinate chart for TlRn. These are, in fact, slice coordinates 
for N M, because cp(N M n U) is equal to the slice 

{(y, a) : ym+1 = ... = yn = a 1 = ... = am = O}. 0 
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Figure 10.8. A tubular neighborhood. 

Define a map E: NM -+ ~n by 

E(x,v) =x+v, 

where we regard a vector v E NxM c Tx~n as an element of ~n by means 
of the usual identification Tx~n ~ ~n. This just maps each normal space 
NxM affinely onto the affine subspace through x and orthogonal to TxM. 
Clearly, E is smooth, because it is the restriction to N M of the addition 
map T~n ~ ~n X ~n -+ ~n. A tubular neighborhood of M is a neighborhood 
U of M in ~n that is the diffeomorphic image under E of an open subset 
V C NM of the form 

V = {(x, v) E NM : Ivl < 8(x)}, (10.6) 

for some positive continuous function <>: M --+ ~ (Figure 10.8). 

Theorem 10.19 (Tubular Neighborhood Theorem). Every 
embedded submanifold of ~n has a tubular neighborhood. 

Proof. Let Mo C N M be the subset {(x, 0) : x E M} (the image of the zero 
section of N M). We begin by showing that E is a local diffeomorphism in 
a neighborhood of Mo. Because N M and ~n have the same dimension, it 
suffices to show that E* is surjective at each point (x,O) E Mo. If v E TxM, 
there is a smooth curve T (-€, €) -+ M such that ')'(0) = x and ')"(0) = v. 
Let 1: (-€, €) -+ N M be the curve 1(t) = b(t), 0). Then 

E*1'(0) = (E 0 1)'(0) = dd I b(t) + 0) = v. 
t t=O 

On the other hand, if w E NxM, then defining a: (-€,€) -+ NM by 
a(t) = (x, tw), we obtain 

E*a'(t) = (E 0 a)'(O) = dd I (x + tw) = w. 
t t=o 

Since TxM and NxM span Tx~n, this shows that E* is surjective. By 
the inverse function theorem, E is a diffeomorphism on a neighborhood of 
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Figure lO.9. Continuity of p. Figure lO.lO. Injectivity of E . 

(x,O) in NM , which we can take to be of the form V,,(x) = {(x',v') E 
N M : Ix - x'i < <5, Iv'l < <5} for some <5 > O. (This uses the fact that N Mis 
embedded and therefore its topology is induced by the Euclidean metric.) 

To complete the proof, we need to show that there is an open set V of the 
form (10.6) on which E is a global diffeomorphism. For each point x E M , 
let p( x) be the supremum of all <5 S; 1 such that E is a diffeomorphism 
from V,,(x) to its image. The argument in the preceding paragraph implies 
that p: M -+ lR is positive. It is also continuous: Given x, x' EM, if 
lx-x' I < p(x), then by the triangle inequality V,,(x') is contained in Vp(x) (x) 
for <5 = p(x)-Ix-x'i (Figure 10.9) , which implies that p(x') :2: p(x)-lx-x'l, 
or p(x) - p(x') S; Ix - x'l· The same is true trivially if Ix - x'i :2: p(x). 
Reversing the roles of x and x' yields an analogous inequality, which shows 
that Ip(x) - p(x')1 S; Ix - x'l , so p is continuous. Note that E is injective 
on the entire set Vp(x) (:r), because any two points (xl ,vd, (X2,V2) in this 
set are in Vo(x) for some <5 < p(x). 

Now let V = {(x,v) E NM: Ivl < ~p(x)}. We will show that E is 
injective on V. Suppose that (x, v) and (x' , v') are points in V such that 
E(x , v) = E(x' , v') (Figure 10.10). Assume without loss of generality that 
p(x') S; p(x). It follows from x + v = x' + v' that 

Ix - x'i = Iv - v'l S; Ivl + Iv'l < ~p(x) + ~p(x') S; p(x). 

It follows that both (x, v) and (x' , v') are in Vp(x) (x). Since E is injective 
on this set, this implies (x , v) = (x', v'). 

The set U = E(V) is open in lRn because Elv is a local diffeomorphism 
and thus an open map. It follows that E: V -+ U is a smooth bijection and 
a local diffeomorphism, hence a diffeomorphism by Exercise 2.9. Therefore, 
U is a tubular neighborhood of M. 0 
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We are interested in tubular neighborhoods primarily because of the next 
proposition. A retraction of a topological space X onto a subspace M c X 
is a continuous map r: X ~ M such that riM is the identity map of M. 

Proposition 10.20. Let M c ]Rn be an embedded sub manifold. If U is 
any tubular neighborhood of M, there exists a smooth retraction of U onto 
M. 

Proof. By definition, there is an open subset V c N M containing M such 
that E: V ~ U is a diffeomorphism. Just define r: U ~ M by r = 7r 0 E- 1 , 

where 7r: N M ~ M is the natural projection. Clearly, r is smooth. For 
x E M, note that E(x,O) = x, so r(x) = 7r 0 E-1(x) = 7r(x, 0) = x, which 
shows that r is a retraction. D 

Smooth Approximation of Maps Between Manifolds 

The next theorem gives a form of smooth approximation for continuous 
maps between manifolds. It will have important applications later when we 
study de Rham cohomology. 

Theorem 10.21 (Whitney Approximation on Manifolds). Let N 
and M be smooth manifolds, and let F:... N ~ M be a continuous map. 
Then F is homotopic to a smooth map F: N ~ M. If F is smooth on a 
closed subset A c N, then the homotopy can be taken to be relative to A. 

Proof. By the Whitney embedding theorem, we may as well assume that 
M is an embedded submanifold of ]Rn. Let U be a tubular neighborhood 
of M in ]Rn, and let r: U ~ M be the smooth retraction given by Lemma 
10.20. For any x E M, let 

8(x) = sup{c ::; 1 : Be(x) C U}. 

By a triangle-inequality argument entirely analogous to the one in the proof 
of the tubular neighborhood theorem, 8: M ~ ]R is continuous. 

Let 8' = 8 0 F: N ~ lR. By the Whitn~y approximation theorem, there 
exists a smooth map F: N ~ ]Rn that is 8-close to F, and is equal to F on 
A (which might be the empty set). Define a homotopy H: N x I ~ M by 

H(p, t) = r ((1 - t)F(p) + tF(p)) . 

Thi~ is well-defined.l... because our condition on F guar~ntees that for each 
p, IF(p) - F(p) I < 8(p) = 8(F(p)), which means that F(p) is contained in 
the ball ofradius 8(F(p)) around F(p); since this ball is contained in U, so 
is the entire line segment from F(p) to F(p). 

Thus H is a homotopy between H(p, 0) = F(p) and H(p, 1) = r(F(p)) , 

which is smooth. It satisfies H(p, t) = F(p) for all pEA, since F = F 
~~. D 
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We end the chapter with an application to homotopy theory. If M and 
N are smooth manifolds, two smooth maps F, G: M -+ N are said to be 
smoothly homotopic if there is a smooth map H: M x I -+ N that is a 
homotopy between F and G. 

Proposition 10.22. If F, G: M -+ N are homotopic smooth maps, then 
they are smoothly homotopic. If F is homotopic to G relative to some closed 
subset A c M, then they are smoothly homotopic relative to A. 

Proof. Let H: M x I -+ N be a homotopy from F to G (relative to A, 
which may be empty). We wish to show that H can be replaced by a 
smooth homotopy. 

Because Theorem 10.21 does not apply directly to manifolds with bound­
ary, we first need to extend H to a manifold without boundary containing 
M x I. Let J = (-E, 1 + E) for some E > 0, and define H: M x J -+ M by 

{
H(X,t), 

H(x, t) = H(x,O), 
H(x,l), 

tE[O,l], 
t ~ 0, 

t ~ 1. 

This is continuous by the gluing lemma. Moreover, the restriction of H to 
M x {O} U M x {I} is smooth, because it is equal to F 0 'ifl on M x {O} 
and Go 'ifl on M x {I} (where 'ifl: M x I -+ M is the projection on 
the first factor). If F ::::::: G relative to A, H is also smooth on A x I. 
Therefore, Theorem 10.21 implies that there is a smooth map H: M x J -+ 
N (homotopic to H, but we do not need that here) whose restriction to 
M x {O} u M x {I} U A x I equals H (and therefore H). Restricting back 
to M x I again, we see that HIMX] is a smooth homotopy (relative to A) 
between F and G. 0 

Problems 

10-1. Show that any two points in a connected smooth manifold can be 
joined by a smooth curve segment. 

10-2. Let M c ]Rn be an embedded submanifold. Show that M has a 
tubular neighborhood U with the following property: For each y E U, 
r (y) is the unique point in M closest to y, where r: U -+ M is 
the retraction defined in Proposition 10.20. [Hint: First show that 
if y E ]Rn has a closest point x E M, then (y - x) ..1 TxM. Then, 
using the notation of the proof of Theorem 10.19, show that for each 
x E M, it is possible to choose 15 > 0 such that every y E E(Vo(x)) 
has a closest point in M, and that point is equal to r(y).] 

10-3. If M c ]Rm is an embedded submanifold and E > 0, let ME; be the set 
of points in ]Rm whose distance from M is less than E. If M is com-
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pact, show that for sufficiently small c, 8Me is a compact embedded 
submanifold of ]Rm, and Me is a smooth manifold with boundary. 

10-4. Suppose M c ]Rm is a closed embedded submanifold. If M admits 
a global defining function, show that its normal bundle is trivial. 
Conversely, if M has trivial normal bundle, show that there is a 
neighborhood U of M in ]Rn and a submersion <1>: U --+ ]Rk such 
that M = <1>-1(0). 

10-5. Suppose M is a smooth, compact manifold that admits a nowhere 
vanishing vector field. Show that there exists a smooth map F: M --+ 
M that is homotopic to the identity and has no fixed points. [Hint: 
Use the tubular neighborhood theorem.] 

10-6. Let M be a smooth manifold, let B be a closed subset of M, and let 
/5: M --+ ]R be a positive continuous function. 

(a) If f: M --+ ]Rk is any continuous function, show that there is 
a continuous function T M --+ ]Rk that is smooth on M" B, 
agrees with f on B, and is /5-close to f. (Hint: Use Problem 2-18.] 

(b) If F: M --+ N is a continuous map to a smooth manifold N, 
show that F is homotopic relative to B to a map that is smooth 
on M" B. 



11 
Tensors 

Much of the machinery of smooth manifold theory is designed to allow the 
concepts of linear algebra to be applied to smooth manifolds. Calculus tells 
us how to approximate smooth objects by linear ones, and the abstract 
definitions of manifold theory give a way to interpret these linear approxi­
mations in a coordinate-independent way. In this chapter we carry this idea 
much further, by generalizing from linear objects to multilinear ones. This 
leads to the concepts of tensors and tensor fields on manifolds. 

We begin with tensors on a vector space, which are multilinear general­
izations of covectors; a covector is the special case of a tensor of rank one. 
We give two alternative definitions of tensors on a vector space: On the 
one hand, they are real-valued multilinear functions of several vectors; on 
the other hand, they are elements of the abstract "tensor product" of the 
dual vector space with itself. Each definition is useful in certain contexts. 
We then discuss the difference between covariant and contravariant tensors, 
and give a brief introduction to tensors of mixed variance. 

We then move to smooth manifolds, and define tensors, tensor fields, 
and tensor bundles. After describing the coordinate representations of ten­
sor fields, we describe how they can be pulled back by smooth maps. We 
introduce a special class of tensors, the symmetric ones, whose values are 
unchanged by permutations of their arguments. 

The last section of the chapter is an introduction to one of the most 
important kinds of tensor fields, Riemannian metrics. A thorough treatment 
of Riemannian geometry is beyond the scope of this book, but we can at 
least lay the groundwork by giving the basic definitions and proving that 
every manifold admits Riemannian metrics. 
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The Algebra of Tensors 

Suppose VI, ... , Vk and Ware vector spaces. A map F: VI X .•• X Vk -+ W is 
said to be multilinear if it is linear as a function of each variable separately: 

F(VI, ... , aVi + a'v~, ... , Vk) 

= aF(VI, ... , Vi, ... , Vk) + a' F(VI, ... , v~, ... , Vk). 

(A multilinear function of two variables is generally called bilinear.) 
Although linear maps are paramount in differential geometry, there are 

many situations in which multilinear maps play an important geometric 
role. Here are a few examples to keep in mind: 

• The dot product in ]Rn is a scalar-valued bilinear function of two 
vectors, used to compute lengths of vectors and angles between them. 

• The cross product in ]R3 is a vector-valued bilinear function of two 
vectors, used to compute areas of parallelograms and to find a third 
vector orthogonal to two given ones. 

• The determinant is a real-valued multilinear function of n vectors in 
]Rn, used to detect linear independence and to compute the volume 
of the parallelepiped spanned by the vectors. 

In this section we will develop a unified language for talking about mul­
tilinear functions: the language of tensors. In a little while we will give a 
very general and abstract definition of tensors. But it will help to clarify 
matters if we start with a more concrete definition. 

Let V be a finite-dimensional real vector space, and let k be a natural 
number. (Many of the concepts we will introduce in this section-at least 
the parts that do not refer explicitly to finite bases-work equally well 
in the infinite-dimensional case; but we will restrict our attention to the 
finite-dimensional case in order to keep things simple.) 

A covariant k-tensor on V is a real-valued multilinear function of k 
elements of V: 

T: V x ... x V-+R 
~ 

k copies 

The number k is called the rank of T. A O-tensor is, by convention, just a 
real number (a real-valued function depending multilinearly on no vectors!). 
The set of all covariant k-tensors on V, denoted by Tk(V), is a vector space 
under the usual operations of pointwise addition and scalar multiplication: 

(aT)(Xt, ... , X k) = a(T(XI , ... , X k)), 

(T + T')(XI , ... ,Xk) = T(Xt, ... ,Xk) + T'(XI , ... ,Xk). 

Let us look at some examples. 
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Example 11.1 (Covariant Tensors). 

(a) Every linear map w: V --+ lR is multilinear, so a covariant 1-tensor is 
just a covector. Thus Tl (V) is naturally identified with V*. 

(b) A covariant 2-tensor on V is a real-valued bilinear function of two 
vectors, also called a bilinear form. One example is the dot product 
on lRn. More generally, any inner product on V is a covariant 2-tensor. 

(c) The determinant, thought of as a function of n vectors, is a covariant 
n-tensor on lRn. 

(d) Suppose w, ry E V*. Define a map w ® ry: V x V --+ lR by 

w ® ry(X, Y) = w(X)ry(Y), 

where the product on the right is just ordinary multiplication of real 
numbers. The linearity of wand ry guarantees that w ® ry is a bilinear 
function of X and Y, i.e., a covariant 2-tensor. 

The last example can be generalized to tensors of any rank as follows. Let 
V be a finite-dimensional real vector space and let S E Tk(V), T E Tl(V). 
Define a map 

by 

S ® T: V x ... x V --+ lR 
'-v-" 

k+l copies 

It is immediate from the multilinearity of Sand T that S ® T depends 
linearly on each argument Xi separately, so it is a covariant (k + l)-tensor, 
called the tensor product of Sand T. 

<> Exercise 11.1. Show that the tensor product operation is bilinear and 
associative. More precisely, show that 80 T depends linearly on each of the 
tensors 8 and T, and that (R 08) 0 T = R 0 (80 T). 

Because of the result of the preceding exercise, we can write the tensor 
product of three or more tensors unambiguously without parentheses. If 
T1 , ... , Tl are tensors of ranks k1 , ... , k1, respectively, their tensor product 
Tl ® ... ® Tl is a tensor of rank k = kl + ... + kl, whose action on k vectors 
is given by inserting the first kl vectors into T1 , the next k2 vectors into 
T2 , and so forth, and multiplying the results together. For example, if R 
and S are 2-tensors and T is a 3-tensor, then 

R ® S ® T(Xl"'" X 7 ) = R(X1 , X 2 )S(X3 , X 4 )T(X5 ,X6 , X 7 ). 

Proposition 11.2. Let V be a real vector space of dimension n, let (Ei) 
be any basis for V, and let (c i ) be the dual basis. The set of all k-tensors 
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of the form cil ® ... ® cik for 1 :::; iI, ... ,ik :::; n is a basis for Tk (V), which 
therefore has dimension nk. 

Proof. Let ~ denote the set {cil ® ... ® cik : 1 :::; i l , ... , ik :::; n}. We need 
to show that ~ is independent and spans Tk(V). Suppose T E Tk(V) is 
arbitrary. For any k-tuple (i l , ... , ik) of integers such that 1 :::; ij :::; n, 
define a number Til"' ik by 

(11.1) 

We will show that 

(with the summation convention in effect as usual), from which it follows 
that ~ spans Tk(V). We compute 

'D . cil K>. ••• K>. cik (E- E- ) - y:. . Cil (E- ) ... cik (E- ) .l· ... k '<Y '<Y Jl' ... , Jk - .l .. ·.k Jl Jk 

= T . 8~l ... 8i.k 
·l· .. ·k Jl Jk 

= Tjl ... jk 
= T(Ejl ,···, Ejk )· 

By multilinearity, a tensor is determined by its action on sequences of basis 
vectors, so this proves the claim. 

To show that ~ is independent, suppose some linear combination equals 
zero: 

Apply this to any sequence (Ejl , ... , E jk ) of basis vectors. By the same 
computation as above, this implies that each coefficient Til "' jk is zero. 
Thus the only linear combination of elements of ~ that sums to zero is the 
trivial one. 0 

This proof shows, by the way, that the components Tit "' ik of a tensor T 
in terms of the basis tensors in ~ are given by (11.1). 

It is useful to see explicitly what this proposition means for tensors of 
low rank. 

• k = 0: TO(V) is just JR, so dim TO (V) = 1 = nO. 

• k = 1: TI(V) = V* has dimension n = nl. 

• k = 2: T2(V) is the space of bilinear forms on V. Any bilinear form 
can be written uniquely as T = TijCi ® cj , where (Tij) is an arbitrary 
n x n matrix. Thus dimT2(V) = n2. 
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Abstract Tensor Products of Vector Spaces 

Because every covariant k-tensor can be written as a linear combination of 
tensor products of covectors, it is suggestive to write 

Tk (V) = V* 0 ... 0 V* , 

where we think of the expression on the right-hand side as a shorthand for 
the set of all linear combinations of tensor products of elements of V* . 

We will now give a construction that makes sense of this notation in a 
much more general setting. The construction is a bit involved, but the idea 
is simple: Given vector spaces V and W, we will construct a vector space 
V 0 W that consists of linear combinations of objects of the form v 0 w for 
v E V, w E W, defined in such a way that v 0 w depends bilinearly on v 
and w. 

Let S be a set. The free vector space on S, denoted by JR(S), is the set of 
all finite formal linear combinations of elements of S with real coefficients. 
More precisely, a finite formal linear combination is a function 1': S --t JR 
such that 1'(s) = 0 for all but finitely many s E S. Under pointwise addition 
and scalar multiplication, JR(S) becomes a real vector space. Identifying 
each element xES with the function that takes the value 1 on x and zero 
on all other elements of S, any element l' E JR(S) can be written uniquely 
in the form l' = 2::1 ai:I;i, where Xl, ... ,Xm are the elements of S for 
which 1'(Xi) i= 0, and ai = 1'(Xi). Thus S is a basis for JR(S), which is 
therefore finite-dimensional if and only if S is a finite set. 

<> Exercise 11.2 (Characteristic Property of Free Vector Spaces). 
Let S be a set and W a vector space. Show that any map F: S -+ W has a 
unique extension to a linear map F: R(S) -+ W. 

Now let V and W be finite-dimensional real vector spaces, and let ~ be 
the subspace of the free vector space JR(V x W) spanned by all elements of 
the following forms: 

a(v, w) - (av, w), 

a(v,w) - (v,aw), 

(v, w) + (Vi, w) - (v + Vi, w), 

(v, w) + (v, Wi) - (v, W + Wi), 

(11.2) 

for a E JR, V, Vi E V, and w, Wi E W. Define the tensor product of V and W, 
denoted by V 0 W, to be the quotient space JR(V x W) /~. The equivalence 
class of an element (v, w) in V 0 W is denoted by v 0 w, and is called the 
tensor product of v and w. From the definition, tensor products satisfy 

a(v 0 w) = av 0 w = v 0 aw, 

v 0 w + Vi 0 W = (v + Vi) 0 W, 

V 0 W + v 0 Wi = V 0 (w + Wi). 
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Note that the definition implies that every element of V Q9 W can be written 
as a linear combination of elements of the form v Q9 w for v E V, w E W; 
but it is not true in general that every element of V Q9 W is of the form 
v Q9w. 

Proposition 11.3 (Characteristic Property of Tensor Products). 
Let V and W be finite-dimensional real vector spaces. If A: V x W -t X 
i!. a bilinear map into any vector space X, there is a unique linear map 
A: V Q9 W -t X such that the following diagram commutes: 

VxW~X 

~j/X 
VQ9W, (11.3) 

where 7r(v, w) = v Q9 w. 

Proof. First note that any map A: V x W -t X extends uniquely to a 
linear map A: JR(V x W) -t X by the characteristic property of the free 
vector space. This map is characterized by the fact that A(v, w) = A(v, w) 
whenever (v, w) E V x We JR(V x W). The fact that A is bilinear means 
precisely that the subspace ~ is contained in the kernel of A, because 

A(av, w) = A(av, w) = aA(v, w) = aA(v, w) = A(a(v, w)), 

with similar considerations for the other expressions in (11.2). Therefore, 
A descends to a linear map 1: V Q9 W = JR(V x W) /~ -t X satisfying 
A 0 II = A, where II: JR(V x W) -t V Q9 W is the natural projection. This 
is easily seen to be equivalent to A 0 7r = A, which is (11.3). Uniqueness 
follows from the fact that every element of V Q9 W can be written as a linear 
combination of elements of the form v Q9 w, and A is uniquely determined 
on such elements by A(v Q9 w) = A(v, w) = A(v, w). D 

The reason this is called the characteristic property is that it uniquely 
characterizes the tensor product up to isomorphism; see Problem 11-1. 

Proposition 11.4 (Other Properties of Tensor Products). Let V, 
W, and X be finite-dimensional real vector spaces. 

( a) The tensor product V* Q9 W* is canonically isomorphic to the space 
B(V, W) of bilinear maps from V x W into R 

(b) If (Ei) is a basis for V and (Fj ) is a basis for W, then the set of all 
elements of the form Ei Q9 Fj is a basis for V Q9 W, which therefore 
has dimension equal to (dim V) (dim W). 

( c) There is a unique isomorphism V Q9 (W Q9 X) -t (V Q9 W) Q9 X sending 
v Q9 (w Q9 x) to (v Q9 w) Q9 x. 
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Proof. The canonical isomorphism between V* ® W* and B(V, W) is 
constructed as follows. First, define a map <I>: V* x W* -+ B(V, W) by 

<I>(w, 7])(v, w) = w(v)7](w). 

It is easy to check that <I> is bilinear, so by the characteristic property it 
descends uniquely to a linear map ~: V* ® W* -+ B(V, W). 

To see that ~ is an isomorphism, we will construct an inverse for it. Let 
(Ei) and (Pj) be any bases for V and W, respectively, with dual bases 
(c i ) and (cpj). Since V* ® W* is spanned by elements of the form w ® 7] 

for w E V* and 7] E W*, every T E V* ® W* can be written in the form 
T = TijCi ® cpj. (We are not claiming yet that this expression is unique.) 

Define a map w: B(V, W) -+ V* ® W* by setting 

W(b) = b(Ek' Fl)ck ® cpl. 

We will show that W and ~ are inverses. First, for T = TijCi®cpj E V*® W*, 

W 0 ~(T) = ~(T)(Ek' F/)ck ® cpl 

= Tij~ (ci ® cpj) (Ek' Fl)ck ® cpl 

( i") k I = Tij<I> c, r (Ek' Fl)c ® cp 
" " k I 

= TijC'(Ek)r (Fdc ® cp 

= TijCi ® cpj 

=T. 

On the other hand, for b E B(V, W), v E V, and w E W, 

~ 0 w(b)(v, w) = ~ (b(Ek' Fl)ck ® cpl) (v, w) 
- k I =b(Ek,F/)<I>(c ®cp)(v,w) 

= b(Ek , FI)ck(V)cpl(w) 

= b(Ek, Fl)vkwl 

= b(v, w). 

Thus w = ~-l. (Note that although we used bases to prove that ~ is 
invertible, ~ itself is canonically defined without reference to any basis.) 

We have already observed above that the elements of the form ci ® cpj 
span V* ® W*. On the other hand, it is easy to check that dim B(V, W) = 
(dim V) (dim W) (because any bilinear form is uniquely determined by its 
action on pairs of basis elements), so for dimensional reasons the set {ci ® 
cpj} is a basis for V* ® W*. Applying this observation to V = (V*)* and 
W = (W*)* proves (b). 

Finally, the isomorphism between V ® (W ® X) and (V ® W) ® X is 
constructed as follows. For each x EX, the map ax: V x W -+ V ® (W ®X) 
defined by 
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is obviously bilinear, and thus by the characteristic property of the tensor 
product it descends uniquely to a linear map ax: V @ W --+ v @ (W @ X) 
satisfying ax (v @ w) = v @ (w @ x). Similarly, the map f3: (V @ W) x X --+ 
V @ (W @ X) given by 

f3(r, x) = ax(r) 

determines a linear map -g: (V @ W) @ X --+ V @ (W @ X) satisfying 

-g((v @ w) @ x) = v @ (w @ x). 

Because V @ (W @ X) is spanned by elements of the form v @ (w @ x), 
-g is clearly surjective, and therefore it is an isomorphism for dimensional 
reasons. It is clearly the unique such isomorphism, because any other would 
have to agree with -g on the set of elements of the form (v@w) @x, which 
spans (V @ W) @ X. 0 

The next corollary explains the relationship between this abstract tensor 
product of vector spaces and the more concrete covariant k-tensors that we 
defined earlier. 

Corollary 11.5. If V is a finite-dimensional real vector space, the space 
Tk(V) of covariant k-tensors on V is canonically isomorphic to the k-fold 
tensor product V* @ ... @ V* . 

<> Exercise 11.3. Prove Corollary 11.5. 

Using these results, we can generalize the notion of covariant tensors on 
a vector space as follows. For any finite-dimensional real vector space V, 
define the space of contravariant tensors of rank k to be 

Tk (V) = V @ ... @ V. 
--..--' 

k copies 

Because of the canonical identification V = V** and Corollary 11.5, an 
element of Tk (V) can be thought of as a multilinear function from V* x 
... x V* into R In particular, T1(V) 9:! V** 9:! V, so elements of V are 
sometimes called "contravariant vectors." 

More generally, for any nonnegative integers k,l, the space of mixed 
tensors on V of type (~) is defined as 

Tzk (V) = V* @ ... @ V* @ V @ ••. @ V . 
'-v--" --..--' 

k copies I copies 

From the discussion above, Tzk(V) can be identified with the set of real­
valued multilinear functions of k vectors and 1 covectors. 

In this book we will be concerned primarily with covariant tensors, which 
we will think of primarily as multilinear functions of vectors, in keeping with 
our original definition. Thus tensors will always be understood to be covari­
ant unless we explicitly specify otherwise. However, it is important to be 
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aware that contravariant and mixed tensors play an important role in more 
advanced parts of differential geometry, especially Riemannian geometry. 

Tensors and Tensor Fields on Manifolds 

Now let M be a smooth manifold. We define the bundle of covariant k­
tensors on M by 

Tk M = II Tk(TpM). 
pEM 

Similarly, we define the bundle of contravariant l-tensors by 

11M = II 11 (TpM), 
pEM 

and the bundle of mixed tensors of type m by 

Tzk M = II Tlk(TpM). 
pEM 

Clearly there are natural identifications 

TOM = ToM = M x JR, 

TIM = T*M, 

TIM = TM, 

T~M=TkM, 

TPM = 11M. 

<> Exercise 11.4. Show that Tk M, TlM, and Tlk M have natural structures 
as smooth vector bundles over M, and determine their ranks. 

Anyone of these bundles is called a tensor bundle over M. (Thus the tan­
gent and cotangent bundles are special cases of tensor bundles.) A section 
of a tensor bundle is called a (covariant, contravariant, or mixed) tensor 
field on M. A smooth tensor field is a section that is smooth in the usual 
sense of smooth sections of vector bundles. We denote the vector spaces of 
smooth sections of these bundles by 

'Jk(M) = {smooth sections of Tk M} ; 

'Jl(M) = {smooth sections of TlM}; 

'It (M) = {smooth sections of Tzk M} . 
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In any smooth local coordinates (Xi), sections of these bundles can be 
written (using the summation convention) as 

a E 'Jk(M); 

a= 
, , a a 

aJI .. ,Jl __ , ®'" ® --, , a E 'Jl(M); 
oxJ1 oxJl 

, " ,a a 
aJ, .. ,!ldx·' ®, .. ® dx'k ® --. ®". ® --, a E 'J1k(M). 

·1 .. ··k oxJI oxJl ' 

The functions ai, ... ik' a jl ... jl , or a1: ...... 1~, are called the component functions 
of a in these coordinates. 

Lemma 11.6. Let M be a smooth manifold, and let a: M -+ Tk M be a 
rough section. The following are equivalent. 

( a) a is smooth. 

(b) In any smooth coordinate chart, the component functions of a are 
smooth. 

(c) If Xl, ... , X k are smooth vector fields defined on any open subset 
U c M, then the function a(Xl"'" Xk): U -+ JR., defined by 

a(Xl"'" Xk)(p) = ap(X1Ip,"" Xkl p ), 

is smooth. 

<> Exercise 11.5. Prove Lemma 11.6. 

<> Exercise 11.6. Formulate and prove smoothness criteria analogous to 
those of Lemma 11.6 for contravariant and mixed tensor fields. 

Covariant I-tensor fields are just covector fields. Recalling that a O-tensor 
is just a real number, we see that a 0-tensor field is the same as a continuous 
real-valued function. 

Lemma 11.7. Let M be a smooth manifold, and suppose a E 'Jk(M) , 
T E 'J1(M), and f E COO(M). Then fa and a ® T are also smooth tensor 
fields, whose components in any smooth local coordinate chart are 

(fa) . ' - fa· , 'll···'lk - 'll ... 'lk' 

<> Exercise 11. 7. Prove Lemma 11. 7. 

Pullbacks 

Just like smooth covector fields, smooth covariant tensor fields can be pulled 
back by smooth maps to yield smooth tensor fields. 
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If F: M ---+ N is a smooth map, for each integer k ?: 0 and each p E M 
we obtain a map F*: Tk(TF(p)N) ---+ Tk(TpM) called the pullback by 

(F* S)(Xl' ... ' Xk) = S(F*Xl , ... , F*Xk). 

Proposition 11.8 (Properties of Tensor Pullbacks). Suppose 
F: M ---+ Nand G: N ---+ P are smooth maps, p E M, S E Tk(TF(p)N), 
and T E T1(TF(p)N). 

(a) F*: Tk(TF(p)N) ---+ Tk(TpM) is linear over R 

(b) F*(S 0 T) = F* S 0 F*T. 

(c) (G 0 F)* = F* 0 G*: Tk(TGOF(p)P) ---+ Tk(TpM). 

(d) (IdN)*S = S. 

(e) F*: Tk N ---+ Tk M is a smooth bundle map. 

<> Exercise 11.8. Prove Proposition 11.9. 

Observe that properties (c), (d), and (e) imply that the assignments 
M f--7 Tk M and F f--7 F* yield a contravariant functor from the category 
of smooth manifolds and smooth maps to the category of smooth vector 
bundles and smooth bundle maps. Because of this, the convention of calling 
elements of Tk M covariant tensors is particularly unfortunate; but this 
terminology is so deeply entrenched that one has no choice but to go along 
with it. 

Just as in the case of covector fields, the pullback operation extends to 
smooth tensor fields. Suppose as above that F: M ---+ N is a smooth map. 
For any smooth covariant k-tensor field a on N, we define a k-tensor field 
F* a on M, called the pullback of a by F, by 

(F*a)p = F*(aF(p)). 

(The F* on the right-hand side is the pullback operator on tensors defined 
above.) This can be written more explicitly in terms of its action on tangent 
vectors: If Xl' ... ' X k E TpM, then 

(F*a)p(Xl, ... , Xk) = aF(p) (F*Xl , ... , F*Xk). 

Proposition 11.9 (Properties of Tensor Field Pullbacks). Suppose 
F: M ---+ Nand G: N ---+ P are smooth maps, a E 'Jk(N), r E 'J1(N), and 
f E COO(N). 

(a) F*(fa) = (f 0 F)F*a. 

(b) F*(a 0 r) = F*a 0 F*r. 

( c) F* a is a smooth tensor field. 

(d) F*: 'Jk (N) ---+ 'Jk (M) is linear over R 



( e) (G 0 F) * = F* 0 G* . 

(1) (IdN )*a = a. 

<> Exercise 11.9. Prove Proposition 11.9. 
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If f is a smooth real-valued function (i.e., a smooth O-tensor field) and 
a is a smooth k-tensor field, then it is consistent with our definitions to 
interpret f®a as fa, and F* f as foF. With these interpretations, property 
(a) of this proposition is really just a special case of (b). 

The following corollary is an immediate consequence of Proposition 11.9. 

Corollary 11.10. Let F: M -+ N be smooth, and let a E 'Jk (N). If p E M 
and (yj) are smooth coordinates for N on a neighborhood of F(p), then F*a 
has the following expression near p: 

F* (aj] ... jkdyjl ® ... ® dyjk) = (ajl ... jk 0 F) d(yjl 0 F) ® ... ® d(yjk 0 F) . 

In words, this corollary just says that F* a is computed by the same tech­
nique we described in Chapter 6 for computing the pullback of a covector 
field: Wherever you see yj in the expression for a, just substitute the jth 
component function of F and expand. We will see examples of this in the 
next section. 

In general, there is neither a pushforward nor a pullback operation for 
mixed tensor fields. However, in the special case of a diffeomorphism, tensor 
fields of any variance can be pushed forward and pulled back at will (see 
Problem 11-6). 

Symlnetric Tensors 

Symmetric tensors-those whose values are unchanged by rearranging their 
arguments-play an extremely important role in differential geometry. 
We will describe only covariant symmetric tensors, but similar consider­
ations apply to contravariant ones. (However, there is no useful notion of 
symmetry for mixed tensors.) 

It is useful to start, as usual, in the linear algebraic setting. Let V be a 
finite-dimensional vector space. A covariant k-tensor T on V is said to be 
symmetric if its value is unchanged by interchanging any pair of arguments: 

T(X1 , ... , Xi"'" X j , ... , X k ) = T(X1 , ... , X j , ... , Xi,"" X k ) 

whenever 1 ::; i < j ::; k. 

<> Exercise 11.10. Show that the following are equivalent for a covariant 
k-tenHor T: 

(a) T is symmetric. 
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(b) For any vectors Xl, ... ,Xk E V, the value of T(Xl, ... ,Xk) is 
unchanged when Xl, ... , X k are rearranged in any order. 

(c) The components Ti,oo.ik of T with respect to any basis are unchanged 
by any permutation of the indices. 

We denote the set of symmetric covariant k-tensors on V by ~k(V). 
It is obviously a vector subspace of Tk(V). There is a natural projection 
Sym: Tk (V) ---t ~k (V) called symmetrization, defined as follows. First, 
let Sk denote the symmetric group on k elements, that is, the group of 
permutations of the set {I, ... , k}. Given a k-tensor T and a permutation 
0' E Sk, we define a new k-tensor "T by 

"T(Xl"'" X k) = T (X"(l),"" X,,(k)) . 

Note that T ("T) = mT. (This is the reason for putting 0' before T in the 
notation "T, instead of after it.) We define SymT by 

SymT = ~! L "T. 
<TESk 

More explicitly, this means that 

1 
SymT(X1, ... ,Xk) = k! LT(X"(l), ... ,X,,(k))' 

"ESk 

Lemma 11.11 (Properties of Symmetrization). 

( a) For any covariant tensor T, Sym T is symmetric. 

( b) T is symmetric if and only if Sym T = T. 

Proof. Suppose T E Tk(V). If T E Sk is any permutation, then 

(SymT) (XT(l),,,,,XT(k)) = ~! L "T(XT(l),,,,,XT(k)) 
"ESk 

= ~! L mT(X1, ... , X k) 
"ESk 

where we have substituted TJ = TO' in the second-to-Iast line and used 
the fact that TJ runs over all of Sk as 0' does. This shows that Sym T is 
symmetric. 

If T is symmetric, then it follows from Exercise 11.1O(b) that "T = T 
for every 0' E Sk, so it follows immediately that SymT = T. On the other 
hand, if SymT = T, then T is symmetric because part (a) shows that 
SymT is. D 
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If Sand T are symmetric tensors on V, then S ® T is not symmetric 
in general. However, using the symmetrization operator, it is possible to 
define a new product that takes symmetric tensors to symmetric tensors. 
If S E Ek(V) and T E EI(V), we define their symmetric product to be the 
(k + i)-tensor ST (denoted by juxtaposition with nO intervening product 
symbol) given by 

ST = Sym(S ® T). 

More explicitly, the action of ST On vectors Xl"'" X k+l is given by 

ST(Xl , ... , Xk+l) 

1 
= (k + i)! L S (Xa(1) , ... , Xa(k)) T (Xa(k+1) , ... , Xa(k+l)) . 

aESk+l 

Proposition 11.12 (Properties of the Symmetric Product). 

(a) The symmetric product is symmetric and bilinear: For all symmetric 
tensors R, S, T and all a, b E JR, 

ST=TS, 

(aR + bS)T = aRT + bST = T(aR + bS). 

(b) If wand 'f/ are covectors, then 

W'f/ = ~ (w ® 'f/ + 'f/ ® w). 

<> Exercise 11.11. Prove Proposition 11.12. 

A symmetric tensor field on a manifold is simply a covariant tensor field 
whose value at any point is a symmetric tensor. The symmetric product of 
two or more tensor fields is defined pointwise, just like the tensor product. 

Riemannian Metrics 

The most important examples of symmetric tensors On a vector space are 
inner products. Any inner product allows us to define lengths of vectors 
and angles between them, and thus to do Euclidean geometry. 

Transferring these ideas to manifolds, we obtain One of the most impor­
tant applications of tensors to differential geometry. Let M be a smooth 
manifold. A Riemannian metric On M is a smooth symmetric 2-tensor 
field that is positive definite at each point. A Riemannian manifold is a 
pair (M,g), where M is a smooth manifold and 9 is a Riemannian metric 
on M. One sometimes simply says "M is a Riemannian manifold" if Mis 
understood to be endowed with a specific Riemannian metric. 

Note that a Riemannian metric is not the same thing as a metric in the 
sense of metric spaces, although the two concepts are closely related, as 
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we will see below. Because of this ambiguity, we will usually use the term 
"distance function" when considering a metric in the metric space sense, 
and reserve "metric" for a Riemannian metric. In any event, which type of 
metric is being considered should always be clear from the context. 

If 9 is a Riemannian metric on M, then for each p EM, gp is an inner 
product on TpM. Because of this, we will often use the notation (X, Y)g 
to denote the real number gp(X, Y) for X, Y E TpM. 

In any smooth local coordinates (xi), a Riemannian metric can be 
written 

9 = gijdxi ® dxj , 

where gij is a symmetric positive definite matrix of smooth functions. Ob­
serve that the symmetry of 9 allows us to write 9 also in terms of symmetric 
products as follows: 

9 = gijdxi ® dx j 
1 . . . . 

= 2 (gijdx' ® dxJ + gjidx' ® dxJ ) 

= ~(gijdxi ® dxj + gijdxj ® dxi ) 

(since gij = gji) 

(switch i +-+ j in the second term) 

(by Proposition l1.12(b)). 

Example 11.13. The simplest example of a Riemannian metric is the 
Euclidean metric Ii on jRn, defined in standard coordinates by 

Ii = bijdxidxj , 

where bij is the Kronecker delta. It is common to use the abbreviation w2 

for the symmetric product of a tensor w with itself, so the Euclidean metric 
can also be written 

Applied to vectors v, w E TpjRn, this yields 

n 

Iip(v, w) = bijViWj = L viwi = V . w. 
i=l 

In other words, Ii is the 2-tensor field whose value at each point is the 
Euclidean dot product. (As you may recall, we warned in Chapter 1 that 
expressions involving the Euclidean dot product are likely to violate our 
index conventions and therefore to require explicit summation signs. This 
can usually be avoided by writing the metric coefficients bij explicitly, as 
in bijViWj .) 

To transform a Riemannian metric under a change of coordinates, we use 
the same technique as we used for covector fields: Think of the change of 
coordinates as the identity map expressed in terms of different coordinates 
for the domain and range, and use the formula of Corollary 11.10. As 
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before, in practice this just amounts to substituting the formulas for one 
set of coordinates in terms of the other. 

Example 11.14. To illustrate, let us compute the coordinate expression 
for the Euclidean metric on ]R2 in polar coordinates. The Euclidean metric 
is 9 = dx2 + dy2. (By convention, when x is a coordinate function, the 
notation dx2 means the symmetric product dxdx, not d(x2)). Substituting 
x = r cos 0 and y = r sin 0 and expanding, we obtain 

g= dx2 +dy2 

= d(r cos 0)2 + d(r sin 0)2 

= (cos 0 dr - r sin 0 dO}2 + (sin 0 dr + r cos 0 dO)2 

= (cos2 0 + sin2 0) dr2 + (r2 sin2 0 + r2 cos2 0) d02 

+ ( - 2r cos 0 sin 0 + 2r sin 0 cos O)dr dO 

= dr2 + r2 d02. 

(11.4) 

Below are just a few of the geometric constructions that can be defined 
on a Riemannian manifold (M, g). 

• The length or norm of a tangent vector X E TpM is defined to be 

IXlg = (X,X)~/2 = gp(X,X)1/2. 

• The angle between two nonzero tangent vectors X, Y E TpM is the 
unique 0 E [0,7r] satisfying 

(X, Y)g 
cos 0 = IXlg Wig 

• Two tangent vectors X, Y E TpM are said to be orthogonal if 
(X, Y)g = O. 

• If "(: [a, b] -+ M is a piecewise smooth curve segment, the length of "( 
is 

Lgb) = lb 1"('(t)lg dt. 

Because 1'Y'(t)lg is continuous at all but finitely many values of t, 
and has well-defined left- and right-handed limits at those points, the 
integral is well-defined. 

<> Exercise 11.12. If "(: [a,b] -+ M is a piecewise smooth curve segment 
and a < c < b, show that 

It is an extremely important fact that length is independent of parametri­
zation in the following sense. In Chapter 6 we defined a reparametrization 
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of a piecewise smooth curve segment T [a, b] ~ M to be a curve segment 
of the form;:; = "Y 0 r.p, where r.p: [c, d] ~ [a, b] is a diffeomorphism. 

Proposition 11.15 (Parameter Independence of Length). Let 
(M, g) be a Riemannian manifold, and let T [a, b] ~ M be a piecewise 
smooth curve segment. If;:; is any reparametrization of "Y, then Lg(;:;) = 
Lgb)· 

Proof. First suppose that "Y is smooth, and r.p: [c, d] ~ [a, b] is a diffeomor­
phism such that ;:; = "Y 0 r.p. The fact that r.p is a diffeomorphism implies 
that either r.p' > 0 or r.p' < 0 everywhere. Let us assume first that r.p' > O. 
We have 

Lg(;:;) = ld 1;:;'(t)lg dt = ld I! b 0 r.p)(t)l g dt 

= ld 1r.p'(th'(r.p(t))lg dt = ld b'(r.p(t))lg r.p'(t) dt 

= lb b'(s)lg ds = Lgb), 

where the second-to-last equality follows from the change of variables 
formula for ordinary integrals. 

In the case r.p' < 0, we just need to introduce two sign changes into the 
above calculation. The sign changes once when r.p'(t) is moved outside the 
absolute value signs, because Ir.p'(t) I = -r.p'(t). Then it changes again when 
we change variables, because r.p reverses the direction of the integral. Since 
the two sign changes cancel each other, the result is the same. 

If "Y is only piecewise smooth, we just apply the same argument on each 
subinterval on which it is smooth. 0 

SupposeJM,g) and (M,g) are Riemannian manifolds. A smooth map 

F: M ~ M is called an isometry if it is a diffeomorphism that satisfies 
F*g -==- g. If there exists an isometry between M and M, we say that M 
and M are isometric as Riemannian manifolds. More generally, F is called 
a local isometry if every point p E M has a neighborhood U such that Flu 
is an isometry of U onto an open subset of M. A metric g on M is said to 
be fiat if every point p E M has a neighborhood U C M such that (U, glu) 
is isometric to an open subset of IRn with the Euclidean metric. 

Riemannian geometry is the study of properties of Riemannian mani­
folds that are invariant under isometries. See, for example, [Lee97] for an 
introduction to some of its main ideas and techniques. 

<> Exercise 11.13. Show that lengths of curves are isometry invariants 
of Riemannian manifolds. More precisely, suppose (M, g) and (M, g) are 

Riemannian manifolds, and F: M -t M is an isometry. Show that Lg(F 0 

'Y) = Lg(-y) for any piecewise smooth curve segment 'Y in M. 
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Another extremely useful tool on Riemannian manifolds is orthonormal 
frames. Let (M, g) be an n-dimensional Riemannian manifold. Just as we 
did in Chapter 10 for ]Rn (see page 253), we define an orthonormal frame 
for M to be a local frame (El , ... , En) defined on some open subset U c M 
such that (Ell p, ... , En Ip) is an orthonormal basis for TpM at each point 
p E U, or equivalently such that (Ei' Ej)g = Oij. 

Example 11.16. The coordinate frame (8j8xi) is a global orthonormal 
frame on ]Rn. 

Proposition 11.17 (Existence of Orthonormal Frames). Let (M,g) 
be a Riemannian manifold. For any p EM, there is a smooth orthonormal 
frame on a neighborhood of p. 

Proof. Let (xi) be any smooth coordinates on a neighborhood U of p, and 
apply the Gram-Schmidt algorithm to the coordinate frame (8 j 8x i ). The 
same argument as in the proof of Proposition 10.17 shows that this yields 
a smooth orthonormal frame on U. 0 

Observe that Proposition 11.17 does not show that there are smooth 
coordinates near p for which the coordinate frame is orthonormal. Problem 
11-14 shows that there are such coordinates in a neighborhood of each point 
only if the metric is flat. 

The Riemannian Distance Function 
Using curve segments as "measuring tapes," we can define a notion of 
distance between points on a Riemannian manifold. If (M, g) is a connected 
Riemannian manifold and p, q EM, the (Riemannian) distance between p 
and q, denoted by dg(p, q), is defined to be the infimum of Lgb) over all 
piecewise smooth curve segments 'Y from P to q. Because any pair of points 
in a connected smooth manifold can be joined by a piecewise smooth curve 
segment (Lemma 6.17), this is well-defined. 

Example 11.18. On]Rn with the Euclidean metric g, one can show that 
any straight line segment is the shortest piecewise smooth curve segment 
between its endpoints (Problem 11-16). Therefore, the distance function dg 
is equal to the usual Euclidean distance: 

dg(x, y) = Ix - YI· 

o Exercise 11.14. If (M,g) and (M,g) are connected Riemannian man­
ifolds and F: M -+ M is an isometry, show that dg(F(p),F(q» = dg(p,q) 
for ·all p, q E M. 

We will see below that the Riemannian distance function turns Minto 
a metric space whose topology is the same as the given manifold topology. 
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~ p ~ q 
M 

~ P 
M 

Figure 11.1. The triangle inequality. Figure 11.2. Positivity of dg • 

The key is the following technical lemma, which shows that any Riemannian 
metric is locally comparable to the Euclidean metric in coordinates. 

Lemma 11.19. Let g be any Riemannian metric on an open set U c lRn. 
For any compact subset K c U, there exist positive constants c, C such 
that for all x E K and all v E TxlRn , 

clvlg :::; Ivl g :::; Clvlg· (11.5) 

Proof. For any compact subset K c U, let L c TlRn be the set 

L = {(x,v) E TlRn : x E K, Ivlg = I}. 

Under the canonical identification of TlRn with lRn x lRn , L is just the 
product set K x §n-l and therefore is compact. Because the norm Ivl g 
is continuous and strictly positive on L, there are positive constants c, C 
such that c:::; Ivl g :::; C whenever (x, v) E L. If x E K and v is any nonzero 
vector in TxlRn , let A = Ivlg. Then (x, A -Iv) E L, so by homogeneity of the 
norm; 

Ivl g = AlA -IVlg :::; AC = Clvlg. 

A similar computation shows that Ivl g 2:: clvlg. The same inequalities are 
trivially true when v = 0. 0 

Proposition 11.20 (Riemannian Manifolds as Metric Spaces). Let 
(M, g) be a connected Riemannian manifold. With the Riemannian distance 
function, M is a metric space whose metric topology is the same as the 
original manifold topology. 

Proof. It is immediate from the definition that dg(p, q) 2:: ° for any p, q E 
M. Because any constant curve segment has length zero, it follows that 
dg(p,p) = 0, and dg(p,q) = dg(q,p) follows from the fact that any curve 
segment from p to q can be reparametrized to go from q to p. Suppose 
1'1 and 1'2 are piecewise smooth curve segments from p to q and q to r, 
respectively (Figure 11.1), and let l' be a piecewise smooth curve segment 
that first follows 1'1 and then follows 1'2 (reparametrized if necessary). Then 
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Taking the infimum over all such 1'1 and 1'2, we find that dg(p, r) :<:::; dg(p, q)+ 
dg(q, r). (This is one reason why it is important to define the distance 
function using piecewise smooth curves instead of just smooth ones.) 

To complete the proof that (M, dg ) is a metric space, we need only show 
that dg(p, q) > 0 if p 1= q. For this purpose, let p, q E M be distinct points, 
and let U be any smooth coordinate domain containing p but not q. Use 
the coordinate map as usual to identifY U with an open subset in ]Rn, and 
let 9 denote the Euclidean metric in these coordinates. If V is a smooth 
coordinate ball of radius E centered at p such that V c U, Lemma 11.19 
shows that there are positive constants c, C such that 

(11.6) 

whenever x E V and X E TxM. Then for any piecewise smooth curve 
segment I' lying entirely in V, it follows that 

Suppose 1': [a, bJ ---t M is a piecewise smooth curve segment from p to q. 
Let to be the infimum of all t E [a, bJ such that I'(t) tI. V. It follows that 
1'(to) E 8V by continuity, and I'(t) E V for a :<:::; t :<:::; to. Thus 

Lg(!') 2: Lg (1'1[a,to]) 2: cLg(!'l[a,to]) 2: cdg(p,l'(to)) = CEo 

Taking the infimum over all such 1', we conclude that dg(p, q) 2: CE > o. 
Finally, to show that the metric topology generated by dg is the same as 

the given manifold topology on M, we will show that the open sets in the 
manifold topology are open in the metric topology and vice versa. Suppose 
first that U C M is open in the manifold topology. Let p be any point of U, 
and let V be a smooth coordinate ball of radius E around p such that V C U 
as above. The argument in the previous paragraph shows that dg(p, q) 2: CE 

whenever q tI. V. The contrapositive of this statement is that dg(p, q) < CE 

implies q E V C U, or in other words, the metric ball of radius CE around 
p is contained in U. This shows that U is open in the metric topology. 

Conversely, suppose that W is open in the metric topology, let PEW, 
and choose E small enough that the closed metric ball of radius CE around 
p is contained in W. Let V be any closed smooth coordinate ball around p, 
let 9 be the Euclidean metric on V determined by the given coordinates, 
and let c, C be positive constants such that (11.6) is satisfied for X E TqM, 
q E V. For any E > 0, let VE be the set of points whose Euclidean distance 
from p is less than E. If q EVE' let I' be the straight-line segment in 
coordinates from p to q. Using Lemma 11.19 as above, we conclude that 

This shows that Ve is contained in the metric ball of radius CE around 
p, and therefore in W. Since Ve is a neighborhood of p in the manifold 
topology, this shows that W is open in the manifold topology as well. 0 
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Figure 11.3. Graph coordinates. 

Riemannian Submanifolds 

If (M, g) is a Riemannian manifold and ScM is an immersed submanifold, 
we can define a smooth symmetric 2-tensor field 9 1 8 on S by 9 1 8 = L * g, 
where L: S'--7 M is the inclusion map. By definition, this means for X, Y E 

TpS that 

so gl8 is just the restriction of 9 to vectors tangent to S. Since the restric­
tion of an inner product to a subspace is still positive definite, gl8 is a 
Riemannian metric on S, called the induced metric. With this metric, S is 
called a Riemannian submanifold of M. 

Example 11.21. The metric g = :gl§n induced on §n from the Euclidean 
metric by the usual inclusion §n '--7 jRn+l is called the round metric (or the 
standard metric) on the sphere. 

It is usually easiest to compute the induced metric on a Riemannian 
submanifold in terms of local parametrizations (see Chapter 8). The next 
two examples will illustrate the procedure. 

Example 11.22 (Riemannian Metrics in Graph Coordinates). Let 
U c jRn be an open set, and let M c jRn+l be the graph of the 
smooth function f: U -+ lR. Then the map X: U -+ jRn+l given by 
X (u1 , . .. ,un) = (ul, ... ,un, f( u)) is a smooth (global) parametrization of 
M (Figure 11.3), and the induced metric on M is given in graph coordinates 
by 
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For example, the upper hemisphere of §2 is parametrized by the map 
X: Ja2 -* 1R3 given by 

X(u,v) = (u,v, Vl- u2 - V2). 

In these coordinates, the round metric can be written 

o X*- d 2 d 2 (u du + v dv ) 2 g= g= U + v + VI - u2 - v2 

(1 - v2) du2 + (1 - u2) dv2 + 2uv du dv 
1- u2 - v2 

Example 11.23. Let D C 1R3 be the embedded torus obtained by revolv­
ing the circle (y - 2)2 + z2 = 1 around the z-axis. If X: 1R2 -* 1R3 is the 
map 

X (cp, ()) = «2 + cos cp) cos (), (2 + cos cp) sin (), sin cp), 

then the restriction of X to any sufficiently small open set U C 1R2 is 
a smooth local parametrization of D. The metric induced on D by the 
Euclidean metric is computed as follows: 

X*g = X* (dx2 + dy2 + dz2) 

= d«2 + coscp) COS())2 + d«2 + coscp) sin())2 + d(sincp)2 

= (- sin cp cos () dcp - (2 + cos cp) sin () d())2 

+ (- sin cp sin () dcp + (2 + cos cp) cos () d())2 

+ (cos cp d<p)2 

= (sin2 cpcos2 () + sin2 cpsin2 () + cos2 cp) dcp2 
+ «2 + cos cp) sin cp cos () sin () - (2 + cos cp) sin cp cos () sin ())dcp d() 

+ (2 + cos cp)2 sin2 () + (2 + cos cp)2 cos2 ()) d()2 

= dcp2 + (2 + coscp)2d()2. 

Suppose (M, g) is a Riemannian manifold and SCM is a Riemannian 
submanifold. Just as for submanifolds of IRn , for any pES, a vector N E 
TpM is said to be normal to S if N is orthogonal to TpS with respect to g. 
The set NpS C TpM consisting of all vectors normal to S at p is a subspace 
of TpM, called the normal space to S at p. 

As in the Euclidean case, the most important tool for constructing nor­
mal vectors is adapted orthonormal frames. A local orthonormal frame 
(El , ... , En) for M on an open set U eM is said to be adapted to S if the 
first k vectors (Ell p,' .. ,Ek Ip) span TpS at each p E Un S. It follows that 
(Ek+ll p,"" Enlp) span NpS. The next proposition is proved in exactly the 
same way as its counterpart for submanifolds of IRn (Proposition 10.17). 

Proposition 11.24 (Existence of Adapted Orthonormal Frames). 
Let ScM be an embedded Riemannian submanifold of a Riemannian 
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manifold (M,g). For each pES, there is a smooth adapted orthonormal 
frame on a neighborhood U of p in M. 

<> Exercise 11.15. Prove the preceding proposition. 

If ScM is a Riemannian submanifold, we define the normal bundle to 
Sas 

<> Exercise 11.16. If SCM is an embedded Riemannian submanifold, 
show that N S is a smooth vector bundle over S whose rank is equal to the 
co dimension of S in M. 

The Tangent-Cotangent Isomorphism 
Another very important feature of any Riemannian metric is that it pro­
vides a natural isomorphism between the tangent and cotangent bundles. 
Given a Riemannian metric 9 on a manifold M, we define a bundle map 
g: TM -+ T* M as follows. For each p E M and each Xp E TpM, we let 
g(Xp) E T; M be the covector defined by 

g(Xp)(Yp) = gp(Xp, Yp) for all Yp E TpM. 

To see that this is a smooth bundle map, it is easiest to consider its action 
on smooth vector fields: 

g(X)(Y) = g(X, Y) for X, Y E 'J(M). 

Because g(X)(Y) is linear over COO(M) as a function of Y, it follows from 
Problem 6-8 that g(X) is a smooth covector field; and because g(X) is 
linear over Coo (M) as a function of X, this defines g as a smooth bundle 
map by Proposition 5.16. As usual, we use the same symbol for both the 
pointwise bundle map g: T M -+ T* M and the linear map on sections 
g: 'J(M) -+ 'J*(M). 

Note that g is injective at each point, because g(Xp) = 0 implies 0 = 
g(Xp)(Xp) = (Xp, Xp)g, which in turn implies Xp = O. For dimensional 
reasons, therefore, g is bijective, and so it is a bundle isomorphism (see 
Problem 5-9). 

If X and Yare smooth vector fields, in smooth coordinates we can write 

g(X)(Y) = gijXiyj, 

which implies that the covector field g(X) has the coordinate expression 

g(X) = gijXidyj. 

In other words, g is the bundle map whose matrix with respect to coordinate 
frames for TM and T* M is the same as the matrix of 9 itself. 
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It is customary to denote the components of the covector field g(X) by 

Xj = gijX\ 

so that 

Because of this, one says that g(X) is obtained from X by lowering an 
index. The notation Xl> is frequently used for g(X), because the symbol D 
("flat") is used in musical notation to indicate that a tone is to be lowered. 

The matrix of the inverse map g-1 : T; M --+ TpM is thus the inverse of 
(gij). (Because (gij) is the matrix of the isomorphism g, it is invertible at 
each point.) We let (gij) denote the matrix-valued function whose value at 
p E M is the inverse of the matrix (gij (p) ), so that 

ij ji s:i g gjk = gkjg = Uk· 

Thus for a covector field w E 'J* M, g-1 (w) has the coordinate 
representation 

~-1() i 0 g W =w~, 
ux' 

We use the notation w# ("w-sharp") for g-1 (w), and say that w# is ob­
tained from w by raising an index. A handy mnemonic device for keeping 
the flat and sharp operations straight is to remember that w# is a vector, 
which we visualize as a (sharp) arrow; while Xl> is a covector, which we 
visualize by means of its (flat) level sets. 

The most important use of the sharp operation is to reinstate the gradient 
as a vector field on Riemannian manifolds. For any smooth real-valued 
function f on a Riemannian manifold (M, g), we define a vector field called 
the gradient of f by 

gradf = (df)# = g-l(df). 

Unraveling the definitions, we see that for any X E 'J(M), it satisfies 

(gradf,X)g = g(gradf)(X) = df(X) = Xf. 

Thus grad f is the unique vector field that satisfies 

(gradf,X)g = Xf for every vector field X, 

or equivalently, 

(grad f,')g = df. 

In smooth coordinates, grad f has the expression 

of 0 
gradf = g'J~~. 

ux' uxJ 
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In particular, this shows that grad f is smooth. On ]R.n with the Euclidean 
metric, this reduces to 

i" af a 2:n af a 
gradf=8J~~= ~~. 

ux' uxJ uX' uX' 
i=l 

Thus our new definition of the gradient in this case coincides with the gra­
dient from elementary calculus. In other coordinates, however, the gradient 
will not generally have the same form. 

Example 11.25. Let us compute the gradient of a function f E Coo (]R.2) 
in polar coordinates. From Example 11.14 we see that the matrix of gin 

polar coordinates is (6 r~ ), so its inverse matrix is (6 1/or2 ). Inserting this 

into the formula for the gradient, we obtain 

af a 1 af a 
grad f = ar ar + r2 af) af)' 

Existence of Riemannian Metrics 

We conclude our discussion of Riemannian metrics by proving the following 
important result. 

Proposition 11.26 (Existence of Riemannian Metrics). Every 
smooth manifold admits a Riemannian metric. 

Proof. We give two proofs. For the first, we begin by covering M by smooth 
coordinate charts (Uo., <Po.). In each coordinate domain, there is a Riemann­
ian metric go. given by the Euclidean metric 8ij dx i dx j in coordinates. Now 
let {1/!o.} be a smooth partition of unity subordinate to the cover {Uo.}, and 
define 

a. 

Because of the local finiteness condition for partitions of unity, there are 
only finitely many nonzero terms in a neighborhood of any point, so this 
expression defines a smooth tensor field. It is obviously symmetric, so only 
positivity needs to be checked. If X E TpM is any nonzero vector, then 

a. 

This sum is nonnegative, because each term is nonnegative. At least one of 
the functions 1/!o. is strictly positive at p (because they sum to 1). Because 
go.lp(X, X) > 0, it follows that gp(X, X) > O. 

The second proof is shorter, but relies on the Whitney embedding the­
orem, which is far less elementary. We simply embed M in ]R.N for some 
N, and then the Euclidean metric induces a Riemannian metric !JIM on 
M. D 
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It is worth remarking that because every Riemannian manifold is, in 
particular, a metric space, the first proof of this proposition yields another 
proof that smooth manifolds are metrizable, which does not depend on the 
Whitney embedding theorem. 

Pseudo-Riemannian Metrics 

An important generalization of Riemannian metrics is obtained by relaxing 
the requirement that the metric be positive definite. A 2-tensor 9 on a vector 
space V is said to be nondegenerate if g(X, Y) = 0 for all Y E V if and only 
if X = O. Just as any inner product can be transformed to the Euclidean 
one by switching to an orthonormal basis, every nondegenerate symmetric 
2-tensor can be transformed by a change of basis to one whose matrix is 
diagonal with all entries equal to ±1. The numbers of positive and negative 
diagonal entries are independent of the choice of basis; thus the signature 
of g, defined as the sequence (-1, ... , -1, + 1, ... , + 1) of diagonal entries 
in nondecreasing order, is an invariant of g. 

A pseudo-Riemannian metric on a manifold M is a smooth symmetric 2-
tensor field whose value is nondegenerate at each point. Pseudo-Riemannian 
metrics with signature (-1, + 1, ... , + 1) are called Lorentz metrics; they 
playa central role in physics, where they are used to model gravitation in 
Einstein's general theory of relativity. 

We will not pursue the subject of pseudo-Riemannian metrics any fur­
ther, except to note that neither of the proofs we gave of the existence of 
Riemannian metrics carries over to the pseudo-Riemannian case: In partic­
ular, it is not always true that the restriction of It nondegenerate 2-tensor to 
a subspace is nondegenerate, nor is it true that a linear combination of non­
degenerate 2-tensors with positive coefficients is necessarily nondegenerate. 
Indeed, it is not true that every manifold admits a Lorentz metric. 

Problems 

11-1. Let V and W be finite-dimensional real vector spaces. Show that the 
tensor product space V ® W is uniquely determined up to canonical 
isomorphism by its characteristic property (Proposition 11.3). More 
precisely, suppose 1r: V x W -+ Z is a bilinear map into a vector space 
Z with following propert:y:; For any bilinear map A: V x W -+ Y, there 
is a unique linear map A: Z -+ Y such that the following diagram 
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commutes: 

z. 
Then there is a unique isomorphism cI>: V ® W --+ Z such that 7f = 
cI>07l', where 71': V X W --+ V ® W is the canonical projection. [Remark: 
This shows that the details of the construction used to define the 
tensor product are irrelevant, as long as the resulting space satisfies 
the characteristic property.] 

11-2. If V is any finite-dimensional real vector space, prove that there are 
canonical isomorphisms IR ® V ~ V ~ V ® R 

11-3. Let V and W be finite-dimensional real vector spaces. Prove that 
there is a canonical (basis-independent) isomorphism between V* ® W 
and the space Hom(V, W) of linear maps from'V to W. 

11-4. Let M be a smooth n-manifold, and let a be a smooth covariant k­
tensor field on M. If (u, (Xi)) and (iJ, (xj)) are overlapping smooth 
charts on M, we can write 

a = a' . dXi1 to. ••• to. dXik = a' . dxj, to. ••• to. dxjk . 
'l ... 'k '<Y '<Y Jl ... Jk '<Y '<Y 

Compute a transformation law analogous to (6.7) expressing the 
component functions ai, ... ik in terms of aj, ... jk' 

11-5. Generalize the coordinate transformation law of Problem 11-4 to 
mixed tensors of any rank. 

11-6. Suppose F: M --+ N is a diffeomorphism. For any pair of nonnega­
tive integers k, l, show that there are smooth bundle isomorphisms 
F* : Ilk M --+ Ilk Nand F*: Tlk N --+ Ilk M satisfying 

F*S (Xl, ... ,Xk,W l , ... ,wi) 

= S (F;l Xl, ... , F;l Xk, F*w l , ... , F*w l ) , 

F* S (Xl,'" ,Xk,W l , ... ,wi) 

= S (F*X l , ... , F*Xk, F-hw l , ... , F-hw l ) . 

11-7. Let M be a smooth manifold. 

(a) Given a smooth covariant k-tensor field T E 'Jk(M), show that 
the map 'J(M) x ... x 'J(M) --+ C=(M) defined by 

(Xl, .. ' ,Xk) r+ T(X l , ... ,Xk) 
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is multilinear over Coo(M), in the sense that for any smooth 
functions j, l' E Coo(M) and smooth vector fields Xi, X:, 

T(X1 , ... , j Xi + l' X:, ... , X k) 
= jT(XI , ... ,Xi,.·· ,Xk) + j'T(XI , ... ,X:, ... ,Xk). 

(b) Show that a map 

T: T(M) x ... x T(M) -+ Coo(M) 

is induced by a smooth tensor field as above if and only if it is 
multilinear over Coo (M). 

11-8. Let V be an n-dimensional real vector space. Show that 

dim~k(V)= (n+k-l) = (n+k-l)!. 
k k!(n - I)! 

11-9. (a) Let T be a covariant k-tensor on a finite-dimensional real vector 
space V. Show that Sym T is the unique symmetric k-tensor 
satisfying 

(Sym T)(X, ... , X) = T(X, ... , X) 

for all X E V. 
(b) Show that the symmetric product is associative: For all 

symmetric tensors R, S, T, 

(RS)T = R(ST). 

[Hint: Use part (a).] 
(c) If wI, ... ,wk are covectors, show that 

WI ... w k = ~! L w a (1) 0 ... 0 wa(k). 

aESk 

11-10. Let 9 = gl§n denote the round metric on the n-sphere, i.e., the metric 
induced from the Euclidean metric by the usual inclusion §n y]Rn+l. 

(a) Derive an expression for 9 in stereographic coordinates by 
computing the pullback (a- I )*g. 

(b) In the case n = 2, do the analogous computation in spherical 
coordinates (x, y, z) = (sin'P cos 0, sin 'P sin 0, cos 'P). 

11-11. Let M be any smooth manifold. 

(a) Show that TM and T* M are isomorphic vector bundles. 
(b) Show that the isomorphism of part ( a) is not canonical, in the 

following sense: There does not exist a rule that assigns to every 
smooth manifold M a bundle isomorphism AM: TM -+ T* M 
in such a way that for every diffeomorphism F: M -+ N, the 
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following diagram commutes: 

T*M • F* T*N. 

11-12. This problem shows how to give a rigorous meaning to words like 
"natural" and "canonical" that are so often used informally in math­
ematics. Suppose C and D are categories, and 9", 9 are (covariant 
or contravariant) functors from C to D. A natural transformation A 
from 9" to 9 is a rule that assigns to each object X of C a morphism 
Ax E HomD(9"(X),9(X)) in such a way that for every pair of ob­
jects X, Y of C and every morphism f E Homc(X, Y), the following 
diagram commutes: 

9(X) 9(J) 9(Y). 

(If either 9" or 9 is contravariant, the corresponding horizontal arrow 
should be reversed.) 

(a) Let VECT IR denote the category of real vector spaces and linear 
maps, and let 1> be the contravariant functor from VECT IR to 
itself that sends each vector space to its dual space and each 
linear map to its dual map. Show that the assignment V H ~v, 

where ';v: V -+ V** is the map defined as in Chapter 6 by 
';v(X)w = w(X), is a natural transformation from the identity 
functor of VECT IR to 1> 0 1>. 

(b) Show that there does not exist a natural transformation from 
the identity functor of VECT IR to 1>. 

(c) Let SM and VB denote the categories of smooth manifolds and 
smooth vector bundles, respectively, and let 'J, 'J*: SM -+ VB be 
the functors defined by 

'J(M) = TM, 

'J*(M) = T* M, 
'J(f) = f*; 

'J*(f) = 1*. 

Show that there does not exist a natural transformation from 'J 
to 'J*. 

11-13. Let (M, g) and (M, g) be Riemannian manifolds. Suppose F: M -+ 

M is a smooth map such that F*g = g. Show that F is an immersion. 
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11-14. Let (M,g) be a Riemannian manifold. Show that the following are 
equivalent: 

(a) Each point of M has a smooth coordinate neighborhood in which 
the coordinate frame is orthonormal. 

(b) g is fiat. 

11-15. Let Tn = §l X ... X §l C en, and let g be the metric on Tn induced 
from the Euclidean metric on en (identified with ]R2n). Show that g 

is fiat. 

11-16. Show that the shortest path between two points in Euclidean space 
is a straight line. More precisely, for x, y E ]Rn, let T [0, 1] --+ ]Rn be 
the curve segment 

,(t) = (1 - t)x + ty, 

and show that any other piecewise smooth curve segment ;:;; from x 
to y satisfies Lg(;:;;) :::: Lgb). [Hint: First consider the case in which 
both x and y lie on the xl-axis.] 

11-17. Let M = ]R2 " {O} with the Euclidean metric g, and let p = (1,0), 
q = (-1, 0). Show that there is no piecewise smooth curve segment , 
from p to q in M such that Lgb) = dg(p, q). 

11-18. Let (M, g) be a Riemannian manifold, and let f E COO(M). 

(a) For any p EM, show that among all unit vectors X E TpM, the 
directional derivative X f is greatest when X points in the same 
direction as grad flp, and the length of grad flp is equal to the 
value of the directional derivative in that direction. 

(b) If p is a regular point of f, show that gradflp is normal to the 
level set of f through p. 

11-19. Let (M, g) be a Riemannian manifold. If ScM is a regular level set 
of a smooth function <P: M --+ ]Rk, show that its normal bundle N S 
is trivial. 

11-20. Let (M, g) be a connected Riemannian manifold, let f be a Lie group, 
and let B: f X M --+ M be a group action. We say that f acts by 
isometries if for each g E f, the map Bg : M --+ M is a Riemannian 
isometry, and f acts discontinuously if no f -orbit has a limit point in 
M. If f acts freely, smoothly, and discontinuously on M by isometries, 
show that the quotient map M --+ M If is a smooth covering map. 

11-21. Let f be a discrete group acting smoothly, freely, and properly on 
a connected smooth manifold M, and let M = M If. Show that a 
Riemannian metric g on M is the pullback of a metric on M by the 
quotient map 7r: M --+ M if and only if f acts by isometries. 
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11-22. In our first proof of Proposition 11.26 we used a partition of unity to 
paste together locally defined Riemannian metrics to obtain a global 
one. A crucial part of the proof was verifying that the global tensor 
field so obtained was positive definite. The key to the success of this 
argument is the fact that the set of inner products on each tangent 
space is a convex subset of the vector space of all symmetric 2-tensors. 
This problem outlines a generalization of this construction to arbi­
trary vector bundles. Suppose that E is a smooth vector bundle over 
a smooth manifold M, and VeE is an open set with the property 
that for each p E M, the intersection of V with the fiber Ep is convex 
and nonempty. By a "section of V," we will mean a (local or global) 
section of E whose image lies in V. 

(a) Show that there exists a smooth global section of V. 
(b) Suppose (j: A --7 V is a smooth section of V defined on a closed 

subset A eM. (This means that (j extends to a smooth section 
of V in a neighborhood of each point of A.) Show that there 
exists a smooth global section a of V whose restriction to A 
is equal to (j. If V contains the image of the zero section of E, 
show that a can be chosen to be supported in any predetermined 
neighborhood of A. 

11-23. Let M be a smooth manifold. 

(a) If there exists a global nonvanishing vector field on M, show 
that there exists a global smooth nonvanishing vector field. [Hint: 
Imitate the proof of Theorem 10.16, with the constants F(Xi) 
replaced by constant-coefficient vector fields in coordinates, and 
with absolute values replaced by norms in some Riemannian 
metric.] 

(b) If there exist k independent vector fields on M, show that there 
exist k independent smooth vector fields. 



12 
Differential Forms 

In the previous chapter we introduced symmetric tensors: those whose val­
ues are unchanged by interchanging any pair of arguments. In this chapter 
we explore the complementary notion of alternating tensors, whose values 
change sign whenever two arguments are interchanged. The main focus of 
the chapter is differential forms, which are just alternating tensor fields. 
These innocent-sounding objects play an unexpectedly important role in 
smooth manifold theory, through two applications. First, as we will see in 
Chapter 14, they are the objects that can be integrated in a coordinate­
independent way over manifolds or submanifolds; second, as we will see in 
Chapter 15, they provide a link between analysis and topology by way of 
de Rham cohomology. 

We begin the chapter with a heuristic discussion of the measurement of 
volume, to motivate the central role played by alternating tensors. We then 
proceed to study the algebra of alternating tensors. The most important 
algebraic construction is a product operation called the wedge product, 
which takes alternating tensors to alternating tensors. Then we transfer 
this to manifolds, and introduce the exterior derivative, which is a natural 
differential operator on forms. 

At the end of the chapter we introduce symplectic forms, a particular 
type of differential form that plays an important role in geometry, analysis, 
and mathematical physics. 
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Figure 12.1. A covector field as a "signed length meter." 

The Geometry of Volume Measurement 

In Chapter 6 we introduced line integrals of covector fields, which generalize 
ordinary integrals to curves in manifolds. As we will see in subsequent 
chapters, it is also useful to generalize the theory of multiple integrals to 
manifolds. 

How might we make coordinate-independent sense of multiple integrals? 
First, observe that there is no way to define integrals of real-valued func­
tions in a coordinate-independent way on a manifold. It is easy to see why, 
even in the simplest possible case: Suppose C c IRn is an n-dimensional 
cube, and f: C -+ IR is the constant function f (x) == 1. Then 

if dV = Vol(C), 

which is clearly not invariant under coordinate transformations, even if we 
just restrict attention to linear ones. 

Let us think a bit more geometrically about why covector fields are the 
natural fields to integrate along curves. A covector field on a manifold M 
assigns a number to each tangent vector, in such a way that multiplying 
the tangent vector by a constant has the effect of multiplying the resulting 
number by the same constant. Thus a covector field can be thought of as 
assigning a "signed length meter" to each I-dimensional subspace of each 
tangent space (Figure 12.1), and it does so in a coordinate-independent 
way. Computing the line integral of a covector field, in effect, assigns a 
"length" to a curve by using this varying measuring scale along the points 
of the curve. 

Now we wish to seek a kind of "field" that can be integrated in a 
coordinate-independent way over submanifolds of dimension k > 1. Its 
value at each point should be something that we can interpret as a "signed 
volume meter" on k-dimensional subspaces of the tangent space, a machine 
n that accepts any k tangent vectors (Xl"", Xk) at a point and returns 
a number n(Xl , ... , Xk) that we might think of as the "signed volume" of 
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Figure 12.2. Scaling by a constant. Figure 12.3. Sum of two vectors. 

the parallelepiped spanned by those vectors, measured according to a scale 
determined by n. 

The most obvious example of such a machine is the determinant in ]R.n. 

For example, it is shown in most linear algebra texts that for any two vectors 
X I , X 2 E ]R.2 , det(XI , X 2 ) is, up to a sign, the area of the parallelogram 
spanned by Xl , X2 . It is not hard to show (see Problem 12-1) that the 
analogous fact is true in all dimensions. The determinant , remember, is an 
example of a tensor. In fact, it is a tensor of a very specific type: It changes 
sign whenever two of its arguments are interchanged. A covariant k-tensor 
T on a finite-dimensional vector space V is said to be alternating if it has 
this property: 

T(X I , ... , Xi " '" X j "' " X k) = -T(XI , ... , X j "'" Xi"'" Xk)' 

An alternating k-tensor is sometimes called a k-covector or a multicoveetor. 
Let us consider what properties we might expect a general "signed vol­

ume meter" n to have. To be consistent with our ordinary ideas of volume, 
we would expect that multiplying anyone of the vectors by a constant e 
should cause the volume to be scaled by that same constant (Figure 12.2) , 
and that the parallelepiped formed by adding together two vectors in the 
ith place results in a volume that is the sum of the volumes of the two 
parallelepipeds with the original vectors in the ith place (Figure 12.3): 

n(XI , ... , eXi,···, Xn) = cn(XI , . . . , Xi" ' " X n), 
n(XI , ... , Xi + X;, . . . , Xn) = n(XI , ... , Xi,"" Xn) 

+ n(XI , . . . , X;, . .. , Xn). 

These two requirements suggest that n should be multilinear, and thus 
should be a covariant k-tensor. 

There is one more essential property that we should expect: Since n lin­
early dependent vectors span a parallelepiped of zero n-dimensional volume, 
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o should give the value zero whenever it is applied to n linearly dependent 
vectors. As the next lemma shows, this forces 0 to be an alternating tensor. 

Lemma 12.1. Suppose 0 is a k-tensor on a vector space V with the prop­
erty that 0 (Xl, ... , X k) = 0 whenever Xl, ... , X k are linearly dependent. 
Then 0 is alternating. 

Proof. The hypothesis implies, in particular, that 0 gives the value zero 
whenever two of its arguments are the same. This in turn implies 

0= O(Xl"" ,Xi +Xj , ... ,Xi + X j , ... ,Xn) 

= O(X1 , ... ,Xi"" ,Xi"" ,Xn) + O(X1 , ... ,Xi"" ,Xj , ... ,Xn) 
+ O(X1 , ... ,Xj , ... ,Xi"" ,Xn) + O(X}, ... ,Xj , ... ,Xj , ... ,Xn) 

= O(X1 , ... ,Xi"" ,Xj , ... ,Xn) + O(X1 , ... ,Xj , ... ,Xi"" ,Xn)' 

Thus 0 is alternating. o 
Because of these considerations, alternating tensor fields are promising 

candidates for objects that can be integrated in a coordinate-independent 
way. We will develop these ideas rigorously in the remainder of this chapter 
and the next; as we do, you should keep this geometric motivation in mind. 

The Algebra of Alternating Tensors 

In this section we set aside heuristics and start developing the technical 
machinery for working with alternating tensors. For any finite-dimensional 
real vector space V, let Ak(V) denote the subspace of Tk(V) consisting of 
alternating tensors (k-covectors). (Warning: Some authors use the notation 
Ak(V*) in place of Ak(V) for this space; see Problem 12-8 for a discussion 
of the reasons why.) 

Recall that for any permutation 0' E S k, the sign of 0', denoted by sgn 0', 

is equal to +1 if 0' is even (i.e., can be written as a composition of an even 
number of transpositions), and -1 if 0' is odd. 

The following exercise is an analogue of Exercise 11.10. 

<> Exercise 12.1. Show that the following are equivalent for a covariant 
k-tensor T: 

(a) T is alternating. 
(b) For any vectors Xl, ... , X k and any permutation a E Sk, 

T(Xu(l),"" Xu(k») = (sgna)T(Xl"'" Xk). 

(c) T gives zero whenever two of its arguments are equal: 

T(Xl, ... , Y, ... , Y, ... , Xk) = O. 

(d) T(X1, ... ,Xk) = 0 whenever the vectors (X1, ... ,Xk) are linearly 
dependent. 
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(e) With respect to any basis, the components Til"'ik of T change sign 
whenever two indices are interchanged. 

Notice that part (d) implies that there are no nonzero alternating k­
tensors on V if k > dim V, for then every k-tuple of vectors is dependent. 

Every 0-tensor (which is just a real number) is alternating, because there 
are no arguments to interchange. Similarly, every I-tensor is alternating. 
An alternating 2-tensor is just a skew-symmetric bilinear form on V. It is 
interesting to note that any 2-tensor T can be expressed as the sum of an 
alternating tensor and a symmetric one, because 

T(X, Y) = ~ (T(X, Y) - T(Y, X)) + ~ (T(X, Y) + T(Y, X)) 

= A(X, Y) + S(X, Y), 

where A(X, Y) = ~(T(X, Y) - T(Y, X)) is alternating, and S(X, Y) = 
~ (T(X, Y) + T(Y, X)) is symmetric. This is not true for tensors of higher 
rank, as Problem 12-2 shows. 

The tensor S defined above is just SymT, the symmetrization of T de­
fined in the preceding chapter. We define a similar projection Alt: Tk(V) -t 
Ak(V), called the alternating projection, as follows: 

1 
Alt T = k! L (sgna)(OT). 

UESk 

More explicitly, this means 

1 
(Alt T)(X1 , ... , X k) = k! L (sgna)T (Xu(l),"" Xu(k») . 

UESk 

Example 12.2. If T is any I-tensor, then Alt T = T. If T is a 2-tensor, 
then 

Alt T(X, Y) = HT(X, Y) - T(Y, X)). 

For a 3-tensor T, 

Alt T(X, Y, Z) = i(T(X, Y, Z) + T(Y, Z, X) + T(Z, X, Y) 

- T(Y, X, Z) - T(X, Z, Y) - T(Z, Y, X)). 

The next lemma is the analogue of Lemma 11.11. 

Lemma 12.3 (Properties of the Alternating Projection). 

(a) For any tensor T, Alt T is alternating. 

(b) T is alternating if and only if Alt T = T. 

<> Exercise 12.2. Prove Lemma 12.3. 
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Elementary Alternating Tensors 

Let k be a positive integer. An ordered k-tuple 1 = (il, ... , ik) of positive 
integers is called a multi-index of length k. If 1 is such a multi-index and 
u E Sk is a permutation, we write lu for the multi-index 

lu = (iU(I), ... ,iu(k))' 

Note that lur = (fu)r for u, T E Sk. It is useful to extend the Kronecker 
delta notation in the following way. If I and J are multi-indices of length 
k, we define 

{ 

sgn u if neither 1 nor J has a repeated index 

oj _ and J = Iu for some u E Sk, 
I - 0 if 1 or J has a repeated index 

or J is not a permutation of I. 

Let V be an n-dimensional vector space, and suppose (C;l, ... , c;n) is 
any basis for V*. We will define a collection of alternating tensors on V 
that generalize the determinant function on IRn. For each multi-index 1 = 
(iI, ... ,ik ) of length k such that 1 ~ i l , ... , ik ~ n, define a covariant 
k- tensor c;I by 

(12.1) 

In other words, if X denotes the matrix whose columns are the components 
of the vectors X I, ... , X k with respect to the basis (Ei) dual to (C;i), then 
c;I (X I , ... , X k) is the determinant of the k x k minor consisting of rows 
iI, ... , ik of X. Because the determinant changes sign whenever two columns 
are interchanged, it is clear that c;I is an alternating k-tensor. We will call 
c;I an elementar'Y alternating tensor or elementary k-covector. 

For example, in terms of the standard dual basis (e l , e2 , e3 ) for (1R3 ) *, 
we have 

eI3 (X, Y) = Xl y3 _ yl X 3 ; 

e I23 (X, y, Z) = det(X, Y, Z). 

Lemma 12.4. Let (Ei) be a basis for V, let (c;i) be the dual basis for V*, 
and let c;I be as defined above. 

( a) If I has a repeated index, then c;I = O. 

(b) If J = lu for some u E Sk, then c;I = (sgnu)c;J. 
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(c) The result of evaluating cIon a sequence of basis vectors is 

cI (Ej" ... ,Ejk ) = 85. 
Proof. If I has a repeated index, then for any vectors Xl' ... ' X k, the 
determinant in (12.1) has two identical rows and thus is equal to zero, which 
proves (a). On the other hand, if J is obtained from I by interchanging 
two indices, then the corresponding determinants have opposite signs; this 
implies (b). 

To prove (c), we consider several cases. First, if I has a repeated in­
dex, then cI = 85 = 0 by part (a). If J has a repeated index, then 
cI (Ejpo .. , Ejk ) = 0 by Exercise 12.1 (c). If neither multi-index has any 
repeated indices but J is not a permutation of I, then the determinant in 
the definition of cI (Ejl' ... ,Ejk ) has at least one row of zeros, so it is zero. 
If J = I, then cI (Ejpo .. , E jk ) is the determinant of the identity matrix, 
which is 1. Therefore, if J = I", then 

cI (EJI , ... , E jk ) = (sgna)cJ (Ej1 ,···, Ejk ) = sgna = 85 
by part (b). o 

The significance of the elementary k-covectors is that they provide a con­
venient basis for Ak(V). Of course, the chs are not all independent, because 
some of them are zero and the ones corresponding to different permutations 
of the same multi-index are constant multiples of each other. But as the 
next proposition shows, we can get a basis by restricting attention to an 
appropriate subset of multi-indices. A multi-index I = (i l , ... , ik) is said 
to be increasing if i l < ... < ik. It will be useful to use a primed summa­
tion sign to denote a sum over only increasing multi-indices, so that, for 
example, 

Proposition 12.5. Let V be an n-dimensional vector space. If (ci ) is 
any basis for V*, then for each positive integer k ::; n, the collection of 
k-covectors 

e = {cI : I is an increasing multi-index of length k} 

is a basis for A k (V). Therefore, 

. Ak() (n) n! 
dIm V = k = k!(n _ k)!· 

If k > n, then dim Ak(V) = o. 
Proof. The fact that A k (V) is the trivial vector space when k > n follows 
immediately from Exercise 12.1(d), since any k vectors are dependent in 
that case. For the case k ::; n, we need to show that the set e spans Ak(V) 
and is independent. Let (Ei) be the basis for V dual to (c i ). 
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To show that c. spans Ak(V), let T E Ak(V) be arbitrary. For each 
multi-index I = (i I , ... , ik), define a real number TI by 

TI = T(Eil'···' Eik)· 

The fact that T is alternating implies that TI = 0 if I contains a repeated 
multi-index, and TJ = (sgna)TI if J = Iu for a E Sk. For any multi-index 
J, Lemma 12.4 gives 

,",' I ,",' I ~ TIE: (Ejll ... , E jk ) = ~ TI8J = TJ = T(Ejll ... , E jk ). 
I I 

Therefore, L~ TIE:I = T, so c. spans Ak(V). 
To show that c. is an independent set, suppose 

L'TIE:I = 0 
I 

for some coefficients T I . Let J be any increasing multi-index. Applying 
both sides to (Eil , ... , E jk ) and using Lemma 12.4, 

,",' I o = ~ TIE: (Ej" ... ,Ejk ) = TJ . 

I 

Thus each coefficient TJ is zero. D 

In particular, for an n-dimensional vector space V, this proposition im­
plies that An (V) is I-dimensional and is spanned by E:l...n. By definition, 
this elementary n-covector acts on vectors (X I , ... , X n) by taking the de­
terminant of their component matrix X = (Xl). For example, on ]Rn with 
the standard basis, el...n is precisely the determinant function. 

One consequence of this is the following useful description of the behavior 
of an n-covector under linear maps. Recall that if T: V --+ V is a linear 
map, the determinant of T is defined to be the determinant of the matrix 
representation of T with respect to any basis (see the Appendix, page 573). 

Lemma 12.6. Suppose V is an n-dimensional vector space and w E 
An (V). If T: V --+ V is any linear map and X I, ... , Xn are arbitrary 
vectors in V, then 

(12.2) 

Proof. Let (Ei) be any basis for V, and let (E:i ) be the dual basis. Let (T!) 
denote the matrix of T with respect to this basis, and let Ti = T Ei = Tj E j . 
By Proposition 12.5, we can write w = CE:l..· n for some real number c. 

Since both sides of (12.2) are multilinear functions of XI, ... , X n , it 
suffices to verify it in the special case Xi = Ei , i = 1, ... ,n. In this case, 
the right-hand side of (12.2) is 

(det T)cE:l...n(E I , ... , En) = cdet T. 
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On the other hand, the left-hand side reduces to 

w(TEl , ... , TEn) = ccl...n(Tl , ... , Tn) = cdet (fj(Ti)) = cdet(T1), 

which is equal to the right-hand side. o 

The Wedge Product 

In Chapter 11 we defined the symmetric product, which takes a pair of 
symmetric tensors S, T and yields another symmetric tensor ST = Sym(S(>9 
T) whose rank is the sum of the ranks of the original ones. 

In this section we will define a similar product operation for alternat­
ing tensors. One way to define it would be to mimic what we did in the 
symmetric case and define the product of alternating tensors wand TJ to 
be Alt(w (>9 TJ). However, we will use a different definition that looks more 
complicated at first but turns out to be much better suited to computation. 

If w E Ak(V) and TJ E Al(V), we define the wedge product or exterior 
product of wand TJ to be the alternating (k + l)-tensor 

(k + l)! 
w /\ TJ = k!l! Alt(w (>9 TJ)· (12.3) 

The mysterious coefficient is motivated by the simplicity of the statement 
of the following lemma. 

Lemma 12.7. Let (fl, ... ,fn) be a basis for V*. For any multi-indices 
I=(il, ... ,ik) andJ=(jl, ... ,jz), 

(12.4) 

where I J is the multi-index (iI, ... , ik, jl, ... , jz) obtained by concatenating 
I and J. 

Proof. By multilinearity, it suffices to show that 

fl /\ fJ (Ep1 , ... , Epk+J = fl J (Ep" ... , Epk+l) (12.5) 

for any sequence (Ep1 , ... , Epk+l) of basis vectors. We consider several 
cases. 

CASE I: P = (PI, ... , PHd has a repeated index. In this case, both sides 
of (12.5) are zero by Exercise 12.1(c). 

CASE II: P contains an index that does not appear in either I or J. In 
this case, the right-hand side is zero by Lemma 12.4(c). Similarly, each term 
in the expansion of the left-hand side involves either fl or fJ evaluated on 
a sequence of basis vectors that is not a permutation of lor J, respectively, 
so the left-hand side is also zero. 

CASE III: P = I J and P has no repeated indices. In this case, the right­
hand side of (12.5) is equal to 1 by Lemma 12.4(c), so we need to show 
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that the left-hand side is also equal to 1. By definition, 

E1 1\ EJ (Ep1 , ... , Epk+l) 

(k+l)! (I J)( ) = k!l! Alt E Q9 E E p" ... , Epk+l 

= k~l! L (sgn 0" )EI (EpO"(l)' ... , EpO"(kJ EJ (EpO"(k+l)' ... , EpO"(k+I») . 
O"ESk+1 

By Lemma 12.4 again, the only terms in the sum above that give nonzero 
values are those in which 0" permutes the first k indices and the last l 
indices of P separately. In other words, 0" must be of the form 0" = TTJ, 
where T E Sk acts by permuting {l, ... , k} and TJ E Sl acts by permuting 
{k + 1, ... , k + l}. Since sgn(TTJ) = (sgn T)(sgn TJ), we have 

E1 1\ EJ (EPI , ... , EPk+l) 

= k~l! L (sgn T) (sgn TJ )E1 (EpT(l) , ... , EpT(k») EJ (Ep'1(k+l) , ... , Ep'1(k+l») 
TESk 
TlESI 

= (~! L (SgnT)E1(EpT(l), ... ,EpT(k»)) 
TESk 

x (~ L (sgn TJ)E J (Ep'1(k+ 1) , ••• , Ep'1(k+I») ) 
TlESI 

= (AltE1) (Ep" ... ,Epk ) (AltEJ) (EPk+l, ... ,Epk+l) 

= E1 (Ep1 , ... , Epk ) EJ (Epk+l' ... ' Epk+l) 
=1. 

CASE IV: P is a permutation of I J and P has no repeated indices. In 
this case, applying a permutation to P brings us back to case III. Since the 
effect of the permutation is to multiply both sides of (12.5) by the same 
sign, the result holds in this case as well. D 

Proposition 12.8 (Properties of the Wedge Product). 

(a) BILINEARITY: 

(aw + a'w') 1\ TJ = a(w 1\ TJ) + a'(w' 1\ TJ), 

TJ 1\ (aw + a'w') = a(TJ 1\ w) + a'(TJ 1\ w'). 

(b) ASSOCIATIVITY: 

wl\(TJI\~) = (wI\TJ)I\~· 

(c) ANTICOMMUTATIVITY: For wE Ak(V) and TJ E Al(V), 

W 1\ TJ = (-1 )klTJ 1\ w. (12.6) 
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(d) If(el, ... ,en ) isanybasisforV* andI=(il, ... ,ik) is any multi­
index, then 

(12.7) 

(e) For any covectors w l , ... , wk and vectors Xl' ... ' X k, 

(12.8) 

Proof. Bilinearity follows immediately from the definition, because the ten­
sor product is bilinear and Alt is linear. To prove associativity, note that 
Lemma 12.7 gives 

(101 1\ eJ ) 1\ 10K = e1J 1\ 10 K = eIJK = 101 1\ e JK = 101 1\ (e J 1\ 10K ) . 

The general case follows from bilinearity. Similarly, using Lemma 12.7 
again, we get 

101 l\eJ = e1J = (sgnr)eJI = (sgnr)e J 1\101, 

where r is the permutation that sends I J to J I. It is easy to check that 
sgn r = (-1 )kl, because r can be decomposed as a composition of kl trans­
positions (each index of I must be moved past each of the indices of J). 
Anticommutativity then follows from bilinearity. 

Part (d) is an immediate consequence of Lemma 12.7 and induction. 
To prove part (e), we note that the special case in which each wi is one 
of the basis covectors eij reduces to (12.7). Since both sides of (12.8) are 
multilinear in (w l , ... , wk ), this suffices. D 

Because of part (d) of this lemma, we will generally use the notations 101 

and eil 1\ ... 1\ eik interchangeably. 
The definition and computational properties of the wedge product can 

seem daunting at first sight. However, the only properties that you need to 
remember for most practical purposes are that it is bilinear, associative, and 
anticommutative, and satisfies (12.8). In fact, these properties determine 
the wedge product uniquely, as the following exercise shows. 

<> Exercise 12.3. Show that the wedge product is the unique associative, 
bilinear, and anticommutative map Ak(V) x AI(V) -+ Ak+I(V) satisfying 
(12.8). 

For any n-dimensional vector space V, define a vector space A * (V) by 

n 

A*(V) = E9Ak V. 
k=O 

It follows from Proposition 12.5 that dimA*(V) = 2n. Proposition 12.8 
shows that the wedge product turns A * (V) into an associative algebra, 
called the exterior algebra of V. This algebra is not commutative, but it has 
a closely related property. An algebra A is said to be graded if it has a direct 
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sum decomposition A = EBk Ak such that the product satisfies (Ak)(AI) C 
Ak+l. A graded algebra is anticommutative if the product satisfies ab = 
( -1 )kl ba for a E A k, b E AI. Proposition 12.8( c) shows that A * (V) is an 
anticommutative graded algebra. 

As we observed at the beginning of this section, one could also define the 
wedge product without the unwieldy coefficient of (12.3). Many authors 
choose this alternative definition of the wedge product, which we denote 
by /\: 

w /\ TJ = Alt(w 0 TJ). (12.9) 

With this definition, (12.4) is replaced by 

1- J k!l! IJ 
C /\c = (k+l)!c , 

and (12.8) is replaced by 

wl /\ ... /\ Wk(X l , ... ,Xk) = ~! det (wi(Xj )) (12.10) 

whenever wl , ... , wk are covectors, as you can check. 
Because of (12.8), we will call the wedge product defined by (12.3) the 

determinant convention for the wedge product, and the wedge product 
defined by (12.9) the Alt convention. Although the definition of the Alt 
convention is perhaps a bit more natural, the computational advantages of 
the determinant convention make it preferable for most applications, and 
we will use it exclusively in this book. (But see Problem 12-8 for another 
perspective. ) 

Differential Forms on Manifolds 

Now we turn our attention to an n-dimensional smooth manifold M. The 
subset of Tk M consisting of alternating tensors is denoted by A k M: 

AkM = II Ak(TpM). 
pEM 

<> Exercise 12.4. Show that Ak M is a smooth subbundle of Tk M, and 
therefore is a smooth vector bundle of rank G) over M. 

A section of Ak M is called a differential k-form, or just a k-form; this is 
just a (continuous) tensor field whose value at each point is an alternating 
tensor. The integer k is sometimes called the degree of the form. We denote 
the vector space of smooth sections of A k M by A k (M). (We ordinarily 
denote the space of smooth sections of a vector bundle by the uppercase 
script letter corresponding to the name of the bundle; in this case, we use 
A because of the typographical similarity between A and A, and because 
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A suggests "alternating." Other notations in common use for the space of 
smooth k-forms are c.k(M) and nk(M).) 

In any smooth chart, a k-form w can be written locally as 

w = 2:' wldx i1 /\ ... /\ dX ik = 2:' wldxI , 

I I 

where the coefficients WI are continuous functions defined on the coordinate 
domain, and we use dx I as an abbreviation for dxh /\ ... /\ dX ik (not to 
be mistaken for the differential of a real-valued function xl). In terms of 
differential forms, the result of Lemma I2.4(c) translates to 

d il /\ /\ d ik ( a a ) _ s;l x ... x axil'···'axjk -UJ. 

Thus the component functions wI of w are determined by 

wI = W (aa , ... , aa ). 
X'l X'k 

Example 12.9. On]R.3, some examples of smooth 2-forms are given by 

w = (sinxy) dy /\ dz; 

'f} = dx /\ dy + dx /\ dz + dy /\ dz. 

Every n-form on ]R.n is a continuous real-valued function times dx 1 /\ .•• /\ 

dxn , because there is only one increasing multi-index of length n. 

A O-form is just a continuous real-valued function, and a I-form is a 
covector field. The wedge product of two differential forms is defined point­
wise: (w/\ry)p = wp/\ryp" Thus the wedge product of a k-form with an l-form 
is a (k + l)-form. If f is a O-form and 'f) is a k-form, we interpret the wedge 
product f /\ 'f} to mean the ordinary product fry. If we define 

n 

A*(M) = ffiAk(M), (12.11) 
k=O 

the wedge product turns A*(M) into an associative, anticommutative 
graded algebra. 

If F: M -+ N is a smooth map and w is a smooth differential form on 
N, the pullback F*w is a smooth differential form on M, defined as for any 
smooth tensor field: 

(F*W)p(Xl' ... ' X k) = WP(p) (F*X1 , •.• , F*Xk). 

In particular, if L: N yM is the inclusion map of an immersed 
submanifold, then we usually use the notation wiN for L*W. 

Lemma 12.10. Suppose F: M -+ N is smooth. 

(a) F*: Ak(N) -+ Ak(M) is linear. 
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(b) F*(w II 7)) = (F*w) II (F*7)). 

( c) In any smooth chart, 

F* (:L:' wIdyi 1 II··· II dyik ) 
I 

= :L:' (WI 0 F) d (yil 0 F) II· .. II d (yik 0 F) . 
I 

o Exercise 12.5. Prove this lemma. 

This lemma gives a computational rule for pullbacks of differential forms 
similar to the one we developed for arbitrary tensor fields in the preceding 
chapter. As before, it can also be used to compute the expression for a 
differential form in another smooth chart. 

Example 12.11. Let w be the 2-form dx II dy on ]R2. Thinking of the 
transformation to polar coordinates x = r cos 0, y = r sin 0 as an expression 
for the identity map with respect to different coordinates on the domain 
and range, we obtain 

w = dx II dy 

= d(r cos 0) II d(r sin 0) 

= (cosOdr - rsinOdO) II (sinOdr + r cos OdO) 

= r cos2 0 dr II dO - r sin2 0 dO II dr, 

where we have used the fact that drlldr = dOlldO = 0 by anticommutativity. 
Because dO II dr = -dr II dO, this simplifies to 

dx II dy = r dr II dO. 

The similarity between this formula and the formula for changing a dou­
ble integral from Cartesian to polar coordinates is striking. The following 
lemma generalizes this. 

Proposition 12.12. Let F: M -+ N be a smooth map between n­
manifolds. If (xi) and (yj) are smooth coordinates on open sets U c M 
and V c N, respectively, and u is a smooth real-valued function on V, then 
the following holds on Un F- 1 (V): 

F* (udyl II··· II dyn) = (u 0 F)(detDF)dxl II··· II dxn , (12.12) 

where DF represents the matrix of partial derivatives of F in coordinates. 

Proof. Because the fiber of An M is spanned by dx 1 II ... II dxn at each 
point, it suffices to show that both sides of (12.12) give the same result 
when evaluated on (ajax 1 , ... , ajaxn). From Lemma 12.10, 

F* (Udyl II··· II dyn) = (u 0 F)dFl II··· II dFn . 
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Proposition 12.8( e) shows that 

dF l II ... II dFn (0=1 ' ... , a=n) = det ( dFj (a~i ) ) = det ( ~~:) . 
Therefore, the left-hand side of (12.12) gives (u 0 F) det DF when applied 
to (a/ax!, ... , 0/ axn). On the other hand, the right-hand side gives the 
same thing, because dx1 II··· II dxn(a/ax!, ... , a/axn) = 1. D 

Corollary 12.13. If (U, (Xi)) and (fl, (xj)) are overlapping smooth 

coordinate charts on M, then the following identity holds on U n fl : 

-1 -n (axj) 1 n dx II··· II dx = det axi dx II··· II dx . (12.13) 

Proof. Just apply the previous proposition with G equal to the identity 
map of U n fl, but using coordinates (Xi) in the domain and (xj) in the 
range. D 

Exterior Derivatives 

In this section we define a natural differential operator on smooth forms, 
called the exterior derivative. It is a generalization of the differential of a 
function. 

To give some idea of where the motivation for the exterior derivative 
comes from, let us look back at a question we addressed in Chapter 6. 
Recall that not all I-forms are differentials of functions: Given a smooth 
I-form w, a necessary condition for the existence of a smooth function f 
such that w = df is that w be closed, which means that it satisfies 

(12.14) 

in every smooth coordinate system. Since this is a coordinate-independent 
property by Proposition 6.27, one might hope to find a more invariant way 
to express it. The key is that the expression in (12.14) is antisymmetric 
in the indices i and j, so it can be interpreted as the ij-component of an 
alternating tensor field, i.e., a 2-form. We will define a 2-form dw by 

,,(aWj aWi) i . 
dw = ~<. axi - axj dx II dxJ , 

t J 

so it follows that W is closed if and only if dw = O. 
This formula has a significant generalization to differential forms of all 

degrees. For any manifold, we will show that there is a differential operator 
d: Ak(M) -+ Ak+1(M) satisfying d(dw) = 0 for all w. Thus it will follow 
that a necessary condition for a smooth k-form w to be equal to dTJ for 
some (k - I)-form TJ is that dw= O. 
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The definition of d in coordinates is straightforward: 

d(2:'WJdx J ) = 2:'dwJ 1\ dx J , 
J J 

(12.15) 

where dwJ is just the differential of the function WJ. In somewhat more 
detail, this is 

d (2:' W Jdx1I 1\ ... 1\ dxjk ) = 2:' 2: ~:~ dxi 1\ dxj1 1\ ... 1\ dxjk . (12.16) 
J J i 

Observe that when W is a I-form, this becomes 

d(w· dx j ) = aWj dxi 1\ dxj 
J ax' 

= " aw~ dxi 1\ dxj + " aw~ dxi 1\ dxj 
L..t ax' L..t ax' i<j i>j 

= 2: (aWj _ aWi) did j 
£:'l' £:'l' x 1\ x 
uX' uxJ 

i<j 

after we interchange i and j in the second sum and use the fact that dx j 1\ 

dxi = -dxi 1\ dxj , so this is consistent with our earlier definition. For a 
smooth O-form f (a real-valued function), (12.16) reduces to 

of i 
df = -;:;-: dx , 

uX' 

which is just the differential of f. 
Proving that this definition is independent of the choice of coordinates 

and thus can be extended to smooth manifolds takes a little work. This is 
the content of the next theorem. 

Theorem 12.14 (The Exterior Derivative). For every smooth man­
ifold M, there are unique linear maps d: Ak(M) -+ A k+1(M) defined for 
each integer k :::: 0 and satisfying the following three conditions: 

(i) If f is a smooth real-valued function (a O-form) , then df is the 
differential of f, defined as usual by 

df(X) = Xf. 

(ii) Ifw E Ak(M) and TJ E Al(M), then 

d(w 1\ TJ) = dw 1\ TJ + (-I)kw 1\ dTJ. 

(iii) dod = O. 

This operator also satisfies the following properties: 

(a) In every smooth coordinate chart, d is given by (12.15). 

( b) d is local: If W = w' on an open set U eM, then dw = dw' on U. 
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(c) d commutes with restriction: If U c M is any open set, then 

d(wlu) = (dw)lu. (12.17) 

Proof. We begin with a special case: Suppose M can be covered by a single 
smooth chart. Let (xl, ... ,xn) be global smooth coordinates on M, and 
define d: Ak(M) -t Ak+1(M) by (12.15). The map d thus defined is clearly 
linear and satisfies (i). We need to check that it satisfies (ii) and (iii). Before 
doing so, we need to know that d satisfies d(f dxI ) = df t\dxI for any multi­
index I, not just increasing ones. If I has repeated indices, then clearly 
d(J dxI ) = df t\ dxI = O. If not, let a be the permutation sending I to an 
increasing multi-index J. Then 

d (J dxI ) = (sgna)d (J dxJ) = (sgna)df t\ dx J = df t\ dxI . 

To prove (ii), by linearity it suffices to consider terms of the form w = 
f dxI and ry = 9 dx J . We compute 

d(w t\ ry) = d ((J dxI ) t\ (g dxJ)) 

= d (Jg dx I t\ dxJ) 

= (g df + f dg) t\ dxI t\ dx J 

= (df t\ dxI ) t\ (g dxJ) + (_l)k (J dx I ) t\ (dg t\ dxJ) 

= dw t\ ry + (-l)kw t\ dry, 

where the (-l)k comes from the fact that dgt\dxI = (_l)kdxI t\dg because 
dg is a l: .. form and dxI is a k-form. 

We will prove (iii) first for the special case of a O-form, i.e., a real-valued 
function. In this case, 

( af ') a2f ' , d( df) = d -a ,dxJ = a '8 ,dx' t\ dxJ 
x J x' xJ 

( a2f a2f) i ' = ~ -a 'a ,--a 'a' dx t\ dxJ = O. ~ x' x J x J x' i<j . 

For the general case, we use the k = 0 case together with (ii) to compute 

d(dw) = d( L' dWJ t\ dxj1 t\ ... t\ dxjk ) 

J 

= L' d(dwJ) t\ dxll t\ ... t\ dxjk 

J 

k 

+ L' L( -l)idwJ t\ dxj1 t\ ... t\ d (dxj ;) t\ ... t\ dxjk 

J i=l 

=0. 

This proves that there exists an operator d satisfying (i)-(iii) in this special 
case. Properties (a)-(c) are immediate consequences of the definition, once 



308 12. Differential Forms 

we note that if M is covered by a single smooth chart, then any open subset 
of M has the same property. 

To show that d is unique, suppose d: Ak(M) ---7 Ak+1(M) is another 
linear operator defined for each k ~ 0 and satisfying (i), (ii), and (iii). Let 
W = L~ W J dxJ E A k (M) be arbitrary. Using linearity of d together with 
(ii), we compute 

dw = d( L' wJdx j1 1\ .. . 1\ dx jk ) 

J 

= L'dwJ 1\ dx j1 1\ ... 1\ dx jk + (-I)OL' wJd (dx j1 1\ ... 1\ dx jk ) . 

J J 

Using (ii) again, the last term expands into a sum of terms, each of which 
contains a factor of the form d(dx ji ) , which is equal to d(dx ji ) by (i) and 
hence is zero by (iii). On the other hand, since each component function 
WJ is a smooth function, (i) implies that dWJ = dWJ, and thus dW is equal 
to dw defined by (12.15). This implies, in particular, that we get the same 
operator no matter which (global) smooth coordinates we use to define it. 
This completes the proof of the existence and uniqueness of d in this special 
case. 

Next, let M be an arbitrary smooth manifold. On any smooth coordinate 
domain U c M, the argument above yields a unique linear operator from 
smooth k-forms to smooth (k+ I)-forms, which we denote by du, satisfying 
(i)-(iii). On any set UnU' where two smooth charts overlap, the restrictions 
of duw and dUfW to U n U' satisfy 

(duw)lunuf = dunU'w = (dufW)lunuf 

by (12.17). Therefore, we can unambiguously define d: Ak(M) ---7 Ak+l(M) 
by defining the value of dw at p E M to be (dw)p = du(wlu )p, where U 
is any smooth coordinate domain containing p. This operator satisfies (i), 
(ii), and (iii) because each du does. It also satisfies (a), (b), and (c) by 
definition. 

Finally, we need to prove uniqueness in the general case. Suppose we 
have some other operator d: Ak(M) ---7 Ak+l(M) defined for each k and 
satisfying (i)-(iii). We begin by showing that d satisfies the locality property 
(b). Writing TJ = w - w', it clearly suffices to show that dTJ = 0 on U if TJ 
vanishes on U. Let p E U be arbitrary, and let rp E COO(M) be a smooth 
bump function that is equal to 1 in a neighborhood of p and supported in 
U. Then rpTJ is identically zero on M, so 

0= d(rpTJ)p = drpp 1\ TJp + rp(p)dTJp = dTJp, 

because rp == 1 in a neighborhood of p. Since p was an arbitrary point of U, 
this shows that dTJ = 0 on U. 

Let U c M be an arbitrary smooth coordinate domain. For each k, define 
an operator dv : Ak(U) ---7 Ak+l(U) as follows. For each p E U, choose an 
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extension of w to a smooth global k-form w E A k (M) that agrees with w on 
a neighborhood of p (such an extension exists by the extension lemma for 
vector bundles, Lemma 5.6), and set (duw)p = (dtJ)p- Because dis local..:.. 
this definition is independent of the extension w chosen. The fact that d 
satisfies (i)-(iii) implies immediately that du satisfies the same properties. 
But by the uniqueness pro:e.erty we already proved for smooth coordinate 
domains, this implies that du = duo In particular, if w is the restriction to 
U of a smooth global form w on M, then we can use the same extension 
w near each point, so du(wlu) = du(wlu) = (dtJ)lu. This shows that dis 
equal to the operator d we defined above, thus proving uniqueness. 0 

The operator d whose existence and uniqueness are asserted in this theo­
rem is called exterior differentiation, and dw is called the exterior derivative 
of W. (Some authors use the term exterior differ'ential for the same opera­
tor.) The exterior derivative of a real-valued function f is, of course, just 
its differential df. 

If A = ffik Ak is a graded algebra, a linear map T: A ---t A is said to be 
of degree m if T(Ak) C Ak+m for each k. It is said to be an antiderivation 
if it satisfies T(xy) = (Tx)y + (-I)kx(Ty) whenever x E Ak and y E AI. 
The preceding theorem can be summarized by saying that the differential 
extends to a unique antiderivation of A * (M) of degree 1 whose square is 
zero. 

Example 12.15. Let us work out the exterior derivatives of arbitrary 
I-forms and 2-forms on JR3. Any smooth I-form can be written 

w = P dx + Q dy + R dz 

for some smooth functions P, Q, R. Using (12.15) and the fact that the 
wedge product of any I-form with itself is zero, we compute 

dw = dP 1\ dx + dQ 1\ dy + dR 1\ dz 

( ap ap ap) (aQ aQ aQ ) = ax dx + ay dy + az dz 1\ dx + ax dx + ay dy + az dz 1\ dy 

( aR aR aR) + ax dx + ay dy + a z dz 1\ dz 

= (aQ _ ap) dx 1\ dy + (aR _ ap) dx 1\ dz 
ax ay ax az 

+ (aR _ aQ ) dy 1\ dz. 
ay az 

It is interesting to note that the components of this 2-form are exactly the 
components of the curl ofthe vector field with components (P, Q, R) (except 
perhaps in a different order and with different signs). We will explore this 
connection in more depth in Chapter 14. 
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An arbitrary 2-form on ]R3 can be written 

w = O! dx /\ dy + (3 dx /\ dz + 'Y dy /\ dz. 

A similar computation shows that 

dw = (80! _ 8(3 + 8'Y) dx /\ dy /\ dz. 
8z 8y 8x 

One important feature of the exterior derivative is that it behaves well 
with respect to pullbacks, as the next lemma shows. 

Lemma 12.16 (Naturality of the Exterior Derivative). IfG: M-+ 
N is a smooth map, then the pullback map G* : A k (N) -+ A k (M) commutes 
with d: For all wE Ak(N), 

G*(dw) = d(G*w). (12.18) 

Proof. Let w E Ak(N) be arbitrary. Because d is local, if (12.18) holds 
in a neighborhood of each point, then it holds on all of M. In a smooth 
coordinate neighborhood, w can be written as a sum of terms like f dXil /\ 
... /\ dxik, so by linearity it suffices to check (12.18) for a form of this type. 

For such a form, the left-hand side of (12.18) is 

G* d (J dxit /\ ... /\ dXik ) = G* (df /\ dXil /\ ... /\ dXik ) 

= d(f 0 G) /\ d (Xii 0 G) /\ ... /\ d (Xik 0 G) , 

while the right-hand side is 

dG* (J dXil /\ ... /\ dXik ) = d ((f 0 G) d (Xii 0 G) /\ ... /\ d (Xik 0 G) ) 

= d(f 0 G) /\ d (Xii 0 G) /\ ... /\ d (Xik 0 G) , 

which was to be proved. D 

Extending the terminology that we introduced for covector fields in 
Chapter 6, we say that a smooth differential form w E Ak(M) is closed 
if dw = 0, and exact if there exists a smooth (k -I)-form ry on M such that 
w = dry. The fact that dod = 0 implies that every exact form is closed. 
The converse may not be true, as we saw already in Chapter 6 for the case 
of I-forms. We will return to these ideas in Chapter 15. 

In addition to the coordinate formula (12.15) that we used in the def­
inition of d, there is another formula for d that is often useful, not least 
because it is manifestly coordinate-independent. The formula for I-forms 
is by far the most important, and is the easiest to state and prove. 

Proposition 12.17 (Exterior Derivative of a I-Form). For any 
smooth I-form wand smooth vector fields X and Y, 

dw(X, Y) = X(w(Y» - Y(w(X» - w([X,Y]). (12.19) 

Proof. Since any smooth I-form can be expressed locally as a sum of terms 
of the form u dv for smooth functions u and v, it suffices to consider that 
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case. Suppose w = u dv, and X, Yare smooth vector fields. Then the left­
hand side of (12.19) is 

d(udv)(X, Y) = du A dv(X, Y) = du(X)dv(Y) - dv(X)du(Y) 

= XuYv -XvYu. 

The right-hand side is 

X(udv(Y)) - Y(udv(X)) - udv([X, Y]) 
= X(u Yv) - Y(uXv) - u [X, YJv 

= (XuYv +uXYv) - (YuXv +uYXv) - u(XYv - YXv). 

After the u XY v and u Y X v terms are canceled, this is equal to the left­
hand side. 0 

We will see some applications of (12.19) in later chapters. Here is our 
first one. It shows that the exterior derivative is in a certain sense dual to 
the Lie bracket. In particular, it shows that if we know all the Lie brackets 
of basis vector fields in a smooth local frame, we can compute the exterior 
derivatives of the dual covector fields, and vice versa. 

Proposition 12.18. Let M be a smooth n-manifold, let (Ei) be a smooth 
local frame for M, and let (ei ) be the dual coframe. Let C;k' i = 1, ... , n, 
be the component functions of the Lie bracket [Ej , EkJ in this frame: 

[Ej , EkJ = C;kEi. 

Then the exterior derivative of each I-form ei is given by 

dei = -C;k ej A ek . 

<> Exercise 12.6, Use (12.19) to prove the preceding proposition. 

The generalization of (12.19) to higher-degree forms is more complicated. 

Proposition 12.19 (Invariant Formula for Exterior Derivatives). 
Let M be a smooth manifold and wE Ak(M). For any smooth vector fields 
XI, ... ,Xk+l on M, 

dW(XI, ... ,Xk+1) = L (-I)i-1X i (w(X1, ... ,Xi, ... ,Xk+d) 
l::;i::;k+1 

+ L (-I)i+jW([Xi,Xj],Xl, ... ,Xi, ... ,Xj, ... ,Xk+l), (12.20) 
l::;i<j::;k+1 

where the hats indicate omitted arguments. 

Proof. Fbr this proof let us denote the two sums on the right-hand side 
of (12.20) by I(Xl' ... ' Xk+d and II(Xl' ... ' X k+1), and the entire right­
hand side by DW(Xl' ... ' Xk+d. Note that Dw is obviously multilinear 
over lR.. We will begin by showing that, like dw, it is actually multilinear 
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over COO(M) (see Problem 11-7), which is to say that for 1 S p S k + 1 
and f E COO(M), 

Dw(X1 , ... ,fXp, ... ,Xk+d = fDw(X1 , ... ,Xp, ... ,Xk+d· 

In the expansion of I(X1 , ... , f Xp, . .. , Xk+d, f obviously factors out of 
the i = p term. The other terms expand as follows: 

Therefore, 

= 2)-1)i-l(fX i(W(Xl,""Xi""'Xk+1)) 

ii-p 

+ (Xd)W(Xl' ... ' Xi"'" Xk+l))' 

I(Xl"'" f Xp, ... , Xk+d = fl(X 1 , ... , Xp, ... , Xk+d 

+ 2) _l)i-l(Xd)w(Xl"'" Xi,"" Xk+l)' (12.21) 
if-p 

Consider next the expankion of II. Again, f factors out of all the terms 
in which i i= p and j i= p. To expand the other terms, we use (4.7), which 
implies 

[jXp,Xj] = j[Xp,Xj]- (Xjf)Xp, 

[Xi, f Xp] = j[Xi , Xp] + (Xd)Xp. 

Inserting these formulas into the i = p and j = p terms, we obtain 

II(X1 , ... ,j Xp, ... , Xk+d 

= f II(Xl"'" Xp, ... , Xk+d 
""' + +1 ~ ~ + L)-l)P J (Xjf)W(Xp,Xl, ... ,Xp, ... ,Xj"",Xk+l) 
p<j 

Rearranging the arguments in these two kums so as to put Xp into its 
original position, we see that they exactly cancel the sum in (12.21). This 
completes the proof that Dw is multilinear over COO(M). 

By multi linearity, to verify that Dw = dw, it suffices to show that both 
sides give the same result when applied to any sequence of basis vectors 
in an arbitrary local frame. The computations are greatly simplified by 
working in a coordinate frame, for which all the Lie brackets vanish. Thus 
let (U, (Xi)) be an arbitrary smooth chart on M. Because both dw and 
Dw depend linearly on w, we may assume that w = f dx I for some smooth 
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function f and some increasing multi-index 1= (il, ... , ik), so 

dw = df A dx I = L :~dxl A dx I . 
I X 

If J = (jl, ... ,jk+l) is any multi-index of length k + 1, it follows that 

dw (88. , ... , -8 8 ) = '""' 88fI8!]. 
XJi xJk+1 ~ X 

I 

The only terms in this sum that can possibly be nonzero are those for which 
l is equal to one of the indices in J, say l = jp. In this case, it is easy to 
check that 8!] = (-1 )P-18j , where 1v = (jl, ... ,;;" ... ,jk+l), so 

p 

(12.22) 

On the other hand, because all the Lie brackets are zero, we have 

which agrees with (12.22). o 

It is worth remarking that formula (12.20) can be used to give an in­
variant definition of d, as well as an alternative proof of Theorem 12.14 on 
the existence, uniqueness, and properties of d. As the proof of Proposition 
12.19 showed, the right-hand side of (12.20) is multilinear over COO(M) as 
a function of (Xl, ... ,Xk+1). By the result of Problem 11-7, therefore, it 
defines a smooth covariant (k + I)-tensor field, which we could have used 
as a definition of dw. The rest of the proof of Proposition 12.19 then shows 
that dw is actually given locally by the coordinate formula (12.15), and so 
the properties asserted in Theorem 12.14 follow just as before. We have 
chosen to define d by means of its coordinate formula because that formula 
is generally much easier to remember and to work with. Except in the k = 1 
case, the invariant formula (12.20) is too complicated to be of much use for 
computation; in addition, it has the serious flaw that in order to compute 
the action of dw on vectors (Xl, ... , Xk) at a point p EM, one must first 
extend them to vector fields in a neighborhood of p. Nonetheless, it does 
have some important theoretical consequences, so it is useful to know that 
it exists. 
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Symplectic Forms 

In this section we introduce symplectic forms. These are special 2-forms 
that playa leading role in many applications of smooth manifold theory to 
analysis and physics. 

We begin with some linear algebra. A 2-tensor won a finite-dimensional 
real vector space V is said to be nondegenerate if w(X, Y) = 0 for all Y E V 
implies X = O. 

<> Exercise 12.7. Show that the following are equivalent for a 2-tensor w 
on a finite-dimensional vector space V: 

(a) w is nondegenerate. 
(b) The matrix (Wij) representing W in terms of any basis is nonsingular. 
(c) The linear map w: V --+ V* defined by W(X)(Y) = w(X, Y) is 

invertible. 

A nondegenerate alternating 2-tensor is called a symplectic tensor. A vec­
tor space V endowed with a specific symplectic tensor is called a symplectic 
vector space. (A symplectic tensor is also often called a "symplectic form," 
because it is in particular a bilinear form. But to avoid confusion, we will 
reserve the name "symplectic form" for something slightly different, to be 
defined below.) 

Example 12.20. Let V be a vector space of dimension 2n. Choose any 
basis for V, and denote the basis by (A 1 ,B1 , ... ,An ,Bn ) and the corre­
sponding dual basis for V* by (ai, (31, ... , an, (3n). Let w E A 2 (V) be the 
2-covector defined by 

n 

W = L a i 1\ (3i. 
i=l 

Note that the action of w on basis vectors is given by 

w(Ai, B j ) = -w(Bj, Ai) = Oij, 

w(Ai, Aj) = W(Bi' B j ) = O. 

(12.23) 

(12.24) 

Suppose X = ai Ai + bi Bi E V satisfies w(X, Y) = 0 for all Y E V. Then 
o = w(X, B i ) = ai and 0 = w(X, Ai) = -bi , which implies that X = O. 
Thus w is nondegenerate, and so is a symplectic tensor. 

It is interesting to consider the special case in which dim V = 2. In this 
case, every 2-covector is a multiple of a 11\(31, which is nondegenerate by the 
argument above. Thus every nonzero 2-covector on a 2-dimensional vector 
space is symplectic. 

If (V, w) is a symplectic vector space and S c V is any subspace, we 
define the symplectic complement of S, denoted by S.l, to be the subspace 

S.l = {X E V : w(X, Y) = 0 for all YES}. 
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As the notation suggests, the symplectic complement is analogous to the 
orthogonal complement in an inner product space. For example, just as in 
the inner product case, the dimension of S.L is the co dimension of S, as 
the next lemma shows. 

Lemma 12.21. Let (V, w) be a symplectic vector space. For any subspace 
S c V, dimS + dimS.L = dim V. 

Proof. Define a linear map <1>: V -+ S* by <1>(X) = w(X)ls, or equivalently 

<1>(X)(Y) = w(X, Y) for X E V, YES. 

If cp E S* is arbitrary, let 'P E V* be any extension of cp to a linear functional 
on all of V. Since w: V -+ V* is an isomorphism, there exists X E V such 
that W(X) = 'P. It follows that <1>(X) = cp, and therefore <1> is surjective. By 
the rank-nullity law, S.L = Ker <1> has dimension equal to dim V - dim S* = 
dim V - dimS. 0 

Symplectic complements differ from orthogonal complements in one im­
portant respect: Although it is always true that S n S.L = {O} in an inner 
product space, this need not be true in a symplectic vector space. Indeed, 
if S is I-dimensional, the fact that w is alternating forces w(X, X) = 0 for 
every XES, so S C S.L. Carrying this idea a little further, subspaces of 
V can be classified in the following way. A subspace S c V is said to be 

• symplectic if S n S.L = {O}; 

• isotropic if S c S.L; 

• coisotropic if S :::> S.L; 

• Lagrangian if S = S.L. 

<> Exercise 12.8. Let (V, w) be a symplectic vector space, and let S C V 
be a subspace. 

(a) Show that (S1-)1- = S. 
(b) Show that S is symplectic if and only if wls is nondegenerate. 
(c) Show that S is isotropic if and only if wls = O. 
(d) Show that S is Lagrangian if and only if wls = 0 and dimS = n. 

The symplectic tensor w defined in Example 12.20 turns out to be the 
prototype of all symplectic tensors, as the next proposition shows. This can 
be viewed as a symplectic version of the Gram-Schmidt algorithm. 

Proposition 12.22 (Canonical Form for a Symplectic Tensor). Let 
w be a symplectic tensor on an m-dimensional vector space V. Then V has 
even dimension m = 2n, and there exists a basis for V in which w has the 
form (12.23). 

Proof. It is easy to check that w has the form (12.23) with respect to a basis 
(AI, BI , ... ,An' Bn) if and only if the action of w on basis vectors is given 
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by (12.24). Thus we will prove the theorem by induction on m = dim V, 
by showing that there exists a basis with this property. 

For m = 0 there is nothing to prove. Suppose (V, w) is a symplectic vector 
space of dimension m 2 1, and assume that the proposition is true for all 
symplectic vector spaces of dimension less than m. Let Al be any nonzero 
vector in V. Since w is nondegenerate, there exists BI E V such that 
W(AI, Bd i=- O. Multiplying BI by a constant if necessary, we may assume 
that W(AI, Bd = 1. Because w is alternating, BI cannot be a multiple of 
AI, so the set {AI, Bd is independent. 

Let 8 c V be the subspace spanned by {AI, Bd. Then dim 81- = m - 2 
by Lemma 12.21. Since wls is obviously nondegenerate, by Exercise 12.8 
it follows that 8 is symplectic. This means that 8 n 81- = {O}, so 81- is 
also symplectic. By induction, 81- is even~dimensional and there is a basis 
(A2, B 2, ... , An, Bn) for 81- such that (12.24) is satisfied for 2 ~ i, j ~ n. 
It follows easily that (AI,BI,A2,B2, ... ,An,Bn) is the required basis for 
V. D 

Because of this proposition, if (V, w) is a symplectic vector space, a basis 
(AI, B I , ... , An, Bn) for V is called a symplectic basis if (12.24) holds, which 
is equivalent to w being given by (12.23) in terms of the dual basis. The 
proposition then says that every symplectic vector space has a symplectic 
basis. 

Now let us turn to manifolds. A symplectic form on a smooth manifold 
M is a smooth, closed, nondegenerate 2-form. In other words, a smooth 2-
form w is symplectic if and only if it is closed and wp is a symplectic tensor 
for each p EM. A smooth manifold endowed with a specific choice of sym­
plectic form is called a symplectic manifold. A choice of symplectic form is 
also sometimes called a symplectic structure on M. Proposition 12.22 im­
plies that a symplectic manifold must be even-dimensional. If (M, w) and 
(M, w) are symplectic manifolds, a diffeomorphism F: M ~ M satisfying 
F*w = w is called a symplectomorphism. The study of properties of sym­
plectic manifolds that are invariant under symplectomorphisms is known 
as symplectic geometry. 

Example 12.23 (Symplectic Manifolds). 

(a) If we denote the standard coordinates on ]R2n by (Xl, yI, ... , xn, yn) , 
the 2-form 

n 

W = L dxi 1\ dyi 
i=l 

is symplectic: It is obviously closed, and it is nondegenerate because 
its value at each point is the standard symplectic tensor of Example 
12.20. This is called the standard symplectic form on ]R2n. (In working 
with the standard symplectic form, like the Euclidean inner product, 
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it is usually necessary to insert explicit summation signs, because the 
summation index i appears twice in the upper position.) 

(b) Suppose I: is any smooth 2-manifold and 0 is any nonvanishing 
smooth 2-form on I:. Then 0 is closed because dO is a 3-form, and 
every 3-form on a 2-manifold is zero. Moreover, as we observed above, 
every nonvanishing 2-form is nondegenerate, so (I:, 0) is a symplectic 
manifold. 

Suppose (M, w) is a symplectic manifold. An (immersed or embedded) 
submanifold N c M is said to be symplectic, isotropic, coisotropic, or 
Lagrangian if TpN (thought of as a subspace of TpM) has this property at 
each point pEN. More generally, an immersion (or embedding) F: N -t 
M is said to have one of these properties if the subspace F*(TpN) c TF(p)M 
has the corresponding property for every pEN. Thus a submanifold is 
symplectic (isotropic, etc.) if and only if its inclusion map has the same 
property. 

<> Exercise 12.9. Suppose (M,w) is a symplectic manifold, and F: N-+ 
M is an immersion. Show that F is isotropic if and only if F*w = 0, and F 
is symplectic if and only if F*w is a symplectic form. 

The Canonical Symplectic Form on the Cotangent Bundle 

The most important example of a symplectic manifold is the total space of 
the cotangent bundle of any smooth manifold Q, which carries a canonical 
symplectic structure that we now define. First, there is a natural I-form T 

on M = T*Q (the total space of the cotangent bundle), called the tauto­
logical I-form, defined as follows. A point in T*Q is a covector cp E T;Q 
for some q E Q; we will denote such a point by the notation (q, cp). The 
natural projection Jr: T*Q -t Q is then just Jr(q,cp) = q, and its pullback 
is a linear map Jr*: T;Q -t T(q,<p) (T*Q). We define T E Al(T*Q) by 

T(q,<p) = Jr*CP. 

(See Figure 12.4.) In other words, the value of T at (q, cp) E T*Q is the 
pullback with respect to Jr of the covector cp itself. If X is a tangent vector 
in T(q,<p) (T*Q), then 

T(q,<p)(X) = cp(Jr*X). 

Proposition 12.24. Let Q be a smooth manifold. The tautological I-form 
T is smooth, and w = -dT is a symplectic form on the total space of T* Q. 

Proof. Let (xi) be any smooth coordinates on Q, and let (xi, ~i) denote 
the corresponding standard coordinates on T*Q as defined on page 130. 
Recall that the coordinates of (q, cp) E T* Q are defined to be (xi, ~i) , 
where (Xi) is the coordinate representation of q, and ~i dxi is the coordinate 
representation of cpo In terms of these coordinates, the projection Jr: T*Q -t 
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Figure 12.4. The tautological I-form on T*Q. 

Q has the coordinate expression 7f(x,~) = x, and therefore the coordinate 
representation of T is 

T(x,e) = 7f* (~i dxi ) = ~i dxi. 

It follows immediately that T is smooth, because its component functions 
are linear. 

Clearly, w is closed, because it is exact. Moreover, 

w = -dT = L dxi /\ d~i· 

Under the identification of an open subset of T*Q with an open subset 
of ~2n by means of these coordinates, w corresponds to the standard 
symplectic form on ~2n (with ~i substituted for yi). It follows that w is 
symplectic. 0 

The symplectic form defined in this proposition is called the canonical 
symplectic form on T* Q. One of its many uses is in giving a somewhat more 
"geometric" interpretation of what it means for a I-form to be closed, as 
shown by the following proposition. 

Proposition 12.25. Let M be a smooth manifold, and let a be a smooth 
I-form on M. Thought of as a smooth map from M to T* M, a is a smooth 
embedding, and a is closed if and only if its image a(M) is a Lagrangian 
submanifold of T* M. 

Proof. Throughout this proof we need to remember that a is playing two 
roles: On the one hand, it is a I-form on M, and on the other hand, it is 
a smooth map between manifolds. Since they are literally the same map, 
we will not use different notations to distinguish between them; but you 
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should be careful to think about which role a is playing at each step of the 
argument. 

In terms of any smooth local coordinates (Xi) for M and the correspond­
ing standard coordinates (xi, ~i) for T* M, the map a: M --* T* M has the 
coordinate representation 

a(x\ ... ,xn ) = (x\ ... ,xn ,a1(x), ... ,an (x)), 

where ai dxi is the coordinate representation of a as a I-form. It follows 
immediately that a is an immersion, and the fact that it is injective follows 
from 7f 0 a = IdM . 

To show that it is an embedding, it suffices by Proposition 7.4 to show 
that it is a proper map. This in turn follows from the fact that 7f is a left 
inverse for a, by Lemma 2.16. 

Because a(M) is n-dimensional, it is Lagrangian if and only if it is 
isotropic, which is the case if and only if a*w = O. The pullback of the 
tautological form T under a is 

a*T = a* (~i dxi ) = ai dxi = a. 

This can also be seen somewhat more invariantly from the computation 

(a*T)p(X) = TO"(p) (a*X) = ap(7f*a*X) = ap(X), 

which follows from the definition of T and the fact that 7f 0 a IdM . 

Therefore, 

a*w = -a*dT = -d(a*T) = -da. 

It follows that a is a Lagrangian embedding if and only if da = o. 0 

Problems 

12-1. Let V1, ... , Vn be any n vectors in IRn, and let P be the n-dimensional 
parallelepiped spanned by them: 

P = {h V1 + ... + tn Vn : 0 S ti S I}. 

Show that Vol(P) = I det(v1, ... , vn)l· 

12-2. Let (e 1 , e2 , e3 ) be the standard dual basis for (1R3)*' Show that e1 Q9 
e2 Q9 e3 is not equal to a sum of an alternating tensor and a symmetric 
tensor. 

12-3. Show that eovectors w1 , ... , wk on a finite-dimensional vector space 
are linearly dependent if and only if w1 1\ ... 1\ wk = o. 

12-4. Show that two k-tuples {w1, ... , wk} and {TJ1, ..• , TJk } of independent 
covectors have the same span if and only if 

w1 1\ ... 1\ wk = C TJ1 1\ ... 1\ TJk 
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for some nonzero real number c. 

12-5. A k-covector T/ on a finite-dimensional vector space V is said to be 
decomposable if it can be written 

T/ = w l /\ ... /\w k , 

where WI, ... ,wk are covectors. For what values of n is it true that 
every 2-covector on jRn is decomposable? 

12-6. Define a 2-form n on jR3 by 

n = x dy /\ dz + y dz /\ dx + z dx /\ dy. 

(a) Compute n in spherical coordinates (p, cp, ()) defined by 
(x, y, z) = (p sin cp cos (), p sin cp sin (), p cos cp). 

(b) Compute dn in both Cartesian and spherical coordinates and 
verify that both expressions represent the same 3-form. 

(c) Compute the restriction nl§2 = L*n, using coordinates (cp, ()), on 
the open subset where these coordinates are defined. 

(d) Show that nl§2 is nowhere zero. 

12-7. In each of the following problems, g: M -+ N is a smooth map be­
tween manifolds M and N, and w is a smooth differential form on N. 
In each case, compute g*w and dw, and verify by direct computation 
that g*(dw) = d(g*w). 

(a) g: jR2 -+jR2 by 

(b) g: jR2 -+ jR3 by 

(x, y) = g(s, t) = (st, et ); 

w = xdy. 

(x, y, z) = 9 (e, cp) = ((cos cp + 2) cos e, (cos cp + 2) sin e, sin cp); 
w = ydz /\ dx. 

(c) g: {(u,v) E jR2 : u2 + v2 < I} -+ jR3" {O} by 

(x,y,z) =g(u,v) = (u,v,\h -u2 -v2 ); 

xdy /\ dz + ydz /\ dx + zdx /\ dy 
W= 

(x2 + y2 + Z2)3/2 

12-8. Let V be a finite-dimensional real vector space. We have two ways 
to think about the tensor space Tk (V): concretely, as the space 
of k-multilinear functionals on V; and abstractly, as the tensor 
product space V* ® ... ® V*. However, we have defined alternating 
and symmetric tensors only in terms of the concrete definition. 
This problem outlines an abstract approach to alternating tensors. 
(Symmetric tensors can be handled similarly.) 
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Let A denote the subspace of V* ® ... ® V* spanned by all elements 
of the form 0: ® 'P ® 'P ® {3 for a covector 'P and arbitrary tensors 0:, (3, 
and let Ak(V*) denote the quotient vector space (V* ® ... ® V*) IA. 
Show that there is a unique isomorphism F: A k (V*) --+ A k (V) such 
that the following diagram commutes: 

Define a wedge product on Ak(V*) by wA7] = 1[" (w®17) , where 1[": V*® 
... ® V* --+ Ak(V*) is the projection, and W, if are arbitrary tensors 
such that 1["(w) = w, 1["(17) = 7]. Show that this wedge product is well­
defined, and that F takes this wedge product to the Alt convention 
wedge product on Ak(V). [Remark: This is one reason why some 
authors consider the Alt convention for the wedge product to be more 
natural than the determinant convention. It also explains why some 
authors prefer the notation Ak(V*) instead of Ak(V) for the space of 
alternating covariant k-tensors, since it can be viewed as a quotient 
of the k-fold tensor product of V* with itself.] 

12-9. Let (V, w) be a symplectic vector space of dimension 2n. Show that for 
each symplectic, isotropic, coisotropic, or Lagrangian subspace S c 
V, there exists a symplectic basis (Ai, Bi) for V with the following 
property: 

(a) If s.. is symplectic, S = span(Al, B l , •.. , A k , Bk ) for some k. 
(b) If S is isotropic, S = span(Al , ... , A k ) for some k. 
(c) If Sis coisotropic, S = span(Al, ... ,An,Bl, ... ,Bk ) for some 

k. 
(d) If S is Lagrangian, S = span(Al , ... , An). 

12-10. Let (M, w) be a symplectic manifold, and suppose F: N --+ M is 
a smooth map such that F*w is symplectic. Show that F is an 
immersion. 

12-11. Let Q be a smooth manifold, and let S be an embedded submanifold 
of the total space of T* Q. Show that S is the image of a smooth closed 
I-form on Q if and only if S is Lagrangian, transverse to the fibers, 
and intersects each fiber in exactly one point. (Two submanifolds 
Nl , N2 of a smooth manifold M are said to be transverse if TpNl + 
TpN2 spans TpM at each point p E Nl n N2. See also Problem 8-17.) 
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12-12. Let M be a smooth manifold of dimension at least 1. Show that there 
is no I-form a on M such that the tautological form TEA l (T* M) is 
equal to the pullback 7f* a. 

12-13. Let (M,w) and (M,w) be symplectic manifolds. Define a 2-form 0 

on M x M by 

o = 7f*w -ir*w, 

where 7f: M x M ---+ M and ir: M x M ---+ M are the projections. 

(a) Show that 0 is symplectic. 
(b) Suppose F: M ---+ M is a diffeomorphism, and let r(F) c MxM 

be the graph of F: 

r(F) = {(x, y) EM x M : y = F(x)}. 

Show that F is a symplectomorphism if and only if r( F) is a 
Lagrangian submanifold of (M x M,O). 

12-14. The (real) symplectic group is the subgroup Sp(n,lR) c GL(2n,lR) 
consisting of 2n x 2n matrices leaving the standard symplectic form 
w = L~l dxi 1\ dyi invariant, that is, the set of invertible linear maps 
A: 1R2n ---+ 1R2n such that A*w = w. 

(a) Show that a matrix A is in Sp(n, IR) if and only if it takes the 
standard basis to a symplectic basis. 

(b) Show that A E Sp(n,lR) if and only if AT JA = J, where J is 
given in block form as 

J=(_~n 10)' 
(c) Show that Sp(n, IR) is an embedded Lie subgroup of GL(2n, IR), 

and determine its dimension. 
(d) Determine the Lie algebra of Sp(n,lR) as a subalgebra of 

g[(2n, IR). 
(e) Is Sp(n,lR) compact? 

12-15. Let An C Gn(1R2n) denote the set of Lagrangian subspaces oflR2n. 

(a) Show that Sp(n,lR) acts transitively on An. 
(b) Show that An has a unique smooth manifold structure such that 

the action of Sp(n, IR) is smooth, and determine its dimension. 
(c) Is An compact? 

12-16. Let Q be a smooth manifold and let SeQ be an embedded subman­
ifold. Define the conormal bundle of S to be the subset N* S c T*Q 
defined by 

N*S = {(q,1]) E T*Q: q E S, 1]iTq S == a}. 
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Show that N* S is an embedded Lagrangian submanifold ofT*Q (with 
respect to the canonical symplectic structure on T*Q). 

12-17. CARTAN'S LEMMA: Let M be a smooth n-manifold, and let WI, ... ,wk 

be independent smooth I-forms on an open subset U c M. If 
0:1 , ... ,o:k are I-forms on U such that 

k 

Lo:i 1\ wi = 0, 
i=1 

show that each o:i can be written as a linear combination of WI, ... ,wk 

with smooth coefficients. 



13 
Orientations 

When we introduced differential forms, we suggested that they should be 
objects that can be integrated over manifolds in an invariant way. Before 
we can pursue that, though, we need to address a serious issue that we have 
so far swept under the rug. This is the small matter of the positive and 
negative signs that arise when we try to interpret a k-covector as a machine 
for measuring k-dimensional volumes. In the previous chapter we brushed 
this aside by saying that the value of a k-covector applied to a k-tuple 
of vectors has to be interpreted as a "signed volume" of the parallelepiped 
spanned by the vectors. These signs will cause problems, however, when we 
try to integrate differential forms on manifolds, for the simple reason that 
the transformation law for an n-form under a change of coordinates involves 
the determinant of the Jacobian, while the change of variables formula for 
multiple integrals involves the absolute value of the determinant. 

In this chapter we develop the theory of orientations, which is a 
systematic way to restrict to coordinate transformations with positive de­
terminant, thus eliminating the sign problem. We begin with orientations 
of vector spaces, and then show how this theory can be carried over to 
manifolds. Along the way, we show that any nonorientable manifold has an 
orient able 2-sheeted covering space. Then we explore the ways in which ori­
entations can be induced on hypersurfaces and on boundaries of manifolds 
with boundary. 

In the last part of the chapter we treat the special case of orientations 
on Riemannian manifolds and Riemannian hypersurfaces. 
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Figure 13.1. Oriented bases for ]R 1, ]R2, and ]R3. 

Orientations of Vector Spaces 

The word "orientation" has some familiar meanings from our everyday ex­
perience, which can be interpreted as rules for singling out certain bases 
of]Rl, ]R2, and ]R3 (see Figure 13.1). For example, most people would un­
derstand an "orientation" of a line to mean a choice of preferred direction 
along the line, so we might declare an oriented basis for ]R 1 to be one that 
points to the right (i.e., in the positive direction). A natural family of pre­
ferred bases for ]R2 consists of those for which the rotation from the first 
vector to the second is in the counterclockwise direction. And every stu­
dent of vector calculus encounters "right-handed" bases in ]R3: These are 
the bases (Eb E 2 , E3 ) with the property that when the fingers of your right 
hand curl from El to E 2 , your thumb points in the direction of E 3 . 

Although "to the right," "counterclockwise," and "right-handed" are not 
mathematical terms, it is easy to translate the rules for selecting oriented 
bases of]Rl, ]R2, and ]R3 into rigorous mathematical language: You can check 
that in all three cases, the preferred bases are the ones whose transition 
matrix from the standard basis has positive determinant. 

In an abstract vector space for which there is no canonical basis, we no 
longer have any way to determine which bases are "correctly oriented." For 
example, if V is the space of polynomials in one real variable of degree at 
most 2, who is to say which of the ordered bases (1, x, x2 ) and (x2 , X, 1) is 
"right-handed"? All we can say in general is what it means for two bases 
to have the "same orientation." 

Thus we are led to introduce the following definition. Let V be a vector 
space of dimension n 2: 1. We say that two ordered bases (E l , ... , En) 
and (El , ... , En) are consistently oriented if the transition matrix (ED, 
defined by 

(13.1 ) 

has positive determinant. 
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o Exercise 13.1. Show that being consistently oriented is an equivalence 
relation on the set of all ordered bases for V, and show that there are exactly 
two equivalence classes. 

If dim V = n ~ 1, we define an orientation for V as an equivalence class 
of ordered bases. If (EI , ... , En) is any ordered basis for V, we denote the 
orientation that it determines by [E I , ... , En]. A vector space together with 
a choice of orientation is called an oriented vector space. If V is oriented, 
then any ordered basis (El' ... , En) that is in the given orientation is said 
to be oriented or positively oriented. Any basis that is not in the given 
orientation is said to be negatively oriented. 

For the special case of a zero-dimensional vector space V, we define an 
orientation of V to be simply a choice of one of the numbers ±1. 

Example 13.1. The orientation [el, ... , en] of IRn determined by the stan­
dard basis is called the standard orientation. You should convince yourself 
that, in our usual way of representing the axes graphically, an oriented ba­
sis for IR is one that points to the right; an oriented basis for IR2 is one for 
which the rotation from the first vector to the second is counterclockwise; 
and an oriented basis for IR3 is a right-handed one. (These can be taken 
as mathematical definitions for the words "right," "counterclockwise," and 
"right-handed.") The standard orientation for IRo is defined to be + 1. 

There is an important connection between orientations and alternating 
tensors, expressed in the following lemma. 

Lemma 13.2. Let V be a vector space of dimension n ~ 1, and suppose 0 
is a nonzero element of An(v). The set of ordered bases (E I , ... , En) such 
that O(EI , ... , En) > 0 is an orientation for v. 

Proof. Let (90 denote the set of ordered bases on which 0 gives positive 
values. We need to show that (90 is exactly one equivalence class. 

Suppose (Ei) and (Ej) are any two bases for V, and let B: V -+ V be 

the linear map sending E j to E j . This means that E j = BEj = BjEi' so 
B is the transition matrix between the two bases. By Lemma 12.6, 

It follows that (Ej) is consistently oriented with (Ei) if and only if 

O(EI , ... , En) and O(EI , ... , En) have the same sign, which is the same 
as saying that (90 is one equivalence class. D 

If V is an oriented vector space and 0 is an n-covector that determines 
the orientation of V as described in this lemma, we say that 0 is an oriented 
(or positively oriented) n-covector. For example, the n-covector e l /\ ... /\ en 
is positively oriented for the standard orientation on IRn. 
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Orientations of Manifolds 

Let M be a smooth manifold. We define a pointwise orientation on M to 
be a choice of orientation of each tangent space. By itself, this is not a very 
useful concept, because the orientations of nearby points may have no rela­
tion to each other. For example, a pointwise orientation on jRn might switch 
randomly from point to point between the standard orientation and its op­
posite. In order for orientations to have some relationship with the smooth 
structure, we need an extra condition to ensure that the orientations of 
nearby tangent spaces are consistent with each other. 

Suppose M is a smooth n-manifold with a given pointwise orienta­
tion. We say that a local frame (Ei) for M is (positively) oriented if 
(E1Ip , .•• ,Enlp) is a positively oriented basis for TpM at each point p E U. 
A negatively oriented frame is defined analogously. 

A pointwise orientation is said to be continuous if every point of M is in 
the domain of an oriented local frame. An orientation of M is a continuous 
pointwise orientation. An oriented manifold is a smooth manifold together 
with a choice of orientation. We say that M is orientable if there exists an 
orientation for it, and nonorientable if not. 

H M is zero-dimensional, this definition just means that an orientation of 
M is a choice of ±1 attached to each of its points. The continuity condition 
is vacuous in this case, and the notion of oriented frames is not useful. 
Clearly, every O-manifold is orient able. 

<> Exercise 13.2. If M is an oriented manifold of dimension n 2: 1, show 
that every local frame with connected domain is either positively oriented or 
negatively oriented. Show that the connectedness assumption is necessary. 

The next two propositions give ways of specifying orientations on mani­
folds that are somewhat more practical to use than the definition. A smooth 
coordinate chart on an oriented manifold is said to be (positively) oriented 
if the coordinate frame (0/ ox i ) is positively oriented, and negatively ori­
ented if the coordinate frame is negatively oriented. A collection of smooth 
charts {( U a, 'P oJ} is said to be consistently oriented if for each ex, j3, the 
transition map 'P{3 0 'P;;l has positive Jacobian determinant everywhere on 
'Pa(Ua n U(3). 

Proposition 13.3. Let M be a smooth positive-dimensional manifold. 
Given any open cover of M by consistently oriented smooth charts 
{(Ua, 'Pa)}, there is a unique orientation for M with the property that each 
chart 'Pa is oriented. Conversely, if M is oriented, then the collection of 
all oriented smooth charts is a consistently oriented cover of M. 

Proof. Suppose {(Ua, 'Pa)} is an open cover of M by consistently oriented 
smooth charts. For any p EM, the consistency condition means that the 
transition matrix between the coordinate bases. determined by any two of 
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the charts has positive determinant. Thus the coordinate bases for all of 
the given charts determine the same orientation on TpM. This defines a 
pointwise orientation on M. Each point of M is in the domain of at least 
one of the given charts, and the corresponding coordinate frame is oriented 
by definition, so this pointwise orientation is continuous. The converse is 
similar, and is left as an exercise. 0 

<> Exercise 13.3. Complete the proof of Proposition 13.3. 

Proposition 13.4. Let M be a smooth manifold of dimension n ~ l. 
Any nonvanishing n-form n on M determines a unique orientation of M 
for which n is positively oriented at each point. Conversely, if M is given 
an orientation, then there is a smooth nonvanishing n-form on M that is 
positively oriented at each point. 

Remark. Because of this proposition, any nonvanishing n-form on an n­
manifold is called an orientation form. If M is an oriented manifold and n 
is an orientation form determining the given orientation, we also say that n 
is (positively) oriented. It is easy to check that if nand n are two positively 
oriented smooth forms on the same oriented manifold M, then n = fn for 
some strictly positive smooth real-valued function f. 

If M is a O-manifold, the proposition remains true if we agree that a 
nonvanishing O-form (i.e., real-valued function) assigns the orientation +1 
to points where it is positive and -1 to points where it is negative. 

Proof. Let n be a nonvanishing n-form on M. Then n defines a pointwise 
orientation by Lemma 13.2, so all we need to check is that it is continuous. 
Let (xi) be any smooth local coordinates on a connected domain U c M. 
On U, n has the coordinate expression n = f dx l 1\ ... 1\ dxn for some 
continuous function f. The fact that n is nonvanishing means that f is 
nonvanishing, and therefore 

n (8~1 ' ... , 8~n ) = f i' 0 

at all points of U. Since U is connected, it follows that this expression is 
either always positive or always negative on U, and therefore the coordi­
nate chart is either positively oriented or negatively oriented. If negatively, 
we can replace Xl by _Xl to obtain a new coordinate chart for which 
the coordinate frame is positively oriented. Thus the pointwise orientation 
determined by n is continuous. 

Conversely, suppose M is oriented, and let N+.M c An M be the open 
subset consisting of positively oriented n-covectors at all points of M. At 
any point p E M, the intersection of A+M with the fiber An(TpM) is 
an open half-line, and therefore convex. By the result of Problem 11-22, 
therefore, there exists a smooth global section of A+M (i.e., a positively 
oriented smooth global n-form). 0 
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<> Exercise 13.4. Show that any open subset of an orientable manifold is 
orientable, and any product of orient able manifolds is orientable. 

Suppose M and N are oriented positive-dimensional manifolds, and 
F: M --+ N is a local diffeomorphism. We say that F is orientation­
preserving if for each p EM, F* takes oriented bases of TpM to oriented 
bases of Tp(p)N, and orientation-reversing if it takes oriented bases of TpM 
to negatively oriented bases of Tp(p)N. 

<> Exercise 13.5. Show that a smooth map F: M --+ N is orientation­
preserving if and only if its Jacobian matrix with respect to any 
oriented smooth charts for M and N has positive determinant, and 
orientation-reversing if and only if it has negative determinant. 

Recall that a smooth manifold is said to be parallelizable if it admits a 
smooth global frame. 

Proposition 13.5. Every parallelizable manifold is orientable. 

Proof. Suppose M is parallelizable, and let (El , ... , En) be a global smooth 
frame for M. Define a pointwise orientation by declaring (Elip," . ,En ip) 
to be positively oriented at each p E M. This pointwise orientation is 
continuous, because every point of M is in the domain of the (global) 
oriented frame (Ei). 0 

Example 13.6. The preceding proposition implies that Euclidean space 
IRn, the n-torus Tn, the spheres §l and §3, and products of them are all 
orient able, because they are all parallelizable. Therefore, any open subset 
of one of these manifolds is also orientable. Likewise, any Lie group is 
orient able because it is parallelizable. 

In the case of Lie groups, we can say more. If G is a Lie group, an 
orientation of G is said to be left-invariant if Lg is orientation-preserving 
for every g E G. 

Lemma 13.7. Every Lie group has precisely two left-invariant 
orientations, corresponding to the two orientations of its Lie algebra. 

<> Exercise 13.6. Prove the preceding lemma. 

The Orientation Covering 

There is a close relationship between orient ability and covering maps. In 
this section we show that every nonorientable smooth manifold has an ori­
entable two-sheeted covering manifold. The key idea is Lemma 13.2, which 
shows that each nonzero n-covector at a point p E M determines an orien­
tation of TpM, and two such n-covectors determine the same orientation 
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if and only if they differ by a positive multiple. Thus we will construct a 
two-sheeted covering space of M in which the two points in the fiber over 
p E M are the two orientations of TpM, considered as equivalence classes 
of nonzero n-covectors. 

Let M be a smooth n-manifold, and let A~ M denote the subset of An M 
consisting of nonzero n-covectors. Observe that the Lie group ~+ acts on 
A~ M by multiplication in each fiber. 

Lemma 13.8. Let M be a smooth n-manifold. The natural action of ~+ 
on A~ M is smooth, free, and proper. 

Proof. The ~+ action on A~ M is clearly free, because if C E ~+ and Op is 
a nonzero n-covector at a point p EM, then cOp = Op if and only if C = 1. 
To see that it is smooth, let (Xi) be smooth coordinates on an open set 
U eM. Because An M is a rank-l bundle, the nonvanishing smooth local 
section dx 1 1\ ... 1\ dxn forms a smooth local frame for An Mover U. By 
Corollary 5.12, the map 

is a smooth coordinate chart on Jr- 1 (U) (where Jr: An M ---f M denotes the 
usual projection). In terms of these coordinates, the ~+ action e: ~+ x 
A~ M ---f A~ M is given by 

which is clearly smooth. 
To see that the action is proper, we will use Proposition 9.13, which 

characterizes proper group actions in terms of convergent sequences. Sup­
pose {(Pj,Oj)} is a convergent sequence of points in A~M, and {Cj} is a 
sequence in ~+ such that {(Pj, CjOj)} also converges in A~ M. Then {Pj} 

converges to some point P EM. Choosing smooth coordinates (Xi) around 
p, we can write 

O· = U· dx 1 1\ . .. 1\ dxnl J J Pj' 

CjOj = CjUj dx 1 1\ ... 1\ dxnlpj' 

The hypothesis implies that Uj ---f U # 0 and CjUj ---f U' # 0, so Cj converges 
to u'/u. 0 

As a consequence of the preceding lemma, the quotient space M 
A~ M /~+ is a smooth manifold of dimension n (because the total space 

of A~ M has dimension n + 1). We call M the orientation covering of M. 
We will see below that it is a covering space of M when it is connected, 
which occurs precisely when M is not orientable. 

The projection map Jr: A~ M ---f M is constant on ~+ -orbits, and so by 
Proposition 7.18 it descends to a smooth surjective map 1?: M ---f M such 
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that the following diagram commutes: 

A~M 

ql~ 
M 'M, 

7f 

where q is the quotient map defining M. 
In order to handle the orient able and nonorientable cases in a uniform 

way, it is useful to expand our definition of covering maps slight!y. If M 
and M are smooth manifolds, let us say that a smooth map 1?: M -* M 
is a genemlized covering map if M is connected and every point of M 
has an evenly covered neighborhood U (in the sense that each component 
of IT-l(U) is mapped diffeomorphically by 1? onto U). In other words, IT 
satisfies all of the hypotheses of a smooth covering map except that M 
might not be connected. 

Theorem 13.9 (The Orientation Covering). Let M be a smooth 
connected manifold, and let IT: M -* M be its orientation covering. 

(a) 1? is a genemlized covering map. 

( b) M has a canonical orientation. 

(c) M is orientable if and only if there exists a global section of IT. 

(d) M is connected if and only if M is nonorientable, in which case IT is 
a smooth two-sheeted covering map. 

Proof. Because IT * 0 q* = 7f * is surjective at each point, it follows that 1? * is 
also surjective, and therefore 1? is a submersion. For dimensional reasons, 
therefore, it is a local diffeomorphism. 

To see that IT is a generalized covering map, let (U, (Xi)) be any con­
nected smooth coordinate chart on M, so that n = dx l 1\ ... 1\ dxn is a 
smooth local frame for An Mover U. Because of the correspondence be­
tween local frames and local trivializations (Proposition 5.10), it follows 
that 7f-l(U) is diffeomorphic to U x JR, and thus 7f-l(U) n A~M (the set 
of nonzero elements of 7f-l(U)) has exactly two components: 

U + = {wp : p E U, wp = cnp with c > O}, 
U _ = {wp : p E U, wp = cnp with c < O}. 

Let U± = q(U±) c M (Figure 13.2). Since the quotient map q: A~M -* 
M is an open map by Lemma 9.15, U+ and U_ are open in M. Because they 
are also connected (as continuous images of connected sets) and disjoint 
(as images of disjoint saturated sets), they are exactly the components of 
1?-1 (U). 
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Figure 13.2. An evenly covered neighborhood in M. 

We will show that U is evenly covered by showing that the restriction 
of 7? to either D + or D _ is a diffeomorphism onto U. We will do this by 
constructing local sections. First consider the maps 0" ± : U ---+ A~ M defined 
by O"± (p) = ±Dp = ±dx1 1\ ... 1\ dxnl p . These are both smooth sections of 

A~ M . Let (j ± = q 0 0" ± : U ---+ D ± . More explicitly, 

where the brackets represent equivalence classes under the jR+ action. The 
maps (j ± are smooth because they are compositions of smooth maps, and 
they are local sections of 7? because 7? 0 (j ± (p) = p. On the other hand, an 
arbitrary point in D+ is of the form [cDp] for some c > 0 and some p E U , 
and thus 

Because Dp is in the same orbit as cDp , this shows that (j+ o7? is the 
identity on D +. A similar argument shows that (j _ 0 7? is the identity on 
D _. Therefore , 7? is a diffeomorphism on each component of 7?-1 (U), which 
completes the proof that 7? is a generalized covering map. 

Next we will prove (b). Let q be a point in M, and let q = 7?(q) E M . 
Because q is by definition an equivalence class of n-covectors on TqM un­
der multiplication by positive reals, it determines a unique orientation 
of TqM . We give TqM the orientation such that 7?: TqM ---+ TqM is 
orientation-preserving. To show that this pointwise orientation is continu­
ous, let (U, (Xi)) be a smooth chart containing q, which we may assume 
without loss of generality determines the same orientation on TqM as q; 
and let (j + : U ---+ M be the local section determined by D = dx 1 1\ ... 1\ dxn 
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as in the preceding paragraph. By definition, for each p E U, &+(p) = [Op] 
is the orientation determined by Op, and thus the canonical orientation on 
Tc;+(p)M is the one determined by 7i'*(Op). It follows that 7i'*O is a posi­
tively oriented smooth n-form on a neighborhood of q, so the orientation 
is continuous. 

To prove (c), suppose we are given an orientation of M. Then there exists 
a smooth nonvanishing global n-form 0 on M, which we can think of as 
a global section of A~M. The composite map q 0 0 is therefore a global 
section of M. Conversely, given a section a of M, let n be an orientation 
form on M. Since a is a local diffeomorphism, it follows that a*n is an 
orientation form on M. 

Finally, we will prove (d), by showing that M is orientable if and only if 
M is not connected. First suppose that M is orientable. By (c), there exists 
a global section a: M -t M. Because a is a local homeomorphism, it is an 
open map; and because it is a section of 7i', it is a proper map by Lemma 
2.16 and hence closed. Therefore, a(M) is an open and closed subset of M. 
Since it contains exactly one point in each fiber, it is neither empty nor 
equal to M itself, so M is not connected. 

Conversely, suppose that M is not connected. Let W be a component of 
M, and let N: M -t lR. be the function that assigns to each p E M the 
cardinality of the set 7i'-I(p) n W (which must be equal to 0, 1, or 2). We 
will show that N is constant on M. If p E M and U is an evenly covered 
neighborhood of p, let UI , U2 denote the two components of 7i'-I(U). By 
connectivity, each set Ui must be contained in a single component of M; 
thus N is identically equal to 0, 1, or 2 on U. It follows that N is constant 
in a neighborhood of each point, and because M is connected, it is constant 
onM. 

If N is zero everywhere, then W is empty, which is clearly impossible 
because W is a component of M. If N is equal to 2 everywhere, then 
W = M, which contradicts the assumption that M is disconnected. The 
only remaining possibility is that N == 1. Thus W contains exactly one 
point in each fiber, and we can define a global section a: M -t M by 
letting a(p) be the unique point in 7r- I (p) n W. By the result of part (c), 
this shows that M is orient able. 0 

By invoking some covering space theory, we obtain the following sufficient 
topological condition for orient ability. If G is a group and H eGis a 
subgroup, the index of H in G is the cardinality of the set of cosets of H in 
G. (If H is normal, it is just the cardinality of the quotient group G / H.) 

Corollary 13.10. Let M be a connected smooth manifold, and suppose 
that the fundamental group of M has no subgroup of index 2. Then M is 
orientable. In particular, this is the case if M is simply connected. 

Proof. Suppose M is not orientable, and let 7i': M -t M be its orientation 
covering, which is an honest covering map in this case. Choose any point q E 
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c:> 
( Q ) 
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c:> 
!1? 

C CI) V 
Figure 13.3. The nontrivial covering transformation of M. 

£1, and let q = 1? (q) EM. Let Q: £1 -+ £1 be the map that interchanges the 
two points in each fiber of 1? (Figure 13.3). If U c M is any evenly covered 
open set, then Q just maps each component of 1?-l(U) diffeomorphically 
onto the other, so Q is a smooth covering transformation. In fact, since 
a covering transformation is determined by what it does to one point, Q 

is the unique nontrivial element of the covering group e:;r (£1), which is 
therefore equal to the two-element group {IdM, Q}. Because the covering 
group acts transitively on fibers, 1? is a normal covering map. Let H denote 
the subgroup 1? * (7r1 (£1, q)) of 7r1 (M, q). A fundamental result in the theory 
of covering spaces (see, e.g., [LeeOO, Corollary 11.31]) is that the quotient 
group 7r1 (M, q) / H is isomorphic to e:;r (£1). Therefore, H has index 2 in 
7r1(M, q). 0 

Orientations of Hypersurfaces 

If M is an oriented manifold and N is a submanifold of M, N may not 
inherit an orientation from M, even if N is embedded. Clearly, it is not 
sufficient to restrict an orientation form from M to N, since the restriction 
of an n-form to a manifold of lower dimension must necessarily be zero. A 
useful example to consider is the Mobius band, which is not orient able (see 
Problem 13-12), even though it can be embedded in JR.3. 

In this section we will restrict our attention to immersed or embedded 
hypersurfaces. With one extra piece of information (a certain kind of vector 
field along the hypersurface), we can use an orientation on M to induce an 
orientation on any hypersurface SCM. 

We start with some definitions. Let V be a finite-dimensional vector 
space, and let X E V. We define a linear map ix: Ak(V) -+ Ak-1(V), 
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called interior multiplication or contraction with X, by 

ixW(YI, ... , Yk- l ) = w(X, YI ,·.·, Yk-l). 

In other words, ixw is obtained from w by inserting X into the first slot. 
By convention, we interpret ixw to be zero when w is a O-covector (Le., a 
number). Another common notation is 

X Jw = ixw. 

Interior multiplication shares two important properties with exterior dif­
ferentiation: They are both antiderivations whose square is zero, as the 
following lemma shows. 

Lemma 13.11. Let V be a finite-dimensional vector space and X E V. 

(a) ixoix =0. 

(b) ix is an antiderivation: If w is a k-covector and 'TJ is an l-covector, 

ix(w 1\ 'TJ) = (ixw) 1\ 'TJ + (_l)kw 1\ (ix'TJ). (13.2) 

Proof. On k-covectors for k 2: 2, part (a) is immediate from the definition, 
because any alternating tensor gives zero when two of its arguments are 
identical. On 1-covectors and O-covectors, it follows from the fact that ix == 
o on O-covectors. 

To prove (b), it suffices to consider the case in which both wand 'TJ 
are wedge products of 1-covectors (such an alternating tensor is said to 
be decomposable), since every alternating tensor can be written as a linear 
combination of decomposable ones. It is easy to verify that (b) will follow in 
this special case from the following general formula for covectors WI, ... ,wk : 

k 

X J (wI 1\ ... 1\ wk) = I) _l)i- IWi(X)W I 1\ ... 1\ () 1\ ... 1\ wk, (13.3) 
i=l 

where the hat indicates that wi is omitted. 
To prove (13.3), let us write Xl = X and apply both sides to vectors 

(X2' ... ,Xk); then what we have to prove is 

(WI 1\ ... 1\ wk) (Xl' ... ' X k) 
k 

" iIi (I ~. k) = L..,,(-1) - w (Xd w 1\···l\wtl\···l\w (X2 , ••• ,Xk). 
i=l 

(13.4) 

The left-hand side of (13.4) is the determinant of the matrix X whose 
(i,j)-entry is wi(Xj ). To simplify the right-hand side, let X; denote the 
(k - 1) x (k - 1) minor of X obtained by deleting the ith row and jth 
column. Then the right-hand side of (13.4) is 

k 

L( _l)i- Iwi(XI) detXl· 
i=l 
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M 

Figure 13.4. A vector field along a submanifold. 

This is just the expansion of det X by minors along the first column, and 
therefore is equal to det X. 0 

It should be noted that when the wedge product is defined using the Alt 
convention, interior multiplication has to be defined with an extra factor 
of k: 

'iXW(Y1 , ... , Yk-d = kw(X, Y1,···, Yk-l). 

This definition ensures that interior multiplication 'ix is still an antideriva­
tion; the factor of k is needed to compensate for the difference between the 
factors of I/k! and I/(k -I)! that occur when the left-hand and right-hand 
sides of (13.4) are evaluated using the Alt convention. 

On a smooth manifold M, interior multiplication extends naturally to 
vector fields and differential forms, simply by letting it act pointwise: If 
X E 'J(M) and wE Ak(M), define a (k - I)-form X Jw = ixw by 

(X JW)p = Xp JWp. 

<> Exercise 13.7. Let X be a smooth vector field on M. 

(a) Verify that ix: Ak(M) ---+ Ak-l(M) is linear over COO(M) and 
therefore corresponds to a smooth bundle map ix: Ak M ---+ Ak - 1 M. 

(b) Show that ix is an antiderivation of A *(M) of degree -1 whose square 
is zero. 

Now suppose M is a smooth manifold and ScM is a submanifold 
(immersed or embedded). A vector field along S is a continuous map 
N: S ---+ T M with the property that Np E TpM for each pES (Fig­
ure 13.4). (Note the difference between this and a vector field on S, which 
would have to satisfy Np E TpS at each point.) A vector Np E TpM at some 
point pES is said to be transverse to S if TpM is spanned by Np and TpS. 
Similarly, a vector field N along S is transverse to S if Np is transverse to 
S at each pES. 

For example, any smooth vector field on M restricts to a smooth vector 
field along S. If S is a hypersurface, such a vector field is transverse if and 
only if it is nowhere tangent to S. 
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M 

Figure 13.5. The orientation induced by a transverse vector field. 

Proposition 13.12. Suppose M is an oriented smooth n-manifold, S is 
an immersed hypersurface in M, and N is a transverse vector field along S. 
Then S has a unique orientation such that for each pES, (El"'" En-d 
is an oriented basis for TpS if and only if (Np, El"'" En-d is an oriented 
basis for TpM. If 0 is an orientation form for M, then (N J 0)18 is an 
orientation form for S with respect to this orientation. 

Remark. See Figure 13.5 for an illustration of the n = 3 case. When n = 1, 
since S is a O-manifold, this proposition should be interpreted as follows: At 
each point pES, we assign the orientation + 1 to p if Np is an oriented basis 
for TpM, and -1 if Np is negatively oriented. With this understanding, the 
proof below goes through in this case without modification. 

Proof. Let 0 be an orientation form for M. Then W = (N J 0)18 is an 
(n - I)-form on S. It will be an orientation form for S if we can show that 
it never vanishes. Given any basis (El"'" En-d for TpS, the fact that N 
is transverse to S implies that (Np, E l , ... , En-d is a basis for TpM. The 
fact that 0 is nonvanishing implies that 

Wp(El,"" En-d = Dp(Np, El"'" En-d i- O. 

Since Wp(El, ... ,En-d > 0 if and only if Op(Np,El, ... ,En) > 0, the 
orientation determined by W is the one defined in the statement of the 
proposition. 0 

Example 13.13. Considering §n as a hypersurface in IRn+l, the vector 
field N = xi8j8xi along §n is easily seen to be transverse, so it induces an 
orientation on §n. This shows that all spheres are orientable. We define the 
standard orientation of §n to be the orientation determined by N. Unless 
otherwise specified, we will always use the standard orientation on §n. (The 
standard orientation on §o is the one that assigns the orientation + 1 to the 
point +1 E §o and -1 to -1 E §o.) 
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Not every hypersurface admits a transverse vector field. (See Problem 
13-14.) However, the following lemma gives a sufficient condition that holds 
in many cases. 

Lemma 13.14. Let M be an oriented smooth manifold, and suppose 
ScM is a regular level set of a smooth function f: M -+ R Then S 
is orientable. 

Proof. Let g be any Riemannian metric on M, and let N = grad f Is. The 
hypotheses imply that N is a transverse vector field along S, so the result 
follows from Proposition 13.12. D 

Boundary Orientations 

An important application of the construction of the preceding section is 
to define a canonical orientation on the boundary of any oriented smooth 
manifold with boundary. 

First, we note that an orientation of a smooth manifold with boundary 
can be defined exactly as in the case of a smooth manifold. One situa­
tion that arises frequently is the following. If M is a smooth n-manifold, 
a smooth, compact, embedded n-dimensional submanifold with boundary 
D c M is called a regular domain in M. An orientation on M immedi­
ately yields an orientation on D, for example by restricting an orientation 
n-form to D. Examples are the closed unit ball in]Rn and the closed upper 
hemisphere in §n, each of which inherits an orientation from its containing 
manifold. 

If M is a smooth manifold with boundary, 8M is an embedded hypersur­
face in M (see Problem 8-24), and every point p E 8M is in the domain of a 
smooth boundary chart (U, <p) such that <p(Un8M) is the slice <p(U) n81HIn. 

Let p E 8M. A vector N E TpM is said to be inward-pointing if N 1-
Tp8M and for some c > 0 there exists a smooth curve segment,: [0, c] -+ 
M such that ,(0) = p and ,'(0) = N. It is said to be outward-pointing if-N 
is inward-pointing. The following lemma gives another characterization of 
inward-pointing vectors, which is usually much easier to check. (See Figure 
13.6.) 

Lemma 13.15. Suppose M is a smooth manifold with boundary, p E 
8M, and (Xi) are any smooth boundary coordinates in a neighborhood 
of p. The inward-pointing vectors in TpM are precisely those with posi­
tive xn -component, and the outward-pointing ones are those with negative 
xn -component. 

<> Exercise 13.8. Prove Lemma 13.15. 
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Figure 13.6. An inward-pointing vector. 
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A vector field along 8M (defined just as for ordinary hypersurfaces) is 
said to be inward-pointing or outward-pointing if its value at each point 
has that property. 

Lemma 13.16. If M is any smooth manifold with boundary, there is a 
smooth outward-pointing vector field along 8M. 

Proof. Cover a neighborhood of 8M by smooth boundary charts 
{(Ua , CPa)}. In each such chart, Na = -8/8xn laMnU", is a smooth vec­
tor field along 8M n Ua , which is outward-pointing by Lemma 13.15. Let 
{~a} be a smooth partition of unity subordinate to the cover {Ua n 8M} 
of 8M, and define a global vector field N along 8M by 

Clearly, N is a smooth vector field along 8M. To show that it is 
outward-pointing, let (yl, ... , yn) be any smooth boundary coordinates 
in a neighborhood of p E 8M. Because each Na is outward-pointing, it 
satisfies dyn(Na) < O. The yn-component of N at p satisfies 

This sum is strictly negative, because each term is nonpositive and at least 
one term is negative. D 

Proposition 13.17 (The Induced Orientation on a Boundary). Let 
M be an oriented smooth manifold with boundary. Then 8M is orientable, 
and the orientation determined by any outward-pointing vector field along 
8M is independent of the choice of vector field. 

Remark. The orientation on 8M determined by any outward-pointing vec­
tor field is called the induced orientation or the Stokes orientation on 8M. 
(The second term is chosen because of the role this orientation will play in 
Stokes's theorem, to be described in Chapter 14.) 
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Proof. Let n = dimM, and let 0 be an orientation form for M. By Lemma 
13.16, there exists a smooth outward-pointing vector field N along 8M. 
The (n-1)-form (N ..JO)laM is an orientation form for 8M by Proposition 
13.12, so 8M is orientable. It remains only to show that this orientation is 
independent of the choice of N. 

Let (Xl, ... , xn) be smooth boundary coordinates for M in a neighbor­
hood of p E 8M. Replacing Xl by _Xl if necessary, we may assume that 
they are oriented coordinates, which implies that 0 = f dx l 1\ ... 1\ dxn 
(locally) for some strictly positive function f. Because xn = 0 along 8M, 
the restriction dxnlaM is equal to zero (Exercise 8.6). Therefore, using the 
antiderivation property of iN, 

n 

(N ..J O)laM = f ~) _1)i- l dxi(N)dxllaM 1\ ... 1\ dxil aM 1\ ... 1\ dxnlaM 
i=l 

= (_1)n-l fdxn(N)dxllaM 1\ ... 1\ dxn-llaM. 

Because dxn(N) = Nn < 0, this is a positive multiple of (-1)ndxllaM 1\ 

... 1\ dxn-llaM. If IV is any other outward-pointing vector field, the same 
computation shows that (IV ..J 0) laM is a positive multiple of the same 
(n -1)-~rm, and thus a positive multiple of (N ..JO)laM' This proves that 
Nand N determine the same orientation on 8M. D 

Example 13.18. This proposition gives a simpler proof that §n is ori­
entable, because it is the boundary of the closed unit ball. The orientation 
thus induced on §n is the standard one, as you can check. 

Example 13.19. Let us determine the induced orientation on 8lHIn 

when lHIn itself has the standard orientation inherited from jRn. We can 
identify 8lHIn with jRn-l under the correspondence (xl, ... , x n- l ,0) B 

(xl, ... ,xn-l). Since the vector field -8/ 8xn is outward-pointing along 
8lHIn , the standard coordinate frame for jRn-l is positively oriented for 8lHIn 

if and only if [-8/ 8xn , 8/ 8xl , ... ,8/ 8xn- l ] is the standard orientation for 
jRn. This orientation satisfies 

[-8/8xn , 8/8xl , ... , 8/8xn- l ] = - [8/8xn , 8/8xt, ... , 8/8:r;n-l] 

= (_1)n [8/8xl, ... ,8/8xn- 1 ,8/8xn]. 

Thus the induced orientation on 8lHIn is equal to the standard orientation 
on jRn-l when n is even, but it is opposite to the standard orientation 
when n is odd. In particular, the standard coordinates on 8lHIn :::::: jRn-l are 
positively oriented if and only if n is even. (This fact will play an important 
role in the proof of Stokes's theorem below.) 

For many purposes, the most useful way of describing submanifolds is by 
means of local parametrizations. The next lemma gives a useful criterion 
for checking whether a local parametrization of a boundary is orientation­
preserving. 
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Figure 13.7. Orientation criterion for a boundary parametrization. 

Lemma 13.20. Let M be an oriented n-manifold with boundary, and 
let X: U -+ M be a smooth local parametrization of aM, where U is a 
connected open subset of lRn - 1 . Suppose that for some b < c E lR, X 
admits an extension to a smooth immersion X: (b, c] x U -+ M such 
that X(c , x) = X(x). Then X is orientation-preserving for aM (with the 
induced orientation) if and only if X is orientation-preserving for M. 

Proof. Let a be an arbitrary point of U, and let p = X(a) = X(c , a) E 

aM (Figure 13.7). The hypothesis that X is an immersion means that 
X*: (TclR EB TalRn-l) -+ TpM is injective (actually bijective for dimensional 

reasons). Since the restriction of X* to TalRn- 1 is equal to X*: TalRn- 1 -+ 
TpoM, which is already injective, it follows that X*(%sl(c,a») rt- TpoM 
(where s denotes the coordinate on (b, cD. 

Define a smooth curve T [0, c:] -+ M by 

')'(t) = X(c - t, a). 

This curve satisfies ')'(0) = p and ')"(0) = -X*(%sl(c,a») rt- TpoM. It fol­

lows that -X* (%sl(c,a») is inward-pointing, and therefore X* (%sl(c ,a») 
is outward-pointing at p, and by continuity on all of X(U). 

By definition of the induced orientation on aM, we have the following 
equivalences: 

X is orientation-preserving for M 

{==} (X*%s, X*%x 1 , . .. , X*%xn- 1) is oriented for T M 

{==} (X*Ojox\ ... , X*%xn- 1 ) is oriented for TaM 

{==} X is orientation-preserving for aM, 

which was to be proved. 

Here is an illustration of how the lemma can be used. 

D 
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Figure 13.8. Parametrizing the sphere via spherical coordinates. 

Example 13.21. Spherical coordinates (Example 7.12) yield a smooth 
local parametrization of §2 as follows. Let U be the open rectangle (0, 7r) X 

(0, 27r) C 1R2, and let X: U -+ 1R3 be the following map: 

X (cp, e) = (sin cp cos e, sin cp sin e, cos cp) 

(Figure 13.8). We can check whether X preserves or reverses orientation 
by using the fact that it is the restriction of the 3-dimensional spherical 
coordinate parametrization X: (0,1] xU -+ lffi3 defined by 

X(p, cp, e) = (p sin cp cos e, p sin cp sin e, p cos cp). 

Because X(1, e, p) = X(e, p), the hypotheses of Lemma 13.20 are satisfied. 
By direct computation, the Jacobian determinant of X is p2 sin cp, which is 
positive on D. By virtue of Lemma 13.20, X is orientation-preserving. 

The Riemannian Volume Form 

In this section we explore how the theory of orientations can be specialized 
to Riemannian manifolds. Let (M, g) be an oriented Riemannian manifold. 
We know from Proposition 11.17 that there is a smooth orthonormal frame 
(El"'" En) in a neighborhood of each point of M. By replacing El by -El 
if necessary, we can find an oriented orthonormal frame in a neighborhood 
of each point. 

Proposition 13.22. Suppose (M, g) is an oriented Riemannian n­
manifold. There is a unique smooth orientation form [2 E An(M) such 
that 

(13.5) 

for every oriented local orthonormal frame (Ei) for M. 
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Remark. The n-form whose existence and uniqueness are guaranteed by 
this proposition is called the Riemannian volume form, or sometimes the 
Riemannian volume element. Because of the role it plays in integration 
On Riemannian manifolds, as we will see in the next chapter, it is often 
denoted by dVg (or dAg or dSg in the 2-dimensional or I-dimensional case, 
respectively). Be warned, however, that this notation is not meant to imply 
that the volume form is the exterior derivative of an (n - I)-form; in fact, 
as we will see in Chapter 15, this is never the case on a compact manifold. 
You should just interpret dVg as a notational convenience. 

Proof. Suppose first that such a form n exists. If (E l , ... , En) is any local 
oriented orthonormal frame and (c- l , ... , c-n ) is the dual coframe, we can 
write n = f c- l /\ .. . /\c-n locally. The condition (13.5) then reduces to f = 1, 
so 

(13.6) 

This proves that such a form is uniquely determined. 
To prove existence, we would like to define n in a neighborhood of each 

point by (13.6). If (El , ... , En) is another oriented orthonormal frame, 
with dual coframe (€\ ... , ?'-), let 

n = e-l /\ ... /\?'-. 

We can write 

Ei = A{Ej 

for some matrix (An of smooth functions. The fact that both frames are 
orthonormal means that (A{(p)) E O(n) for each p, so det(An = ±1, and 
the fact that the two frames are consistently oriented forces the positive 
sign. We compute 

n (El' ... , En) = det (c-j (Ei)) = det (An = 1 = n (El' ... , En) . 

Thus n = n, so defining n in a neighborhood of each point by (13.6) with 
respect to some smooth oriented orthonormal frame yields a global n-form. 
The resulting form is clearly smooth and satisfies (13.5) for every oriented 
orthonormal basis. D 

Although the expression for the Riemannian volume form with respect 
to an oriented orthonormal frame is particularly simple, it is also useful to 
have an expression for it in coordinates. 

Lemma 13.23. Let (M,g) be an oriented Riemannian manifold. In any 
oriented smooth coordinates (Xi), the Riemannian volume form has the 
local coordinate expression 

dVg = J det(gij) dx l /\ ... /\ dxn , 

where gij are the components of g in these coordinates. 
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Proof. Let (U, (Xi)) be an oriented smooth chart, and let p E M. In these 
coordinates, dVg = f dx l /\ . . ·/\dxn for some positive coefficient function f. 
To compute f, let (Ei) be any smooth oriented orthonormal frame defined 
on a neighborhood of p, and let (Ei) be the dual coframe. If we write the 
coordinate frame in terms of the orthonormal frame as 

then we can compute 

8 . 
-8 . = AiEj , x' 

(8 8) 1 n(8 8) f = dVg 8xl ' ... '8xn = E /\ •.• /\ E 8xl ' ... , 8xn 

= det (Ej (8~i ) ) = det (Ai) . 

On the other hand, observe that 

/ 8 8) (k I) k l( ) '" k k 9iJ = \8x i ' 8xj 9 = AiEk,AjEI 9 = AiAj Ek,EI 9 = 7 AiAj ' 

This last expression is the (i, j)-entry of the matrix product AT A, where 
A = (Ai). Thus 

det (gij) = det (AT A) = det AT det A = ( det A) 2 , 

from which it follows that f = det A = ± J det(gij). Since both frames 
(8/8x i ) and (Ej ) are oriented, the sign must be positive. 0 

Hypersurfaces in Riemannian Manifolds 

Let (M, g) be an oriented Riemannian manifold, and suppose 8 c M is 
an immersed hypersurface. Any unit normal vector field along 8 is clearly 
transverse to 8, so it determines an orientation of 8 by Proposition 13.12. 
The next proposition gives a very simple formula for the volume form of 
the induced metric on 8 with respect to this orientation. 

Proposition 13.24. Let (M, g) be an oriented Riemannian manifold, let 
8 c M be an immersed hypersurface, and let 'if denote the induced metric 
on 8. Suppose N is a smooth unit normal vector field along 8. With respect 
to the orientation of 8 determined by N, the volume form of (8, 9) is given 
by 

dVg = (N JdVg)ls. 

Proof. By Proposition 13.12, the (n-1)-form N JdVg is an orientation form 
for 8. To prove that it is the volume form for the induced Riemannian met­
ric, we need only show that it gives the value 1 whenever it is applied to 
an oriented orthonormal frame for 8. Thus let (E l , ... , En-d be such a 
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Figure 13.9. A hypersurface in a Riemannian manifold. 

frame. At each point pES, the basis (Np, Ellp , ..• ,En-lip) is orthonor­
mal (Figure 13.9), and is oriented for TpM (this is the definition of the 
orientation determined by N). Thus 

(N JdVg)ls(EI , ... ,En-d = dVg(N,E I , ... ,En-d = 1, 

which proves the result. D 

The following lemma will be useful in our proofs of the classical theorems 
of vector analysis below. 

Lemma 13.25. With notation as in Proposition 13.24, if X is any vector 
field along S, we have 

X JdVgls = (X, N)g dVg. 

Proof. Define two vector fields XT and Xl. along S by 

Xl. = (X, N)gN, 
XT=X_Xl.. 

(13.7) 

Then X = Xl. + X T, where X 1. is normal to Sand XT is tangent to it. 
Using this decomposition, 

X JdVg = Xl. JdVg + XT JdVg. 

Using Proposition 13.24, the first term simplifies to 

(Xl. JdVg)ls = (X,N)g(N JdVg)ls = (X,N)gdVg. 

Thus (13.7) will be proved if we can show that (XT J dVg) Is o. If 
X!, ... , X n - l are any vectors tangent to S, then 

(XT J dVg) (Xl, ... , Xn-d = dVg (XT, Xl' ... ' Xn - l ) = 0, 

because any n vectors in an (n - 1 )-dimensional vector space are linearly 
dependent. D 

The result of Proposition 13.24 takes on particular importance in the 
case of a Riemannian manifold with boundary, because of the following 
proposition. 
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Proposition 13.26. Suppose M is any Riemannian manifold with bound­
ary. There is a unique smooth outward-pointing unit normal vector field N 
along 8M. 

Proof. First we prove uniqueness. At any point p E 8M, the vector space 
(Tp8M)J.. C TpM is I-dimensional, so there are exactly two unit vectors at 
p that are normal to 8M. Since any unit normal vector N is obviously trans­
verse to 8M, it must have nonzero xn-component in any smooth boundary 
chart. Thus exactly one of the two choices of unit normal has negative 
xn-component, which is equivalent to being outward-pointing. 

To prove existence, we will show that there exists a smooth outward 
unit normal field in a neighborhood of each point. By the uniqueness result 
above, these vector fields all agree where they overlap, so the resulting 
vector field is globally defined. 

Let p E 8M. By Proposition 11.24, there exists a smooth adapted or­
thonormal frame (El' ... ' En) in a neighborhood U of p. In this frame, En 
is a smooth unit normal vector field along 8M. If we assume (by shrinking 
U if necessary) that U is connected, then En must be either inward-pointing 
or outward-pointing on all of 8M n U. Replacing En by -En if necessary, 
we obtain a smooth outward-pointing unit normal vector field defined near 
p. This completes the proof. D 

The next corollary is immediate. 

Corollary 13.27. If (M, g) is an oriented Riemannian manifold with 
boundary and g is the induced Riemannian metric on 8M, then the volume 
form ofg is 

dVg = (N ..JdVg)laM, 

where N is the outward unit normal vector field along 8M. 

Problems 

13-1. Suppose M is a smooth manifold that is the union of two ori­
entable open submanifolds with connected intersection. Show that 
M is orientable. Use this to give another proof that §n is orientable. 

13-2. Suppose 7r:-y -+ M is a smooth covering map and M is orientable. 
Show that M is also orient able. 

13-3. Suppose M and N are oriented smooth manifolds and F: M -+ N 
is a local diffeomorphism. If M is connected, show that F is either 
orientation-preserving or orientation-reversing. 

13-4. Suppose M is a connected, oriented, smooth manifold and r is a 
discrete group acting smoothly, freely, and properly on M. We say 



Problems 347 

that the action is orientation-preserving if for each "( E r, the dif­
feomorphism x r-t "( • x is orientation-preserving. Show that M /r is 
orient able if and only if the action of r is orientation-preserving. 

13-5. Let a: §in -+ §in be the antipodal map: a(x) = -x. Show that a is 
orientation-preserving if and only if n is odd. 

13-6. Prove that IRJlDn is orient able if and only if n is odd. 

13-7. If w is a symplectic form on a 2n-manifold, show that w 1\ . . ·I\w (the 
n-fold wedge product of w with itself) is a nonvanishing 2n-form on 
M, and thus every symplectic manifold is orient able. 

13-8. Suppose M is an oriented Riemannian manifold, and SCM is an 
oriented hypersurface (with or without boundary). Show that there 
is a unique smooth unit normal vector field along S that determines 
the given orientation of S. 

13-9. Suppose M is a smooth orient able Riemannian manifold and ScM 
is an immersed or embedded submanifold. 

(a) If S has trivial normal bundle (see page 282), show that S is 
orientable. 

(b) If S is an orient able hypersurface, show that S has trivial normal 
bundle. 

13-10. Let M be a connected, nonorientable smooth manifold, and let 
1T: M -+ M be its orientation covering. 

(a) If M is an orient able smooth manifold and 7f: M -+ M is a 
smooth covering map, show that there exists a smooth map 
<p: M -+ M such that 1T 0 <p = 7f. [Hint: First define a smooth 
map (j5: M -+ A~M by setting (j5(p) = a*np locally, where n is 
an orientation form for M and a is a suitable local secti~ of 7f.] 

(b) UNIQUENESS OF THE ORIENTATION COVERING: If 7f: M -+ M 
is as above and in addition 7f is a two-sheeted covering, show 
that <p is a diffeomorphism. 

13-11. Suppose S is an oriented embedded 2-manifold with boundary in 1R3 , 

and let C = as with the induced orientation. By Problem 13-8, there 
is a unique smooth unit normal vector field N on S that determines 
the orientation. Let T be the oriented unit tangent vector field on C, 
and let V be the unique unit vector field tangent to S along C that 
is orthogonal to T and inward-pointing. Show that (Tp, Vp, Np) is an 
oriented orthonormal basis for 1R3 at each p E C. 

13-12. Let E be the total space of the Mobius bundle, which is the quotient 
of 1R2 by the Z-action n· (x, y) = (x +n, (_l)ny) (see Problem 9-18). 
The Mobius band is the subset M C E that is the image under the 
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quotient map of the set {(x, y) E ]R2 : Iyl ~ I}. (It is a smooth 
2-manifold with boundary.) Show that neither E nor M is orientable. 

13-13. Let E be as in Problem 13-12. Show that the orientation covering of 
E is diffeomorphic to §1 x R 

13-14. Let U C ]R3 be the open subset {(x, y, z) : (/x2 + y2 - 2)2 +Z2 < I} 
(the solid torus of revolution bounded by the doughnut surface of 
Example 8.13). Define a map F: ]R2 -+ U by 

F( u, v) = (cos 27ru(2 + tanh v cos 7ru), 

sin 27ru( 2 + tanh v cos 7ru), tanh v sin 7ru) . 

(a) Show that F descends to a smooth embedding of E into U, where 
E is the total space of the Mobius bundle of Problem 9-18. 

(b) Let S be the image of F. Show that S is a closed embedded 
submanifold of U. 

(c) Show that there is no normal vector field along S. 
(d) Show that S has no global defining function in U. 



14 
Integration on Manifolds 

We introduced differential forms with a promise that they would turn out to 
be objects that can be integrated on manifolds in a coordinate-independent 
way. In this chapter we fulfill that promise by defining the integrals of 
n-forms over smooth n-manifolds. 

First we define the integral of a differential form over a domain in 
Euclidean space, and then we show how to use diffeomorphism invari­
ance and partitions of unity to extend this definition to the integral of 
a compactly supported n-form over a smooth oriented n-manifold. The key 
feature of the definition is that it is invariant under orientation-preserving 
diffeomorphisms. 

N ext we prove one of the most fundamental theorems in all of differential 
geometry. This is Stokes's theorem, which is a generalization of the funda­
mental theorem of calculus, as well as of the three great classical theorems 
of vector analysis: Green's theorem for vector fields in the plane; the di­
vergence theorem for vector fields in space; and (the classical version of) 
Stokes's theorem for surface integrals in ]R3. We also describe an extension 
of Stokes's theorem to manifolds with corners, which will be useful in our 
treatment of de Rham cohomology in Chapters 15 and 16. 

Next we show how these ideas play out on a Riemannian manifold. In 
particular, we prove Riemannian versions of the divergence theorem and of 
Stokes's theorem for surface integrals, of which the classical theorems are 
special cases. At the end of the chapter we show how to extend the theory 
of integration to nonorientable manifolds by introducing densities, which 
are fields that can be integrated on any manifold, not just oriented ones. 
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Integration of Differential Forms on Euclidean Space 

In this section we will define integrals of differential forms over subsets of 
JRn. For the time being, let us restrict attention to the case n 2: 1. You 
should be sure that you are familiar with the basic properties of multiple 
integrals in JRn, as summarized in the Appendix. 

Recall that a domain of integration is a bounded subset of IRn whose 
boundary has n-dimensional measure zero (see page 591). Let D c IRn be 
a compact domain of integration, and let w be an n-form on D. Any such 
form can be written as 

w = f dx1 /\ ... /\ dxn 

for a continuous real-valued function f on D. We define the integral of w 
over D to be 

This can be written more suggestively as 

L f dx1 /\ ... /\ dxn = L f dx1 •.. dxn. 

In simple terms, to compute the integral of a form such as f dx1 /\ ... /\ dxn , 
we just "erase the wedges"! 

Somewhat more generally, let U be an open set in IRn. We would like to 
define the integral of any compactly supported n-form w over U. However, 
since neither U nor supp w may be a domain of integration in general, we 
need the following lemma. 

Lemma 14.1. Suppose K cUe IRn , where U is an open set and K 
is compact. Then there is a compact domain of integration D such that 
KcDcU. 

Proof. For each p E K, there is an open ball containing p whose closure is 
contained in U. By compactness, finitely many such open balls B ll ... , Bm 
cover K (Figure 14.1). Since the boundary of an open ball is a codimension-
1 submanifold, it has measure zero by Theorem 10.5, and so each ball is a 
domain of integration. The set D = Bl U ... U Bm is the required domain 
of integration. D 

Now if U c IRn is open and w is a compactly supported n-form on U, we 
define 

where D is any domain of integration such that suppw cDc U. It is an 
easy matter to verify that this definition does not depend on the choice of 
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Figure 14.1. A domain of integration containing a compact set . 

D. Similarly, if V is an open subset of the upper half-space lHln and w is a 
compactly supported n-form on V , we define 

r w = r w Jv JDn'Jlln ' 

where D is chosen in the same way. 
It is worth remarking that it is possible to extend the definition to inte­

grals of noncompactly supported forms, and integrals of such forms play an 
important role in many applications. However, in such cases the resulting 
multiple integrals are improper, so one must pay close attention to conver­
gence issues. For the purposes we have in mind, the compactly supported 
case will be quite sufficient. 

The next proposition explains the motivation for this definition. 

Proposition 14.2. Let D and E be compact domains of integration in 
IRn , and let w be an n-form on E. If G: D -+ E is a smooth map whose 
restriction to Int D is an orientation-preserving or orientation-reversing 
diffeomorphism onto Int E, then 

{ 1 G*w lw= D 

E -1 G*w 

if G is orientation-preserving, 

if G is orientation-reversing. 

Proof. Let us use (yl , ... , yn) to denote standard coordinates on E, and 
(Xl, ... , Xn) to denote those on D. Suppose first that G is orientation­
preserving. Writing w = f dyl /\ ... /\ dyn, the change of variables formula 
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Figure 14.2. Diffeomorphism invariance of the integral of a form. 

together with formula (12.12) for pullbacks of n-forms yields 

tw= t fdV 

= L (J 0 C) IdetDCI dV 

= L (J 0 C)( det DC) dV 

= L (J 0 C)( det DC) dx 1 1\ ... 1\ dxn 

= L C*w. 

If C is orientation-reversing, the same computation holds except that a 
negative sign is introduced when the absolute value signs are removed. 0 

Corollary 14.3. Suppose U, V are open subsets of jRn, C: U --+ V is 
an orientation-preserving diffeomorphism, and w is a compactly supported 
n-form on V. Then 

Proof. Let E c V be a compact domain of integration containing supp w 
(Figure 14.2). Since smooth maps take interiors to interiors, boundaries 
to boundaries, and sets of measure zero to sets of measure zero, D = 
C- 1 (E) c U is a domain of integration containing supp C* w. Therefore, 
the result follows from the preceding proposition. 0 
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Figure 14.3. The integral of a form over a manifold. 

Integration on Manifolds 

Using the results of the previous section, it is easy to make invariant sense 
of the integral of a differential form over an oriented manifold. Let M be a 
smooth, oriented n-manifold, and let w be an n-form on M. Suppose first 
that w is compactly supported in the domain of a single oriented smooth 
coordinate chart (U, rp) . We define the integral of w over M to be 

r w = 1 (rp - 1)*w. 
JM <p(U) 

(See Figure 14.3.) Since (rp - 1)*W is a compactly supported n-form on the 
open subset rp(U) c ]Rn, its integral is defined as discussed above. 

Proposition 14.4. With w as above, J M W does not depend on the choice 
of oriented smooth chart whose domain contains suppw. 

Proof. Suppose (U ,0') is another oriented smooth chart such that 
suppw c U (Figure 14.4). Because 0' 0 rp-1 is an orientation-preserving 
diffeomorphism from rp(U n U) to 0'(U n U), Corollary 14.3 implies that 

r (0'-1r w = r (0'-1r w = 1 (0' 0 rp- 1r (0'-1r w 
Jip(fJ) Jip(unfJ) <p(unfJ) 

=1 - (rp-1)*(0')*(0'- 1)*w=1 (rp-1)*W. 
<p(unu) <p(U) 

Thus the two definitions of J M W agree. D 

If M is an oriented smooth n-manifold with boundary, and w is an n­
form on M that is compactly supported in a smooth coordinate domain, 
the definition of JM wand the statement and proof of Proposition 14.4 go 
through unchanged, provided we compute the integrals over open subsets 
of JH[n in the way we described above. 

To integrate over an entire manifold, we simply apply this same definition 
together with a partition of unity. Suppose M is an oriented smooth n-
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, 
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manifold (possibly with boundary) and w is a compactly supported n-form 
on M. Let {(Ui , CPi)} be a finite cover of suppw by oriented smooth charts, 
and let {7Pd be a smooth partition of unity subordinate to this cover. We 
define the integral of w over M to be 

(14.1) 

Since for each i , the n-form 7PiW is compactly supported in Ui, each of 
the terms in this sum is well-defined according to our discussion above. To 
show that the integral is well-defined, therefore, we need only examine the 
dependence on the charts and the partition of unity. 

Lemma 14.5. The definition of J M w given above does not depend on the 
choice of oriented charts or partition of unity. 

Proof. Suppose {(ifj , cPj)} is another finite collection of oriented smooth 

charts whose domains cover supp w, and {-¢j} is a subordinate smooth 
partition of unity. For each i, we compute 

Summing over i , we obtain 
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Observe that each term in this last sum is the integral of a form compactly 
supported in a single smooth chart (Ui , for example), so by Proposition 
14.4 each term is well-defined, regardless of which coordinate map we use 
to compute it. The same argument, starting with IM ;§jW, shows that 

Thus both definitions yield the same value for IM w. o 

As usual, we have a special definition in the zero-dimensional case. The 
integral of a compactly supported O-form (Le., a real-valued function) f 
over an oriented 0-manifold M is defined to be the sum 

1 f= L ±f(p), 
M pEM 

where we take the positive sign at points where the orientation is positive 
and the negative sign at points where it is negative. The assumption that 
f is compactly supported implies that there are only finitely many nonzero 
terms in this sum. 

If N c M is an oriented immersed k-dimensional submanifold (with or 
without boundary), and W is a k-form on M whose restriction to N is 
compactly supported, we interpret INw to mean IN(wIN). In particular, if 
M is a compact, oriented, smooth n-manifold with boundary and W is an 
(n - I)-form on M, we can interpret IaM W unambiguously as the integral 
of WlaM over 8M, where 8M is always understood to have the induced 
orientation. 

Proposition 14.6 (Properties of Integrals of Forms). Suppose M 
and N are oriented smooth n-manifolds with or without boundaries, and 
W,"1 are compactly supported n-forms on M. 

(a) LINEARITY: If a, b E JR, then 

1M aw + b"1 = a 1M w + b 1M "1. 

(b) ORIENTATION REVERSAL: If M denotes M with the opposite 
orientation, then 

(c) POSITIVITY: If w is an orientation form for the given orientation of 
M, then IMw > o. 

(d) DIFFEOMORPHISM INVARIANCE: If F: N -+ M is an orientation­
preserving diffeomorphism, then IM w = IN F*w. 
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Proof. Parts (a) and (b) are left as an exercise. Suppose that w is an orien­
tation form for M. This means that for any oriented smooth chart (U, <p), 
(<p-1) * w is a positive function times dx1 /\ ... /\ dxn. Thus each term in the 
sum (14.1) defining fM w is nonnegative, and at least one term is strictly 
positive, thus proving (c). 

To prove (d), it suffices to assume that w is compactly supported in a 
single smooth chart, because any n-form on M can be written as a finite 
sum of such forms by means of a partition of unity. Thus suppose (U, <p) 
is an oriented smooth chart on M whose domain contains the support of 
w. It is easy to check that (F-1(U), <p 0 F) is an oriented smooth chart on 
N whose domain contains the support of F*w, and the result then follows 
immediately from Corollary 14.3. 0 

<> Exercise 14.1. Prove parts (a) and (b) of the preceding proposition. 

Although the definition of the integral of a form based on partitions 
of unity is very convenient for theoretical purposes, it is useless for doing 
actual computations. It is generally quite difficult to write down a smooth 
partition of unity explicitly, and even when one can be written down, one 
would have to be exceptionally lucky to be able to compute the resulting 
integrals (think of trying to integrate e- 1/ X ). 

For computational purposes, it is much more convenient to "chop up" 
the manifold into a finite number of pieces whose boundaries are sets of 
measure zero, and compute the integral on each one separately by means 
of local parametrizations. One way to do this is described below. 

A subset E C M is called a domain of integration if E is compact and 8E 
has measure zero (in the sense described in Chapter 10). For example, any 
regular domain (Le., compact embedded n-submanifold with boundary) in 
an n-manifold is a domain of integration. 

Proposition 14.7 (Integration Over Parametrizations). Let M 
be an oriented smooth n-manifold with or without boundary. Suppose 
E 1, ... ,Ek are compact domains of integration in M,. D 1, ... ,Dk are com­
pact domains of integration in ~n,. and for i = 1, ... ,k, Fi : Di --+ Mare 
smooth maps satisfying 

(i) Fi(Di ) = Ei , and F:;IIntD; is an orientation-preserving diffeomor­
phism from Int Di onto Int Ei . 

(ii) For each i -I- j, Ei and E j intersect only on their boundaries. 

Then for any n-form w on M whose support is contained in E1 U··· U E k, 

{ W= Lj Ftw. 
1M i D; 

Proof. As in the preceding proof, it suffices to assume that w is compactly 
supported in the domain of a single oriented smooth chart (U, <p). In fact, 
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Figure 14.5. Integrating over parametrizations. 

by starting with a cover of M by sufficiently nice charts, we may assume 
that 8U has measure zero, and that <p extends to a diffeomorphism from 
U to a compact domain of integration K c IHIn. 

For each i, let 

Ai = UnEi eM. 

(See Figure 14.5.) Then Ai is a compact subset of M whose boundary has 
measure zero, since 8A; c 8U U 8Ei . Define compact subsets B i , Ci C ]R.n 

by 

Bi = Fi- 1(Ai ), 

Ci = <p(Ai). 

Since smooth maps take sets of measure zero to sets of measure zero, both 
Bi and Ci are domains of integration, and <poFi maps Bi to Ci smoothly and 
restricts to a diffeomorphism from lnt Bi to lnt Ci. Therefore, Proposition 
14.2 implies that 

Summing over i, and noting that the interiors of the various sets Ai (and 
thus also Ci ) are disjoint, we obtain 

o 
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Example 14.8. Let us use this technique to compute the integral of a 
2-form over §2, oriented as the boundary of liP. Let w be the following 
2-form on ]R3 ...... {O}: 

w = x dy 1\ dz + y dz 1\ dx + z dx 1\ dy. 

Let D be the rectangle [0,7r] X [0, 27r], and let F: D -+ §2 be the spherical 
coordinate parametrization 

F ( <p, e) = (sin <p cos e, sin <p sin e, cos <p) . 

Example 13.21 showed that F is orientation-preserving on Int D. Let Dl = 
[0,7r] X [0,7r] and D2 = [0,7r] X [7r,27r], and let Fi = FIDi for i = 1,2. 
The two maps F 1 : Dl -+ §2 and F2: D2 -+ §2 satisfy the hypotheses of 
Proposition 14.7. (The only reason we cannot use F on the whole domain 
D is because F(D) is all of §2, so F(Int D) is not equal to the interior of 
F(D). Cutting the domain in half avoids this problem.) Note that 

Therefore, 

F* dx = cos <p cos e dip - sin <p sin e de, 

F* dy = cos <p sin e dip + sin <p cos e de, 

F* dz = - sin <p dip. 

r w = r F{ w + r F; w = r F* w Jrcp JD 1 JD 2 JD 
= 1 ( -sin3 <p cos2 e de 1\ dip + sin3 <p sin2 e dip 1\ de 

+ cos2 <p sin <p cos2 e dip 1\ de - cos2 <p sin <p sin2 e de 1\ d<p) 

= 1 sin <p dip 1\ de = 1a27r 1a7r 
sin <p dip de = 47r. 

It is worth remarking that the hypotheses of Proposition 14.7 can be re­
laxed somewhat. For example, the maps Fi need not be smooth up to 
the boundaries of the domains Di , provided they still map Int Di dif­
feomorphically onto Int Ei . For example, if the closed upper hemisphere 
of §2 is parametrized by the map F: B2 -+ §2 given by F (u, v) = 
(u, v, VI - u2 - v2 ), then F is continuous but not smooth up to the bound­
ary. It turns out that, even though the resulting integrand is unbounded, 
the proposition still holds in this case, provided the integral is interpreted 
in an appropriate limiting sense (see Problem 14-4). We leave it to the 
interested reader to work out reasonable conditions under which such a 
generalization of Proposition 14.7 holds. 
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Figure 14.6. Proof of Stokes's theorem. 

Stokes's Theorem 

In this section we will state and prove the central result in the theory of 
integration on manifolds: Stokes's theorem for manifolds. This is a far­
reaching generalization of the fundamental theorem of calculus and of the 
classical theorems of vector calculus. 

Theorem 14.9 (Stokes's Theorem). Let M be a smooth, oriented n­
dimensional manifold with boundary, and let w be a compactly supported 
smooth (n - I)-form on M. Then 

1M dw = laM w. (14.2) 

The statement of this theorem is concise and elegant, but it requires a 
bit of interpretation. First, as usual, 8M is understood to have the induced 
(Stokes) orientation, and the W on the right-hand side is to be interpreted 
as WlaM' If 8M = 0, then the right-hand side is to be interpreted as zero. 
When M is I-dimensional, the right-hand integral is really just a finite 
sum. 

With these understandings, we proceed with the proof of the theorem. 
You should check as you read through the proof that it works correctly 
when n = 1 and when 8M = 0. 

Proof. We begin by considering a very special case: Suppose M is the upper 
half-space IHIn itself. Then the fact that w has compact support means that 
there is a number R > 0 such that supp w is contained in the rectangle 
A = [-R, RJ x ... x [-R, RJ x [0, RJ (Figure 14.6). We can write w in 
standard coordinates as 

n 

W = L Wi dx 1 A ... A d;i A ... A dxn , 

i=l 
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where the hat means that dx i is omitted. Therefore, 

n 

dw = L dWi /\ dx1 /\ ... /\ ;{;i /\ ... /\ dxn 
i=l 

Ln oWi d j 1 -. n = -. x /\ dx /\ ... /\ dx' /\ ... /\ dx 
ox] 

i,j=l 

~( l)i-l oWi dId n = ~ - oxi X /\ ... /\ x . 
i=l 

Thus we compute 

1m d ~( )i-lj oWi dId n W = ~ -1 -. x /\ ... /\ x 
IHIn i=l A ox, 

= i) _1)i-l rR jR .. . jR o~: (x)dx1 ... dxn. 
i=l Jo -R -R a 

We can rearrange the order of integration in each term so as to do the 
Xi integration first. By the fundamental theorem of calculus, the terms for 
which i I- n reduce to 

n-l R R R 
L( _1)i-l r j ... j ~~: (x)dx 1 ... dxn 
i=l Jo -R -R 

n-l R R R 
"( )i- 1lj j oWi ( )d i d 1 d-· d n = ~ -1 . . . oxi X X X ... x···· X 
i=l 0 -R -R 

n-l R R R [ ] xi=R 
= 2)-I)i-1 r j ... j Wi(X). dx1 ... ;{;i···dxn 

i=l Jo -R -R x'=-R 

=0, 

because we have chosen R large enough that W = 0 when Xi = ±R. The 
only term that might not be zero is the one for which i = n. For that term 
we have 

r dw = (_I)n-ljR .. . jR rR ow: (x)dxn dx1 ... dxn- 1 

JIHIn -R -R Jo ox 

R R [ ] xn=R 
= (_I)n-lj ... j wn(x) dx l ... dxn- l 

-R -R xn=o 

= (-It jR .. . jR Wn (Xl, ... , xn- l , 0) dXl ... dxn-1, 
-R -R 

(14.3) 

because Wn = 0 when xn = R. (Note that this term too will vanish if supp W 
does not meet oJH[n.) 
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To compare this to the other side of (14.2), we compute as follows: 

r W = L r Wi (X!, ... , xn-l, 0) dxl /\ ... /\;t;i /\ ... /\ dxn. 
J 8Yt[n i J An8Yt[n 

Because xn vanishes on 8lHln, the restriction of dxn to the boundary is 
identically zero (see Exercise 8.6). Thus the only term above that is nonzero 
is the one for which i = n, which becomes 

r w= r wn(xl, ... ,xn-l,O) dxl/\ ... /\dxn- l . 
J 8Yt[n JAn8Yt[n 

Taking into account the fact that the coordinates (xl, ... , xn- l ) are posi­
tively oriented for 8lHln when n is even and negatively oriented when n is 
odd (Example 13.19), this becomes 

r w=(_ l t j R ... j R wn(xl, ... ,xn-I,O) dxl ... dxn- l , 
J 8Yt[n -R-R 

which is equal to (14.3). 
Next let M be an arbitrary smooth manifold with boundary, but con­

sider an (n - I)-form W that is compactly supported in the domain of a 
single smooth chart (U, <p). Assuming without loss of generality that <p is 
an oriented chart, the definition yields 

since (<p-l) * dw is compactly supported on lHln. By the computation above, 
this is equal to 

(14.4) 

where 8lHln is given the induced orientation. Since <p* takes outward­
pointing vectors on 8M to outward-pointing vectors on lHln (by Lemma 
13.15), it follows that <Plun8M is an orientation-preserving diffeomorphism 
onto <p(U)n8lHln, and thus (14.4) is equal to J8M w. This proves the theorem 
in this case. 

Finally, let w be an arbitrary compactly supported smooth (n - 1)­
form. Choosing a cover of supp w by finitely many oriented smooth charts 
{(Ui , <Pi)}' and choosing a subordinate smooth partition of unity {¢i}, we 
can apply the preceding argument to ¢iW for each i and obtain 

o 
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Example 14.10. Let N be a smooth manifold and suppose T [a, b] -+ N 
is a smooth embedding, so that M = I[a, b] is an embedded I-submanifold 
with boundary in N. If we give M the orientation such that I is orientation­
preserving, then for any smooth function f E COO(N), Stokes's theorem 
says that 

1 df = r I*df = r df = r f = f(r(b)) - f(r(b)). 
I J[a,bj JM JaM 

Thus Stokes's theorem reduces to the fundamental theorem for line in­
tegrals (Theorem 6.22) in this case. In particular, when I: [a, b] -+ ]R is 
the inclusion map, then Stokes's theorem is just the ordinary fundamental 
theorem of calculus. 

Two special cases of Stokes's theorem arise so frequently that they are 
worthy of special note. The proofs are immediate. 

Corollary 14.11. Suppose M is a compact smooth manifold without 
boundary. Then the integral of every exact form over M is zero: 

1M dw = 0 if 8M = 0. 

Corollary 14.12. Suppose M is a compact smooth manifold with bound­
ary. If w is a closed form on M, then the integral of w over 8M is 
zero: 

r w = 0 if dw = 0 on M. 
JaM 

The next corollary is essentially a restatement of the previous two. 

Corollary 14.13. Suppose M is a smooth manifold, ScM is a compact 
k-dimensional submanifold (without boundary), and w is a closed k-form 
on M. If Is w i- 0, then w is not exact and S is not the boundary of a 
smooth, compact submanifold with boundary in M. 

Example 14.14. It follows from the computation of Example 6.20 that 
the closed I-form w = (x dy - y dx) / (x 2 + y2) has nonzero integral over §l. 

We already observed that w is not exact on]R2 ,,{O}. The preceding corol­
lary tells us in addition that there is no smooth, compact, 2-dimensional 
submanifold with boundary in ]R2 " {O} whose boundary is equal to §l. 

One important application of Stokes's theorem is to prove the classical 
result known as Green's theorem. 

Theorem 14.15 (Green's Theorem). Suppose D is a regular domain 
in ]R2, and P, Q are smooth real-valued functions on D. Then 

1 (~~ -~;) dxdy = laD Pdx + Qdy. 

Proof. This is just Stokes's theorem applied to the I-form P dx + Q dy. D 
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Figure 14.7. A chart with corners. 

We will see other applications of Stokes's theorem later in this chapter. 

Manifolds with Corners 

In many applications of Stokes's theorem it is necessary to deal with ge­
ometric objects such as triangles, squares, or cubes that are topological 
manifolds with boundary, but are not smooth manifolds with boundary 
because they have "corners." It is easy to generalize Stokes's theorem to 
this situation, and we do so in this section. We will use this generalization 
only in our discussion of de Rham cohomology in Chapters 15 and 16. 

Let JR.+. denote the subset of JR.n where all of the coordinates are 
nonnegative: 

JR.+. = { (Xl, ... , xn) E JR.n : Xl ~ 0, . .. ,Xn ~ o} . 

This space is the model for the type of corners we will be concerned with. 

<> Exercise 14.2. Prove that lR+. is homeomorphic to the upper half-space 
JH[n . 

Suppose M is a topological n-manifold with boundary. A chart with 
corners for M is a pair (U, 'P), where U is an open subset of M and 'P is a 
homeomorphism from U to a (relatively) open set fJ c JR.+. (Figure 14.7). 
Two charts with corners (U, 'P), (V, 'IjJ ) are said to be smoothly compatible 
if the composite map 'Po'IjJ-l: 'IjJ(UnV)...-..t 'P(UnV) is smooth. (As usual, 
this means that it admits a smooth extension in an open neighborhood of 
each p()int.) 

A smooth structure with corners on a topological manifold with boundary 
is a maximal collection of smoothly compatible charts with corners whose 
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Figure 14.8. Invariance of corner points. 

domains cover M. A topological manifold with boundary together with a 
smooth structure with corners is called a smooth manifold with comers. 

If M is a smooth manifold with corners, any chart with corners (U, 'P) 
in the given smooth structure with corners is called a smooth chart with 
corners for M. 

Example 14.16. Any closed rectangle in lRn is a smooth n-manifold with 
corners. 

Because of the result of Exercise 14.2, charts with corners are topolog­
ically indistinguishable from boundary charts. Thus from the topological 
point of view there is no difference between manifolds with boundary and 
manifolds with corners. The difference is in the smooth structure, because 
the compatibility condition for charts with corners is different from that 
for boundary charts. 

It is easy to check that the boundary of lR~ in lRn is the set of points at 
which at least one coordinate vanishes. The points in lR~ at which more 
than one coordinate vanishes are called its corner points. For example, 
the corner points of lRt are the origin together with all the points on the 
positive X-, y-, and z-axes. 

Lemma 14.17 (Invariance of Corner Points). Let M be a smooth 
n-manifold with comers, and let p EM. If 'P(p) is a comer point for some 
smooth chart with comers (U, 'P), then the same is true for every such chart 
whose domain contains p. 

Proof. Suppose (U, 'P) and (V, 'ljI ) are two smooth charts with corners such 
that 'P(p) is a corner point but 'ljI(p) is not (Figure 14.8). To simplify no­
tation, let us assume without loss of generality that 'P(p) has coordinates 
(Xl , ... ,xk, 0, .. . ,0) with k :::; n - 2. Then 'ljI(V) contains an open subset of 
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some (n - I)-dimensional linear subspace S c lRn, with 'ljJ(p) E S. (If'ljJ(p) 
is a boundary point, S can be taken to be the unique subspace defined by 
an equation of the form Xi = 0 that contains 'ljJ(p). If 'ljJ(p) is an interior 
point, any (n - I)-dimensional subspace containing 'ljJ(p) will do.) 

Let Q: S n 'ljJ(V) -+ lRn be the restriction of rp 0 'ljJ-I to S n 'ljJ(V). 
Because rp 0 'ljJ-I is a diffeomorphism, Q is a smooth immersion. Let 
T = Q*(T'Ij;(p)S) C lRn. Because T is (n - I)-dimensional, it must con­
tain a vector X such that one of the last two components, xn-I or X n , 

is nonzero (otherwise, T would be contained in a codimension-2 subspace). 
Renumbering the coordinates and replacing X by -X if necessary, we may 
assume that xn < O. 

Now let T (-c,c) -+ S be a smooth curve such that ')'(0) = p and 
Q*')"(O) = X. Then Q 0 ')'(t) has negative xn coordinate for small t > 0, 
which contradicts the fact that Q takes its values in lR+. 0 

If M is a smooth manifold with corners, a point p E M is called a corner 
point if rp(p) is a corner point in lR+ with respect to some (and hence every) 
smooth chart with corners (U, rp). Similarly, p is called a boundary point if 
rp(p) E 8lR+ with respect to some (hence every) such chart. For example, 
the set of corner points of the unit cube [0,1]3 C lR3 is the union of its eight 
vertices and twelve edges. 

It is clear that every smooth manifold with or without boundary is also 
a smooth manifold with corners (but with no corner points). Conversely, a 
smooth manifold with corners is a smooth manifold with boundary if and 
only if it has no corner points. The boundary of a smooth manifold with 
corners, however, is in general not a smooth manifold with corners (think 
of the boundary of a cube, for example). In fact, even the boundary of 
lR+ itself is not a smooth manifold with corners. It is, however, a union of 
finitely many such: 8lR+ = HI U ... U H n , where 

H - {( I n) E Ttl>n. i - o} i-X , ... , X .IN.+ . X -

is an (n - 1 )-dimensional smooth manifold with corners contained in the 
subspace defined by Xi = O. 

The usual flora and fauna of smooth manifolds-smooth maps, partitions 
of unity, tangent vectors, covectors, tensors, differential forms, orientations, 
and integrals of differential forms-can be defined on smooth manifolds 
with corners in exactly the same way as we have done for smooth manifolds 
and smooth manifolds with boundary, using smooth charts with corners in 
place of smooth boundary charts. The details are left to the reader. 

In addition, for Stokes's theorem we will need to integrate a differen­
tial form over the boundary of a smooth manifold with corners. Since the 
boundary is not itself a smooth manifold with corners, this requires a spe­
cial definition. Let M be an oriented smooth n-manifold with corners, and 
suppose w is an (n - I)-form on 8M that is compactly supported in the 
domain of a single oriented smooth chart with corners (U, rp). We define 
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the integral of w over 8M by 

where each Hi is given the induced orientation as part of the boundary of 
the set where Xi ~ 0. In other words, we simply integrate w in coordinates 
over the codimension-l portion of the boundary. Finally, if w is an arbitrary 
compactly supported (n - I)-form on M, we define the integral of w over 
8M by piecing together with a partition of unity just as in the case of a 
manifold with boundary. 

In practice, of course, one does not evaluate such integrals by using par­
titions of unity. Instead, one "chops up" the boundary into pieces that can 
be parametrized by compact Euclidean domains of integration, just as for 
ordinary manifolds with or without boundary. If M is a smooth manifold 
with corners, we say that a subset A c 8M has measure zero in 8M if for 
every smooth chart with corners (U, 'P), each set 'P(A)nHi has measure zero 
in Hi for i = 1, ... , n. A domain of integration in 8M is a subset E c 8M 
whose boundary has measure zero in 8M. The following proposition is an 
analogue of Proposition 14.7. 

Proposition 14.18. The statement of Proposition 14. 'l is true if M is 
replaced by the boundary of a compact, oriented, smooth n-manifold with 
corners. 

o Exercise 14.3. Show how the proof of Proposition 14.7 needs to be 
adapted to prove Proposition 14.18. 

Example 14.19. Let I x I = [0,1] x [0,1] be the unit square in ]R2, and 
suppose w is a I-form on 8(I x I). Then it is not hard to check that the 
maps F i : I -+ I x I given by 

Fl(t) = (t,O), 

F 2 (t) = (1, t), 
F3(t) = (1 - t, 1), 
F4(t) = (0,1 - t), 

(14.5) 

satisfy the hypotheses of Proposition 14.18. (These four curve segments in 
sequence traverse the boundary of I x I in the counterclockwise direction; 
see Figure 14.9.) Therefore, 

{ w = { w + { w + { w + { w. 
} a(I x 1) } FI } F2 } F3 } F4 

(14.6) 

o Exercise 14.4. Verify the claims of the preceding example. 

The next theorem is the main result of this section. 
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Figure 14.9. Parametrizing the boundary of the square. 

R-+<:,------"'"'-

.......... ......, , , , 
\ 

\ 

SUPPW\ 

, , 

\ 

\ 
\ , 

/ 

R 

R......".----~ 

Figure 14.10. Stokes's theorem for manifolds with corners. 

Theorem 14.20 (Stokes's Theorem on Manifolds with Corners). 
Let M be a smooth, oriented n-manifold with corners, and let w be a 
compactly supported (n - 1}-form on M . Then 

r dw = r w. JM JaM 

Proof. The proof is nearly identical to the proof of Stokes's theorem proper, 
so we will just indicate where changes need to be made. By means of smooth 
charts with corners and a partition of unity just as in that proof, we may 
reduce the theorem to the case in which M = IR+. and w is supported in 
the cube [0, RJn (Figure 14.1O). In that case, calculating exactly as in the 
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proof of Theorem 14.9, we obtain 

n 1 i =L w= _w. 
i=l Hi alR,!-

(The factor (-I)i disappeared because the induced orientation on Hi is 
(_l)i times that of the standard coordinates (x1, ... ,~, ... ,xn).) This 
completes the proof. 0 

Here is an immediate application of this result, which we will use when 
we study de Rham cohomology in the next chapter. 

Theorem 14.21. Suppose M is a smooth manifold, and ')'0, ')'1: [a, b] -+ 
M are path-homotopic piecewise smooth curve segments. For every closed 
I-form w on M, 

J w-J W 
"10 "11 

Proof. By means of an affine reparametrization, we may as well assume for 
simplicity that [a, b] = [0,1]. Assume first that ')'0 and ')'1 are smooth. By 
Proposition 10.22, ')'0 and ')'J are smoothly homotopic relative to {O, I}. Let 
H: I x I -+ M be such a smooth homotopy. Since w is closed, we have 

J d(H*w) = J H*dw = O. 
IxI IxI 

On the other hand, I x I is a manifold with corners, so Stokes's theorem 
implies 

0= J d(H*w) = r H*w. 
IxI ia(IXI) 
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Figure 14.11. Homotopic piecewise smooth curve segments. 

Using the parametrization of 8(1 x J) given in Example 14.19 together with 
the diffeomorphism invariance of line integrals (Exercise 6-9), we obtain 

0= r H*w 
la(IX!) 

= r H* w + r H* w + r H* w + r H* w 
lFl lF2 lF3 lF4 

= r w + r w + r w + r w, 
lHOA lHo~ lHO~ lHo~ 

where F1 ,F2 ,F3 ,F4 are defined by (14.5). The fact that H is a homotopy 
relative to {a, I} means that H oF2 and H OF4 are constant maps, and there­
fore the second and fourth terms above are zero. The theorem then follows 
from the facts that H 0 F1 = /'0 and H 0 F3 is a backward reparametrization 
of /'1. 

Next we consider the general case of piecewise smooth curves. We cannot 
simply apply the preceding result on each subinterval where /'0 and /'1 
are smooth, because the restricted curves may not start and end at the 
same points. Instead, we will prove the following more general claim: Let 
/'0, /'1 : J -+ M be piecewise smooth curve segments (not necessarily with 
the same endpoints), and suppose H: J x J -+ M is any homotopy between 
them (Figure 14.11). Define curve segments 0"0,0"1: 1-+ M by 

O"o(t) = H(O, t), 

O"l(t) = H(l, t), 

and let (To, (T1 be any smooth curve segments that are path-homotopic to 
0"0,0"1 respectively. Then 

1 w -1 w = r w - r w. 
11 10 lal lao 

(14.7) 

When specialized to the case in which /'0 and /'1 are path homotopic, this 
implies the theorem, because 0"0 and 0"1 are constant maps in that case. 
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Since 'Yo and 'Yl are piecewise smooth, there are only finitely many points 
(al, ... , am) in (0,1) at which either 'Yo or 'Yl is not smooth. We will prove 
the claim by induction on the number m of such points. When m = 0, 
both curves are smooth, and by Proposition 10.22 we may replace the 
given homotopy H by a smooth homotopy H:.... Recall from the proof of 
Proposition 10.22 that the smooth homotopy H can actually be taken to 
be homotopic to H relative to I x {o} u I x {1}. Thus for i = 0, 1, the curve 
ai(t) = H(i, t) is a smooth curve segment that is path homotopic to ai. In 
this setting, (14.7) just reduces to (14.6). Note that the integrals over ao 
and al do not depend on which smooth curves path-homotopic to 0'0 and 
0'1 are chosen, by the smooth case of the theorem proved above. 

Now let 'Yo, 'Yl be homotopic piecewise smooth curves with m nonsmooth 
points (al, ... , am), and suppose the claim is true for curves with fewer 
than m such points. For i = 0,1, let 'Y: be the restriction of 'Yi to [0, am], 
and let 'Y:' be its restriction to [am, 1]. Let a: I -+ M be the curve segment 

a(t) = H(am , t), 

and let a by any smooth curve segment that is path homotopic to a. 
Then, since 'Y: and 'Y:' have fewer than m nonsmooth points, the inductive 
hypothesis implies 

Integration on Riemannian Manifolds 

We noted earlier that real-valued functions cannot be integrated in a 
coordinate-independent way on an arbitrary manifold. However, with the 
additional structures of a Riemannian metric and an orientation, we can 
recover the notion of the integral of a real-valued function. 

Suppose (M,g) is an oriented Riemannian manifold (with or without 
boundary), and let dVg denote its Riemannian volume form. If f is a com­
pactly supported continuous real-valued function on M, then f dVg is a 
compactly supported n-form, so we can define the integral of f over M to 
be JM f dVg. (This, of course, is the reason we chose the notation dVg for 
the Riemannian volume form.) If M itself is compact, we define the volume 
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of M by 

Vol(M) = 1M dVg . 

Lemma 14.22. Let (M,g) be an oriented Riemannian manifold, and sup­
pose f is a compactly supported continuous real-valued function on M 
satisfying f ~ o. Then fM f dVg ~ 0, with equality if and only if f == o. 
Proof. If f is supported in the domain of a single oriented smooth chart 
(U, cp), then Lemma 13.23 shows that 

r f dVg =l f(x)Jdet(gij)dx1 ... dxn~0. 
JM ~(U) 

The general case follows from this one, because f M f dVg is equal to a sum 
of terms like fM ¢d dVg , where each integrand ¢d is nonnegative and 
supported in a single smooth chart. If in addition f is positive somewhere, 
then it is positive on an open set by continuity, so at least one of the 
integrals in this sum will be positive. On the other hand, if f is identically 
zero, then clearly f M f dVg = o. 0 

The Divergence Theorem 

Let (M,g) be an oriented Riemannian manifold. Multiplication by the 
Riemannian volume form defines a linear map *: Coo (M) -+ An (M): 

It is easy to check that * is an isomorphism. 
Define the divergence operator div: 'J"( M) -+ Coo (M) by 

div X = *-1 d(X JdVg), 

or equivalently, 

d(X JdVg) = (div X)dVg. 

Its geometric meaning will be discussed in Chapter 18. 
In the special case of a regular domain in ]R3, the following theorem is 

due to Gauss and is often referred to as Gauss's theorem. 

Theorem 14.23 (The Divergence Theorem). Let M be an oriented 
Riemannian manifold with boundary. For any compactly supported smooth 
vector field X on M, 

r (div X) dVg = r (X, N)g dVg, 
JM JaM 

where N is the outward-pointing unit normal vector field along aM and g 
is the induced Riemannian metric on aM. 
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Proof. By Stokes's theorem, 

r (divX)dVg = r d(X JdVg) = r X JdVg. JM JM JaM 
The theorem then follows from Lemma 13.25. o 

Surface Integrals 

The original theorem that bears the name of Stokes concerned "sur­
face integrals" of vector fields over surfaces in ]R3. Using the version of 
Stokes's theorem that we have proved, this can be generalized to surfaces 
in Riemannian 3-manifolds. (For reasons that will be explained later, the 
restriction to dimension 3 cannot be removed.) 

Let (M, g) be an oriented Riemannian 3-manifold. We define a bundle 
map (3: T M ~ A 2 M by letting it act on smooth vector fields as follows: 

(3(X) = X J dVg. (14.8) 

It is easy to check that (3 is linear over COO(M), so it is a smooth bundle 
map, and it is an isomorphism because both bundles T M and A 2 M have 
the same fiber dimension and (3 is injective on each fiber. 

Define an operator curl: 'J( M) ~ 'J( M) by 

curl X = (3-1d(Xb), 

or equivalently, 

(14.9) 

The following commutative diagram summarizes the relationships among 
the gradient, divergence, curl, and exterior derivative operators: 

C=(M) ~ 'J(M) ~ 'J(M) ~ COO(M) 

1 Id 1 b 1 (3 1 * 
AD(M) -LA1(M) -LA2(M) -.iL. A 3 (M). 

<> Exercise 14.5. Show that curio grad == 0 and div 0 curl == 0 on any 
Riemannian :3-manifold. 

Now suppose ScM is a compact, embedded, 2-dimensional submanifold 
with or without boundary in M, and N is a smooth unit normal vector 
field along S. Let dA denote the induced Riemannian volume form on S 
with respect to the induced metric gls and the orientation determined by 
N, so that dA = (N J dVq ) I s by Proposition 13.24. For any smooth vector 
field X defined on M, the surface integral of X over S (with respect to the 
given choice of normal field) is defined as 

is (X, N)g dA. 
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/ M 

Figure 14.12. The setup for a surface integral. 

(See Figure 14.12.) 
The next result, in the special case in which M = lR.3 , is the original 

theorem proved by Stokes. 

Theorem 14.24 (Stokes's Theorem for Surface Integrals). Suppose 
S is a compact, oriented, embedded, 2-dimensional submanifold with bound­
ary in an oriented Riemannian 3-manifold M. For any smooth vector field 
X onM, 

{(curIX,N)gdA= { (X,T)gds, 
ls l as 

where N is the smooth unit normal vector field along S that determines 
its orientation, ds is the Riemannian volume form for as (with respect to 
the metric and orientation induced from S), and T is the unique positively 
oriented unit tangent vector field on as. 
Proof. The general version of Stokes's theorem applied to the I-form X b 

yields 

( d(Xb) = { Xb. 
ls las 

Thus the theorem will follow from the following two identities: 

d(Xb)ls = (curlX,N)gdA, 

Xbl as = (X, T)g ds. 

(14.10) 

(14.11) 

Equation (14.10) is just the defining equation (14.9) for the curl combined 
with the result of Lemma 13.25. To prove (14.11), we note that Xbl as is a 
smooth I-form on a I-manifold, and thus must be equal to f ds for some 
smooth function f on as. To evaluate f , we note that ds(T) = 1, and so 
the definition of X b yields 

f = fds(T) = Xb(T) = (X,T)g . 

This proves (14.11) and thus the theorem. o 



374 14. Integration on Manifolds 

The curl operator is defined only in dimension 3 because it is only in that 
case that A 2 M is isomorphic to T M (via the map f3: X H X ..J dVg ). In 
fact, it was largely the desire to generalize the curl and the classical version 
of Stokes's theorem to higher dimensions that led to the entire theory of 
differential forms. 

Integration on Lie Groups 

Let G be a Lie group. A covariant tensor field or differential form a on G 
is said to be left-invariant if L;a = a for all 9 E G. 

Proposition 14.25. Let G be a compact Lie group endowed with a left­
invariant orientation. Then G has a unique left-invariant orientation form 
o with the property that Ie 0 = 1. 

Proof. Let E 1 , •.. , En be a left-invariant global frame on G (i.e., a basis 
for the Lie algebra of G). By replacing El with - El if necessary, we may 
assume that this frame is positively oriented. Let c:1 , ... , c:n be the dual 
coframe. Left invariance of Ej implies that 

(L;c:i ) (Ej) = c:i(Lg*Ej ) = c:i(Ej ), 

which shows that L;c:i = c:i , so c: i is left-invariant. 
Let 0 = c: 1 1\ ... 1\ c:n. Then 

L * 0 = L * c: 1 1\ ... 1\ L * c:n = c: 1 1\ ... 1\ c:n = 0 9 9 9 , 

so 0 is left-invariant as well. Because 0(E1 , ... , En) = 1 > 0, 0 is an 
orientation form for the given orientation. Clearly, any positive const.ant 
multiple of 0 is also a left-invariant orientation form. Conversely, if 0 is 
any other left-invariant orientation form, we can write r2e = cOe for some 
positive number c. Using left-invariance, we find that 

r2g = L;-lr2e = CL;-lOe = cOg, 

which proves that r2 is a positive constant multiple of O. 
Since G is compact and oriented, Ie 0 is a positive real number, so we can 

define r2 = (Ie 0) -10 . Clearly, r2 is the unique left-invariant orientation 
form for which G has unit volume. D 

Remark. The orientation form whose existence is asserted in this propo­
sition is called the Haar volume form on G, and is often denoted by dV. 
Similarly, the map f H Ie f dV is called the Haar integral. Observe that 
the proof above did not use the fact that G was compact until the last 
paragraph; thus every Lie group has a left-invariant orientation form that 
is uniquely defined up to a constant multiple. It is only in the compact 
case, however, that we can use the volume normalization to single out a 
unique one. 
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Densities 

Although differential forms are natural objects to integrate on manifolds, 
and are essential for use in Stokes's theorem, they have the disadvantage 
of requiring oriented manifolds in order for their integrals to be defined. 
There is a way to define integration on nonorientable manifolds as well, 
which we describe in this section. 

As you will recall, the reason an orientation is needed for integrals of 
differential forms to make sense has to do with transformation laws under 
changes of coordinates. The transformation law for an n-form on an n­
manifold under a change of coordinates involves the Jacobian determinant 
of the transition map, while the transformation law for integrals involves 
the absolute value of the determinant. In this section we define objects 
whose transformation law involves the absolute value of the determinant. 

We begin, as always, in the linear-algebraic setting. Let V be an n­
dimensional vector space. A density on V is a function 

J.L: V x ... x V -+ lR 
'---v-' 

n copies 

satisfying the following condition: If T: V -+ V is any linear map, then 

(14.12) 

Observe that a density is not a tensor, because it is not linear over lR in 
any of its arguments. Let n(V) denote the set of all densities on V. 

Proposition 14.26 (Properties of Densities). Let V be a vector space 
of dimension n 2': 1. 

(a) n(V) is a vector space under the obvious vector operations: 

(CIJ.LI + C2J.L2) (Xl , ... , Xn) = CIJ.LI (Xl, ... , Xn) + C2J.L2(XI , ... , Xn). 

(b) If J.LI, J.L2 E n(V) and J.LI(EI, ... , En) = J.L2(EI, ... , En) for some basis 
(Ei) of V, then J.LI = J.L2· 

(c) Ifw E An(V), the map JwJ : V x ... x V -+ lR defined by 

JwJ (Xl"'" Xn) = JW(XI , ... , Xn)J 

is a density. 

(d) n(V) is I-dimensional, spanned by JwJ for any nonzero w E An(V). 

Proof. Part (a) is immediate from the definition. For part (b), suppose J.LI 
and J.L2 give the same value when applied to (EI, ... , En). If Xl"'" Xn 
are arbitrary vectors in V, let T: V -+ V be the unique linear map that 
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takes Ei to Xi for i = 1, ... ,n. It follows that 

J-LI(XI , ... ,Xn) = J-LI(TEI, ... ,TEn) 
= Idet TI J-Ll (EI , ... , En) 
= Idet TI J-L2(E1 , ... , En) 
= J-L2(TE1 , ... , TEn) 

= J-L2(XI , ... , Xn). 

Part (c) follows from Lemma 12.6: 

Iwl(TXI, ... , TXn) = Iw(TXI, ... , TXn) I 
= l(detT)w(XI, ... ,Xn)1 
=ldetTllwl(X1, ... ,Xn ). 

Finally, to prove (d), suppose w is any nonzero element of An (V). If J-L is 
an arbitrary element of n(V), it suffices to show that J-L = c Iwl for some 
c E lR. Let (Ei) be a basis for V, and define a, bE lR by 

a = Iwl (E l , ... , En) = Iw(EI , ... , En)l, 

b = J-L(E1, ..• , En). 

Because w #- 0, it follows that a #- 0. Thus J-L and (bja)lwl give the same 
result when applied to (EI, ... ,En), so they are equal by part (b). 0 

A positive density on V is a density J-L satisfying J-L(X1 , ... , Xn) > ° when­
ever (Xl' ... ' Xn) are linearly independent. A negative density is defined 
similarly. If w is a nonzero element of An (V), then it is clear that Iw I is 
a positive density; more generally, a density c Iwl is positive, negative, or 
zero if and only if c has the same property. Thus every density on V is ei­
ther positive, negative, or ~ero, and the set of positive densities is a convex 
subset of n(V) (namely, a half-line). 

Now let M be a smooth manifold. The set 

is called the density bundle of M. Let 11": nM --+ M be the natural 
projection map taking each element of n(TpM) to p. 

Lemma 14.27. If M is a smooth manifold, its density bundle is a smooth 
line bundle over M. 

Proof. We will construct local trivializations and use the vector bundle 
construction lemma (Lemma 5.5). Let (U, (Xi)) be any smooth coordinate 
chart on M, and let w = dxll\ .. ·I\dxn. Proposition 14.26 shows that Iwpl is 
a basis for n(TpM) at each point p E U. Therefore, the map <1>: 11"-l(U)--+ 
U x lR given by 
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is a bijection. 
Suppose (fJ, (xj)) is another smooth chart with un u -=I- 0. Let w = 

dx1 /\ ... /\ dxn , and define iP: 7[-1 (fJ) ---+ fJ x IR correspondingly: 

It follows from the transformation law (12.13) for n-forms under changes 
of coordinates that 

<I> 0 iP- 1 (p, c) = <I>(clwpl) = <I> (cldet (~~~)llwpl) 

= (p, c Idet (~~~) I) . 
Thus the hypotheses of Lemma 5.5 are satisfied, with the transition 
functions equal to 1 det (axj / axi ) I. 0 

If M is a smooth n-manifold, a section of OM is called a density on M. 
(One might choose to call such a section a "density field" to distinguish it 
from a density on a vector space, but we will not do so.) If J-L is a density 
and f is a continuous real-valued function, then f J-L is again a density, which 
is smooth if both f and J-L are. A density on M is said to be positive or 
negative if its value at each point has that property. Any nonvanishing n­

form w determines a positive density Iwl, defined by Iwl p = Iwpl for each 
p E M. If w is a nonvanishing n-form on an open set U c M, then any 
density J-L on U can be written J-L = flwl for some real-valued function f. 

One important fact about densities is that every manifold admits a global 
smooth positive density, without any orient ability assumptions. 

Lemma 14.28. If M is a smooth manifold, there exists a smooth positive 
density on M. 

Proof. Because the set of positive elements of OM is an open subset whose 
intersection with each fiber is convex, the usual partition of unity argument 
(Problem 11-22) allows us to piece together local densities to obtain a global 
smooth positive density. 0 

It is important to understand that this lemma works because positiv­
ity of a density is a well-defined property, independent of any choices of 
coordinates or orientations. There is no corresponding existence result for 
orientation forms because without a choice of orientation, there is no way 
to decide which n-forms are positive. 

Under smooth maps, densities pull back in the same way as differential 
forms. If F: M ---+ N is a smooth map between n-manifolds and J-L is a 
density on N, we define a density F* J-L on M by 
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Lemma 14.29. Let G: P ---+ M and F: M ---+ N be smooth maps between 
n-manifolds, and let /L be a density on N. 

(a) For any f E C=(N), F*(f/L) = (f 0 F)F*/L. 

(b) Ifw is an n-form on N, then F*lwl = IF*wl. 

( c) If /L is smooth, then F* /L is a smooth density on M. 

(d) (F 0 G)*/L = G*(F*/L). 

o Exercise 14.6. Prove the preceding lemma. 

The next result shows how to compute the pullback of a density in 
coordinates. It is an analogue for densities of Proposition 12.12. 

Proposition 14.30. Suppose F: M ---+ N is a smooth map between n­
manifolds. If (xi) and (yj) are smooth coordinates on open sets U c M 
and V eN, respectively, and u is a smooth real-valued function on V, then 
the following holds on Un F-l(V): 

F* (u Idyl J\ ... J\ dynl) = (u 0 F) IdetDFlldx l J\ ... J\ dxnl, (14.13) 

where DF represents the matrix of partial derivatives of F in these 
coordinates. 

Proof. Using Proposition 12.12 and Lemma 14.29, we obtain 

F* (u Idyl J\ ... J\ dynl) = (u 0 F)F* Idyl J\ ... J\ dynl 

= (u 0 F) IF*(dyl J\ ... J\ dyn)1 

= (u 0 F) I (det DF) dx 1 J\ ... J\ dxnl 

= (u 0 F) Idet DFI Idx1 J\ ... J\ dxnl. 0 

Integration of Densities 

Now we turn to integration. As we did with forms, we begin by defining 
integrals of densities on subsets of ]Rn. If D c ]Rn is a compact domain of 
integration and /L is a density on D, we can write /L = f I dx1 J\ ... J\ dxn I 
for some uniquely determined continuous function f: D ---+ R We define 
the integral of /L over D by 

or more suggestively, 
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Similarly, if U is an open subset of JRn or IHln and J.L is compactly supported 
in U, we define 

where D c U is any compact domain of integration containing the support 
of J.L. The key fact is that this is diffeomorphism-invariant. 

Proposition 14.31. If D and E are compact domains of integration in 
JRn, and G: D -+ E is a smooth map that restricts to a diffeomorphism 
from lnt D to lnt E, then 

LJ.L = iG*J.L 

for any density J.L on E. Similarly, if U, V C JRn are open sets and G: U -+ 
V is a diffeomorphism, then 

for any compactly supported density J.L on V. 

Proof. The proof is essentially identical to those of Proposition 14.2 and 
Corollary 14.3, using (14.13) instead of (12.12). 0 

Now let M be a smooth n-manifold (with or without boundary). If J.L is a 
density on M whose support is contained in the domain of a single smooth 
chart (U, cp), the integral of J.L over M is defined as 

{ J.L= { (cp-l)*J.L. 
J M Jcp(U) 

This is extended to arbitrary densities J.L by setting 

where {'l/Jd is a smooth partition of unity subordinate to an open cover of 
M by smooth charts. The fact that this is independent of the choices of 
coordinates or partition of unity follows just as in the case of forms. 

The following proposition is proved in the same way as Proposition 14.6. 

Proposition 14.32 (Properties of Integrals of Densities). Suppose 
M and N are smooth n-manifolds with or without boundaries, and J.L, 1/ are 
compactly supported densities on M. 

(a) LINEARITY: If a, b E JR, then 

1M aJ.L+b'T]=a IMJ.L+b 1M 'T]. 

(b) POSITIVITY: If J.L is a positive density, then fM J.L > o. 
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(c) DIFFEOMORPHISM INVARIANCE: If F: N ~ M is a diffeomorphism, 
then 1M f.L = IN F*f.L. 

<> Exercise 14.7. Prove Proposition 14.32. 

Just as for forms, integrals of densities are usually computed by cutting 
the manifold into pieces and parametrizing each piece, just as in Proposition 
14.7. The details are left to the reader. 

<> Exercise 14.8. Formulate and prove an analogue of Proposition 14.7 for 
densities. 

The Riemannian Density 

Densities are particularly useful on Riemannian manifolds. Throughout the 
rest of this section, (M, g) will be a Riemannian manifold with or without 
boundary. 

Lemma 14.33 (The Riemannian Density). Let (M, g) be a Riemann­
ian manifold with or without boundary. There is a unique smooth positive 
density f.L on M, called the Riemannian density, with the property that 

f.L(E1 , ... ,En)=1 

for any local orthonormal frame (Ei). 

(14.14) 

Proof. Uniqueness is obvious, because any two densities that agree on the 
elements of a basis must be equal. Given any point p E M, let U be a 
connected smooth coordinate neighborhood of p. Since U is diffeomorphic 
to an open subset of Euclidean space, it is orientable. Any choice of ori­
entation of U uniquely determines a Riemannian volume form dVg , with 
the property that dVg(E1 , ... , En) = 1 for any oriented orthonormal frame. 
If we put f.L = IdVgl, it follows easily that f.L is a smooth positive density 
on U satisfying (14.14). If U and V are two overlapping smooth coordi­
nate neighborhoods, the two definitions of f.L agree where they overlap by 
uniqueness, so this defines f.L globally. D 

<> Exercise 14.9. Let (M, g) be an oriented Riemannian manifold with or 
without boundary and let dVg be its Riemannian volume form. 

(a) Show that the Riemannian density of M is equal to IdVgl. 
(b) For any compactly supported continuous function f: M -+ JR, show 

that 

Because of part (b) of this exercise, it is customary to denote the Rie­
mannian density simply by dVg , and to specify when necessary whether 
the notation refers to a density or a form. If f: M ~ lR is a compactly 
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supported continuous function, the integral of f over M is defined to be 
fM f dVg • Exercise 14.9 shows that when M is oriented, it does not matter 
whether we interpret dVg as the Riemannian volume form or the Riemann­
ian density. (If the orientation of M is changed, then both the integral and 
dVg change signs, so the result is the same.) When M is not orientable, 
however, we have no choice but to interpret it as a density. 

One of the most useful applications of densities is that they enable us 
to generalize the divergence theorem to nonorientable manifolds. If X is 
a smooth vector field on M, it turns out that the divergence of X can 
be defined even when M is not orientable (see Problem 14-20). The next 
theorem shows that the divergence theorem holds in that case as well. 

Theorem 14.34. Suppose (M, g) is a Riemannian manifold with bound­
ary, orientable or not. For any compactly supported smooth vector field X 
onM, 

{ (div X) dVg = { (X, N)g dVg, JM JaM (14.15) 

where N is the outward-pointing unit normal vector field along 8M, g is 
the induced Riemannian metric on 8M, and dVg, dVg are the Riemannian 
densities of g and g, respectively. 

Sketch of proof. One can show that M has a 2-sheeted orientation covering 
7i': M -+ M, which satisfies the same properties as in the case of manifolds 
without boundary. (One way t~ see this is to use the fact that M can be 
embedded in a larger manifold M without boundary of the same dimension, 
and apply Theorem 13.9 to M. See Problem 17-14.) Define metrics g = 7i'*g 
on M and g = glaM on 8M. For this proof, we will denote the Riemannian 
volume form ofgby dVg and its Riemannian density by IdVgl, with similar 
notations for g. It is straightforward to verify the following facts: 

• M is a smooth manifold with boundary. 

• The restriction of 7i' to 8M is a smooth two-sheeted covering of 8M. 

• g is a Riemannian metric on M. 

• 7i'*dVg = IdVgl. 

• (7i'laMr dVg = IdVgl· 

• There is a unique smooth vector field X on M that is 7i'-related to X. 

• The outward unit normal N along 8M is 7i'-related to N. 

• (div X) 0 7i' = div X. 

• ((X, N)g) 0 (7i'laM) = (X, N)g. 



382 14. Integration on Manifolds 

Using these facts, together with the divergence theorem on if and the 
result of Problem 14-5, we compute 

2 1M (div X) dVg = 1M 7?* ((div X) dVg) = 1M (div x) IdVgl 

= 1M (divX) dVg = faM(X,N)gdVg 

= r jx,N)_ldVgl = r _ (7?l aM )* ((X,N)gdVg) 
JaM 9 JaM 

= 2 r (X, N)g dVg. 
JaM 

Dividing both sides by 2 yields (14.15). D 

Problems 

14-1. Let ']I'2 = §l X §l C ]R4 denote the 2-torus, defined by w2 + x 2 = 
y2 + z2 = 1, with the orientation determined by its product structure 
(see Exercise 13.4). Compute J1r2 w, where w is the following 2-form 
on ]R4: 

w = xyzdw /\ dy. 

14-2. Let D denote the torus of revolution in ]R3 obtained by revolving the 
circle (y - 2)2 + z2 = 1 around the z-axis (Example 11.23), with its 
induced Riemannian metric and with the orientation determined by 
the outward unit normal. 

(a) Compute the surface area of D. 
(b) Compute the integral over D of the function f(x, y, z) = z2 + 1. 
(c) Compute the integral over D of the 2-form w = z dx /\ dy. 

14-3. Let w be the (n - I)-form on ]Rn ....... {O} defined by 
n 

W = Ixl- n 2) _1)i-lXi dx 1 /\ ... /\;J;i /\ ... /\ dxn. (14.16) 
i=l 

(a) Show that Wlsn-l is the Riemannian volume form of §n-l with 
respect to the round metric. 

(b) Show that w is closed but not exact on ]Rn ....... {O}. 

14-4. Define maps F+, F_: lffi2 ~ §2 by 

F±(u, v) = (u, v, ±vh - u2 - v2) . 

If w is a smooth 2-form on §2, show that 

r w = r F~w - r F~w, JS2 JJa2 JJa2 
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where the integrals on the right-hand side are defined as the limits as 
R /' 1 of the integrals over BR(O). Be sure to justify the limits. 

14-5. Suppose M and M are smooth n-manifolds and 7r: M -t M is a 
smooth k-sheeted covering map. 

(a) If M and M are oriented and 7r is orientation-preserving, show 
that hJ7r*w = kfMw for any compactly supported n-form W 

onM. 
(b) If I-" is any compactly supported density on M, show that 

fiii7r*1-" = k fM 1-". 
14-6. If M is a compact, smooth, oriented manifold with boundary, show 

that there does not exist a smooth retraction of M onto its boundary. 
[Hint: Consider an orientation form on 8M.] 

14-7. Let (M,g) be a compact, oriented Riemannian manifold with bound­
ary, let 9 denote the induced Riemannian metric on 8M, and let N 
be the outward unit normal vector field along 8M. 

(a) Show that the divergence operator satisfies the following product 
rule for J E COO(M), X E 'J(M): 

div(f X) = J div X + (grad J, X)g. 

(b) Prove the following "integration by parts" formula: 

r (gradJ,X)gdVg = r J(X,N)gdVg - r (fdivX)dVg. 
1M laM 1M 

(c) Explain what this has to do with integration by parts. 

14-8. Let (M,g) be an oriented Riemannian manifold with or without 
boundary. The linear operator ~: COO(M) -t COO(M) defined by 
~u = - div(grad u) is called the Laplace operator or Laplacian. A 
function u E COO(M) is said to be harmonic if ~u = O. 

(a) If M is compact, prove Green's identities: 

r u~vdVg = r (gradu,gradv)gdVg - r uNvdVg, 
1M 1M laM 

r (u~v-v~u)dVg= r (vNu-uNv)dVg, 
1M laM 
where Nand 9 are as in Problem 14-7. 

(b) If M is compact and connected and 8M = 0, show that the 
only harmonic functions on M are the constants. 

(c) If M is compact and connected, 8M -I- 0, and u, v are harmonic 
functions on M whose restrictions to 8M agree, show that u == v. 

[Remark: There is no general agreement about the sign convention 
for the Laplacian on a Riemannian manifold, and many authors de­
fine the Laplacian to be the negative of the one we have defined here. 
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Although the definition used here conflicts with the traditional defi­
nition of the Laplacian on IRn (see Problem 14-11), it has two distinct 
advantages: Our Laplacian has nonnegative eigenvalues (see Problem 
14-9), and it agrees with the Laplace-Beltrami operator defined on 
differential forms (see Problems 15-9 and 15-10). When reading any 
book or article that mentions the Laplacian, you have to be careful 
to determine which sign convention the author is using.] 

14-9. Let (M,g) be a compact, connected, oriented Riemannian manifold 
without boundary, and let .6. be its Laplacian. A real number A is 
called an eigenvalue of .6. if there exists a smooth real-valued function 
U on M, not identically zero, such that .6.u = AU. In this case, U is 
called an eigenfunction corresponding to A. 

(a) Prove that 0 is an eigenvalue of .6., and that all other eigenvalues 
are strictly positive. 

(b) If U and v are eigenfunctions corresponding to distinct 
eigenvalues, show that f M UV dVg = O. 

14-10. Let M be a compact, connected, oriented Riemannian n-manifold 
with nonempty boundary. A number A E IR is called a Dirichlet eigen­
value for M if there exists a smooth real-valued function u on M, 
not identically zero, such that .6.u = AU and UlaM = O. Similarly, 
A is called a Neumann eigenvalue if there exists such a u satisfying 
.6.u = AU and NuiaM = 0, where N is the outward unit normal. 

(a) Show that every Dirichlet eigenvalue is strictly positive. 
(b) Show that 0 is a Neumann eigenvalue, and all other Neumann 

eigenvalues are strictly positive. 

14-11. Let (M,g) be an oriented Riemannian n-manifold with or without 
boundary. 

(a) In any oriented smooth local coordinates (Xi), show that 

div (Xi rl{) .) = ~ rla (Xi J det g) , 
ux' y det g ux' 

where detg = det(gkl) is the determinant of the component 
matrix of g in these coordinates. 

(b) Show that the Laplacian is given in any oriented smooth local 
coordinates by 

1 {)( .. ~{)u) 
.6.u = - a:T.: ~ g'J Y det g!l'" . 

y det g ux' uxJ 

(c) Conclude that on IRn with the Euclidean metric and standard 
coordinates, 

( 
. ()) n {)X i 

div X' {)Xi = L {)Xi ' 
,=1 
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14-12. Let (M,g) be an oriented Riemannian n-manifold. This problem 
outlines an important generalization of the operator *: COO(M) -+ 
An (M) defined in this chapter. 

(a) For each k = 1, ... , n, show that 9 determines a unique in­
ner product on Ak(TpM) (denoted by (., .)g, just like the inner 
product on TpM) satisfying 

(wi A··· Awk,r/ A··· Arl)g = det (((wi)#,(T)j)#)g) 

whenever wI, ... , wk, T)l, ... , T)k are I-forms. [Hint: Define the in­
ner product locally by declaring {flip: I is increasing} to be an 
orthonormal basis for Ak(TpM) whenever (fi) is the coframe 
dual to a local orthonormal frame, and then prove that the 
resulting inner product is independent of the choice of frame.] 

(b) For each k = 0, ... , n, show that there is a unique smooth bundle 
map *: AkM -+ An-kM satisfying 

w/\*T)= (w,T))gdVg. 

(For k = 0, interpret the inner product as ordinary multiplica­
tion.) This map is called the Hodge star operator. [Hint: First 
prove uniqueness, and then define * locally by setting 

* (fil A ... A fik) = ±fjl A ... A f jn - k 

in terms of an orthonormal coframe (fi), where the indices 
jl, ... ,jn-k are chosen so that (il, ... ,ik,jl, ... ,jn-k) is some 
permutation of (1, ... , n).] 

(c) Show that *: AOM -+ AnM is given by *f = fdVg. 
(d) Show that **w = (_I)k(n-k)w ifw is a k-form. 

14-13. Consider ]Rn as a Riemannian manifold with the Euclidean metric 
and the standard orientation. 

(a) Calculate * dxi for i = 1, ... , n. 
(b) Calculate * (dx i /\ dxj ) in the case n = 4. 

14-14. Let M be an oriented Riemannian 4-manifold. A 2-form w on M is 
said to be self-dual if * w = w, and anti-self-dual if * w = -w. 

(a) Show that every 2-form w on M can be written uniquely as a 
sum of a self-dual form and an anti-self-dual form. 

(b) On M = ]R4 with the Euclidean metric, determine the self-dual 
and anti-self-dual forms in standard coordinates. 

14-15. Let (M, g) be an oriented Riemannian manifold and X E 'J(M). Show 
that 

X -.JdVg = *XD, 

div X = * d * X D , 
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and, when dim M = 3, 

curl X = (*dXD)#. 
14-16. Let (M,g) be a compact, oriented Riemannian n-manifold. For 

1 ::; k ::; n, define a map d*: Ak(M) ---t Ak-1(M) by d*w = 
(_1)n(k+1)+1 * d * w, where * is the Hodge star operator defined in 
Problem 14-12. Extend this definition to O-forms by defining d*w = 0 
for w E AO(M). 

(a) Show that d* 0 d* = o. 
(b) Show that the formula 

(w,1]) = 1M (w, 1])g dVg 

defines an inner product on Ak(M) for each k, where (-, .)g is 
the pointwise inner product on forms defined in Problem 14-12. 

(c) Show that (d*w,1]) = (w,d1]) for all w E Ak(M) and 1] E 
Ak-l(M). 

14-17. On 1R3 with the Euclidean metric, show that the curl operator we 
have defined is given by the classical formula: 

curl (p~ + Q~ + R~) ax ay az 
( oR aQ) a (aP OR) a (aQ aP) a 

= ay - az ax + az - ax ay + ax - ay oz· 
14-18. Show that any finite product Ml x ... X Mk of smooth manifolds 

with corners is again a smooth manifold with corners. Give a coun­
terexample to show that a finite product of smooth manifolds with 
boundary need not be a smooth manifold with boundary. 

14-19. Suppose M is a smooth manifold with corners, and let e denote the 
set of corner points of M. Show that M ....... e is a smooth manifold 
with boundary. 

14-20. Show that the divergence operator on an oriented Riemannian mani­
fold does not depend on the choice of orientation, and conclude that 
it is invariantly defined on all Riemannian manifolds. 

14-21. Let M and N be compact, connected, oriented, smooth manifolds, 
and suppose F, G: M ---t N are diffeomorphisms. If F and G are ho­
motopic, show that they are either both orientation-preserving or 
both orientation-reversing. [Hint: Use the Whitney approximation 
theorem and Stokes's theorem on M x I.] 

14-22. THE HAIRY BALL THEOREM: There exists a nowhere-vanishing vec­
tor field on :§in if and only if n is odd. ("You cannot comb the hair 
on a ball.") Prove this by showing that the following are equivalent: 
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(a) There exists a nowhere-vanishing vector field on §n. 

(b) There exists a continuous map V: §n -+ §n satisfying V (x) ..1 x 
(with respect to the Euclidean dot product on ]Rn+1) for all 
x E §n. 

(c) The antipodal map a: §n -+ §n is homotopic to Idsn. 
(d) The antipodal map a: §n -+ §n is orientation-preserving. 
(e) n is odd. 

[Hint: Use Problems 8-7, 13-5, and 14-21.] 



15 
De Rham Cohomology 

In Chapter 12 we defined closed and exact forms: A smooth differential form 
w is closed if dw = 0, and exact if it is of the form dry. Because dod = 0, 
every exact form is closed. In this chapter we explore the implications of 
the converse question: Is every closed form exact? The answer, in general, 
is no: In Example 6.29 we saw an example of a I-form on ]R2 " {O} that 
was closed but not exact. In that example, the failure of exactness seemed 
to be a consequence of the "hole" in the center of the domain. For higher­
degree forms, the answer to the question depends on subtle topological 
properties of the manifold, connected with the existence of "holes" of higher 
dimensions. Making this dependence quantitative leads to a new set of 
invariants of smooth manifolds, called the de Rham cohomology groups, 
which are the subject of this chapter. 

There are many situations in which knowledge of which closed forms are 
exact has important consequences. For example, Stokes's theorem implies 
that if w is exact, then the integral of w over any compact submanifold 
without boundary is zero. Proposition 6.24 showed that a smooth I-form 
is conservative if and only if it is exact. 

We begin by defining the de Rham cohomology groups and proving some 
of their basic properties, including diffeomorphism invariance. Then we 
prove that they are in fact homotopy invariants, which implies in particular 
that they are topological invariants. Next, we prove a general theorem that 
expresses the de Rham groups of a manifold in terms of those of its open 
subsets, called the Mayer-Vietoris theorem. At the end of the chapter we 
compute some de Rham groups, including the zero-dimensional groups of 
all manifolds, the I-dimensional groups of simply connected manifolds, all 
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of the de Rham groups of spheres and of star-shaped open subsets of ]Rn, 

and the top-dimensional groups of compact manifolds. 

The de Rham Cohomology Groups 

In Chapter 6 we studied the closed I-form 

xdy - ydx 
w = -..:;;----=--;:--

x2 + y2 ' 
(15.1) 

and showed that it is not exact on ]R2" {a}, but it is exact on some smaller 
domains such as the right half-plane H = {(x,y) : x > a}, where it is equal 
to dO (see Example 6.29). 

As we will see in this chapter, this behavior is typical: Closed forms are 
always locally exact, so the question of whether a given closed form is exact 
depends on the global shape of the domain, not on the local properties of 
the form. 

Let M be a smooth manifold. Because d: AP(M) -+ AP+1(M) is linear, 
its kernel and image are linear subspaces. We define 

2l(M) = Ker [d: AP(M) -+ AP+1(M)] = {closed p-forms on M}, 

~P(M) = 1m [d: AP-l(M) -+ AP(M)] = {exact p-forms on M}. 

By convention, we consider AP(M) to be the zero vector space when p < a 
or p > n = dimM, so that, for example, ~O(M) = a and zn(M) = An(M). 

The fact that every exact form is closed implies that ~P(M) C ZP(M). 
Thus it makes sense to define the pth de Rham cohomology group (or just 
de Rham group) of M to be the quotient vector space 

P _ ZP(M) 
HdR(M) - ~p(M)" 

(It is a real vector space, and thus in particular a group under vector addi­
tion. Perhaps "de Rham cohomology space" would be a more appropriate 
term, but because most other cohomology theories produce only groups 
it is traditional to use the term group in this context as well, bearing in 
mind that these "groups" are actually real vector spaces.) For any closed 
form w on M, we let [w] denote the equivalence class of w in this quotient 
space, called the cohomology class of w. Clearly, H~R(M) = a for p < a or 
p> dimM, because AP(M) = a in those cases. If [w] = [w'] (that is, if w 
and w' differ by an exact form), we say that wand w' are cohomologous. 

The first order of business is to show that the de Rham groups are 
diffeomorphism invariants. 

Proposition 15.1 (Induced Cohomology Maps). For any smooth 
map G: M -+ N, the pullback G*: AP(N) -+ AP(M) carries ZP(N) into 
ZP(M), and ~P(N) into ~P(M). It thus descends to a linear map, still 
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denoted by G*, from H~R (N) to H~R (M), called the induced cohomology 
map. It has the following properties: 

(a) If F: N ---+ P is another smooth map, then 

(F 0 G)* = G* 0 F*: H~R(P) ---+ H~R(M). 

(b) If IdM denotes the identity map of M, then (IdM)* is the identity 
map of H~R(M). 

Proof. If w is closed, then 

d(G*w) = G*(dw) = 0, 

so G*w is also closed. If w = dry is exact, then 

G*w = G*(dry) = d(G*ry), 

which is also exact. Therefore, G* maps Z,P(N) into z'P(M), and 'BP(N) 
into 'BP(M). The induced cohomology map G*: H~R(N) ---+ H~R(M) is 
defined in the obvious way: For a closed p-form w, let 

G*[w] = [G*w]. 

If w' = w + dry, then [G*w'] = [G*w + d(G*ry)] = [G*w], so this map is 
well-defined. Properties (a) and (b) follow immediately from the analogous 
properties for the pullback map on forms. 0 

The next two corollaries are immediate. 

Corollary 15.2 (Functoriality). For each integer p ~ 0, the assignment 
M f--t H~R (M), F f--t F* is a contravariant functor from the category of 
smooth manifolds and smooth maps to the category of real vector spaces 
and linear maps. 

Corollary 15.3 (Diffeomorphism Invariance). 
manifolds have isomorphic de Rham cohomology groups. 

Homotopy Invariance 

Diffeomorphic 

In this section we will present a profound generalization of Corollary 15.3, 
one surprising consequence of which will be that the de Rham cohomol­
ogy groups are actually topological invariants. In fact, they are something 
much more: They are homotopy invariants, which means that homotopy 
equivalent manifolds have isomorphic de Rham groups. (See page 556 for 
the definition of homotopy equivalence.) 

The underlying fact that will allow us to prove the homotopy invari­
ance of de Rham cohomology is that homotopic smooth maps induce the 
same cohomology map. To motivate the proof, suppose F, G: M ---+ N are 
smoothly homotopic maps, and let us think about what needs to be shown. 
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Given a closed p-form w on N, we need somehow to produce a (p-l)-form 
TJ on M such that 

dTJ = G*w - F*w. (15.2) 

One might hope to construct TJ in a systematic way, resulting in a map h 
from closed p-forms on N to (p - I)-forms on M that satisfies 

d(hw) = G*w - F*w. (15.3) 

Instead of defining hw only when w is closed, it turns out to be far simpler 
to define for each p a map h from the space of all smooth p-forms on N to 
the space of smooth (p - I)-forms on M. Such maps cannot satisfy (15.3), 
but instead we will find maps that satisfy 

d(hw) + h(dw) = G*w - F*w. (15.4) 

This implies (15.3) when w is closed. 
In general, if F, G: M ~ N are smooth maps, a collection of linear maps 

h: AP(N) ~ AP-1(M) such that (15.4) is satisfied for all w is called a 
homotopy operator between F* and G*. (The term cochain homotopy is 
used frequently in the algebraic topology literature.) The key to our proof 
of homotopy invariance will be to construct a homotopy operator first in 
the following special case. For each t E [0, 1], let it: M ~ M x I be the 
embedding 

it(x) = (x, t). 

Clearly, io is homotopic to i1. (The homotopy is the identity map of M x I!) 

Lemma 15.4 (Existence of a Homotopy Operator). For any smooth 
manifold M, there exists a homotopy operator between i(j and ii . 

Proof. For eachp, we need to define a linear map h: AP(MxI) ~ AP-1(M) 
such that 

h(dw) + d(hw) = iJ'w - i~w. (15.5) 

We define h by the formula 

hw = 11 (%t J w ) dt, 

where t is the standard coordinate on I. More explicitly, hw is the (p -
I)-form on M whose action on vectors Xl, ... , X p- 1 E TqM is 

(hw)q(X1, ... , X p - 1) = 11 (! JW(q,t)) (Xl, ... , X p - 1) dt 

= 11 W(q,t)(8/8t,X1 , .•. ,Xp-ddt. 

To show that h satisfies (15.5), we choose smooth local coordinates (Xi) 
on M, and consider separately the cases in which w = f(x, t) dt /\ dX i1 /\ 
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... /\ dxip- 1 and w = f(x, t) dXi1 /\ ... /\ dxip. Since h is linear and every 
p-form on M x I can be written locally as a sum of such forms, this suffices. 

CASE I: w = f(x, t) dt /\ dxit /\ ... /\ dxip- 1. In this case, 

d(hw) = d ( (11 f(x, t) dt) dXi1 /\ ... /\ dXip- 1) 

a (11 
).. . = -. f(x, t) dt dxJ /\ dX'l /\ ... /\ dX'p-l 

axJ 0 

( r1 af ).. . 
= io axj (x, t) dt dxJ /\ dX'l /\ ... /\ dX'p-l. 

On the other hand, because dt /\ dt = 0, 

h(dw) = h ( af dx j /\ dt /\ dXi1 /\ '" /\ dxip- 1) 
axJ 

11 af a· . . 
= -. (x, t)- J (dxJ /\ dt /\ dX'l /\ ... /\ dX'P-l) dt 

o axJ at 

(11 af ).. . = - -. (x, t) dt dxJ /\ dX'l /\ ... /\ dX'p-l 
o axJ 

= -d(hw). 

Thus the left-hand side of (15.5) is zero in this case. The right-hand side 
is zero as well, because i'Odt = iidt = 0 (since to io and toil are constant 
functions) . 

CASE II: w = f dXi1 /\ ... /\ dXip. Now a/at J w = 0, which implies that 
d(hw) = O. On the other hand, by the fundamental theorem of calculus, 

h( dw) = h ( ~ dt /\ dXi1 /\ ... /\ dxip + terms without dt) 

= (11 ~ (x, t)dt) dXi1 /\ ... /\ dxip 

= (f(x, 1) - f(x, O))dXil /\ ... /\ dxip 

which proves (15.5) in this case. o 
Proposition 15.5. Let F, G: M -+ N be homotopic smooth maps. For 
every p, the induced cohomology maps F*,G*: H~R(N) -+ H~R(M) are 
equal. 

Proof. By Proposition 10.22, there is a smooth homotopy H: M x I -+ N 
from F to G. This means that H oio = F and H oil = G, where io, i1 : M -+ 
M x I are defined as above (see Figure 15.1). Let h be the composite map 
h = h 0 H*: AP(N) -+ AP-1(M): 

AP(N) ~ AP(M x 1) ~ AP-1(M), 
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G 

MxI 

-----

F 

Figure 15.1. Homotopic maps. 

where h is the homotopy operator constructed in Lemma 15.4. 
For any w E AP(N), we compute 

h(dw) + d(hw) = h(H*dw) + d(hH*w) = hd(H*w) + dh(H*w) 

= irH*w - i~H*w = (H 0 il)*W - (H 0 io)*w 
= G*w -F*w. 

Thus if w is closed, 

G*[w]- F*[w] = [G*w - F*w] = [h(dw) + d(hw)] = 0, 

where the last equality follows from dw = 0 and the fact that the 
cohomology class of any exact form is zero. 0 

The next theorem is the main result of this section. 

Theorem 15.6 (Homotopy Invariance). If M, N are homotopy 
equivalent smooth manifolds, then H~R(M) ~ H~R(N) for each p. The 
isomorphism is induced by any smooth homotopy equivalence F : M --t N. 

Proof. Suppose F: M --t N is a homotopy equivalence, with homotopy 
inverse G: N --t M. By !heorem 10.21, there are smooth maps F: M --t 
N homotopic to F and G: N --t M homotopic to G. Because homotopy 
is preserved by composition, it follows that FoG ~ FoG ~ IdN and 
Go F ~ Go F ~ IdM, so F and G are homotopy inverses of each other. 

Proposition 15.5 shows that, on cohomology, 

F* 0 G* = (G 0 F)* = (IdM)* = IdH~R(M)' 

The same argument shows that G* 0 F* is also the identity, so 
F*: H~R (N) --t H~R (M) is an isomorphism. 0 

Because every homeomorphism is a homotopy equivalence, the next 
corollary is immediate. 



394 15. De Rham Cohomology 

Corollary 15.7 (Topological Invariance). The de Rham cohomology 
groups are topological invariants: If M and N are homeomorphic smooth 
manifolds, then their de Rham cohomology groups are isomorphic. 

This result is remarkable, because the definition of the de Rham groups 
of M is intimately tied up with its smooth structure, and we had no reason 
to expect that different differentiable structures on the same topological 
manifold should give rise to the same de Rham groups. 

The Mayer-Vietoris Theorem 

In this section we prove a very general theorem that can be used to compute 
the de Rham cohomology groups of many spaces, by expressing them as 
unions of open submanifolds with simpler cohomology. 

For this purpose we need to introduce some simple algebraic concepts. 
More details about the ideas introduced here can be found in [LeeOO, 
Chapter 13] or in any textbook on algebraic topology. 

Let :R be a commutative ring, and suppose we are given a sequence of 
:R-modules and :R-linear maps: 

(15.6) 

(In all of our applications, the ring will be either Z, in which case we are 
looking at abelian groups and homomorphisms, or JR, in which case we 
have vector spaces and linear maps. The terminology of modules is just a 
convenient way to combine the two cases.) Such a sequence is said to be 
a complex if the composition of any two successive applications of d is the 
zero map: 

dod = 0: AP -t AP+2 for each p. 

It is called an exact sequence if the image of each d is equal to the kernel 
of the next: 

Clearly, every exact sequence is a complex, but the converse need not be 
true. 

Let us denote the sequence (15.6) by A *. If it is a complex, then the 
image of each map d is contained in the kernel of the next, so we define the 
pth cohomology group of A * to be the quotient module 

Ker [d: AP -t AP+l] 
HP (A *) - -7----,---:--~ 

- 1m [d: Ap-l -t AP] 

It can be thought of as a quantitative measure of the failure of exactness at 
AP. The obvious example is the de Rham complex of a smooth n-manifold 
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M: 

0-+ AO(M) ~ ... ~ AP(M) ~ AP+l(M) ~ ... ~ An(M) -+ 0, 

whose cohomology groups are the de Rham groups of M. (In algebraic 
topology, a complex as we have defined it is usually called a cochain com­
plex, while a chain complex is defined similarly except that the maps go in 
the direction of decreasing indices: 

a a ... -+ Ap+l -+ Ap -+ Ap- 1 -+ .... 

In that case, the term homology is used in place of cohomology.) 
If A * and B* are complexes, a cochain map from A * to B*, denoted by 

F: A * -+ B*, is a collection of linear maps F: AP -+ BP (it is easiest to 
use the same symbol for all of the maps) such that the following diagram 
commutes for each p: 

... - BP --d"--'" BP+l -- .... 

The fact that F 0 d = d 0 F means that any cochain map induces a linear 
map on cohomology F*: HP(A*) -+ HP(B*) for each p, just as in the case 
of de Rham cohomology. (A map between chain complexes satisfying the 
analogous relations is called a chain map; the same argument shows that a 
chain map induces a linear map on homology.) 

A short exact sequence of complexes consists of three complexes 
A * , B* , C*, together with cochain maps 

o -+ A * ~ B* .!4 C* -+ 0 

such that each sequence 

is exact. This means that F is injective, C is surjective, and 1m F = Ker C. 

Lemma 15.8 (The Zigzag Lemma). Given a short exact sequence of 
complexes as above, for each p there is a linear map 

called the connecting homomorphism, such that the following sequence is 
exact: 

Proof. We will sketch only the main idea; you can either carry out the 
details yourself or look them up. 
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The hypothesis means that the following diagram commutes and has 
exact horizontal rows: 

O--AP F 
• BP 

G 'CP---O 

Id 
F 

Id 
G 

Id 
O-AP+l • BP+l • CP+ 1 ----+ 0 

Id 
F 

Id 
G 

Id 
0-AP+2 • BP+2 • Cp+2 ----+ O . 

Suppose cP E CP represents a cohomology class; this means that dcP = O. 
Since G: BP -+ CP is surjective, there is some element IJP E BP such that 
GbP = cp • Because the diagram commutes, GdbP = dGbP = dcP = 0, and 
therefore dbP E Ker G = 1m F. Thus there exists aP+1 E AP+l satisfying 
FaP+1 = dlJP. By commutativity of the diagram again, FdaP+1 = dFaP+1 = 
ddbP = O. Since F is injective, this implies daP+1 = 0, so aP+1 represents a 
cohomology class in HP+ 1 (A *). The connecting homomorphism 8 is defined 
by setting 8 [cP] = [aP+ 1] for any such aP+ 1 E AP+ 1 , that is, provided there 
exists bP E BP such that 

GbP = cP , 

FaP+1 = dlJP. 

A number of facts have to be verified: that the cohomology class [aP+ 1 ] 

is well-defined, independently of the choices made along the way; that the 
resulting map 8 is linear; and that the resulting sequence (15.7) is exact. 
Each of these verifications is a routine "diagram chase" like the one we 
used to define 8; the details are left as an exercise. D 

<> Exercise 15.1. Complete (or look up) the proof of the zigzag lemma. 

The situation in which we will apply this lemma is the following. Suppose 
M is a smooth manifold, and U, V are open subsets of M such that M = 
U U V. We have the following diagram of inclusions, 

U 

/~ 
UnV M, 

~~ 
V (15.8) 
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which induce pullback maps on differential forms, 
AP(U) 

k/ ~ 
AP(M) AP(U n V), 

~/' 
AP(V) 

as well as corresponding induced cohomology maps. Note that these pull­
back maps are really just restrictions: For example, k*w = wlu. We will 
consider the following sequence: 

where 

(k* EB l*)w = (k*w, l*w), 

(i* - j*)(w, 1]) = i*w - j*1]. 

(15.9) 

(15.10) 

Because pullbacks commute with d, these maps descend to linear maps on 
the corresponding de Rham cohomology groups. 

Theorem 15.9 (Mayer-Vietoris). Let M be a smooth manifold, and 
let U, V be open subsets of M whose union is M. For each p, there is a 
linear map 8: H~R(U n V) ---+ H~~l (M) such that the following sequence is 
exact: 

(15.11) 

Remark. The sequence (15.11) is called the M ayer- Vietoris sequence for 
the open cover {U, V}. 

Proof. The heart of the proof will be to show that the sequence (15.9) is 
exact for each p. Because pullback maps commute with the exterior deriva­
tive, (15.9) therefore defines a short exact sequence of chain maps, and the 
Mayer-Vietoris theorem follows immediately from the zigzag lemma. 

We begin by proving exactness at AP(M), which just means showing 
that k* EB l* is injective. Suppose that a E AP(M) satisfies (k* EB l*)a = 
(a I u , a I v) = (0, 0). This means that the restrictions of a to U and V are 
both zero. Since {U, V} is an open cover of M, this implies that a is zero. 

To prove exactness at AP(U) EB AP(V), first observe that 

(i* - j*) 0 (k* EB l*)(a) = (i* - j*)(alu, alv) = alunv - alunv = 0, 

which shows that Im(k* EBl*) C Ker(i* - j*). Conversely, suppose (1],1]') E 

AP(U) EBAP(V) and (i* - j*)(1], 1]') = O. This means that 1]lunv = 1]'lunv, 
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U v 

U 

, , 

Figure 15.2. Surjectivity of i* - j* . 

so there is a global smooth p-form a on M defined by 

a = {T) on U, 
T)' on V. 

\ 

I 

Clearly, (T) , T)') = (k* EEl t*)a, so Ker(i* - j*) C Im(k* EEl to) . 

v 

Exactness at AP(U n V) means that i* - j* is surjective. This is the 
only nontrivial part of the proof, and the only part that really uses any 
properties of smooth manifolds and differential forms. 

Let w E AP(U n V) be arbitrary. We need to show that there exist 
T) E AP(U) and r!, E AP(V) such that 

w = (i* - j*)(T) , r/) = i*T) - j*T)' = T)/unv - T)'/unv. 

(See Figure 15.2.) Let {<I" 1/1} be a smooth partition of unity subordinate 
to the open cover {U, V} , and define T) E AP(U) by 

{ 1/1w, on Un V, T)-
o on U '- supp 1/1. 

(15.12) 

On the set (U n V) '- supp 1/1 where these definitions overlap, they both give 
zero, so this defines T) as a smooth p-form on U. Similarly, define T)' E AP(V) 
by 

I {-'Pw, on Un V, T) -
o on V '- supp<p. 

(15.13) 
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Then we have 

rylunv -ry'lunv = 'lj;w - (-ipw) = ('Ij; + ip)w = w, 

which was to be proved. o 
For later use, we record the following corollary to the proof, which 

explicitly characterizes the connecting homomorphism 8. 

Corollary 15.10. The connecting homomorphism 8: H~R(U n V) ---+ 
H~~l(M) is defined as follows. For each wE ZP(U n V), there are smooth 
p-forms ry E AP(U) and ry' E AP(V) such that w = rylunv -ry'lunv, and 
then 8[w] = [dry], where dry is extended by zero to all of M. If {ip, 'Ij;} is a 
smooth partition of unity subordinate to {U, V}, we can take ry = 'lj;w and 
ry' = -ipW, both extended by zero outside the supports of'lj; and ip. 

Proof. A characterization of the connecting homomorphism was given in 
the proof of the zigzag lemma. Specializing this characterization to the sit­
uation of the short exact sequence (15.9), we find that 8[w] = [aJ, provided 
there exists (ry, ry') E AP(U) EB AP(V) such that 

.* .* I 
Z ry - J ry = w, 
(k*a, l*a) = (dry, dry'). 

(15.14) 

Just as in the proof of the Mayer-Vietoris theorem, if {ip, 'Ij;} is a smooth 
partition of unity subordinate to {U, V}, then formulas (15.12) and (15.13) 
define smooth forms ry E AP (U) and ry' E AP (V) satisfying the first equation 
of (15.14). Let a be the smooth form on M obtained by extending dry to 
be zero outside of U n V. Because w is closed, 

alunv = drylunv = d(w + ry')lunv = dry'lunv, 

and the second equation of (15.14) follows easily from the facts that ry = 0 
on U " V and ry' = 0 on V " U. 0 

In the next section we will use the Mayer-Vietoris theorem to compute 
all of the de Rham cohomology groups of spheres. In the next chapter we 
will use the theorem again as an essential ingredient in the proof of the de 
Rham theorem. 

Computations 

The direct computation of the de Rham groups is not easy in general. 
However, in this section we will compute them in several special cases. 

We begin with disjoint unions. 

Proposition 15.11 (Cohomology of Disjoint Unions). Let {Mj } be 
a countable collection of smooth manifolds, and let M = ilj M j . For each 
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p, the inclusion maps ~j: Mj -+ M induce an isomorphism from H~R(M) 
to the direct product space TI j H~R (Mj ). 

Proof. The pullback maps ~;: AP(M) -+ AP(Mj ) already induce an 
isomorphism from AP(M) to TIjAP(Mj ), namely 

w H (~~w, ~2W, ... ) = (wiMp wIMw")' 

This map is injective because any smooth p-form whose restriction to each 
M j is zero must itself be zero, and it is surjective because giving an arbitrary 
smooth p-form on each M j defines one on M. 0 

Because of this proposition, each de Rham group of a disconnected 
manifold is just the direct product of the corresponding groups of its com­
ponents. Thus we can concentrate henceforth on computing the de Rham 
groups of connected manifolds. 

Our next computation gives an explicit characterization of zero­
dimensional cohomology. 

Proposition 15.12 (Zero-Dimensional Cohomology). If M is a con­
nected smooth manifold, then H~R(M) is equal to the space of constant 
functions and is therefore I-dimensional. 

Proof. Because there are no (-I)-forms, ']30(M) = O. A closed O-form is 
a smooth real-valued function f such that df = 0, and since M is con­
nected, this is true if and only if f is constant. Thus H~R(M) = Z,o(M) = 
{ constants}. 0 

Corollary 15.13 (Cohomology of Zero-Manifolds). If M is a zero­
dimensional manifold, the dimension of H~R(M) is equal to the cardinality 
of M, and all other de Rham cohomology groups vanish. 

Proof. By Propositions 15.11 and 15.12, H~R(M) is isomorphic to the di­
rect product of one copy of jR for each component of M, which is to say for 
each point. The cohomology groups in dimensions other than zero vanish 
for dimensional reasons. 0 

Next we examine the de Rham cohomology of Euclidean space, and more 
generally of its star-shaped open subsets. (Recall that a subset V c jRn is 
said to be star-shaped if there is a point q E V such that for every x E V, 
the line segment from q to x is entirely contained in V.) In Proposition 
6.30 we showed that every closed I-form on a star-shaped open subset of 
jRn is exact. The next theorem is a generalization of that result. 

Theorem 15.14 (The Poincare Lemma). Let U be a star-shaped open 
subset of jRn. Then H~R (U) = 0 for p 2 1. 

Proof. Suppose U c jRn is star-shaped with respect to q. The key feature of 
star-shaped sets is that they are contractible, which means that the identity 
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map of U is homotopic to the constant map sending U to q, by the obvious 
straight-line homotopy: 

H(x, t) = q + t(x - q). 

Thus the inclusion of {q} into U is a homotopy equivalence. The Poincare 
lemma then follows from the homotopy invariance of H~R together with the 
obvious fact that H~R({q}) = 0 for p ~ 1 because {q} is a O-manifold. 0 

The next two results are easy corollaries of the Poincare lemma. 

Corollary 15.15 (Cohomology of Euclidean Space). For all p ~ 1, 
H~R(JRn) = O. 

Proof. Euclidean space lRn is star-shaped. 0 

Corollary 15.16 (Local Exactness of Closed Forms). Let M be a 
smooth manifold, and let w be a closed p-form on M, p ~ 1. For every 
q EM, there is a neighborhood U of q on which w is exact. 

Proof. Every q E M has a neighborhood diffeomorphic to an open ball 
in lRn , which is star-shaped. The result follows from the diffeomorphism 
invariance of de Rham cohomology. 0 

One of the most interesting special cases is that of simply connected 
manifolds, for which we can compute the first cohomology explicitly. 

Theorem 15.17 (First Cohomology, Simply Connected Case). If 
M is a simply connected smooth manifold, then HlR (M) = O. 

Proof. Let w be a closed I-form on M. We need to show that w is exact. 
By Theorem 6.24, this is true if and only if w is conservative, that is, if 
and only if the line integral of w around every piecewise smooth closed 
curve segment is zero. Since every closed curve segment is path-homotopic 
to a constant curve, the result follows from Theorem 14.21 and Proposition 
6.18(b). 0 

Using the Mayer-Vietoris theorem, we can compute all ofthe cohomology 
groups of spheres. 

Theorem 15.18 (Cohomology of Spheres). For n ~ 1, the de Rham 
cohomology groups of §n are 

if p = 0 or p = n, 
if 0 < p < n. 

(15.15) 

The cohomology class of any smooth orientation form is a basis for 
HdR(§n). 

Proof. Proposition 15.12 shows that H~R(§n) ~ lR, so we need only prove 
(15.15) for p ~ 1. We will do so by induction on n. For n = 1, let w be 
the I-form on lR2 " {O} defined by (15.1), and let Wo be the restriction 
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Figure 15.3. Computing the de Rham cohomology of §n. 

of w to §l. It is easy to check that Wo is an orientation form, because its 
coordinate representation with respect to any local angle coordinate is dB. 
Because IS1 Wo = 27r i=- 0, Wo is not exact. Now let", E Al (§l) be arbitrary, 
and let c = (1/27r) IS1 ",. Then the integral of", - CWo over §l is zero, and 
it follows from Problem 6-14 that it is exact. In terms of cohomology, this 
means that [",] = c[woJ, which shows that [wo] spans HdR(§l). 

Next, suppose n ~ 2 and assume by induction that the theorem is true for 
§n-l. Because §n is simply connected, HdR(§n) = 0 by Proposition 15.17. 
For p > 1, we use the Mayer-Vietoris theorem as follows. Let Nand S be 
the north and south poles in §n, respectively, and let U = §n ...... {S}, V = 
§n ...... {N}. By stereographic projection, both U and V are diffeomorphic to 
IRn (Figure 15.3), and thus Un V is diffeomorphic to IRn ...... {O}. 

Part of the Mayer-Vietoris sequence for {U, V} reads 

Because U and V are diffeomorphic to IRn , the groups on both ends are 
trivial when p > 1, which implies that H~R(§n) ~ H~Rl(Un V). Moreover, 
Un V is diffeomorphic to IRn ...... {O} and therefore homotopy equivalent to 
§n-l, so in the end we conclude that H~R (§n) ~ H~Rl (§n-l) for p > 1, 
and (15.15) follows by induction. If 0 is any smooth orientation form on §n, 
it cannot be exact because its integral is nonzero, so [0] spans HdR(§n). 0 

<> Exercise 15.2. Show that 7] E An(§n) is exact if and only if Isn 7] = O. 
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Corollary 15.19 (Cohomology of Punctured Euclidean Space). 
Suppose n :::: 2 and x E JR.n, and let M = JR.n " {x}. The only nontriv­
ial de Rham groups of M are H~R(M) and H;:itl(M), both of which are 
I-dimensional. A closed (n-l)-form TJ on M is exact if and only if Is TJ = 0 
for some (and hence every) (n - 1) -dimensional sphere ScM centered at 
x. 

Proof. Let SCM be any (n-l)-dimensional sphere centered at x. Because 
inclusion i: S y M is a homotopy equivalence, i*: H~R(M) -+ H~R(S) is 
an isomorphism for each p, so the assertion about the dimension of H~R (M) 
follows from Theorem 15.18. If TJ is a closed (n - I)-form on M, it follows 
that TJ is exact if and only if i*TJ is exact on S, which in turn is true if and 
only if Is TJ = Is i*TJ = 0 by Exercise 15.2. D 

<> Exercise 15.3. Show that the statement and proof of Corollary 15.19 
remain true if ]Rn " {x} is replaced by ]Rn " B for some closed ball 13 C ]Rn. 

Finally, we turn our attention to the top-dimensional cohomology of ar­
bitrary compact manifolds. We begin with the orient able case. Suppose M 
is an oriented compact smooth n-manifold. There is a natural linear map 
I: An(M) -+ JR. given by integration over M: 

I(w) = 1M w. 

Because the integral of any exact form is zero, I descends to a linear map, 
still denoted by the same symbol, from H:IR(M) to JR.. (Note that every 
smooth n-form on an n-manifold is closed.) 

Theorem 15.20 (Top Cohomology, Orientable Case). For any 
compact, connected, oriented, smooth n-manifold M, the integration map 
I: H:IR (M) -+ JR. is an isomorphism. Thus H:IR (M) is I-dimensional, 
spanned by the cohomology class of any smooth orientation form. 

Proof. The zero-dimensional case is an immediate consequence of Corollary 
15.13, so we may assume that n :::: 1. Let 0 0 be a smooth orientation 
form for M, and set b = IM 0 0 . By Proposition 14.6(c), b > O. Thus 
I: H:IR(M) -+ JR. is surjective because I[aOol = ab for any a E lR.. To 
complete the proof, we need only show that it is injective. In other words, we 
have to show the following: If w is any smooth n-form satisfying IM w = 0, 
then w is exact. 

Let {U1 , ... , Urn} be a finite cover of M by open sets that are diffeo­
morphic to JR.n, and let Mk = U1 U ... U Uk for k = 1, ... , m. Since 
M is connected, by reordering the sets if necessary, we may assume that 
Mk n Uk+l # 0 for each k. We will prove the following claim by induction 
on k: If w is a compactly supported smooth n-form on Mk that satisfies 
IMk w = 0, then there exists a compactly supported smooth (n - I)-form 
TJ on Mk such that dTJ = w. When k = m, this is the statement we are 
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Figure 15.4. Computing the top-dimensional cohomology. 

seeking to prove, because every form on a compact manifold is compactly 
supported. 

For k = 1, since Ml = U1 is diffeomorphic to ll~n, the claim reduces to a 
statement about compactly supported forms on ~n. This will be proved as 
a separate lemma at the end of this section (Lemma 15.22). Assuming this 
for now, we continue with the induction. 

Assume that the claim is true for some k 2: 1, and suppose w is a 
compactly supported smooth n-form on Mk+1 = Mk U Uk+l that satis­
fies iM w = O. Choose an auxiliary smooth n-form n E An(Mk+1) that 

k + l 

is compactly supported in Mk n Uk+! and satisfies iM n = 1. (Such a 
k+l 

form is easily constructed by using a bump function in coordinates.) Let 
{cp, 'ljJ} be a smooth partition of unity for M k +1 subordinate to the cover 
{Mk' Uk+d (Figure 15.4). Let c = iM cpw. Observe that cpw - cn is com-

k + l 

pactly supported in Mk, and its integral is equal to zero by our choice of 
c. Therefore, by the induction hypothesis, there is a compactly supported 
smooth (n - I)-form 0; on Mk such that do; = cpw - cn. Similarly, 'ljJw + cn 
is compactly supported in U k+ 1, and its integral is 

= O. 

Thus by Lemma 15.22, there exists another smooth (n - I)-form (3, com­
pactly supported in Uk+l, such that d(3 = 'ljJw + cn. Both 0; and (3 can 
be extended by zero to smooth compactly supported forms on Mk+l. We 
compute 

d(O; + (3) = (cpw - cn) + ('ljJw + cn) = (cp + 'ljJ)w = w, 

which completes the inductive step. o 
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Next we consider the nonorientable case. 

Theorem 15.21 (Top Cohomology, Nonorientable Case). Let M be 
a compact, connected, nonorientable, smooth n-manifold. Then HciR(M) = 

o. 
Proof. We have to show that every smooth n-form on M is exact. Let 
7?: M -+ M be the orientation covering of M (Theorem 13.9). Let 0:: M-+ 
M be the unique nontrivial covering transformation of M (see Figure 13.3). 
Now, 0: cannot be orientation-preserving. If it were, the entire covering 
group {IdM, o:} would be orientation-preserving, and then M would be 

orient able by the result of Problem 13-4. By connectedness of M and the 
fact that 0: is a diffeomorphism, it follows that 0: is orientation-reversing. 

Suppose w is any smooth n-form on M, and let 0 = 7?*w E An(M). 
Then 7? 0 0: = 7? implies 

0:*0 = o:*7?*w = (7? 0 0:)* w = 7?*w = o. 
Because 0: is orientation-reversing, we conclude from Proposition 14.2 that 

This implies that JM 0 = 0, so by Theorem 15.20, there exists TJ E 

An-l(M) such that dTJ = O. Let ij = ~(TJ + O:*TJ). Using the fact that 
0: 0 0: = IdM, we compute 

o:*ij = ~(O:*TJ + (0: 0 O:)*TJ) = ij 

and 

dij = ~(dTJ + dO:*TJ) = ~(dTJ + o:*dTJ) = ~(O + 0:*0) = O. 

Let U c M be any connected, evenly covered open set. There are exactly 
two smooth local sections 0"1,0"2: U -+ Mover U, which are related by 
0"2 = 0: 0 0"1. Observe that 

*~ ( )*--- * *""'-' *-0"2TJ= 0: 0 0"1 TJ=O"lO:TJ=O"lTJ· 

Therefore, we can define a smooth global (n - I)-form I on M by setting 
I = O"*ij for any smooth local section 0". To determine its exterior deriva­
tive, choose a smooth local section 0" in a neighborhood of any point, and 
compute 

d d *~ *d~ *n *~* (~ )* 1= 0" TJ = 0" TJ = 0" H = 0" 1f W = 1f 0 0" W = W, 

because 7? 0 0" = Idu . D 

Finally, here is the technical lemma that is needed to complete the proof 
of Theorem 15.20. It can be thought of as a refinement of the Poincare 
lemma for compactly supported n-forms. 
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Lemma 15.22. Let n ~ 1, and suppose w is a compactly supported smooth 
n-form on IRn such that IlRn W = O. Then there exists a compactly supported 
smooth (n - I)-form TJ on IRn such that dTJ = w. 

Remark. Of course, we know that w is exact by the Poincare lemma, so the 
novelty here is the claim that it is the exterior derivative of a compactly 
supported form. 

Proof. When n = 1, we can write w = f dx for some smooth, compactly 
supported function f. Define F: IR -+ IR by 

F(x) = iXoo f(t) dt. 

Then clearly, dF = F'dx = f dx = w. Choose R > 0 such that supp f C 
[-R,R]. When x < -R, F(x) = 0 by our choice of R. When x> R, the 
fact that IlR w = 0 translates to 

F(x) = iXoo f(t) dt = i: f(t) dt = 0, 

so in fact supp F C [-R, R]. This completes the proof for the case n = 1. 
Now assume n ~ 2, and let B, B' C IRn be open balls centered at the 

origin such that supp weB c B c B'. By the Poincare lemma, there 
exists a smooth (n -I)-form TJo on IRn such that dTJo = w. Stokes's theorem 
implies that 

0= r W= ~w= ~dTJo= r TJo. JlR n h3' IB' JoB' 
(15.16) 

It follows from the result of Exercise 15.3 that TJo is exact on IRn " B. Thus 
there is a smooth (n - 2)-form 'Y on IRn " B such that d'Y = TJo there. If 
we let 'l/J be a bump function that is supported in IRn " B and equal to 
1 on IRn " B', then TJ = TJo - d( 'l/J'Y) is smooth on all of IRn and satisfies 
dTJ = dTJo = w. Because d('l/J'Y) = d'Y = TJo on IRn " B', TJ is compactly 
supported. 0 

For some purposes it is useful to define a generalization of the de Rham 
cohomology groups using only compactly supported forms. Let A~(M) de­
note the space of compactly supported smooth p-forms on M. The pth 
compactly supported de Rham cohomology group of M is the quotient space 

HP M _ Ker [d: A~(M) -+ A~+1(M)] 
c ( ) - 1m [d: A~-l(M) -+ A~(M)] 

Of course, when M is compact, this just reduces to ordinary de Rham 
cohomology. But for noncompact manifolds the two groups can be different, 
as the next exercise shows. 
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<> Exercise 15.4. Using Lemma 15.22, show that H;: (JRn ) is 1-
dimensional. 

Compactly supported cohomology has a number of important applica­
tions in algebraic topology. One of the most important is the Poincare 
duality theorem, which will be outlined in Problem 16-6. 

Problems 

15-1. Compute the de Rham cohomology groups of ~n minus two points. 

15-2. Suppose U C ~n is open and star-shaped with respect to O. If w = 
,,£' WI dxI is a closed p-form on U, show either directly or by tracing 
through the proof of the Poincare lemma that the (p-l )-form TJ given 
explicitly by the formula 

TJ= 

I:' t( _1)q-1 (11 tp - 1WI(tX) dt) xiq dXi1 /\ ... /\;J;;;io /\ ... /\ dxip 
I q=l 0 

satisfies dTJ = w. When w is a smooth closed I-form, show that TJ is 
equal to the potential function f defined in Proposition 6.30. 

15-3. Let M be a smooth manifold, and let W E AP(M), TJ E Aq(M) be 
closed forms. Show that the de Rham cohomology class of W /\ TJ 
depends only on the de Rham cohomology classes of wand TJ, and 
thus there is a well-defined bilinear map '-': H~R (M) X HdR (M) -+ 
H~tq (M) given by 

[w] '-' [TJ] = [w /\ TJ]· 

(This bilinear map is called the cup product.) 

15-4. Let M be a compact, connected, orientable, smooth manifold of di­
mension n :::: 2, and let p be any point of M. Let V be a neighborhood 
of p diffeomorphic to ~n and let U = M " {p}. 

(a) Show that the connecting homomorphism 8: H~R 1 (U n V) -+ 
HdR(M) is an isomorphism. [Hint: Show that 8[w] =I- 0, where w 
is the (n - I)-form on un V ~ ~n " {O} defined in coordinates 
by (14.16) (Problem 14-3).] 

(b) Use the Mayer-Vietoris sequence of {U, V} to show that 
HdR(M" {p}) = o. 

15-5. Let M be a compact, connected, orientable, smooth manifold of di­
mension n :::: 3. For any p E M and 0 :S k < n, show that the map 
H~R(M) -+ H~R(M" {p}) induced by inclusion M" {p} Y M is 
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an isomorphism. [Hint: Use a Mayer-Vietoris sequence together with 
the result of Problem 15-4. The cases k = 0, k = 1, and k = n - 1 
will require special handling.] 

15-6. Suppose M and N are smooth, oriented, compact n-manifolds, and 
F: M -t N is a smooth map. If iM F*O -=I=- 0 for some 0 E An(N), 
show that F is surjective. 

15-7. Let M 1, M2 be smooth, connected, orient able manifolds of dimension 
n 2 2, and let Ml #M2 denote their smooth connected sum (see 
Problem 7-10). Show that H1R(M1#M2 ) ~ H1R(M1 ) ffiH1R(M2) for 
0< k < n. 

15-8. Suppose (M, w) is a 2n-dimensional compact symplectic manifold. 

(a) Show that wn = w 1\ . .. 1\ w (the n-fold wedge product of w with 
itself) is not exact. [Hint: See Problem 13-7.] 

(b) Show that Hl~(M) -=I=- 0 for k = 1, ... , n. 
(c) Show that the only sphere that admits a symplectic structure is 

§2. 

15-9. Let (M,g) be a compact, oriented Riemannian n-manifold. For 
0:::; k :::; n, the Laplace-Beltrami operator is the map b.: Ak(M) -t 
A k (M) defined by 

b.w = dd*w + d*dw, 

where d* is the operator defined in Problem 14-16. A smooth form 
wE Ak(M) is said to be harmonic if b.w = O. Show that the following 
are equivalent for any w E A k (M). 

(i) w is harmonic. 
(ii) dw = 0 and d*w = O. 

(iii) dw = 0 and w is the unique smooth k-form in its cohomology 
class with minimum norm Ilwll = (W,W)1/2. (Here (.,.) is the 
inner product on Ak(M) defined in Problem 14-16.) 

[Hint: For (iii), consider f(t) = Ilw + d(td*w)112.] 

15-10. Let (M, g) be an oriented Riemannian manifold, and let b. = dd*+d*d 
be the Laplace-Beltrami operator on k-forms as in Problem 15-9. 
When k = 0, show that b. agrees with the Laplacian b.u = 
- div(grad u) defined on real-valued functions in Problem 14-8. 

15-11. Suppose M is a compact, connected, orientable, smooth manifold 
with finite fundamental group. Show that HdR(M) = O. [Hint: Apply 
the result of Problem 14-5 to the universal covering of M.] 

15-12. Suppose M is a smooth, connected, orientable, compact n-manifold. 

(a) Show that there is a one-to-one correspondence between orienta­
tions of M and orientations of the vector space HdR (M), under 
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which the cohomology class of a smooth orientation form is an 
oriented basis for HdR(M). 

(b) If M is given a specific orientation, show that a diffeomor­
phism F: M -+ M is orientation preserving if and only if 
F*: HdR(M) -+ HdR(M) is orientation preserving. 

15-13. Show that the compactly supported de Rham cohomology groups 
Hg(JRn) are all zero for 0 ~ p < n. 

15-14. Suppose n ~ 2, U c ]Rn is any open set, and x E U. Show that 
H~Rl(U" {x}) "I- O. [Hint: Consider the inclusions S y U" {x} y 

JRn " {x}, where S is a small sphere centered at x.] 

15-15. INVARIANCE OF DIMENSION: Show that a nonempty topological 
space cannot be both a topological m-manifold and a topological 
n-manifold for m "I- n. [Hint: If M is both an m-manifold and an n­
manifold, show that there is a subset V c M that is homeomorphic 
both to JRm and to an open subset U c ]Rn, and use Corollary 15.19 
and Problem 15-14 to derive a contradiction.] 



16 
The de Rham Theorem 

The topological invariance of the de Rham groups suggests that there 
should be some purely topological way of computing them. There is in­
deed, and the connection between the de Rham groups and topology was 
first proved by Georges de Rham himself in the 1930s. The theorem that 
bears his name is a major landmark in the development of smooth manifold 
theory. The purpose of this chapter is to give a proof of this theorem. 

In the category of topological spaces, there are a number of ways of defin­
ing cohomology groups that measure the existence of "holes" in different 
dimensions but that have nothing to do with differential forms or smooth 
structures. In the beginning of the chapter we describe the most straightfor­
ward ones, called singular homology and cohomology. Because a complete 
treatment of singular theory would be far beyond the scope of this book, we 
can only summarize the basic ideas here. For more details, you can consult 
a standard textbook on algebraic topology, such as [Bre93, Mun84, Spa89]. 
(See also [LeeOO, Chapter 13] for a more concise treatment.) After introduc­
ing the basic definitions, we prove that singular homology can be computed 
by restricting attention only to smooth simplices. 

At the end of the chapter we turn our attention to the de Rham theorem, 
which shows that integration of differential forms over smooth simplices 
induces an isomorphism between the de Rham groups and the singular 
cohomology groups. 
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Figure 16.1. Standard p-simplices for p = 0, 1, 2, 3. 

Singular Homology 

We begin the chapter with a very brief summary of singular homology 
theory. Suppose vo, ... , vp are any p + 1 points in some Euclidean space 
IRn. They are said to be in general position if they are not contained in any 
(p - 1 )-dimensional affine subspace. A geometric p-simplex is a subset of 
IRn of the form 

for some (p + 1) points {vo, ... ,vp} in general position. The integer p (one 
less than the number of vertices) is called the dimension of the simplex. 
The points Vi are called its vertices, and the geometric simplex with vertices 
Vo, .. . , vp is denoted by (vo, ... , vp). It is a compact convex set, in fact the 
smallest convex set containing {vo, . .. , vp}. The simplices whose vertices 
are subsets of {vo, ... , vp} are called the faces of the simplex. The (p - 1)­
dimensional faces are called its boundary faces. There are precisely p + 1 
boundary faces, obtained by omitting each of the vertices in turn; the ith 
boundary face Oi (vo, ... , vp) = (vo, . .. , Vi, ... , vp) is sometimes called the 
face opposite Vi. (As usual, the hat indicates that Vi is omitted.) 

<> Exercise 16.1. Show that a geometric p-simplex is a p-dimensional 
smooth manifold with corners smoothly embedded in IRn. 

The standard p-simplex is the simplex tlp = (eo, el, . .. ,ep) C IRP , where 
eo = ° and ei is the ith standard basis vector. For example, tlo = {O}, 
tll = [0,1]' tl2 is the triangle with vertices (0,0), (1,0), and (0,1) together 
with its interior, and tl3 is a solid tetrahedron (Figure 16.1). 

Let M be a topological space. A continuous map a: tlp -+ M is called 
a singular p-simplex in M. The singular chain group of M in dimension 
p, denoted by Cp(M), is the free abelian group generated by all singular 
p-simplices in M. An element of this group, called a singular p-chain, is 
just a finite formal linear combination of singular p-simplices with integer 
coefficients. 
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Figure 16.2. The singular boundary operator. 

One special case that arises frequently is that in which the space M is a 
convex subset of some Euclidean space IRm . In that case, for any ordered 
(p+ 1 )-tuple of points (wo, ... , wp ) in M , not necessarily in general position, 
there is a unique affine map from IRP to IRm that takes ei to Wi for i = 
0, . . . ,p. (Such a map is easily constructed by first finding a linear map 
that takes ei to Wi - Wo for i = 1, ... ,p, and then translating by wo.) The 
restriction of this affine map to D.p is denoted by 0:( Wo , ... ,wp ), and is 
called an affine singular simplex in M. 

For each i = 0, . . . ,p, we define the ith face map in D.p to be the affine 
singular (p - 1 )-simplex Fi, p: D.p- 1 -+ D.p defined by 

Fi ,p = 0: (eo,.··, /£i, . . . , ep) . 

It maps D.p-l homeomorphically onto the boundary face OiD.p opposite ei' 
More explicitly, it is the unique affine map sending eo rl eo, ... , ei- l rl 
ei-l, ei rl ei+l, . .. , ep-l rl ep . 

The boundary of a singular p-simplex a: D.p -+ M is the singular (p -
1 )-chain oa defined by 

p 

oa = I) - 1)ia 0 Fi,p' 
i=O 

For example, if a is a singular 2-simplex, its boundary is a formal sum of 
three singular I-simplices with coefficients ±1 , as indicated in Figure 16.2. 
This extends uniquely to a group homomorphism 0: Cp(M) -+ Cp-1(M) , 
called the singular boundary operator. The basic fact about the boundary 
operator is the following lemma. 

Lemma 16.1. If c is any singular chain, then 0(&) = 0. 

Proof. The starting point is the fact that 

Fi ,p 0 Fj,p - l = Fj,p 0 Fi-1 ,p - l (16.1) 

when i > j, which can be verified by following what both compositions do 
to each of the vertices of D.p-2. Using this, the proof of the lemma is just 
a straightforward computation. 0 
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CT 

F OCT 

Figure 16.3. The homology homomorphism induced by a continuous map. 

A singular p-chain c is called a cycle if [)c = 0, and a boundary if c = [)b 
for some singular (p + I)-chain b. Let Zp(M) denote the set of singular 
p-cycles in M, and Bp(M) the set of singular p-boundaries. Because [) is a 
homomorphism, Zp(M) and Bp(M) are subgroups of Cp(M), and because 
[) 0 [) = 0, Bp(M) c Zp(M) . The pth singular homology group of M is the 
quotient group 

H (M) = Zp(M) 
p Bp(M)· 

To put it another way, the sequence of abelian groups and homomorphisms 

a a ... -+ Cp+1 (M) -+ Cp(M) -+ Cp - 1 (M) -+ . .. 

is a complex, called the singular chain complex, and Hp(M) is the pth 
homology group of this complex. The equivalence class in Hp(M) of a 
singular p-cycle c is called its homology class, and is denoted by [c]. We say 
that two p-cycles are homologous if they differ by a boundary. 

Any continuous map F: M -+ N induces a homomorphism 
F#: Cp(M) -+ Cp(N) on each singular chain group, defined by F#(CT) = 
F 0 CT for any singular simplex CT (Figure 16.3) and extended by linear­
ity to chains. An easy computation shows that F 0 [) = [) 0 F , so F is 
a chain map, and therefore induces a homomorphism on the singular ho­
mology groups, denoted by F.: Hp(M) -+ Hp(N). It is immediate that 
(GoF). = G. of. and (IdM ). = IdHp(M), so pth singular homology defines 
a covariant functor from the category of topological spaces and continuous 
maps to the category of abelian groups and homomorphisms. In particular, 
homeomorphic spaces have isomorphic singular homology groups. 

Proposition 16.2 (Properties of Singular Homology Groups). 

( a) For anyone-point space {q}, H 0 ( {q}) is the infinite cyclic group gen­
erated by the homology class of the unique singular O-simplex mapping 
6.0 to q, and Hp( {q}) = 0 for all p =f. O. 
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(b) Let {Mj} be any collection of topological spaces, and let M = ilj Mj . 
The inclusion maps ij: M j "-+ M induce an isomorphism from 
tJJjHp(Mj) to Hp(M). 

( c ) Homotopy equivalent spaces have isomorphic singular homology 
groups. 

Sketch of Proof. In a one-point space {q}, there is exactly one singular p­
simplex for each p, namely the constant map. The result of part (a) follows 
from an analysis of the boundary maps. Part (b) is immediate because the 
maps ij already induce an isomorphism on the chain level: tJJjCp(Mj) ~ 
Cp(M). 

The main step in the proof of homotopy invariance is the construction 
for any space M of a linear map h: Cp(M) --+ Cp+1(M x 1) satisfying 

(16.2) 

where ik: M --+ M x I is the injection ik(X) = (x, k). From this it follows 
just as in the proof of Proposition 15.5 that homotopic maps induce the 
same homology homomorphism, and then in turn that homotopy equivalent 
spaces have isomorphic singular homology groups. 0 

In addition to the properties above, singular homology satisfies the fol­
lowing version of the Mayer-Vietoris theorem. Suppose M is a topological 
space and U, V c M are open subsets whose union is M. The usual diagram 
(15.8) of inclusions induces homology homomorphisms: 

Hp(U) 

y~ 
Hp(U n V) Hp(M). 

~~ 
(16.3) 

Theorem 16.3 (Mayer-Vietoris for Singular Homology). Let M 
be a topological space and let U, V be open subsets of M whose union is M. 
For each p there is a homomorphism 0*: Hp(M) --+ Hp- 1 (U n V) such that 
the following sequence is exact: 

... ~ Hp(U n V) ~ Hp(U) tJJ Hp(V) ~ Hp(M) 

where 

~ H p - 1 (U n V) ~ ... , (16.4) 

a[c] = (i*[c], -j*[c]), 

j3([c], [c']) = k*[c] + l*[c'], 
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and a*[e] = [c], provided there exist dE Cp(U) and d' E Cp(V) such that 
k#d + l#d' is homologous to e and 

(i#c, -j#c) = (ad, ad'). 

Sketch of Proof. The basic idea, of course, is to construct a short exact 
sequence of complexes and use the zigzag lemma. The hardest part of the 
proof is showing that any homology class [e] E Hp(M) can be represented 
in the form [k#d+1#d'], where d is a chain in U and d' is a chain in V. 0 

Note that the maps a and (3 in this Mayer-Vietoris sequence can be 
replaced by 

arc] = (i*[c],j*[c]), 

,B([c], [c']) = k* [c] - 1* [c'], 

and the same proof goes through. If you consult various algebraic topology 
texts, you will find both definitions in use. We have chosen the definition 
given in the statement of the theorem because it leads to a cohomology 
exact sequence that is compatible with the Mayer-Vietoris sequence for de 
Rham cohomology; see the proof of the de Rham theorem below. 

Singular Cohomology 

In addition to the singular homology groups, for any abelian group G 
one can define a closely related sequence of groups HP(M; G) called the 
singular cohomology groups with coefficients in G. The precise definition 
is unimportant for our purposes; we will only be concerned with the 
special case G = ~, in which case it can be shown that HP(M;~) is 
a real vector space that is isomorphic to the space Hom(Hp(M) , ~) of 
group homomorphisms from Hp(M) into R (We will simply take this as 
a definition of HP(M,~).) Any continuous map F: M --+ N induces a 
linear map F*: HP(N;~) --+ HP(M;~) by (F*I')[c] = I'(F*[c]) for any 
I' E HP(N;~) ~ Hom(Hp(N),~) and any singular p-chain c in M. The 
functorial properties of F* carryover to cohomology: (G 0 F)* = F* 0 G* 
and (IdM)* = IdHP(M;IR). 

The following properties of the singular cohomology groups follow easily 
from the definitions and Proposition 16.2. 

Proposition 16.4 (Properties of Singular Cohomology). 

( a) For anyone-point space {q}, HP ( { q}; ~) is trivial except when p = 0, 
in which case it is I-dimensional. 

(b) If {Mj } is any collection of topological spaces and M = 11j Mj , 

then the inclusion maps Lj: M j Y M induce an isomorphism from 
HP(M;~) to IIj HP(Mj;~). 
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( c ) Homotopy equivalent spaces have isomorphic singular cohomology 
groups. 

The key fact about the singular cohomology groups that we will need is 
that they, too, satisfy a Mayer-Vietor is theorem. 

Theorem 16.5 (Mayer-Viet oris for Singular Cohomology). Sup­
pose M, U, and V satisfy the hypotheses of Theorem 16.3. The following 
sequence is exact: 

... ~ HP(M; IR) k'(f)l') HP(U; IR) EB HP(V; IR) i'- j ') HP(U n V; IR) 

~ HP+1(M; IR) k'(f)l') ... , (16.5) 

where the maps k*EBl* and i*-j* are defined as in (15.10), and 0*, = ,00*, 
with 0* as in Theorem 16. S. 

Sketch of Proof. For any homomorphism F: A --+ B between abelian 
groups, there is a dual homomorphism F*: Hom(B, IR) --+ Hom(A, IR) given 
by F*, = ,0 F. Applying this to the Mayer-Vietoris sequence (16.4) for 
singular homology, we obtain the cohomology sequence (16.5). The exact­
ness of the resulting sequence is a consequence of the fact that the functor 
A f-t Hom(A, IR) is exact, meaning that it takes exact sequences to exact 
sequences. This in turn follows from the fact that IR is an injective group: 
Whenever H is a subgroup of an abelian group G, every homomorphism 
from H into IR extends to all of G. 0 

Smooth Singular Homology 

The connection between the singular and de Rham cohomology groups will 
be established by integrating differential forms over singular chains. More 
precisely, given a singular p-simplex a in a manifold M and a p-form won 
M, we would like to pull w back by a and integrate the resulting form over 
D.p. However, there is an immediate problem with this approach, because 
forms can be pulled back only by smooth maps, while singular simplices 
are in general only continuous. (Actually, since only first derivatives of 
the map appear in the formula for the pullback, it would be sufficient to 
consider C 1 maps, but merely continuous ones definitely will not do.) In 
this section we overcome this problem by showing that singular homology 
can be computed equally well with smooth simplices. 

If M is a smooth manifold, a smooth p-simplex in M is a smooth map 
a: D.p --+ M. (Recall that smoothness of a map from a nonopen subset 
of IRP means that it has a smooth extension to a neighborhood of each 
point.) The subgroup of Cp(M) generated by smooth simplices is denoted 
by C';:'(M) and called the smooth chain group in dimension p. Elements of 
this group, which are finite formal linear combinations of smooth simplices, 
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are called smooth chains. Because the boundary of a smooth simplex is a 
smooth chain, we can define the pth smooth singular homology group of M 
to be the quotient group 

Ker [8: CpOO(M) --+ CpOO 1 (M)] 
HOO(M) = -

p 1m [8: C;+-l(M) --+ C;'(M)] 

The inclusion map L: C;:O(M) Y Cp(M) obviously commutes with the 
boundary operator, and so induces a map on homology: L*: H;:O(M) --+ 
Hp(M) by L*[C] = [L(C)]. 

Theorem 16.6 (Smooth Singular vs. Singular Homology). For any 
smooth manifold M, the map L*: H;:O(M) --+ Hp(M) induced by inclusion 
is an isomorphism. 

The basic idea of the proof is to construct, with the help of the Whitney 
approximation theorem, a smoothing operator s: Cp(M) --+ C;:O(M) such 
that so 8 = 80S and SOL is the identity on C;:O(M), and a homotopy 
operator that shows that LOS induces the identity map on Hp(M). The 
details are rather technical, so unless algebraic topology is your primary 
interest, you might wish to skim the rest of this section on first reading. 

The key to the proof is a systematic construction of a homotopy from each 
continuous simplex to a smooth one, in a way that respects the restriction 
to each boundary face of ~p. This is summarized in the following lemma. 

Lemma 16.7. Let M be a smooth manifold. For each integer p 2: 0 
and each singular p-simplex CT: ~p --+ M, there exists a continuous map 
Ha: Ap x 1-+ M such that the following properties hold: 

(i) Ha is a homotopy from CT(X) = Ha(x, 0) to a smooth p-simplex a-(x) = 
Ha (x,l). 

(ii) For each face map Fi,p: ~p-l --+ ~p, 

HaoFi,p = Ha 0 (Fi,p x Id), (16.6) 

or more explicitly, 

(16.7) 

(iii) If CT is a smooth p-simplex, then Ha is the constant homotopy 
Ha(x, t) = CT(X). 

Proof. We will construct the homotopies Ha (see Figure 16.4) by induction 
on the dimension of CT. To get started, for each O-simplex CT: ~o --+ M, we 
just define Ha(x, t) = CT(X). Since every O-simplex is smooth and there are 
no face maps, conditions (i)-(iii) are automatically satisfied. 

Now suppose that for each p' < p and for every p'-simplex CT' we have 
defined Hal in such a way that the primed analogues of (i)-(iii) are satisfied. 
Let CT: ~p --+ M be an arbitrary singular p-simplex in M. If CT is smooth, 
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HaoFi,p 

[ 
Fi,p X Id 

[ 

.6.p - 1 

Figure 16.4. The homotopy H". 

we just let Ha(x, t) = a(x), and (i)-(iii) are easily verified (using the fact 
that the restriction of a to each boundary face is also smooth). 

Assume that a is not smooth, and let S be the subset 

S = (.6.p x {o}) U (o.6.p x [) c.6.p x [ 

(the bottom and side faces of the "prism" .6.p x I). Observe that otlp is 
the union of the boundary faces Oi.6.p for i = 0, ... ,p, and recall that for 
each i, the face map Fi,p: .6.p - 1 ---+ Oi.6.p is a homeomorphism onto the ith 
boundary face. Define a map Ho: S ---+ M by 

H ( ) _ {a(x), x E .6.p, t = 0; 
o x. t - 1 

' HaoFi,p (Fi~p (x), t), x E Oi.6.p, t E [. 

We need to check that the various definitions agree where they overlap, 
which will imply that Ho is continuous by the gluing lemma. 

When t = 0, the inductive hypothesis (i) applied to the (p - 1)­
simplex a 0 Fi,p implies that HaoFi,p(X,O) = a 0 Fi,p(X). It follows that 
HaoFi,p (Fi~pl(x), 0) = a(x), so the different definitions of Ho agree at points 
where t = 0. 

Suppose now that x is a point in the intersection of two boundary faces 
Oi.6.p and OJ.6.p, and assume without loss of generality that i > j. Since 
Fi,p 0 Fj,p-l is a homeomorphism from .6.p- 2 onto Oi.6.p n OJ.6.p, we can 
write x = Fi,p 0 Fj,p-l(y) for some point y E .6.p- 2 ' Then (16.7) applied 
with a 0 Fi,p in place of a and Fj-1,p in place of Fi,p implies that 

HaoFi,p (Fi~pl(x),t) = HaoFi,p(Fj,p-l(y),t) = HaoFi,poFj,P_I(y,t). 

On the other hand, thanks to (16.1), we can also write x = Fj,p 0 

Fi-1,p-l (y), and then the same argument applied to a 0 Fj,p yields 

HaoFj,p (Fj~;(x),t) = HaoFj,p(Fi-l,p-l(y),t) = HaoFj,poFi_I,P_I(y,t). 

Because of (16.1), this shows that the two definitions of Ho(x, t) agree. 
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(qo, 2) 

D.p X I 

Figure 16.5. A retraction from ~p x I onto S. 

To extend Ho to all of D.p x I, we will use the fact that there is a retraction 
from D.p x I onto S. For example, if qo is any point in the interior of D.p, 
then the map R: D.p x I --t S obtained by radially projecting from the 
point (qo,2) E IRP x IR is such a retraction (see Figure 16.5). We extend Ho 
to a continuous map H: D.p x I --t M by setting 

H(x, t) = Ho(R(x, t)). 

Because H agrees with Ho on S, it is a homotopy from a to some other 
(continuous) singular simplex a'(x) = H(x,l), and it satisfies (16.7) by 
construction. Our only remaining task is to modify H so that it becomes 
a homotopy from a to a smooth simplex. 

Before we do so, we need to observe first that the restriction of H to 
each boundary face 8i D.p x {I} is smooth: Since these faces lie in S, H 
agrees with Ho on each of these sets, and hypothesis (i) applied to a 0 Fi,p 
shows that Ho is smooth there. By virtue of Lemma 16.8 below, this implies 
that the restriction of H to the entire set 8D.p x {I} is smooth. Let a" be 
any continuous extension of a' to an open set U c IRP containing D.p- (For 
example, a" could be defined by projecting points outside D.p to 8D.p along 
radial lines from some point in the interior of D.p, and then applying a'.) By 
the Whitney approximation theorem for manifolds (Theorem 10.21), a" is 
homotopic relative to 8D.p to a smooth map, and restricting the homotopy 
to D.p x I we obtain a homotopy G: a' ~ a from a' to some smooth singular 
p-simplex a, again relative to 8D.p-

Now let u: D.p --t IR be any continuous function that is equal to 1 on 
8D.p and satisfies 0 < u(x) < 1 for u E lnt D.p. (For example, we could take 
U(LO~i~P tiei) = 1 - tott ... tp, where LO~i~P ti = 1 and eo, . .. ,ep are 
the vertices of D.p.) We combine the two homotopies Hand G into a single 
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homotopy H a: b..p X I --+ M by 

{
H (x, u(x)) , x E b..p, 0:::: t :::: u(x), 

Ha(x,t) = (t-u(x)) 
G x'l_u(x) , xElntb..p,u(x)::::t::::l. 

Because H(x,l) = (7'(x) = G(x,O), the gluing lemma shows that Ha is 
continuous in lnt b..p x I. Also, Ha(x, t) = H(x, t/u(x)) in a neighborhood 
of ob..p x [0, 1), and thus is continuous there. It remains only to show that Ha 
is continuous on ob..p x {I}. Let Xo E ob..p be arbitrary, and let U c M be 
any neighborhood of Ha(xo, 1) = H(xo, 1). By continuity of Hand u, there 
exists 81 > 0 such that H(x, t/u(x)) E U whenever I(x, t) - (xo, 1)1 < 81 and 
0:::: t :::: u(x). Since G(xo, t) = G(xo, 0) = H(xo, 1) = Ha(xo, 1) E U for all 
tEl, a simple compactness argument shows that there exists 82 > 0 such 
that Ix -xol < 82 implies G(x, t) E U for all tEl. Thus if I (x, t) - (xo, 1)1 < 
min( 81 , ( 2 ), we have Ha(x, t) E U in both cases, showing that (xo, 1) has a 
neighborhood mapped into U by Ha. Thus Ha is continuous. 

It follows from the definition that Ha = H on ob..p x I, so (ii) is satisfied. 
For any x E b..p, Ha(x, O) = H(x,O) = (7(x). Moreover, when x E lnt b..p, 
Ha(x,l) = G(x,l) = O=(x), and when x E ob..p, Ha(x,l) = H(x,l) = 
(7'(x) = O=(x) (because G is a homotopy relative to ob..p). Thus Ha is a 
homotopy from (7 to the smooth simplex 0=, and (i) is satisfied as well. 0 

Here is the lemma used in the preceding proof. 

Lemma 16.8. Let M be a smooth manifold, let b.. be a geometric p-simplex 
in jRn, and let f: ob.. --+ M be a continuous map whose restriction to each 
individual boundary face of b.. is smooth. Then f is smooth when considered 
as a map from the entire boundary f)b.. to M. 

Proof. Let (vo, ... , vp ) denote the vertices of b.. in some order, and for each 
i = 0, ... ,p, let oib.. = (vo, ... ,Vi, ... ,vp) be the boundary face opposite 
Vi. The hypothesis means that for each i~and each x E oib.., there exist 
an open set Ux C jRn and a smooth map f: Ux --+ M whose restriction to 
Ux n Oib.. agrees with f. We need to show that a single smooth extension 
can be chosen simultaneously for all the boundary faces containing x. 

Suppose x E ob... Note that x is in one or more boundary faces of b.., but 
cannot be in all of them. By reordering the vertices, we may assume that 
x E olb..n·· ·nokb.. for some 1:::: k :::: p, but x ~ oob... After composing with 
an affine diffeomorphism that takes Vi to ei for i = 0, ... ,p, we may assume 
without loss of generality that b.. = b..p and x ~ oob..p' Then the boundary 
faces containing x are precisely the intersections with b..p of the coordinate 
hyperplanes Xl = 0, ... , xk = O. For each i, there are a neighborhood Ui 

~ x in jRn (which can be chosen disjoint from oob..p) and a smooth map 
fi: Ui --+ M whose restriction to Ui n oib..p agrees with f. 



Smooth Singular Homology 421 

Figure 16.6. Showing that f is smooth on aD-p . 

Let U = UI n ... n Uk. We will show by induction on k that there is a 
smooth map T U -+ M whose restriction to U n oJ)"p agrees with f for 
i = 1, ... , k. (See Figure 16.6.) 

For k = 1 there is nothing to prove, because h is already such an ex­
tension. So suppose k 2 2, and we have shown that there is a smooth map 
10: U --:. M whose restriction to Un Oitip agrees with f for i = 1, ... , k - l. 

Define f: U -+ M by 

1 (Xl, . .. , xn) = 10 (Xl, . .. , xn) -10 (Xl , ... , Xk - l, 0, Xk+l, ... , xn) 

+ f- ( 1 k- l ° k+l n) k X , ... ,X "X , ... ,X . 

For i = 1, ... , k - 1, the restriction of f to Un Oitip is given by 

f-( 1 i- 1 0 i+l n) X , ... , X "X , ... ,X 
7 ( 1 i-10 i+l n) =JO X , .. . ,X "X , ... ,X 

7 ( I i-I ° i+I k-I ° k+l n) -JO X , ... ,X "X , ... ,X "X , .. . ,X 

+ f- ( I i-1 0 i+l k-l ° k+l n) k X , ... ,X "X , ... ,X "X , ... ,X 

f ( I i-I ° i+ I n) = X , .. . ,X "X , ... ,X , 

since fo agrees with f when x E tip and xi = 0, as does fk when x E tip 
and xk = 0. Similarly, the restriction to Un Oktip is 

1(x1, ... , xk-l,O,xk+I, . .. ,xn) = 10 (Xl, .. . ,Xk-l,O,xk+l, ... ,xn) 

7 ( I k-l ° k+l n) -JO X , ... , X "X , ... ,X 

+ f- ( I k-l ° k+l n) k X , ... , X "X , .. . ,X 

f ( I k-l ° k+l n) = X , ... ,X "X , .. . ,X . 

This completes the inductive step and thus the proof. o 
Proof of Theorem 16.6. Let io, i I : tip -+ tip x I be the smooth embeddings 
io(x) = (x,O), i1(x) = (x , 1). Define a group homomorphism s: Cp(M) -+ 
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C~ (M) by setting 

for each singular p-simplex a (where Ha is the homotopy whose existence 
is proved in Lemma 16.7) and extending linearly to p-chains. Because of 
property (i) in Lemma 16.7, sa is a smooth p-simplex homotopic to a. 

Using (16.6), it is easy to verify that s is a chain map: For each singular 
p-simplex a, 

p p 

saa = s~) -1)ia 0 Fi,p = ~) -1)iHaoFi ,p 0 i l 

i=O i=O 
p p 

= ~)-I)iHa 0 (Fi,p x Id) 0 i l = ~)-I)iHa 0 i l 0 Fi,p 
i=O i=O 

= a(Ha 0 id = asa. 

(In the fourth equality we used the fact that (Fi,p x Id) 0 il(x) = 
(Fi,p(x),I) = i l 0 Fi,p(X).) Therefore, s descends to a homomor­
phism s*: Hp(M) --+ H~(M). We will show that s* is an inverse for 
~*: H~(M) --+ Hp(M). 

First, observe that condition (iii) in Lemma 16.7 guarantees that s 0 ~ is 
the identity map of C~(M), so clearly s* 0 ~* is the identity on H~(M). 
To show that ~* 0 s* is also the identity, we will construct for each p 2: 0 a 
homotopy operator h: Cp(M) --+ CpH(M) satisfying 

a 0 h + h 0 a = ~ 0 s - Idcp(M) . (16.8) 

Once the existence of such an operator is known, it follows just as in the 
proof of Proposition 15.5 that ~* 0 s* = IdHp(M): For any cycle e E Cp(M), 

~* 0 s*[e]- [e] = [~O s(e) - e] = [a (he) + h(8c)] = 0, 

because Be = 0 and B(he) is a boundary. 
To define the homotopy operator h, we need to introduce a family of affine 

singular simplices in the convex set L:lp x I c JR.P x JR.. For each i = 0, ... ,p, 
let Ei = (ei' 0) E JR.P x JR. and E~ = (el' 1) E JR.P x JR., so that Eo, ... ,Ep are 
the vertices of the geometric p-simplex L:lp x {O}, and Eb ... ,E~ are those 
of L:lp x {I}. For each i = 0, ... ,p, let Gi,p: L:lpH --+ L:lp x I be the affine 
singular (p + 1 )-simplex 

Gi,p = o:(Eo, ... ,Ei, EL . .. ,E~). 

Thus Gi,p is the unique affine map that sends eo H Eo, ... , ei H Ei, 
ei+l H E~, ... , and ep+l H E~. A routine computation shows that these 
maps compose with the face maps as follows: 

Gj,p 0 Fj,pH = Gj-l,p 0 Fj,p+l = o:(Eo, ... , Ej- I , Ej, ... , E~). (16.9) 
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In particular, this implies that 

Gp,p 0 Fp+1,p+l = a(Eo, ... ,Ep) = io, 

Go,p 0 Fo,p+1 = a(Eb, ... , E~) = i 1 . 

A similar computation shows that 

We define h: Cp(M) --+ Cp+1(M) as follows: 

p 

ha = 2)-1)iHa o Gi,p' 
i=O 

i ? j, 

i < j. 

(16.10) 

(16.11) 

(16.12) 

The proof that it satisfies the homotopy formula (16.8) is just a laborious 
computation using (16.7), (16.9), and (16.12): 

while 

p 

h(8a) = h L(-l)ja 0 Fj,p 
j=O 

p-l P 

"'" "'" . + . = L.." L) -I)' J HaoFj.p 0 Gi,p-l 

i=O j=O 

p-l P 

= L L( _l)i+j Ha 0 (Fj,p x Id) 0 Gi,p-l 

i=O j=O 

O::;j::;i::;p-l 

+ L (-1 )i+j Ha 0 Gi,p 0 Fj+l,p+l, 

O::;i<j::;p 

p p+l p 

(16.13) 

8(ha) = 8 ~:) -l)iHa 0 Gi,p = L 2) _l)i+ j Ha 0 Gi,p 0 Fj ,p+1' 
i=O j=Oi=O 
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Writing separately the terms in 8(hO') for which i < j -1, i = j - 1, i = j, 
and i > j, we get 

8(hO') = L (_l)i+ j H" 0 Gi,p 0 Fj,pH 
O:S:i<j-l 

j:S:p+l 

L H" 0 Gj-l,p 0 Fj,pH 
l:S:j:S:p+l 

+ L H" 0 Gj,p 0 Fj,pH 
o:S:j:S:p 

+ 
O:S:j<i:S:p 

After substituting j = j' + 1 in the first of these four sums and i = i' + 1 in 
the last, we see that the first and last sums exactly cancel the two sums in 
the expression (16.13) for h(80'). Using (16.9), all the terms in the middle 
two sums cancel each other except those in which j = 0 and j = p + 1. 
Thanks to (16.10) and (16.11), these two terms simplify to 

h(80') + 8(hO') = -H" 0 Gp,p 0 Fp+l,p+l + H" 0 Go,p 0 FO,pH 

= -H" 0 io + H" 0 i 1 = -0' + sO'. 

Since i is an inclusion map, sO' = i 0 sO' for any singular p-simplex 0', so 
this completes the proof. 0 

The de Rham Theorem 

In this section we will state and prove the de Rham theorem. Before getting 
to the theorem itself, we need one more algebraic lemma. Its proof is another 
diagram chase like the proof of the zigzag lemma. 

Lemma 16.9 (The Five Lemma). Consider the following commutative 
diagram of modules and linear maps: 

If the horizontal rows are exact and II, 12, f4, and!5 are isomorphisms, 
then h is also an isomorphism. 

<> Exercise 16.2. Prove (or look up) the five lemma. 
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Suppose M is a smooth manifold, w is a closed p-form on M, and a is a 
smooth p-simplex in M. We define the integral of w over a to be 

j w = r a*w. 
a l!:;.p 

This makes sense because tJ.p is a smooth p-submanifold with corners em­
bedded in IRP, and it inherits the orientation of IRP. (Or we could just 
consider tJ.p as a domain of integration in IRP.) Observe that when p = 1, 
this is the same as the line integral of w over the smooth curve segment 
a: [0,1]-+ M. If C = l:7=1 Ciai is a smooth p-chain, the integral of w over 
C is defined as 

Theorem 16.10 (Stokes's Theorem for Chains). If C is a smooth 
p-clwin in a smooth manifold M, and w is a smooth (p - I)-form on M, 
then 

r w=l dw. 
lac c 

Proof. It suffices to prove the theorem when C is just a smooth simplex a. 
Since tJ.p is a manifold with corners, Stokes's theorem says that 

j dw = r a*dw = r da*w = r a*w. 
a l!:;.p l!:;.p lMp 

The maps {Fi,p : 0 = 1, ... ,p} are parametrizations of the boundary faces 
of tJ.p satisfying the conditions of Proposition 14.18, except possibly that 
they might not be orientation-preserving. To check the orientations, note 
that Fi,p is the restriction to tJ.p n 8lHlP of the affine diffeomorphism sending 
(eo, ... , ep ) to (eo, ... ,~, ... , ep , eiJ. This is easily seen to be orientation­
preserving if and only if (eo, .. . , ~, ... , ep , ei) is an even permutation of 
(eo, ... ,ep ), which is the case if and only if p - i is even. Since the standard 
coordinates on 8lHlP are positively oriented if and only if p is even, the 
upshot is that Fi,p is orientation-preserving for 8tJ.p if and only if i is even. 
Thus, by Proposition 14.18. 

1 a*w=t(-I)il Fi:pa*w=t(-I)il (aoFi,p)*W 
a!:;.p i=O !:;.p-l i=O !:;.p-l 

P 

= 2)-I)ij W. 
i=O aoFi,p 

By definition of the singular boundary operator, this is equal to faa w. 0 

Using this theorem, we can define a natural linear map ~: H:R (M) -+ 
HP(M; IR), called the de Rham homomorphism, as follows. For any [w] E 
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H~R(M) and [e] E Hp(M) ~ H;:"(M), we define 

J[w] [e] = h w, (16.14) 

where e is any smooth p-cycle representing the homology class [e]. This 
is well-defined, because if e, (! are smooth cycles representing the same 
homology class, then Theorem 16.6 guarantees that e - (! = db for some 
smooth (p + 1 )-chain b, which implies 

{ w - { w = {_ w = ~ dw = 0, 
Ie Ie' lab h 

while if w = dry is exact, then 

{ w = {dry = { w = o. 
lc lc lac 

(Note that Be == 0 because e represents a homology class, and dw = 0 
because w represents a cohomology class.) Clearly, J[w][e + e'l = J[w][e] + 
J[w][e' ], and the resulting homomorphism J[w]: Hp(M) -+ JR. depends lin­
early on w. Thus :J[w] is a well-defined element of Hom(Hp(M), JR.), which 
we are identifying with HP(M; JR.). 

Lemma 16.11 (Naturality ofthe de Rham Homomorphism). For a 
smooth manifold M and nonnegative integer p, let J: H~R(M) -+ HP(M; JR.) 
denote the de Rham homomorphism. 

(a) If F: M -+ N is a smooth map, then the following diagram commutes: 

F* 
• H~R(M) 

1J 
F* 

• HP(M;JR.). 

(b) If M is a smooth manifold and U, V are open subsets of M whose 
union is M, then the following diagram commutes: 

H~i/(U n V) ~ H~R(M) 

J1 1J 
HP-l(U n V;JR.) 7 HP(M;JR.), (16.15) 

where 8 and B* are the connecting homomorphisms of the Mayer­
Vietoris sequences faT de Rham and singular cohomology, respectively. 

Proof. Directly from the definitions, if a is a smooth p-simplex in M and 
w is a smooth p-form on N, 

1 F*w = { a* F*w = { (F 0 a)*w = { w. 
(J 1 c.p 1 c. p 1 FO(J 
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v 

Figure 16.7. Naturality of 3 with respect to connecting homomorphisms. 

This implies 

J(F*[w])[a] = J[w][F 0 a] = J[w](F*[a]) = F*(J[w])[a], 

which proves (a). 
For (b), identifying HP(M; JR) with Hom(Hp(M), JR) ~ Hom(H;'(M), JR) 

as usual, commutativity of (16.15) reduces to the following equation for any 
[w] E H~Rl(U n V) and any [e] E Hp(M): 

J(8[w])[e] = (a*J[w])[e] = J[w] (0* [e]). 

If a is a smooth p-form representing 8[w] and c is a smooth (p - I)-chain 
representing a*[e], this is the same as 

By the characterizations of 8 and 0* given in Corollary 15.10 and Theorem 
16.3, we can choose a = d'fJ (extended by zero to all of M), where 'fJ E 
AP-l(U) and r/ E AP- l(V) are forms such that w = 'fJlunv - 'fJ'lunv; and 
c = ad, where d, d' are smooth p-chains in U and V, respectively, such that 
d+d' represents the same homology class as e (Figure 16.7). Then, because 
ad + ad' = ae = 0 and d'fJlunv - d'fJ'lunv = dw = 0, we have 

1 w = r w = r 'fJ - r 'fJ' = r 'fJ + r 'fJ' 
c Jad Jad Jad Jad Jad' 

= 1 d'fJ + 1 d'fJ' = 1 a + 1 a = J a. d d' d d' e 
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Thus the diagram commutes. o 

Theorem 16.12 (de Rham). For every smooth manifold M and ev­
ery nonnegative integer p, the de Rham homomorphism J: H~R(M) -+ 
HP(M; JR.) is an isomorphism. 

Proof. Let us say that a smooth manifold M is a de Rham manifold if the 
de Rham homomorphism J: H~R(M) -+ HP(M; JR.) is an isomorphism for 
each p. Since the de Rham homomorphism commutes with the cohomol­
ogy maps induced by smooth mapH (Lemma 16.11), any manifold that is 
diffeomorphic to a de Rham manifold is also de Rham. The theorem will 
be proved once we show that every smooth manifold is de Rham. 

If M is any smooth manifold, an open cover {Ui } of M is called a de 
Rham cover if each open set Ui is a de Rham manifold, and every finite 
intersection Ui1 n ... n Uik is de Rham. A de Rham cover that iH also a 
basis for the topology of M is called a de Rham basis for M. 

STEP 1: If {Mj } is any countable collection of de Rham manifolds, then 
their disjoint union is de Rham. By Propositions 15.11 and 16.4(b), for 
both de Rham and singular cohomology the inclusions Lj: M j '---+ ilj M j 

induce isomorphisms between the cohomology groups of the disjoint union 
and the direct product of the cohomology groups of the manifolds Mj . By 
Lemma 16.11, J respects these isomorphisms. 

STEP 2: Every convex open subset of JR.n is de Rham. Let U be such 
a subset. By the Poincare lemma, H~R(U) is trivial when p -I- O. Since 
U iH homotopy equivalent to a one-point space, Proposition 16.4 implies 
that the singular cohomology groups of U are also trivial for p -I- O. In the 
p = 0 case, H~R(U) is the I-dimensional space consisting of the constant 
functions, and HO(U; JR.) = Hom(Ho(U), JR.) is also I-dimensional because 
Ho(U) is generated by any singular O-simplex. If a: ~o -+ M is a Hingular 
O-simplex (which is smooth because any map from a O-manifold is smooth), 
and f is the constant function equal to 1, then 

J[f][a] = r a* f = (f 0 a)(O) = 1. 
}f!"o 

This shows that J: H~R (U) -+ HO (U; JR.) is not the zero map, so it is an 
isomorphism. 

STEP 3: If M has a finite de Rham cover, then M is de Rham. This is 
the heart of the proof. Suppose M = U1 U ... U Uk, where the open sets 
Ui and their finite intersections are de Rham. We will prove the result by 
induction on k. Suppose first that M has a de Rham cover consisting of two 
sets {U, V}. Putting together the Mayer-Vietoris sequences for de Rham 
and singular cohomology, we obtain the following commutative diagram, in 
which the horizontal rows are exact and the vertical maps are all given by 
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Figure 16.8. Proof of the de Rham theorem, Step 4. 

de Rham homomorphisms: 

H~R(U) EB H~R(V) --+- H~R(U n V) 

! ! 
HP(U;IR) EB HP(V;IR) -+ HP(U n V;IR). 

The commutativity of the diagram is an immediate consequence of Lemma 
16.11. By hypothesis the first, second, fourth, and fifth vertical maps are 
all isomorphisms, so by the five lemma the middle map is an isomorphism, 
which proves that M is de Rham. 

Now assume that the claim is true for smooth manifolds admitting a de 
Rham cover with k :2: 2 sets, and suppose {U1 , ... , Uk+d is a de Rham 
cover of M. Put U = U1 U··· U Uk and V = Uk+l ' The hypothesis implies 
that U and V are de Rham, and so is U n V because it has a k-fold de 
Rham cover given by {U1 n Uk+l,"" Uk n Uk+d. Therefore, M = U U V 
is also de Rham by the argument above. 

STEP 4: If M has a de Rham basis, then M is de Rham. Suppose {UnJ 
is a de Rham basis for M. Let f: M ---+ IR be an exhaustion function (see 
Proposition 2.28). For each integer m, define subsets Am and A~ of M by 

Am = {q EM: m ::; f (q) ::; m + 1}, 

A~ = {q EM: m - ~ < f(q) < m + ~} . 
(See Figure 16.8.) For each point q E Am, there is a basis open set con­
taining q and contained in A~. The collection of all such basis sets is an 
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open cover of Am. Since f is an exhaustion function, Am is compact, and 
therefore it is covered by finitely many of these basis sets. Let Bm be the 
union of this finite collection of sets. This is a finite de Rham cover of B m , 

so by Step 3, Bm is de Rham. 
Observe that Bm C A~, so Bm can have nonempty intersection with Bm 

only when iii = m - 1, m, or m + 1. Therefore, if we define 

U= U Bm , 

m odd m even 

then U and V are disjoint unions of de Rham manifolds, and so they are 
both de Rham by Step 1. Finally, U n V is de Rham because it is the 
disjoint union of the sets Bm n Bm+1 for m even, each of which has a finite 
de Rham cover consisting of sets of the form Ua n U(3, where Ua and U(3 
are basis sets used to define Bm and Bm+b respectively. Thus M = U U V 
is de Rham by Step 3. 

STEP 5: Any open subset ofJRn is de Rham. If U c JRn is such a subset, 
then U has a basis consisting of Euclidean balls. Because each ball is convex, 
it is de Rham, and because any finite intersection of balls is again convex, 
finite intersections are also de Rham. Thus U has a de Rham basis, so it is 
de Rham by Step 4. 

STEP 6: Every smooth manifold is de Rham. Any smooth manifold has a 
basis of smooth coordinate domains. Since every smooth coordinate domain 
is diffeomorphic to an open subset of JRn, as are their finite intersections, 
this is a de Rham basis. The claim therefore follows from Step 4. D 

This result expresses a deep connection between the topological and ana­
lytic properties of a smooth manifold, and plays a central role in differential 
geometry. If one has some information about the topology of a manifold 
M, the de Rham theorem can be used to draw eonclusions about solutions 
to differential equations such as dry = w on M. Conversely, if one can prove 
that such solutions do or do not exist, then one ean draw conclusions about 
the topology. 

As befits so fundamental a theorem, the de Rham theorem has many and 
varied proofs. The elegant proof given here is due to Glen E. Bredon [Bre93]. 
Another common approach is via the theory of sheaves; for example, a proof 
using this technique can be found in [War83]. The sheaf-theoretic proof 
is extremely powerful and lends itself to countless generalizations, but it 
has two significant disadvantages for our purposes: It requires the entire 
technical apparatus of sheaf theory and sheaf cohomology, which would 
take us too far afield; and although it produces an isomorphism between 
de Rham and singular cohomology, it does not make it easy to see that the 
isomorphism is given specifically by integration. Nonetheless, because the 
technique leads to other important applications in such fields as differential 
geometry, algebraic topology, and complex analysis, it is worth taking some 
time and effort to study it if you get the opportunity. 
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Problems 

16-1. Let M be an oriented smooth manifold and suppose W is a closed 
p-form on M. 

(a) Show that W is exact if and only if the integral of W over every 
smooth p-cycle is zero. 

(b) Now suppose that Hp(M) is generated by the homology classes 
of finitely many smooth p-cycles {CI,"" cm }. The numbers 
P1(w), ... , Pm(w) defined by 

Pi(W) = L W 

are called the periods of W with respect to this set of generators. 
Show that W is exact if and only if all of its periods are zero. 
[Compare this to Problem 6-14.] 

16-2. Let M be a smooth n-manifold and suppose ScM is a compact, ori­
ented, embedded p-dimensional submanifold. A smooth triangulation 
of S is a smooth p-cycle C = Li (Ji in M with the following properties: 

• Each (Ji: IIp --t S is a smooth orientation-preserving embedding . 
• If i i= j, then (Ji(Int IIp) n (Jj(Int IIp) = 0. 

• S = Ui (Ji(llp). 

(It can be shown that every compact smooth orient able submanifold 
admits a smooth triangulation, but we will not use that fact.) Two 
p-dimensional submanifolds S, S' c M are said to be homologous if 
there exist smooth triangulations c for Sand c' for S' such that c - c' 
is a boundary. 

(a) If c is a smooth triangulation of Sand w is any smooth p-form 
on M, show that lew = Isw, 

(b) If w is closed and S, S' are homologous, show that Is w = lSI w. 

16-3. Suppose (M, g) is a Riemannian n-manifold. A smooth p-form won M 
is called a calibration if w is closed and wq(X I , ... , Xp) :::; 1 whenever 
(Xl,' .. , Xp) are orthonormal vectors in some tangent space TqM. An 
oriented embedded p-dimensional submanifold ScM is said to be 
calibrated if there is a calibration w such that wls is the volume form 
for the induced Riemannian metric on S. If SCM is a smoothly 
triangulated calibrated compact submanifold, show that the volume 
of S (with respect to the induced Riemannian metric) is less than or 
equal to that of any other submanifold homologous to S (see Problem 
16-2). [Remark: Calibrations were invented in 1982 by Reese Harvey 
and Blaine Lawson [HL82]; they have become increasingly important 
in recent years because in many situations a calibration is the only 
known way of proving that a given submanifold is volume-minimizing 
in its homology class.] 
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16-4. Let D C 1R3 be the surface obtained by revolving the circle (y -
2)2 + z2 = 1 around the z-axis, with the induced Riemannian metric 
(see Example 11.23), and let C c D be the "inner circle" defined by 
C = {(x, y, z) : z = 0, x2 + y2 = 1}. Show that C is calibrated, and 
therefore has the shortest length in its homology class. 

16-5. For any smooth manifold M, let Hf(M) denote the pth compactly 
supported de Rham cohomology group of M (see page 406). 

(a) If U is an open subset of M and i: U y M is the inclusion 
map, define a linear map i#: A~(U) --+ A~(M) by extending 
each compactly supported form to be zero on M" U. Show that 
80 i# = i# 08, and so i# induces a linear map on compactly 
supported cohomology, denoted by i*: Hf(U) --+ Hf(M). 

(b) MAYER-VIETORIS THEOREM FOR COMPACTLY SUPPORTED 
COHOMOLOGY: If U, V c M are open subsets whose union is 
M, prove that for each p there is a linear map 6*: Hf(M) --+ 
Hf+1 (U n V) such that the following sequence is exact: 

... ~ H~(U n V) i,G3(-j,\ H~(U) E9 H~(V) k,+l,) 

H~(M) ~ H~+l(U n V) i,ffi(-j,\ ... , 

where i,j, k, l are the inclusion maps as in (15.8). 
(c) Denoting the dual space to Hf(M) by Hg(M)*, show that the 

following sequence is also exact: 

... ~ H~(M)* (k,)'ffi(l,)') H~(U)* E9 H~(V)* (i.)'-(j,)*) 

H~(U n V)* (8,)') H~-l (M)* (k,)*ffi(l,)') .... (16.16) 

16-6. THE POINCARE DUALITY THEOREM: If M is a smooth, oriented 
n-manifold, define a map PD: AP(M) --+ A~-P(M)* by 

PD(w)(1]) = 1M w 1\ 1]. 

(a) Show that PD descends to a linear map (still denoted by the 
same symbol) PD: H~R(M) --+ H;:-P(M)*. 

(b) Show that PD is an isomorphism for each p. [Hint: Imitate the 
proof of the de Rham theorem, with "de Rham manifold" re­
placed by "Poincare duality manifold." You will need the results 
of Problems 15-13 and 16-5.] 

(c) If M is a compact, orient able smooth n-manifold, show that 
dimH~R(M) = dimH;;?(M) for each p. 

16-7. Let M be a smooth n-manifold all of whose de Rham groups are 
finite-dimensional. (It can be shown that this is always the case when 
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M is compact.) The Euler characteristic of M is the number 
n 

X(M) = 2)-1)pdimH~R(M). 
p=o 

Show that X(M) is a homotopy invariant of M, and X(M) = 0 when 
M is compact, orientable, and odd-dimensional. 



17 
Integral Curves and Flows 

In this chapter we return to the study of vector fields. The primary geomet­
ric objects associated with smooth vector fields are their "integral curves," 
which are smooth curves whose tangent vector at each point is equal to 
the value of the vector field there. The collection of all integral curves of 
a given vector field on a manifold determines a family of diffeomorphisms 
of (open subsets of) the manifold, called a "flow." Any smooth lR-action 
is a flow, for example; but we will see that there are flows that are not 
lR-actions because the diffeomorphisms may not be defined on the whole 
manifold for all t E R 

The main theorem of the chapter, the "fundamental theorem on flows," 
asserts that every smooth vector field determines a unique maximal inte­
gral curve starting at each point, and the collection of all such integral 
curves determines a unique maximal flow. The proof is an application of 
the existence, uniqueness, and smoothness theorem for solutions of ordinary 
differential equations. 

After proving the fundamental theorem, we explore some of the proper­
ties of vector fields and flows. First we investigate conditions under which a 
vector field generates a global flow. Then we examine the local behavior of 
flows, and find that the behavior at points where the vector field vanishes, 
which correspond to "equilibrium points" of the flow, is very different from 
the behavior at points where it does not vanish, where the flow looks locally 
like translation along parallel coordinate lines. 

At the end of the chapter we give a proof of the existence, uniqueness, 
and smoothness theorem for ordinary differential equations, which is the 
main ingredient in the proof of the fundamental theorem. 
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E ( ) ~ 

Figure 17.1. An integral curve of a vector field. 

Integral Curves 

If M is a smooth manifold and J c JR is an open interval, a smooth curve 
T J -+ M determines a tangent vector "('(t) E Ty(t)M at each point of the 
curve. In this section we describe a way to work backwards: Given a tangent 
vector at each point, we seek a curve that has those tangent vectors. 

If V is a smooth vector field on M, an integral curve of V is a smooth 
curve "(: J -+ M such that 

"('(t) = V')'(t) for all t E J. 

In other words, the tangent vector to "( at each point is equal to the value 
of V at that point (Figure 17.1). If 0 E J, the point p = "(0) is called 
the starting point of "(. (The reason for the term "integral curve" will be 
explained shortly. Note that this is one definition that requires some dif­
ferentiability hypothesis, because the definition of an integral curve would 
make no sense for a curve that is merely continuous. As we will see below, 
integral curves of smooth vector fields are always smooth, so we lose no 
generality by including smoothness as part of the definition.) 

Example 17.1 (Integral Curves). 

(a) Let V = 8/8x be the first coordinate vector field on JR2 (Figure 
17.2(a)). It is easy to check that the integral curves of V are precisely 
the straight lines parallel to the x-axis, with parametrizations of the 
form "(t) = (a + t, b) for constants a and b. Thus there is a unique 
integral curve starting at each point of the plane, and the images of 
different integral curves are either identical or disjoint. 

(b) Let W = x8/8y - y8/8x on JR2 (Figure 17.2(b)). If T JR -+ JR2 is a 
smooth curve, written in standard coordinates as "(t) = (x(t),y(t)), 
then the condition "('(t) = W')'(t) for "( to be an integral curve 
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--------- ----------
--------- ----------

--------- ----------

--------- ----------
(a) V = a/ax. (b) W = x 0/ ay - y 8/ ax. 

Figure 17.2. Vector fields and their integral curves in the plane. 

translates to 

x'(t) ~ I + y'(t) ~ I 
ax (x(t),y(t)) ay (x(t),y(t)) 

=X(t)~1 -y(t)~1 . 
ay (x(t),y(t)) ax (x(t),y(t)) 

Comparing the components of these vectors, we see that this is 
equivalent to the system of ordinary differential equations 

x'(t) = -y(t), 

y' (t) = x (t). 

These equations have the solutions 

x(t) = acost - bsint, 

y(t) = asint + bcost, 

for arbitrary constants a and b, and thus each curve of the form 
,(t) = (a cos t-b sin t, a sin t+bcos t) is an integral curve of W. When 
(a, b) = (0,0), this is the constant curve ,(t) == (0,0); otherwise, it is 
a circle traversed counterclockwise. Since ,(0) = (a, b), we see once 
again that there is a unique integral curve starting at each point 
(a, b) E ]R2, and the images of the various integral curves are either 
identical or disjoint. 

As the second example above illustrates, finding integral curves boils 
down to solving a system of ordinary differential equations in a smooth 
chart. More generally, let V be a smooth vector field on M and let,: J ---+ 
M be any smooth curve. Writing, in smooth local coordinates as ,(t) = 
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(yl(t), ... ,')'n(t)), the condition ,),'(t) = V"Y(t) for,), to be an integral curve 
of V can be written on a smooth coordinate domain U c M as 

( ')' () I . () I ')" (t) ~ = V'(')'(t)) ~ , 
uX "Y(t) uX "Y(t) 

which reduces to the system of ordinary differential equations (ODEs) 

where the component functions Vi are smooth on U. The fundamental 
fact about such systems, which we will state precisely and prove later 
in the chapter, is that there is a unique solution, at least for t in a 
small time interval (-c:, c:), satisfying any initial condition of the form 
(yl(O), ... ,')'n(o)) = (al, ... ,an) for (al, ... ,an) E U; and the solution 
depends smoothly on both t and a. (This is the reason for the terminology 
"integral curves," because solving a system of ODEs is often referred to 
as "integrating" the system.) For now, we just note that this implies that 
there is a unique integral curve, at least for a short time, starting at any 
point in the manifold. Moreover, we will see that up to reparametrization, 
there is a unique integral curve passing through each point. 

The following simple lemma shows how an integral curve can be 
reparametrized to change its starting point. 

Lemma 17.2 (Translation Lemma). Let V be a smooth vector field on 
a smooth manifold M, let J c JR. be an open interval, and let')': J ~ M be 
an integral curve of V. For any a E JR., let J + a be the interval 

J + a = {t + a: t E J}. (17.1) 

Then the curve;:;;: J + a ~ M defined by ;:;;(t) = ')'(t - a) is an integral 
curve ofV. 

Proof. One way to see this is as a straightforward application of the chain 
rule in local coordinates. Somewhat more invariantly, we can examine the 
action of;:;;' (t) on a smooth real-valued function f defined in a neighborhood 
of a point ;:;;(to). By the chain rule and the fact that')' is an integral curve, 

;:;;' ( to) f = :t I t=to (f 0 ;:;;)( t) = ! I t=to (f 0 ')') (t - a) 

= (f 0 ,),)'(to - a) = ,),'(to - a)f = V"Y(to-a)f = V;:Y(to)!' 

Thus;:;; is an integral curve of V. D 
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Global Flows 

Here is another way to visualize the family of integral curves associated 
with a vector field. Let V be a smooth vector field on a smooth manifold 
M, and suppose it has the property that for each point p E M there is a 
unique integral curve ()(p): JR. -7 M starting at p. (It may not always be 
the case that every integral curve is defined for all t E JR., but for purposes 
of illustration let us assume so for the time being.) For each t E JR., we can 
define a map ()t from M to itself by sending each point p E M to the point 
obtained by following the integral curve starting at p for time t: 

()t(p) = ()(p) (t). 

This defines a family of maps ()t: M -7 M for t E R Each such map 
"slides" the entire manifold along the integral curves for time t. If we set 
q = ()(p) (s), the translation lemma implies that t H ()(p)(t+s) is an integral 
curve starting at q; since we are assuming uniqueness of integral curves, we 
must have ()(q)(t) = ()(p)(t + s). When we translate this equality into a 
statement about the maps ()t, it becomes 

()t 0 ()s(p) = ()t+s(p), 

Together with the equation ()o(p) = ()(p) (0) = p, which holds by definition, 
this implies that the map (): JR. x M -7 M is an action of the additive group 
JR. on M. 

Motivated by these considerations, we define a global flow on M (some­
times also called a one-parameter group action) to be a left action of JR. 
on M; that is, a continuous map (): JR. x M -7 M satisfying the following 
properties for all s, t E JR. and all p E M: 

()(t, ()(s,p)) = ()(t + s,p), ()(O,p) = p. (17.2) 

Given a global flow () on M, we define two collections of maps as follows: 

• For each t E JR., define ()t: M -7 M by 

()t(p) = ()(t,p). 

The defining properties (17.2) are equivalent to the group laws 

(17.3) 

As is the case for any group action, each map ()t: M -7 M is a 
homeomorphism, and if the action is smooth, ()t is a diffeomorphism . 

• For each p EM, define a curve ()(p): JR. -7 M by 

()(p)(t) = ()(t,p). 

The image of this curve is just the orbit of p under the group action. 
Because any group action partitions the manifold into disjoint orbits, 
it follows that M is the disjoint union of the images of these curves. 
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Figure 17.3. The infinitesimal generator of a global flow. 

The next proposition shows that every smooth global flow is derived from 
the integral curves of some vector field in precisely the way we described 
above. If e: lR x M -+ M is a smooth global flow, for each p E M we define 
a tangent vector Vp E TpM by 

The assignment p r-+ Vp is a (rough) vector field on M, which is called the 
infinitesimal generator of e, for reasons we will explain below. 

Proposition 17.3. Let e: lR x M -+ M be a smooth global flow. The 
infinitesimal generator V of e is a smooth vector field on M, and each 
curve e(p) is an integral curve of V. 

Proof. To show that V is smooth, it suffices by Lemma 4.2 to show that 
V f is smooth for every smooth real-valued function f defined on an open 
subset U c M. For any such f and any p E U, just note that 

Vf(p) = Vpf = e(p)'(O)f =.!!.-I f (e(p) (t)) = ~I f(e(t,p)). 
dt t=o at (O,p) 

Because f(e(t,p)) is a smooth function of (t,p) by composition, so is its 
partial derivative with respect to t. (You can interpret this derivative as the 
action of the smooth vector field a/at on the smooth function foe: lR x 
M -+ R) It follows that Vf(p) depends smoothly on p, so V is smooth. 

To show that e(p) is an integral curve of V, we need to show that 

e(p)'(t) = V(lCp)(t) 

for all p E M and all t E R Let to E lR be arbitrary, and set q = e(p) (to) = 
eto(p), so that what we have to show is e(p)'(to) = Vq (see Figure 17.3). By 
the group law, for all t, 

(17.4) 
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Therefore, for any smooth real-valued function J defined near q, 

VqJ= ()(q)/(O)J = !!:..-I J(()(q)(t)) =!!:..-I J(()(P)(t+to)) 
dt t=o dt t=o (17.5) 

= ()(p)/(tO)J, 

which was to be shown. 0 

Example 17.4 (Global Flows). The two vector fields on the plane 
described in Example 17.1 both had integral curves defined for all t E JR., so 
they generate global flows. Using the results of that example, we can write 
down the flows explicitly. 

(a) The flow of V = a/ax in JR.2 is the map T: JR. x JR.2 -+ JR.2 given by 

Tt(X, y) = (x + t, y). 

For each t E JR., Tt translates the plane to the right (t > 0) or left 
(t < 0) by a distance Itl. 

(b) The flow of W = x a / ay - y a / ax is the map (): JR. x JR.2 -+ JR.2 given 
by 

()t(x, y) = (x cos t - y sin t, x sin t + Y cos t). 

For each t E JR., ()t rotates the plane through an angle t. 

The Fundamental Theorem on Flows 

We have seen that every smooth global flow gives rise to a smooth vector 
field whose integral curves are precisely the curves defined by the flow. 
Conversely, we would like to be able to say that every smooth vector field 
is the infinitesimal generator of a global flow. However, it is easy to see 
that this cannot be the case, because there are smooth vector fields whose 
integral curves are not defined for all t E R Here are two examples. 

Example 17.5. Let M = {(x,y) E JR.2 : x < O}, and let V = a/ax. The 
unique integral curve of V starting at (-1,0) E M is ,(t) = (t - 1,0). 
However, in this case, , cannot be extended past t = l. 

Example 17.6. For a somewhat more subtle example, let M be all of JR.2 
and let W = x 2a/ax. You can check easily that the unique integral curve 
of W starting at (1,0) is 

,(t) = (_1_,0) . 
1-t 

This curve also cannot be extended past t = 1, because it escapes to infinity 
ast/,l. 



The Fundamental Theorem on Flows 441 

, 
l / 

Figure 17.4. A flow domain. 
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For this reason, we make the following definitions. If M is a manifold, a 
flow domain for M is an open subset 1) c lR x M with the property that 
for each p E M, the set 1)(p) = {t E lR : (t,p) E 1)} is an open interval 
containing ° (Figure 17.4). A flow on M is a continuous map e: 1) -+ M, 
where 1) c lR x M is a flow domain, that satisfies the following group laws: 
For all p EM, 

e(o,p) = p, (17.6) 

and for all s E 1)(p) and t E 1)(II(s ,p)) such that s + t E 1)(p) , 

e(t, e(s,p)) = e(t + s,p). (17.7) 

We sometimes call e a local flow to distinguish it from a global flow as 
defined earlier. The unwieldy term local one-parameter group action is also 
commonly used. 

If e is a flow, we define et(p) = e(p)(t) = e(t,p) whenever (t,p) E 1), just 
as for a global flow. Similarly, if e is smooth, the infinitesimal generator of 
e is defined by Vp = e(p),(O). 

Proposition 17.7. If e: 1) -+ M is a smooth flow, then the infinitesimal 
generator V of e is a smooth vector field, and each curve e(p) is an integral 
curve of v. 
Proof. The proof is essentially identical to the proof of the analogous result 
for global flows, Proposition 17.3. In the proof that V is smooth, we need 
only note that for any Po E M, e(t,p) is defined and smooth for all (t,p) 
sufficiently close to (O ,Po) because 1) is open. In the proof that e(p) is an 
integral curve, we need to verify that all of the expressions in (17.4) and 
(17.5) make sense. Suppose to E 1)(p). Because both 1)(p) and 1)(Oto(p)) are 
open intervals containing 0, there is a positive number E such that t + to E 
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n(p) and t E n(&to(p)) whenever It I < c, and then fh(Oto(p)) = Ot+to(p) by 
definition of a flow. The rest of the proof goes through just as before. D 

The main result of this section is that every smooth vector field gives 
rise to a smooth flow, which is unique if we require it to be maximal, which 
means that it admits no extension to a flow on a larger flow domain. 

Theorem 17.8 (Fundamental Theorem on Flows). Let V be a 
smooth vector field on a smooth manifold M. There is a unique maximal 
smooth flow 0: n -+ M whose infinitesimal generator is V. This flow has 
the following properties: 

(a) For each p E M, the curve O(p): n(p) -+ M is the unique maximal 
integral curve of V starting at p. 

(b) If s E n(p), then n(&(s,p)) is the intervaln(p) - s = {t - s : t E n(p)}. 

(c) For each t E JR, the set M t = {p EM: (t,p) En} is open in M, and 
Ot: Mt -+ M_t is a diffeomorphism with inverse O-t. 

(d) For each (t,p) En, (Od*Vp = v&t(p). 

We will prove the theorem below. First, we make a few comments on 
what it means. 

The flow whose existence and uniqueness are asserted in this theorem 
is called the flow generated by V, or just the flow of V. The maximality 
assertion in (a) means that O(p) cannot be extended to an integral curve 
on any larger open interval. If 0 is a smooth flow on M, a vector field W is 
said to be invariant under () if (Ot)* Wp = W&t(p) for all (t, p) in the domain 
of 0 (or, to put it another way, if W is Ot-related to itself for each t). Part 
(d) of the fundamental theorem can be summarized by saying that every 
smooth vector field is invariant under its own flow. 

The term "infinitesimal generator" comes from the following image. In a 
smooth chart, a good approximation to an integral curve can be obtained 
by composing very many small straight-line motions, with the direction 
and length of each successive motion determined by the value of the vector 
field at the point arrived at in the previous step. Intuitively, one can think 
of a flow as being composed of infinitely many infinitesimally small linear 
steps. 

As we saw earlier in this chapter, finding integral curves of V (and there­
fore finding the flow generated by V) boils down to solving a system of 
ordinary differential equations, at least locally. A key ingredient in the 
proof will be the fact that solutions to such systems exist at least locally, 
are unique, and depend smoothly on both the time variable and the initial 
conditions. Thus before beginning the proof, we state the following basic 
theorem about solutions to systems of ordinary differential equations. We 
will give the proof of this theorem in the last section of the chapter. 
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Theorem 17.9 (ODE Existence, Uniqueness, and Smoothness). 
Let U c lRn be open, and let V: U ---+ lRn be a smooth map. For to E lR and 
x E U, consider the following initial value problem: 

hi)'(t) = Vih(t)), 

')'i(tO) = Xi. 
(17.8) 

(a) EXISTENCE: For any to E lR and Xo E U, there exist an open interval 
Jo containing to and an open set Uo C U containing Xo such that for 
each x E Uo, there is a smooth curve,),: Jo ---+ U that solves (17.8). 

(b) UNIQUENESS: Any two differentiable solutions to (17.8) agree on their 
common domain. 

(c) SMOOTHNESS: Let to, Xo, Jo, and Uo be as in (a), and define a map 
{}: Jo x Uo ---+ U by letting (}(t,x) = ')'(t), where,),: Jo ---+ U is the 
unique solution to (17.8) with initial condition x. Then {} is smooth. 

Using this result, we now prove the fundamental theorem on flows. 

Proof of Theorem 17.8. We begin by noting that the existence assertion 
of the ODE theorem implies that there exists an integral curve starting at 
each point p EM, because the equation for an integral curve is a smooth 
system of ODEs in any smooth local coordinates around p. 

Now suppose ,)" -;:Y: J ---+ M are two integral curves of V defined on the 
same open interval J such that ')'(to) = -;:Y(to) for some to E J. Let S be 
the set of t E J such that ')'(t) = -;:Y(t). Clearly, S -I- 0, because to E S 
by hypothesis, and S is closed in J by continuity. On the other hand, 
suppose tl E S. Then in a smooth coordinate neighborhood around the 
point p = ')'(td, ')' and -;:y are both solutions to same ODE with the same 
initial condition ')'(td = -;:Y(h) = p. By the uniqueness part of the ODE 
theorem, ')' == -;:y on an interval containing tl, which implies that S is open 
in J. Since J is connected, S = J, which implies that')' = -;:y on all of J. 
Thus any two integral curves that agree at one point agree on their common 
domain. 

For each p E M, let '])(p) be the union of all open intervals J c lR 
containing 0 on which an integral curve starting at p is defined. Define 
(}(p): '])(p) ---+ M by letting (}(p)(t) = ')'(t) , where,), is any integral curve 
starting at p and defined on an open interval containing 0 and t. Since all 
such integral curves agree at t by the argument above, (}(p) is well-defined, 
and is obviously the unique maximal integral curve starting at p. 

Now let']) = {(t,p) E lR x M : t E '])(p)}, and define {}: ']) ---+ M by 
{}(t,p) = {}(p) (t). As usual, we also write (}t(p) = {}(t,p). By definition, {} 
satisfies property (a) in the statement of the fundamental theorem: For 
each p E M, (}(p) is the unique maximal integral curve of V starting at 
p. To verify the group laws, fix any p E M and s E '])(p), and write q = 
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Figure 17.5. Proof that'D is open. 

e(s,p) = e(p)(s). The curve r: n(p) - s --+ M defined by 

')'(t) = e(p)(t + s) 

satisfies ')'(0) = q, and the translation lemma shows that')' is an integral 
curve of V. By uniqueness of ODE solutions, ')' agrees with e(q) on their 
common domain, which is equivalent to the second group law (17.7), and 
the first group law (17.6) is immediate from the definition. By maximality 
of e(q) , the domain of ')' cannot be larger than n(q), which means that 
n(p) - s c n(q). Since 0 E n(p) , this implies that -s E n(q), and the 
group law implies that e(q) (-s) = p. Applying the same argument with 
(-s,q) in place of (s,p), we find that n(q) + s c n(p), which is the same 
as n(q) c n(p) - s. This proves (b). 

Next we will show that n is open in IR x M (so it is a flow domain), 
and that e: n --+ M is smooth. Define a subset Wen as the set of all 
(t, p) E n such that e is defined and smooth on a product neighborhood 
of (t,p) of the form J xU c n, where U c M is a neighborhood of p and 
J c IR is an open interval containing 0 and t. Clearly, W is open in IR x M, 
and the restriction of e to W is smooth, so it suffices to show that W = n. 
Suppose this is not the casco Then there exists some point (to , Po) E n '-.. W. 
For simplicity, let us assume to > 0; the argument for to < 0 is similar. 

Let T = sup{t E IR: (t,po) E W} (Figure 17.5). By the ODE theorem 
(applied in smooth coordinates around Po), e is defined and smooth in some 
product neighborhood of (O,Po), so T > O. Since T :::; to and n (po) is an open 
interval containing 0 and to, it follows that T E n(po). Let qo = e(po)(T). 

By the ODE theorem again, there exist c > 0 and a neighborhood Uo of 
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qo such that 0: (-c, c) x Uo --7 M is defined and smooth. We will use the 
group law to show that 0 extends smoothly to a neighborhood of (T, Po), 
which contradicts our choice of T. 

Choose some tl < T such that h +c > T and O(po)(tl) E Uo. Since tl < T, 

(tl' Po) E W, and so there is a product neighborhood (-8, tl + 8) X UI of 
(tl,PO) on which 0 is defined and smooth. Because O(tl,po) E Uo, we can 
choose UI small enough that 0 maps {tt} x UI into Uo. Because 0 satisfies 
the group law, we have 

whenever t, h E 1)(p). By our choice of h, Otl (p) is defined for P E UI , and 
depends smoothly on p. Moreover, since Ott (p) E Uo for all such p, it follows 
that Ot-t, 0 Otl (p) is defined whenever p E UI and It - tIl < c, and depends 
smoothly on (t,p). This gives a smooth extension of 0 to the product set 
(-8, tl + c) X UI , which contradicts our choice of T. This completes the 
proof that W = 1). 

Next we prove (c): Each set Mt is open and Ot: Mt --7 M_ t is a diffeo­
morphism. The fact that M t is open is an immediate consequence of the 
fact that 1) is open. From part (b) we deduce 

P E Mt ===> t E 1)(p) ===> 1)(9t (p)) = 1)(p) - t 

===> -t E 1)(9t (p)) ===> Ot(p) E M_t, 

which shows that Ot maps Mt to M_t . Moreover, the group laws then show 
that O-t oOt is equal to the identity on Mt. Reversing the roles of t and -t 
shows that Ot oO_t is the identity on M_t, which completes the proof. 

It remains only to prove (d), the fact that V is invariant under its own 
flow. Let (to,p) E 1) be arbitrary, and set q = Oto(p). We need to show that 

Applying the left-hand side to a smooth real-valued function f defined in 
a neighborhood of q and using the fact that O(p) is an integral curve of V, 
we obtain 

((Oto)* Vp) f = Vp (f 0 Oto) = dd I f oOto oO(p)(t) 
t t=o 

= ! It=o f (Oto (Ot(p))) = ! It=o f (Oto+t(p)) 

= !i I f (O(P) (to + t)) = O(p)/ (to)! = Vqf. D 
dt t=O 
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p 

Figure 17.6. Proof of the escape lemma. 

Complete Vector Fields 

As we noted above, not every smooth vector field generates a global flow. 
The ones that do are important enough to deserve a name. We say that a 
smooth vector field is complete if it generates a global flow, or equivalently 
if each of its maximal integral curves is defined for all t E R For example, 
both of the vector fields on the plane whose flows we computed in Example 
17.4 are complete. 

It is not always easy to determine by looking at a vector field whether 
it is complete or not. If you can solve the ODE explicitly to find all of 
the integral curves, and they all exist for all time, then the vector field is 
complete. On the other hand, if you can find a single integral curve that 
cannot be extended to all of lR, as we did for the vector fields of Examples 
17.5 and 17.6, then it is not complete. However, it is often impossible to 
solve the ODE explicitly, so it is useful to have some general criteria for 
determining when a vector field is complete. 

In this section we will show that all vector fields on a compact manifold 
are complete. (Problem 17-1 gives a more general sufficient condition.) The 
proof will be based on the following lemma. 

Lemma 17.10 (Escape Lemma). Let V be a smooth vector field on a 
smooth manifold M. If, is an integral curve of V whose maximal domain 
is not all of lR, then the image of, cannot lie in any compact subset of M. 

Proof. Let (a, b) denote the maximal domain of" so that -ex:: :::; a < 0 < 
b :::; +00. Let p = ,(0), and let () denote the flow of V, so , = ()(p) by the 
uniqueness of integral curves. 

Assume that b < +00 but ,(a, b) lies in a compact set K c M. We 
will show that, can be extended past b, which contradicts the maximality 
of (a, b). (The argument for the case a > -00 is similar.) If {td is any 
sequence of times approaching b from below, then the sequence {r(tin lies 
in K and therefore has a subsequence converging to a point q E M (Figure 
17.6). Choose a neighborhood U of q and a positive number f such that 
() is defined on (-E, E) xU. Pick some i large enough that ,( ti) E U and 
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ti > b - c:, and define (1: (a, ti + c:) -+ M by 

a < t < b, 

These two definitions agree where they overlap, because ()t-ti 0 ()ti (p) 
()t(p) = ')'(t) by the group law for (). Thus (1 is an integral curve extending 
')', which contradicts the maximality of (a, b). 0 

Theorem 17.11. Suppose M is a compact manifold. Then every smooth 
vector field on M is complete. 

Proof. If M is compact, the escape lemma implies that no integral curve 
can have a maximal domain that is not all of JR, because the image of any 
integral curve is contained in the compact set M. 0 

Regular Points and Singular Points 

If V is a vector field on M, a point p E M is said to be a singular point 
for V if Vp = 0, and a regular point otherwise. The next lemma shows 
that the integral curves starting at regular and singular points behave very 
differently from each other. 

Lemma 17.12. Let V be a smooth vector field on a smooth manifold M, 
and let (): TI -+ M be the flow generated by V. If p is a singular point of V, 
then TI(p) = JR and ()(p) is the constant curve ()(p) (t) == p. If p is a regular 
point, then ()(p) : TI(p) -+ M is an immersion. 

Proof. If Vp = 0, then the constant curve "(: JR -+ M given by ')'(t) == p is 
clearly an integral curve of V, so by uniqueness and maximality it must be 
equal to ()(p). 

Suppose on the other hand that Vp =I=- o. For simplicity, write,), = ()(p). 

To show that')' is an immersion, it suffices to show that ,),'(t) =I=- 0 for any 
t E TI(p). Let to E TI(p) be arbitrary, and put q = ')'(to). Theorem 17.8(d) 
shows that Vq = (()to)* Vp- Since ()to is a diffeomorphism on some open set 
containing p, (()to)*: TpM -+ TqM is an isomorphism, so it follows that 

o 
If (): TI -+ M is a flow, a point p E M is called an equilibrium point 

for () if ()(t,p) = P for all t E TI(p). The preceding lemma showed that the 
equilibrium points of a smooth flow are precisely the singular points of its 
infinitesimal generator. 

The next theorem shows that the local structure of a smooth vector field 
near a regular point is very simple. 

Theorem 17.13 (Canonical Form Near a Regular Point). Let V be 
a smooth vector field on a smooth manifold M, and let p E M be a regular 
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Figure 17.7. Proof of the canonical form theorem. 

point for V. There exist smooth coordinates (u i ) on some neighborhood of 
p in which V has the coordinate rel)resentation a / aul . 

Proof. By the way coordinate vector fields are defined on a manifold, 
a smooth chart (U, cp) will satisfy the cond usion of the theorem if 
(cp-l).(O/au l) = V. For cp-l to satisfy this, it must take lines parallel 
to the ul-axis to integral curves of V. The flow of V is ideally suited to 
this purpose. 

This is a local question, so by choosing smooth coordinates (Xl, ... , xn) 
centered at p, we may replace M by an open subset U c IRn, and think 
of V as a vector field on U. By reordering the coordinates if necessary, we 
may assume that V has nonzero xl -component at p. 

Let B: 'D ~ U be the flow of V. There exist e > ° and a neighborhood 
Uo c U of p such that the product open set (-e,e) x Uo is contained in 
'D. Let So C Uo be the intersection of Uo with the coordinate hyperplane 
where Xl = 0, and define S C IRn-l by 

(See Figur~ 17.7.) Define a smooth map 'ljJ: (-e,e) x S ~ U by 

Geometrically, for each fixed (u2 , .. . ,un ), 'l/J maps the set (-e,e) x 
{ (v.2, .. . , un)} to the integral curve starting at (0, u2, . .. , un). 



Regular Points and Singular Points 449 

First we will show that 'lj; pushes 8/ 8t forward to V. For any (to, uo) E 

(-E, E) X S, we have 

( 'lj;. %t I ) f = %t I (f 0 'lj;) 
(to,uo) (to,uo) 

= %t It=to (f(Bt(O, uo)) = V1j;(to,uoJi, 

(17.9) 

where we have used the fact that t rl Bt(O,uo) = B(O,uo)(t) is an Jll­

tegral curve of V. On the other hand, when restricted to {O} x S, 
'lj;(0,u2 ,oo.,un) = BO(0,u2 ,oo.,un) = (0,u2 ,oo.,un), so 

'lj;. 8~il(0,0) = 8~ilp' i=2,oo.,n. 

Thus at (0,0), 'lj;. takes the basis (8/8tl(0,0), 8/8u21(0,0),.'" %unl(o,o)) 
to (Vp, 8/8x2 Ip, 00', 8/8xnlp), Since Vp has nonzero xl-component, this is 
also a basis, so 'lj;. is an isomorphism. Therefore, by the inverse function 
theorem, there are neighborhoods W of (0,0) and Y of p such that 'lj;: W ---+ 
Y is a diffeomorphism. 

Let 'P = 'lj;-l: Y ---+ W, which is a smooth coordinate map. Equation 
(17.9) says precisely that V is the coordinate vector field 8/8t in these 
coordinates. With t renamed to u l , this is what we wanted to prove. 0 

<> Exercise 17.1. With notation as in Theorem 17.13, suppose N C M 
is an embedded hypersurface with pEN and Vp ~ TpN. Show that the 
coordinates (11 i) can be chosen so that 11 1 is a local defining function for N. 

The proof of Theorem 17.13 actually provides a technique for finding 
coordinates that put a given vector field V in canonical form, at least when 
the corresponding system of ODEs can be explicitly solved. If we begin with 
smooth coordinates in which p = 0 and Vp has nonzero xl-component, 
then the proof shows that the inverse of the map 'lj; constructed above 
will be a coordinate map of the desired form. Actually, although these 
normalizations were useful in the proof, they are not really necessary: The 
requirement that the coordinates be centered at p was only to simplify the 
notation in the proof; and any coordinate can play the role of xl, as long 
as the corresponding component of Vp is not zero. The procedure is best 
illustrated by an example. 

Example 17.14. Let W = x8/8y-y8/8x on ]R2. We computed the flow 
of W in Example 17.4. The point (1,0) E ]R2 is a regular point for W, 
because W(1,O) = 8/8y i= O. Because W has nonzero y-coordinate there, we 
can take So to be the coordinate line where y = 0 (the x-axis), parametrized 
by u rl (u, 0). We define 'lj;: ]R2 ---+ ]R2 by 

'lj;(t,u) = Bt(u,O) = (ucost,usint), 
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Figure 17.8. Examples of flows near equilibrium points. 

and then solve locally for (t, u) in terms of (x, y) to obtain the following 
coordinate map in a neighborhood of (1,0): 

(t, u) = 'ljJ-l(X, y) = (tan-1 (y/x), Jx2 + y2) . 

It is easy to check that W = a/at in these coordinates. (They are, of course, 
just polar coordinates with different names.) 

The canonical form theorem implies that the integral curves of V near 
a regular point behave, up to diffeomorphism, just like parallel coordi­
nate lines in ]Rn. Thus all of the interesting local behavior of the flow is 
concentrated near its equilibrium points. The flow near equilibrium points 
can exhibit a wide variety of behaviors, such as closed orbits surround­
ing the equilibrium point, orbits converging exponentially or spiraling into 
the equilibrium point as t -+ +00 or -00, and many more complicated 
phenomena. Some typical 2-dimensional examples are illustrated in Figure 
17.8. A systematic study of the local behavior of flows near equilibrium 
points in the plane can be found in many ODE texts, for example [BD65]. 
The study of global and long-time behaviors of flows on manifolds, called 
smooth dynamical systems theory, is a deep subject with many applications 
both inside and outside of mathematics. 
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Time-Dependent Vector Fields 

All of the systems of differential equations we have considered so far have 
been of the form 

bi)' (t) = Vi(r(t)), 

in which the functions Vi do not depend explicitly on the independent 
variable t. Such a system is said to be autonomous. In contrast, a system 
of the form 

(1,i)' (t) = Vi(t, I'(t)) , 

in which Vi is a function defined on some subset of JR x JRn, is called 
nonautonomous. Many applications of ODEs require the consideration of 
nonautonomous systems. In this section we show how the results of this 
chapter can be extended to cover this case. 

Somewhat more generally, if M is a smooth manifold, a time-dependent 
vector field on M is a continuous map V: J x M --+ T M, where J c JR is an 
open interval, such that V(t,p) E TpM for each (t,p) E J x M. This means 
that for each t E J, the map lit: M --+ TM defined by lIt(p) = V(t,p) is a 
vector field on M. 

Theorem 17.15 (Flows of Time-Dependent Vector Fields). Let 
M be a smooth manifold, and let V: J x M --+ T M be a smooth time­
dependent vector field on M. There exist an open set £ c J x J x M 
and a smooth map (): £ --+ M such that for each s E J and p EM, the 
set £(s,p) = {t E J : (t, s,p) E £} is an open interval containing s, and 
the smooth curve T £(s,p) --+ M defined by I'(t) = (}(t, s,p) is the unique 
maximal solution to the initial value problem 

I"(t) = V(t,l'(t)), 

I'(s)=p. 

Proof. Consider the smooth vector field V on J x M defined by 

V(s,p) = (:s Is' V(s, P)) , 

(17.10) 

where s is the standard coordin~te ~n J c JR, and we identify T(s,p) 0! x M) 

with TsJ EEl TpM as usual. Let (): '!:? --+ J x M denote the flow of V. If we 
write the component functions of () as 

B(t, (s,p)) = (a(t, (s,p)),/3(t, (s,p))), 
- -

then Q: 1) --+ J and /3: 1) --+ M satisfy 

aa 
at (t, (s,p)) = 1, 

a/3 
at (t, (s,p)) = V(a(t, (s,p)), /3(t, (s,p))), 

a(O, (s,p)) = s, 
(17.11) 

/3(0, (s,p)) = p. 
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It follows immediately that 

O'.(t, (s,p» = t + s. (17.12) 

Let £ be the subset of 1R. x J x M defined by 

£ = {(t,s,p): (t - s, (s,p» E 25}. 

Clearly, £ is open in 1R. x J x M because 'D is. Moreover, since 0'. maps 
25 into J, if (t, s,p) E £, then t = O'.(t - s, (s,p» E J, which implies that 
£ c J x J x M. 

Now define (): £ -+ M by 

()(t, s,p) = j3(t - s, (s,p». 

Then () is smooth because f3 is, and it follows from (17.11) and (17.12) that 
() satisfies (17.10). 

To prove uniqueness, suppose that s E J, and "(: Jo -+ M is any smooth 
curve satisfying (17.10) on some open interval Jo c J containing s. Define 
a smooth curve;Y: Jo -+ ~x M by ;Y(t) = (t,"((t». Then;Y is easily seen 
to be an integral curve of V, and thus by uniqueness of integral curves, we 
must have ;Y(t) = e(t - s, (s,p» on its whole domain, which implies that 
"((t) = ()(t, s,p). D 

We will call the map () whose existence is asserted by this theorem a time­
dependent flow. Some properties of time-dependent flows are described in 
Problem 17-15. 

Proof of the ODE Theorem 

In this section we prove the ODE existence, uniqueness, and smoothness 
theorem (Theorem 17.9). Here is the setting: We are given an open set 
U c lR.n and a map V: U -+ lR.n , and for any to E 1R. and any x E U we will 
consider the following ODE initial value problem: 

('Yi)' (t) = Vi("((t», 

"(i(tO) = Xi. 
(17.13) 

In the next three theorems we will prove existence, uniqueness, and smooth 
dependence on initial conditions for solutions to (17.13). At the end of the 
chapter we will show how Theorem 17.9 follows easily from these results. 

The following comparison lemma will be useful in the proofs to follow. 

Lemma 17.16 (Comparison Lemma). Suppose Jo C 1R. is an open 
interval containing to, and u: Jo -+ lR.n is a differentiable map satisfying 
the following differential inequality for some nonnegative constants A and 
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B and all t E Jo: 

lu'(t)1 :::; A lu(t)1 + B. 

Then the following inequality holds for all t E Jo: 

lu(t)1 :::; eAlt-tollu(to)1 + ~ (eAlt-tol -1). (17.14) 

Proof. Let J(j = {t E Jo : t ~ to}. We will prove that (17.14) holds for 
all t E J(j, and then the analogous statement for t :::; to follows easily by 
substituting to - t = t - to. 

On the subset of J(j where lu(t)1 > 0, lu(t)1 is a differentiable function 
of t, and the Schwarz inequality shows that 

d d 1/2 1 -1/2 dt1u(t)1 = dt (u(t). u(t)) = 2 (u(t). u(t)) (2u(t). u'(t)) 

1 
:::; 2Iu(t)I-1 (2Iu(t)llu'(t)l) = lu'(t)1 :::; Alu(t)1 + B. 

Define a smooth function g: J(j -+ lR by 

g(t) = eA(t-to)lu(to)1 + ~ (eA(t-to) -1). 

It is easy to check that g(to) = lu(to)l, g(t) > 0 for t > to, and g satisfies 
the ODE 

g'(t) = Ag(t) + B. 

Consider the continuous function f: J(j -+ IR defined by 

f(t) = e-A(t-to)(lu(t)l_ g(t)). 

Then f(to) = 0, and (17.14) for t E J(j is equivalent to f(t) :::; O. At any 
t E J(j such that f(t) > 0 (and therefore lu(t)1 > 0), f is differentiable and 
satisfies 

!,(t) = _Ae-A(t-to)(lu(t)l_ g(t)) + e-A(t-to) (!lu(t)l- g'(t)) 

:::; _Ae-A(t-to)(lu(t)l_ g(t)) + e-A(t-to) (Alu(t)1 + B - Ag(t) - B) 

=0. 

Now suppose there is some t1 E J(j such that f(td > O. Let 

T = sup{t E [to, iIl : f(t) :::; O}. 

Then f(T) = 0 by continuity, and f(t) > 0 for t E (T, tIl. Since f is 
continuous on [T, iIl and differentiable on (T, td, the mean value theorem 
implies that there must exist t E (T, iI) such that f(t) > 0 and I'(t) > O. 
But this contradicts the calculation above, which showed that l' (t) :::; 0 
w!:lenever f(t) > 0, thus proving that f(t) :::; 0 for all t E J(j. D 
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Figure 17.9. Proof of the ODE existence theorem. 

Theorem 17.17 (Existence of ODE Solutions). Let U c IRn be an 
open set, and suppose V: U --+ IRn is Lipschitz continuous. Let (to,xo) E 

IR x U be given. There exist an open interval Jo c IR containing to, an open 
set Uo C U containing xo, and for each x E Uo, a C 1 curve T Jo --+ U 
satisfying the initial value problem (17.13). 

Proof. Suppose'Y is any solution to (17.13) on some interval Jo containing 
to. Because 'Y is differentiable, it is continuous, and then the fact that the 
right-hand side of (17.13) is a continuous function of t implies that 'Y is of 
cl&'is C1 . Integrating (17.13) with respect to t and applying the fundamental 
theorem of calculus shows that 'Y satisfies the following integral equation: 

(17.15) 

Conversely, if T Jo --+ U is a continuous map satisfying (17.15), then 
the fundamental theorem of calculus implies that 'Y satisfies (17.13) and 
therefore is actually of class C 1 . 

This motivates the following definition. Suppose Jo is an open interval 
containing to . For any continuous curve 'Y : Jo --+ U, we define a new curve 
IT Jo --+ IRn by 

h(t) = x + it V("(s)) ds. 
to 

(17.16) 

Then we are led to seek a fixed point for I in a suitable metric space of 
curves. 

Let C be a Lipschitz constant for V, so that 

lV(x) - V(x)1 :::; Clx - x l, x, x E U. (17.17) 

Given to E IR and Xo E U, choose r > 0 small enough that Br(xo) C U 
(Figure 17.9). Let M be the supremum of IVI on the compact set Br(xo). 
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Choose 8 > 0 and c > 0 small enough that 

8 < ~, c < min (2~1' ~) , 
and set Jo = (to - c, to + c) c JR and Uo = Bo(xo) c U. For any x E Uo, 
let Mx denote the set of all continuous curves T Jo ~ Br(xo) satisfying 
,/,(to) = x. We define a metric on Mx by 

db,::Y) = sup b(t) -::Y(t)l· 
tEJo 

Any sequence of maps in Mx that is Cauchy in this metric is uniformly 
Cauchy, and thus converges to a continuous limit '/'. Clearly, the conditions 
that'/' take its values in Br(xo) and ,/,(to) = x are preserved in the limit. 
Therefore, Mx is a complete metric space. 

We wish to define a map I: Mx ~ Mx by formula (17.16). The first 
thing we need to verify is that I really does map Mx into itself. It is clear 
from the definition that h(to) = x and h is continuous (in fact, it is 
differentiable by the fundamental theorem of calculus). Thus we need only 
check that I,/, takes its values in Br(xo). If '/' E Mx, then for any t E Jo, 

Ih(t) - xol = Ix + 1: Vb(s)) ds - xol 

~ Ix - xol + it Wb(s))1 ds 
to 

by our choice of 8 and c. 
Next we check that I is a contraction (see page 159). If ,/,,::Y E Mx, then 

d(h, I::Y) = sup lit Vb(s)) ds -it V(::y(s)) dsl 
tEJo to to 

~ sup it Wb(s)) - V(::y(s)) I ds 
tEJo to 

~ sup it OI'/'(s) - ::Y(s) I ds ~ Ccdb, ::y). 
tEJo to 

Because we have chosen c so that Cc < 1, this shows that I is a contraction. 
By the contraction lemma (Lemma 7.7), I has a fixed point'/' E Mx, which 
is a solution to (17.15) and thus also (17.13). D 

Theorem 17.18 (Uniqueness of ODE Solutions). Let U C JRn be an 
open set, and suppose V: U ~ JRn is Lipschitz continuous. For any to E JR, 
any two solutions to (17.13) are equal on their common domain. 

Proof. Suppose ,/,,::y: Jo ~ U are two differentiable functions that both 
satisfy the ODE on the same open interval Jo C JR, but not necessarily 
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with the same initial conditions. The Lipschitz estimate for V implies 

I! (;:Y(t) - 'Y(t)) 1= 1V(;:Y(t)) - v(-y(t)))1 ~ c 1;:Y(t) - 'Y(t)l· 

Applying the comparison lemma (Lemma 17.16) with A = C and B = 0, 
we conclude that 

1;:Y(t) - 'Y(t)1 ~ eClt-toll;:Y(to) - 'Y(to)l· 

Thus 'Y(to) = ;:Y(to) implies 'Y ==;:y on all of Jo· 

(17.18) 

o 
Theorem 17.19 (Smoothness of ODE Solutions). Suppose U c lR.n 

is an open set and V: U -+ lR.n is Lipschitz continuous. Suppose also that 
Uo c U is an open set, Jo C lR. is an open interval containing to, and 
0: Jo x Uo -+ U is any map such that fa". each x E Uo, 'Y(t) = O(t,x) solves 
the initial value problem (17.13). If V is of class ck for some k ~ 0, then 
so is o. 
Proof. We will prove the theorem by induction on k. For the k = 0 step, 
it suffices to choose an arbitrary (iI, Xl) E Jo x Uo and prove that 0 is 
continuous on some neighborhood of (t1,xd. Let J1 be a bounded open 
interval containing to and iI and such that 11 c Jo. Choose r > 0 such 
that B2r(xd C Uo, and let U1 = Br(Xl). Let C .be a Lipschitz constant for 
V as in (17.17), and define constants M and T by 

M = sup lVI, 
V, 

T = sup It - tol· 
1, 

We will show that 0 is continuous on 11 X U 1. First we note that (17.18) 
implies the following Lipschitz estimate for all t E 11 and all x,x E U1: 

10(t, x) - OCt, x)1 ~ eCTlx - xl. (17.19) 

Thus for each t, () is Lipschitz continuous as a function of x. We need to 
show that it is jointly continuous in (t, x). 

Let (t, x), (t, x) E 11 X U 1 be arbitrary. Since every solution to the initial 
value problem satisfies the integral equation (17.15), we find that 

(17.20) 

and therefore (assuming for simplicity that t ~ t), 

10 (t,x) -O(t,x)1 ~ Ix-xl+ (t V(O(s,x)) ds- t V(O(s,x))ds ito ito 
~ Ix-xl+ {tlV(O(s,x))-V(O(s,x))1 ds ito 

+ ltlV (() (s,x))1 ds 
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::; Ix - xl + cit IB (s, x) - B(s, x)1 ds + (t M ds 
to it 

::; Ix - xl + CTeCT Ix - xl + M It - tl· 

It follows that B is continuous. 
Next we tackle the k = 1 step, which is the hardest part of the proof. 

Suppose that V is of class C 1 , and let] 1, U 1 be defined as above. Expressed 
in terms of B, the initial value problem (17.13) reads 

OBi . 
7jt(t, x) = V'(B(t,x)), 

(17.21) 
Bi(to, x) = Xi. 

Because we know that Bi is continuous by the argument above, this shows 
that OBi /ot is continuous. We will prove that for each j, OBi /oxj exists and 
is continuous on ]1 X U 1. 

Working directly with the definition of the partial derivative, for any 
nonzero vector h E Br(O) c JRn and any indices i,j E {l, ... ,n}, we let 
(~h) ~ : ]1 X U 1 -+ JR be the difference quotient 

(~ )i.( ) = Bi(t,x+hej) _Bi(t,X) 
h J t, x h . 

Then OBi /oxj (t, x) = limh-+o(~h)~ (t, x) if the limit exists. In fact, we will 

show that (~h)~ converges uniformly on]1 x U1 as h -+ 0, from which it 
follows that OBi /oxj exists and is continuous there, because it is a uniform 
limit of continuous functions. 

Let ~h: ]1 X U 1 -+ M(n, JR) be the matrix-valued function whose matrix 
entries are (~h)~(t,X). Note that (17.19) implies that 1(~h)~(t,x)1 ::; eCT 

for each i and j. It follows that ~h satisfies the following bound: 

I~h(t, x)1 ::; neCT, (17.22) 

where the norm on the left-hand side is the usual Euclidean norm on 
matrices. 

Because V is C1 , Taylor's formula (Theorem A.58) together with the 
explicit formula (A.20) for the remainder term give the following formula 
for all t E ]1, Y E U1 , and v E Br(O): 

i i kOVi k {1 (OVi OVi) 
V(y+v)-V(y)=v oyk(y)+V io oyk(Y+SV)-oyk(y) ds. 

(We are using the summation convention as usual.) Letting Gt(y, v) denote 
the integral in the last line above, we have shown that 

. . kOVi k' 
V'(y + v) = V'(y) + V oyk (y) + v Gk(y, v), (17.23) 

where Gt(y,v) is a continuous function of (y,v) E U1 X Br(O), which is 
equal to zero when v = O. Because a continuous function on a compact set 
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is uniformly continuous (see, for example, [Rud76, Theorem 4.19]), for any 
c > 0, there exists 8 > 0 such that the matrix-valued function G satisfies 

IG(y,v)1 < c for all Y E U1 and alllvi < 8. (17.24) 

Note that (Ji (to, x) = xi implies that ~h satisfies the following initial 
condition: 

( A )i.( )=(Ji(to,x+hej)-(Ji(to,x) = (xi+Mj)-xi . (17.25) 
uhJtO,X h h =8,i. 

Let us compute the derivative of ~h with respect to t. Using (17.23) with 
Y = (J(t,x) and v = (v!, ... ,vn ) given by 

vk = (Jk(t, X + hej) - (Jk(t, x) = h(~h)j(t, x), 

we have 

a· 1 (a(Ji a(Ji) 
at(~h)j(t,X) = h 8t(t,x + hej) - 8t(t,x) 

= ~ (Vi((J(t, X + hej)) - Vi((J(t, x))) 

1 ( kaVi k i ) = h V ayk ((J(t, x)) + v Gk(y, v) 

( aVi i) k = ayk((J(t,x))+Gk(y,v) (~h)j(t,X). 

Thus for any nonzero h, hE Br(O), 

a (. .) at (~h)j(t,X) - (~i;)j(t,x) 

aVi (k k) = ayk ((J(t,x)) (~h)j(X) - (~h)j(t,X) 

i k i k + Gk(y, V)(~h)j (t, x) - Gk(y, V)(~h)j (t, x), 

where v is defined similarly to v, but with h in place of h. 
Now let c > 0 be given, and choose 8:::; r satisfying (17.24). Let E denote 

the supremum of IDVI on U 1. If Ihl and Ihl are both less than 8e-CT In, 
then (17.22) implies that lvi, Ivl < 8. Therefore, 

I! ( ~h(t, x) - ~h(t, x)) I :::; EI~h(t, x) - ~h(t, x)1 + 2meCT . 

Sinee ~h(to,X) - ~h(to,x) = 0 by (17.25), it follows from the comparison 
lemma that 

2cneCT 2cneCT 
I~h(t,x) - ~h(t,x)1 :::; E (eElt-tol -1):::; E (eET -1). 

Since this can be made as small as desired by choosing hand h sufficiently 
small, this shows that for any sequence hk -+ 0, {(~hk); (t, x)} is uniformly 
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Cauchy and therefore uniformly convergent for each i and j. The continuous 
limit function is equal to a()i / axj by definition. This completes the proof 
of the k = 1 case. 

Now assume that the theorem is true for some k 2: 1, and suppose V is 
of class CHI. By the inductive hypothesis, () is of class Ck , and therefore 
by (17.21), a()i/at is also Ck. We can differentiate under the integral sign 
in (17.20) to obtain 

a()i . it aVi a()k 
axj (t, x) = 8j + to ayk (()(s, x)) axj (s, x) ds. 

By the fundamental theorem of calculus, this implies that a()i / axj satisfies 
the differential equation 

a a()i aVi a()k 
!l ~(t,x) = !l k (()(t,x))~(t,x). ut uxJ uy uxJ 

Consider the following initial value problem for the n + n2 unknown 
functions (oJ,,8j): 

(ai)' (t) = Vi(a(t)), 

( i)' aVi k ,8j (t) = ayk (a(t)),8j (t); 

ai(to) = ai, 

,8;(to) = b~. 

The functions on the right-hand side of this system are Ck functions of 
(ai, ,8;), so the inductive hypothesis implies that its solutions are C k func­
tions of (t, ai, b~). The discussion in the preceding paragraph shows that 
ai(t) = ()i(t,x) and ,8;(t) = a()i/axj(t,x) solve this system with initial 
conditions ai = xi, b~ = 8;. This shows that a()i / axj is a C k function of 
(t, x), so () itself is of class CHI, thus completing the induction. D 

Proof of Theorem 17.9. Suppose U c IRn is open and V: U -+ IRn is 
smooth. Let to E IR and Xo E U be arbitrary. Because V is smooth, re­
placing U by a precompact convex neighborhood of Xo, we may assume 
that V is Lipschitz continuous, so the theorems of this section apply. The­
orem 17.17 shows that there exist neighborhoods Jo of t and Uo of Xo such 
that for each x E Uo, there is a C I solution T Jo -+ U to (17.8). Because 
V is smooth, an easy induction using (17.8) then shows that 'Y is smooth 
as a function of t. Uniqueness of solutions is an immediate consequence of 
Theorem 17.18. Finally, Theorem 17.19 shows that the solution is Ck for 
every k as a function of (t,x), so it is smooth. D 
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Problems 

17-1. Show that every smooth compactly supported vector field is complete. 

17-2. Compute the flow of each of the following vector fields on JR2 : 

a a 
(a) V = Y ox + oy' 

a a 
(b) W = x ox + 2y oy . 

a a 
(c) X=x--y-. 

ox oy 
a a 

(d) Y = x oy + y ox . 

17-3. For each of the vector fields in Problem 17-2, find smooth coordi­
nates in a neighborhood of (1,0) for which the given vector field is a 
coordinate vector field. 

17-4. Let M be a connected smooth manifold. Show that the group of 
diffeomorphisms of M acts transitively on M. More precisely, for any 
two points p, q EM, show that there is a diffeomorphism F: M -+ M 
such that F(p) = q. [Hint: First prove that if p, q E IBn (the open unit 
ball in JRn ), there is a compactly supported smooth vector field on 
iBn whose flow () satisfies ()l(P) = q.] 

17-5. Let M be a smooth manifold. A curve "(: JR -+ M is periodic if there 
is a number T > 0 such that "(( t) = "(( t + kT) for all t E JR and k E Z. 
Suppose X E 'J(M) and"( is a maximal integral curve of X. 

(a) Show that exactly one of the following holds: 

• "( is constant. 

• "( is injective. 

• "( is periodic and nonconstant. 

(b) If "( is periodic and nonconstant, show that there exists a unique 
positive number T (called the period of "() such that "((t) = "((tf) 
if and only if t - tf = kT for some k E Z. 

(c) Show that the image of"( is an immersed submanifold of M, 
diffeomorphic to JR, §l, or JRo. 

17-6. Let M be a smooth n-manifold, and suppose V is a smooth vector 
field on M such that every integral curve of V is periodic with the 
same period (see Problem 17-5). Define an equivalence relation on M 
by saying p '" q if P and q are in the image of the same integral curve 
of V. Let M / '" be the quotient space, and let 7r: M -+ M / '" be the 
quotient map. Show that M/", is a topological (n - 1)-manifold and 
has a unique smooth structure such that 7r is a submersion. 
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P1 P2 

Figure 17.10. The setup for Problem 17-10. 

17-7. Let M be a connected smooth I-manifold. Show that M is 
diffeomorphic to either JR or §1, as follows: 

(a) First do the case in which M is orientable by showing that M 
admits a nonvanishing smooth vector field and using Problem 
17-5. 

(b) If M is arbitrary, prove that M is orient able by showing that its 
universal covering manifold is diffeomorphic to JR and that ev­
ery orientation-reversing diffeomorphism 'P: JR --+ JR has a fixed 
point. 

Conclude that the the smooth structures on IR and §1 are unique up 
to diffeomorphism. 

17-8. Let B be a smooth flow on an oriented smooth manifold. Show that 
for each t E JR, Bt is orientation-preserving wherever it is defined. 

17-9. Let JI.;[ be a smooth manifold, and let ScM be a compact embedded 
hypersurface. Suppose N E 'J(M) is a smooth vector field that is 
transverse to S. Show that for some c > 0, the flow of N restricts to 
a diffeomorphism from (-c, c) x S to a neighborhood of S in M. 

17-10. Let M be a compact Riemannian n-manifold, and let I E COO(M). 
Suppose I has only finitely many critical points {P1,"" pd with 
corresponding critical values {c], ... , cd. (Assume without loss of 
generality that C1 :s; ... :s; Ck.) For any a < b E JR, define Ma = 

r1(a), M[a,bJ = r1([a, b]), and M(a,b) = r1((a, b)). If a is a regular 
value, note that Ma is an embedded hypersurface in M (see Figure 
17.10). 

(a) Let X be the vector field X = grad I II grad II; on M "­
{P1, ... ,Pk}, and let B denote the flow of X. Show that 
I(Bt(p)) = I(p) + t whenever Bt(p) is defined. 
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(b) Let [a, bJ C IR be a compact interval containing no critical values 
of f. Show that 

() : [0, b - aJ x Ma ---+ M[a,bj 

is a diffeomorphism. 

[Remark: This result shows that M can be decomposed as a union 
of simpler "building blocks"-the product sets M[Ci+ E,Ci+l-Ej ~ I X 

M Ci + E' and the neighborhoods M(Ci-E,Ci+ E) of the critical points. This 
is the starting point of Morse theory, which is one of the deepest ap­
plications of differential geometry to topology. The next step would 
be to analyze the behavior of f near each critical point, and use 
this analysis to determine exactly how the level sets change topo­
logically when crossing a critical level. See [Mi163J for an excellent 
introduction.J 

17-11. Suppose M is a smooth manifold that admits a proper smooth 
function f: M ---+ IR with no critical points. Show that M is dif­
feomorphic to N x IR for some compact smooth manifold N. [Hint: 
Let X = grad !II grad fl~, defined with respect to some Riemannian 
metric on M. Show that X is complete, and use its flow to define the 
diffeomorphism. See also Problems 17-9 and 17-1O.J 

17-12. Let S be an embedded hypersurface in a smooth manifold M, and 
let N be a smooth vector field on M that is transverse to S. 

(a) For any f E COO(M) and 'P E COO(S), show that there is a 
neighborhood U of S in M and a unique function u E Coo (U) 
that satisfies 

Nu=f, 

uls = 'P. 

[Hint: First consider the case M = IR x Sand N = a/at, and 
then use the flow of N to reduce to this case locally.J 

(b) Use the method of part (a) to find an explicit solution u(x, y) 
to the following problem: 

au au 
Yax + ay = x, 

u(x,O) = sin x. 

[Remark: An equation of the form N u = f is called a first-order linear 
partial differential equation for u; first-order because it involves only 
first derivatives of u, and linear because the left-hand side depends 
linearly on u. This problem shows that solving such a PDE reduces 
to solving a system of ODEs (namely, the system one has to solve to 
find the flow of N). J 
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17-13. Let M be a smooth manifold with boundary. A subset C c M 
containing 8M is called a collar if C is the image of a smooth em­
bedding [0,1] x 8M -+ M that restricts to the obvious identification 
{O} x 8M -+ 8M. This problem shows that every smooth manifold 
with boundary has a collar. 

(a) Show that there exists a vector field N E 'J(M) whose restriction 
to 8M is inward-pointing. 

(b) For any positive real-valued function 15: 8M -+ JR, define a 
subset 'D" c [0, (0) x 8M by 

'D" = {(t,p) : p E 8M, 0:::; t:::; 8(p)}. 

Show that there are a smooth positive function 15: 8M -+ JR and 
a smooth map (): 'D" -+ M such that for each p E 8M, the map 
t I-t ()(t,p) is an integral curve of N starting at p. [Hint: Use the 
ODE theorem in local coordinates around each point of 8M, 
and define 15 by means of a partition of unity.] 

(c) Show that () is an embedding. 
(d) Show that the image of () is a collar. 

17-14. Suppose M is a smooth manifold with boundary. 

(a) Show that the inclusion lnt My M is a homotopy equivalen<::: 
(b) Show that there is a smooth manifold without boundary M 

and a smooth embedding M y M that is also a homotopy 
equivalence. 

(c) The double of M is the quotient space D(M) obtained from 
M II M by identifying each point in the boundary of the first 
copy of M with the corresponding point in the boundary of 
the second copy. Show that D (M) is a topological n-manifold 
(without boundary) and that it has a smooth structure such 
that M is a smoothly embedded submanifold with boundary. 

[Hint: Use a collar.] 

17-15. Suppose M is a smooth manifold, J c JR is an open interval, and 
V: J x M -+ T M is a smooth time-dependent vector field on M. Let 
(): e -+ M be the time-dependent flow of V. For any (t, s) E J x J, let 
Mt,s denote the set {p EM: (t, s,p) E e}, and define ()t,s: Mt,s -+ M 
by ()t,s(p) = ()(t, s,p). 

(a) If (tl, to, p) E e and (t2, tt, ()tl,to (P)) E e, show that (t2, to, p) E e 
and 

()t2,tl 0 ()tl,tO(P) = ()t2,tO(P). 

(b) For any (t, s) E J x J, show that Mt,s is open in M, and 
()t,s: Mt,s -+ Ms,t is a diffeomorphism with inverse ()s,t. 

(c) If M is compact, show that e = J x J x M. 



18 
Lie Derivatives 

This chapter is devoted to the study of a particularly important construc­
tion involving vector fields, called the Lie derivative. This is a method of 
computing the "directional derivative" of a vector field with respect to 
another vector field. 

We already know how to make sense of directional derivatives of real­
valued functions on a manifold. Indeed, a tangent vector V E TpM is by 
definition an operator that acts on a smooth function f to give a number 
V f that we interpret as a directional derivative of f at p. The discussion in 
Chapter 3 showed that this number can also be interpreted as the ordinary 
derivative of f along any curve whose initial tangent vector is V. 

What about the directional derivative of a vector field? In Euclidean 
space, we can just differentiate the component functions of the vector field. 
But as we will see in this chapter, making sense of directional derivatives 
of a vector field W on a manifold is not as easy as it is in Euclidean space, 
because the values of W at different points lie in different tangent spaces, 
and thus cannot be compared directly. This problem can be circumvented 
if we replace the vector V E TpM with a vector field. In this case, we can 
use the flow of the vector field to push values of W back to p and then 
differentiate. The result is called the Lie derivative of W with respect to 
the given vector field. 

After defining Lie derivatives of vector fields, we show how the definition 
can be extended to tensor fields and differential forms. Then we explore a 
few important applications of Lie derivatives to the study of how geometric 
objects such as Riemannian metrics, volume forms, and symplectic forms 
behave under flows. 
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Figure 18.1. The problem with directional derivatives of vector fields. 

The Lie Derivative 

In Euclidean space, it makes perfectly good sense to define the directional 
derivative of a smooth vector field W in the direction of a vector V E TplRn. 
It is the vector 

() d 1 . Wp+tV - Wp DvWp = -d Wp+tv=hm . 
t t=O t-tO t 

(18.1) 

An easy calculation shows that Dv W (p) can be evaluated by applying V 
to each component of W separately: 

. 01 DvW(p) = VW'(p) oxi . 
, p 

Unfortunately, this definition is heavily dependent upon the fact that IRn 

is a vector space, so that the tangent vectors Wp+tv and Wp can both be 
viewed as elements of IRn. If we search for a way to make invariant sense 
of (18.1) on a manifold, we will see very quickly what the problem is. To 
begin with, we can replace p+tV by a curve 'Y(t) that starts at p and whose 
initial tangent vector is V. But even with this substitution, the difference 
quotient still makes no sense because W,(t) and W,(O) are elements of 
different vector spaces (T,(t)M and T,(o)M). (See Figure 18.1.) We got 
away with it in Euclidean space because there is a canonical identification 
of each tangent space with IRn itself; but on a manifold there is no such 
identification. Thus there is no coordinate-independent way to make sense 
of the directional derivative of W in the direction of the vector V. 

Now suppose that V itself is a smooth vector field instead of a single 
vector. In this case, we can use the flow of V to push values of W back to 
p and then differentiate. Thus, for any smooth vector fields V and W on a 
manifold M, let () be the flow of V, and define a vector ('cv W)p at each 
p EM, called the Lie derivative of W with respect to V at p, by 

d 1 . (()-t)* WOt(p) - Wp 
('cvW)P=-d (()-t)*WOt(p)=hm , 

t t=O t-tO t 
(18.2) 
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--~ 
Figure 18.2. The Lie derivative of a vector field. 

provided the derivative exists. For small t -I=- 0, the difference quotient 
makes sense at least, because ()t is defined in a neighborhood of p, and 
both (()-t)* Wet(p) and Wp are elements of TpM (Figure 18.2). 

Lemma 18.1. If V and Ware smooth vector fields on a smooth manifold 
M, then (,C v W)p exists for every p E M, and the assignment p f-t (.c v W)p 
defines a smooth vector field. 

Proof. Let () be the flow of V. For arbitrary p E M, let (U, (Xi)) be a 
smooth coordinate chart containing p. Choose an open interval Jo contain­
ing 0 and an open set Uo C U containing p such that () maps Jo x Uo 
into U. For (t, x) E Jo X Uo, we can write the component functions of 
() as (()l(t,x), ... ,()n(t,x)). Then for any (t,x) E Jo x Uo, the matrix of 
(()-t)*: Tet(x)M --+ TxM is 

Therefore, 

_ O()i (-t, ()( t, x)))] a I 
(()-t)* Wet (x) - ox] W (()(t, x)) ox i x' 

Because ()i and W] are smooth, the coefficient of 0/ ox i I x depends smoothly 
on (t, x). It follows that (.c v W)x, which is obtained by taking the derivative 
of this expression with respect to t and setting t = 0, exists for each x E Uo 
and depends smoothly on :c. 0 

<> Exercise IS. 1. If V E ]Rn and W is a smooth vector field on an open 
subset of]Rn, show that the directional derivative Dv W(p) defined by (18.1) 

is equal to (,c if W) p' where V is the vector field V = Vi a / axi with constant 
coefficients in standard coordinates. 
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Thanks to Lemma 18.1, the assignment p t-+ (.cvW)p is a smooth vector 
field on M, which we denote by .cvW. The definition of .cvW is not very 
useful for computations, however, because for most vector fields the flow 
is difficult or impossible to write down explicitly. Fortunately, there is a 
simple formula for computing the Lie derivative without explicitly finding 
the flow. 

Theorem 18.2. For any smooth vector fields V and W on a smooth 
manifold M, .cvW = [V, Wl. 

Proof. Let ~(V) c M be the set of regular points of V (the set of points 
p EM such that Vp =I- 0). Note that ~(V) is open in M by continuity, and 
its closure is the support of V. 

STEP 1: .cvW = [V, Wl on ~(V). If p E ~(V), we can choose smooth 
coordinates (ui ) on a neighborhood of p in which V has the coordinate 
representation V = a/au l. In these coordinates, the flow of V is 

Ot(u) = (u l + t, u2 , ... , un) . 

Therefore, for each fixed t, the matrix of (Ot)* in these coordinates (the 
Jacobian matrix of Ot) is the identity at every point. Consequently, for any 
uE U, 

(O-t)* WOt{u) = (O-t)* (Wj (u l + t, u2 , ... ,un) aa .1 ) 
uJ Ot{u) 

_ wj ( 1 + t 2 n) a 1 - u ,U , ... ,U aUj u. 

Using the definition of the Lie derivative, we obtain 

(.cvW)u= ddl wj(ul +t,u2 , ... ,un) aa·1 
t t=o uJ u 

awj 1 n a 1 
= aul (u , ... , u ) auj u. 

On the other hand, using formula (4.5) for the Lie bracket in coordinates, 
[V, Wl u is easily seen to be equal to the same expression. 

STEP 2: .cvW = [V, Wl on supp V. Because supp V is the closure of 
~(V), this follows from step 1 by continuity. 

STEP 3: .cvW = [V, Wl on M" supp V. If p EM" supp V, then V == 0 
on a neighborhood of p. On the one hand, this implies that Ot is equal to 
the identity map in a neighborhood of p for all t, so (O-t)* WOt{p) = Wp, 
which implies (.c v W)p = O. On the other hand, [V, Wl p = 0 by formula 
(4.5). [] 

A number of nonobvious properties of the Lie derivative now follow 
immediately from things we already know about Lie brackets. 

Corollary 18.3. Suppose V, W,X E 'J(M) and f E COO(M). 
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(a) .cvW = -.cwV. 

(b) .cV[W, X] = [.cvW,X] + [W,.cvX]. 

(c) .c[V,WjX = .cv.cwX - .cw.cvX. 

(d) .cv(fW) = (Vf)W + f.cvW. 

( e) If F: M -+ N is a diffeomorphism, then F* (.c v W) = .c F. v F* W. 

<> Exercise 18.2. Prove this corollary. 

Theorem 18.2 finally gives us a long-awaited geometric interpretation of 
the Lie bracket of two vector fields: It is the directional derivative of the 
second vector field along the flow of the finit. 

Commuting Vector Fields 

Two smooth vector fields are said to commute if [V, W] == 0, or equivalently 
if VW f = WV f for every smooth real-valued function f. One simple exam­
ple of a pair of commuting vector fields is a / axi and a/ax) in any smooth 
coordinate Hystem: Because their component functions are constants, their 
Lie bracket is identically zero. 

Recall that a vector field W is said to be invariant under a flow () if 
(()t)*Wp = WOt(p) for all (t,p) in the domain of (). We will show that com­
muting vector fields are invariant under each other's flows. The key is the 
following somewhat more general result about F-related vector fields. 

Lemma 18.4. Suppose F: M -+ N is a smooth map, X E 'J(M) , and 
Y E 'J( N), and let () be the flow of X and Tl the flow of Y. Then X and Y 
are F -related if and only if for each t E JR., Tit 0 F = F 0 ()t on the domain 
of ()t: 

M--LN 
()d ~ Tit 

M-rN. 

Proof. The commutativity of the diagram means that the following holds 
for all (t,p) in the domain of (): 

Tit 0 F(p) = F 0 ()t(p). 

If we let 1)(p) c JR. denote the domain of ()(p), this is equivalent to 

TI(F(p))(t) = F 0 ()(p) (t), t E 1)(p). (18.3) 

Suppose first that X and Yare F-related. If we define T 1)(p) -+ N by 
'Y = F 0 ()(p) (see Figure 18.3), then 
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o 

Figure 18.3. Flows of F-related vector fields. 

,,/(t) = (F 0 ()(P))! (t) = F* (()(P)!(t)) = F*X()(p)(t) = YFo()(p)(t) = Y,(t) , 

so 'Y is an integral curve of Y starting at F 0 ()(p) (0) = F (p). By uniqueness 
of integral curves, therefore, the maximal integral curve 1](F(p)) must be 
defined at least on the interval 2)(p) , and 'Y(t) = 1](F(p))(t) on that interval. 
This proves (18.3). 

Conversely, if (18.3) holds, then for each p E M we have 

F*Xp = F* (()(P)! (0)) = (F 0 ()(P))! (0) = 1](F(p))! (0) = YF(p) , 

which shows that X and Yare F-related. D 

The next proposition gives several useful characterizations of what it 
means for two vector fields to commute. 

Proposition 18.5. Let V and W be smooth vector fields on M, with flows 
() and'l/J, respectively. The following are equivalent: 

(a) [V, W] = o. 
(b) ,cvW = o. 
(c) ,cwV=O. 

(d) W is invariant under the flow of V. 

( e) V is invariant under the flow of W. 

(f) ()t 0 'l/Js = 'l/Js 0 ()t wherever either side is defined. 

Proof. Clearly, (a), (b), and (c) are equivalent, because ,cvW = [V, W] = 
-,cwV. Part (d) means by definition that W()t(p) = (()d*Wp whenever 
(t,p) is in the domain of (). Applying (()-t)* to both sides, we conclude that 
(()-t)* W()t(p) = Wp, which obviously implies (b) directly from the definition 
of ,cvW. The same argument shows that (e) implies (b). 
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Figure 18.4. Proof of formula (18.5). 

To prove that (b) implies (d), let p EM be arbitrary, let 'l)(p) c JR denote 
the domain of the integral curve ()(p) , and consider the map X: 'l)(p) -+ 
TpM given by the time-dependent vector 

(18.4) 

This can be considered as a smooth curve in the vector space TpM. We 
will show that X(t) is independent oft. Since X(O) = Wp , this implies that 
X(t) = Wp for all t E 'l)(p) , which says that W is invariant under (). 

The assumption that ,cv W = 0 means precisely that the t-derivative of 
(18.4) is zero when t = 0; we need to show that this derivative is zero for 
all values of t. Making the change of variables t = to + s, we obtain 

X/(to) = ! I (()-t)*WOt(p) = :s I (()-to-s)*Wos+to(p) 
t=to s=O 

= dd I (B_to)*(()-s)* WOs(Oto(p)) 
s s=O (18.5) 

= (()-to)* :s Is=o (()-s)* WO.,(Oto(p)) 

= (()-to)*(,cvW)Oto(p) = O. 

(See Figure 18.4. The fourth equality follows because (B_ to )*: TOto (p)M -+ 
TpM is a linear map that is independent of s.) The same proof also shows 
that (b) implies (e). 

Finally, we will show that (e) is equivalent to (f). Assume first that (e) 
holds. For each s E JR, let Ms eM denote the domain of 'l/Js. The assump­
tion that V is invariant under 'l/Js can be rephrased as saying that VIMs is 
'l/Js-related to VIM_ s. Thus Lemma 18.4 applied with F = 'l/Js: Ms -+ M- s, 
X = VIM" and Y = VIM_s implies that Bt 0 'l/Js = 'l/Js 0 Bt on the set where 
'l/Js 0 Bt is defined. Since (e) implies (d), the same argument with V and W 
reversed shows that this also holds wherever Bt 0 'l/Js is defined. Conversely, 
if (f) holds, then Lemma 18.4 shows that VIM" is 'l/Js-related to VIM_. for 
each s, which is the same as saying that V is invariant under the flow of 
W. 0 
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As we mentioned above, the coordinate vector fields in any smooth chart 
commute with each other. The next theorem shows that any set of smooth, 
independent, commuting vector fields can be written locally as coordinate 
vector fields with respect to a suitable choice of coordinates. 

Theorem 18.6 (Canonical Form for Commuting Vector Fields). 
Let M be a smooth n-manifold, and let VI, ... , Vk be smooth independent 
vector fields on an open subset of M. Then the following are equivalent: 

(a) There exist smooth coordinates (u l , ... , un) in a neighborhood of each 
point such that Vi = a/aui , i = 1, ... , k. 

(b) [Vi, l-J] = 0 for all i and j. 

Proof. The fact that (a) implies (b) is obvious because the coordinate 
vector fields commute and the Lie bracket is coordinate-independent. 

To prove the converse, suppose VI, ... , Vk are independent smooth com­
muting vector fields on an open subset U C M, and let p E U. The basic 
outline of the proof is analogous to that of the canonical form theorem for 
one vector field near a regular point (Theorem 17.13), except that we have 
to do a bit of extra work to make use of the hypothesis that the vector 
fields commute. 

Choose a smooth chart (U, (Xi)) centered at p. By rearrang­
ing the coordinates if necessary, we may assume that the vectors 
(VIlp, ... , Vklp, a/axk+1Ip,· .. , a/axnlp) span TpM. Let ()i denote the flow 
of Vi for i = 1, ... , k. There exist c > 0 and a neighborhood W of p such 
that the composition «()k)tk 0 «()k-dtk-l 0···0 «()dtl is defined on Wand 
maps W into U whenever Itll, ... , Itkl are all less than c. (Just choose 
CI > 0 and UI C U such that ()l maps (-cl, cd X U1 into U, and then 
inductively choose Ci and Ui such that ()i maps (-ci, ci) X Ui into Ui - I . 

Taking C = min{ci} and W = Uk does the trick.) 
As in the proof of Theorem 17.13, let 

and define 'l/J: (-c, c)k X S ~ U by 

We will show first that 

a 
'l/J*~=Vi, i=l, ... ,k. 

uu' 
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Because all of the flows ()i commute with each other, for any i E {I, ... , k} 
and any Uo E W we have 

(~*8~iluo)f= 8~iluof(~(ul, ... ,un)) 

8~il f((()k)u k o"'O(()1)u1 (0, ... ,0,Uk+1, ... ,un)) 
Uo 

8~i luo f ((()i)U i 0 (()k)uk 0 •.• 0 (()i+dui+l 0 (()i-l)U i - 1 

o ... 0 (()1)u1 (0, ... ,0, Uk+l, ... , un)). 

For any q E M, t H (()i)t(q) is an integral curve of Vi, so this last expression 
is equal to Vil,p(uo) f, which proves the claim. 

Next we will show that ~* is invertible at u = 0. The computation above 
shows that for i = 1, ... , k, 

On the other hand, since 

,,/. (0 ° k+l n) - (0 ° k+l n) 'fI , ... , ,u , ... ,u - , ... , ,u , ... ,u , 

it follows immediately that 

~* 8~i 10 8~i Ip 

fori = k+1, ... ,n. Thus~* takes the basis (8/8u1Io, ... ,8/8unlo) to 
(V1Ip , ... , Vk Ip, 8/ 8X k+ 1 Ip, ... ,8/ 8x n Ip), which is also a basis. By the in­
verse function theorem, ~ is a diffeomorphism in a neighborhood of 0, and 
c.p = ~-l is the desired coordinate map. D 

o Exercise 18.3. Formulate and prove an analogue of Exercise 17.1 for 
commuting independent vector fields. 

Just as in the case of a single vector field, the proof of this theorem 
suggests a technique for finding explicit coordinates that put k given inde­
pendent commuting vector fields into canonical form, as long as their flows 
can be found explicitly. The method can be summarized as follows: Begin 
with an (n - k )-dimensional coordinate sub manifold whose tangent space 
at p is complementary to the span of (Vllp, ... , Vkl p ). Then define ~ by 
starting at an arbitrary point in S and following the k flows successively for 
k arbitrary times. Because the flows commute, it does not matter in which 
order they are applied. An example will help to clarify the procedure. 
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Example 18.7. Consider the following two vector fields on ~2: 

a a 
V=x--y-, 

ay ax 
a a 

W = x ax +Yay' 

A simple computation shows that [V, W] = O. We already showed in 
Example 17.4 that the flow of V is 

Bt(x, y) = (x cos t - y sin t, x sin t + Y cos t), 

and an easy verification shows that the flow of W is 

ryS(x, y) = (eSx, eSy). 

At p = (1,0), Vp and Wp are independent. Because k = n = 2 in this 
case, we can take the subset S to be the single point {( 1, O)}, and define 
'ljJ: ~2 -+ ~2 by 

'ljJ(u, v) = Tlu 0 Bv (1, 0) = (eU cosv, eU sin v). 

In this case, we can solve for (u, v) = 'ljJ-l (x, y) explicitly in a neighborhood 
of (1,0) to obtain the coordinate map 

(u, v) = (log Jx2 + y2, tan-1(y/x)) . 

Lie Derivatives of Tensor Fields 

The Lie derivative operation can be extended to tensor fields of arbitrary 
rank. As usual, we focus on covariant tensors; the analogous results for 
contravariant or mixed tensors require only minor modifications. 

Let X be a smooth vector field on a smooth manifold M, and let B be its 
flow. For any p E M, if t is sufficiently close to zero, Bt is a diffeomorphism 
from a neighborhood of p to a neighborhood of Bt (p) , so B; pulls back 
tensors at Bt (p) to ones at p. 

Given a smooth covariant tensor field T on M, we define the Lie derivative 
of T with respect to X, denoted by £xT, by 

( f' ) _ d I (B*) - l' B;(TOt(p)) - Tp ,,-,xT P - d t T P - 1m , 
t t=o t--+O t 

(18.6) 

provided the derivative exists (Figure 18.5). Because the expression being 
differentiated lies in Tk(TpM) for all t, (£xT)p makes sense as an element 
of Tk(TpM). The following lemma is an analogue of Lemma 18.1, and is 
proved in exactly the same way. 
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Figure 18.5. The Lie derivative of a tensor field. 

Lemma 18.8. If X is a smooth vector field and T is a smooth covariant 
tensor field on M, then the derivative in (18.6) exists for every p EM and 
defines £.., x T as a smooth tensor field on M. 

<> Exercise 18.4. Prove the preceding lemma. 

Proposition 18.9. Suppose X, Yare smooth vector fields; f is a smooth 
real-valued function (regarded as a O-tensor field); rY, T are smooth covariant 
tensor fields; and w, 7] are smooth differential forms. 

(a) £"'xf = Xf· 

(c) £"'x(rY 0 T) = (£"'xrY) 0 T + rY 0 £"'xT. 

(f) If Y1 , ... ,Yk are smooth vector fields and rY is a smooth k-tensor field, 

Proof. The first assertion is just a reinterpretation of the definition in the 
case of a O-tensor field: Because e; f = f 0 Itt, the definition implies 
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The proofs of (b), (c), (d), (e), and (f) are essentially the same, so we 
will prove (c) and leave the others to you: 

(,c,x(a ® T))p = lim O;((a ® T)O,(p)) - (a ® T)p 
t--+o t 

= lim 0; (ao,(p)) ® 0; (TO,(p)) - ap ® Tp 
t--+o t 

= lim 0; (ao,(p)) ® 0; (TO,(p)) - 0; (ao,(p)) ® Tp 
t--+o t 

. 0; (ao,(p)) ® Tp - ap ® Tp + hm -'--:....::....:.---=----=---'-
t--+O t 

= limO*(a ) ® 0; (TO,(p)) - Tp 
t--+O t O,(p) t 

+ lim 0; (ao,(p)) - ap ® T 

t--+O t p 

= ap ® (,c,xT)p + (,c,xa)p ® Tp. 

The other parts are similar, and are left as an exercise. o 

o Exercise 18.5. Complete the proof of the preceding proposition. 

One consequence of this proposition is the following formula expressing 
the Lie derivative of any smooth covariant tensor field in terms of Lie 
brackets and ordinary directional derivatives of functions. 

Corollary 18.10. If X is a smooth vector field and a is a smooth covariant 
k-tensor field, then for any smooth vector fields Yb ... , Yk, 

(,c,x a )(Yl' ... , Yk) = X(a(Yb ···, Yk)) - a([X, Y1], Y2 , ... , Yk) - ... 
- a(Yb · .. , Yk- 1 , [X, Yk]). (18.8) 

Proof. This formula is obtained simply by solving (18.7) for ,c,xa and 
replacing ,c,xf by Xf and ,c,xYi by [X, Yi]. 0 

Corollary 18.11. If f E C=(M), then ,c,x(df) = d(,c,xf). 

Proof. Using (18.8), we compute 

(,c,xdf)(Y) = X(df(Y)) - dJ[X, Y] = XYf - [X, Y]f 
= XYf - (XYf - YXf) = YXf 

= d(Xf)(Y) = d(,c,xf) (Y). 0 

Proposition 18.9 and Corollary 18.11 lead to an easy method for comput­
ing Lie derivatives of smooth tensor fields in coordinates, since any tensor 
field can be written locally as a linear combination of functions multiplied 
by tensor products of exact I-forms. One drawback of formula (18.8) is 
that in order to calculate what ,c, x a does to vectors Y1 , ... , Yk at a point 
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P EM, one must first extend them to vector fields in a neighborhood of p. 
The next example illustrates a technique that avoids this problem. 

Example 18.12. Suppose T is an arbitrary smooth covariant 2-tensor 
field, and let Y be a smooth vector field. We will compute the Lie derivative 
£..,yT in smooth local coordinates (Xi). First, we observe that £..,ydxi 
d(£..,yxi) = d(Yxi ) = dyi. Therefore, 

£..,yT = £..,y (Tijdxi ® dx j ) 

= £..,y(Tij)dxi ® dxj + Tij (£..,ydXi) ® dx j + Tij dxi ® (£..,ydxj ) 

= YTij dxi ® dx j + Tij dyi ® dxj + Tij dxi ® dyj 

( ayk aYk). . 
= YTij + Tkj axi + Tik axj dx' ® dxJ • 

Differential Forms 

In the case of differential forms, the exterior derivative yields a much more 
powerful formula for computing Lie derivatives, which also has significant 
theoretical consequences. 

Proposition 18.13 (Cartan's Formula). For any smooth vector field 
X and any smooth differential form w, 

£"'xw = X J (dw) + d(X JW). (18.9) 

Proof. We will prove that (18.9) holds for smooth k-forms by induction on 
k. We begin with a smooth O-form J, in which case 

X J (df) + d(X Jf) = X Jdf = df(X) = Xf = £"'xf, 

which is (18.9). 
Any smooth I-form can be written locally as a sum of terms of the form 

'lldv for smooth functions u and v, so to prove (18.9) for I-forms, it suffices 
to consider the case w = 'lldv. In this case, using Proposition 18.9(a,b) and 
Corollary 18.11, the left-hand side of (18.9) reduces to 

£"'x('lldv) = (£"'xu)dv + 'll(£"'xdv) = (X'll)dv + 'lld(Xv). 

On the other hand, using the fact that interior multiplication is an 
antiderivation, the right-hand side is 

X Jd(udv) + d(X J ('lldv)) = X J (d'll A dv) + d('llXv) 

= (X J d'll) A dv - d'll A (X J dv) 

+'lld(Xv) + (Xv)d'll 

= (X'll)dv - (Xv)d'll + 'lld(Xv) + (Xv)d'll. 

(Remember that X Jd'll = du(X) = Xu, and a wedge product with a O-form 
is just ordinary multiplication.) After the two (X v )du terms are canceled, 
this is equal to £"'x(udv). 
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Now let k > 1, and suppose (18.9) has been proved for forms of degree 
less than k. Let W be an arbitrary smooth k-form, written in smooth local 
coordinates as 

W = L:'WI dxh /\ ... /\ dXik . 
I 

Writing 0: = WI dXi1 and (3 = dXi2 /\ ... /\ dXik , we see that W can be written 
as a sum of terms of the form 0: /\ (3, where 0: is a smooth I-form and (3 
is a smooth (k - I)-form. For such a term, Proposition 18.9(d) and the 
induction hypothesis imply 

.cx(o: /\ (3) = (.cxo:) /\ (3 + 0: /\ (.cx(3) 

= (X J do: + d(X J 0:» /\ (3 + 0: /\ (X J d(3 + d(X J (3». 
(18.10) 

On the other hand, using the fact that both d and interior multiplication 
by X are antiderivations, we compute 

X J d(o: /\ (3) + d(X J (0: /\ (3» 

= X J (do: /\ (3 - 0: /\ d(3) + d((X J 0:) /\ (3 - 0: /\ (X J (3» 

= (X J do:) /\ (3 + do: /\ (X J (3) - (X J o:)d(3 

+ 0: /\ (X J d(3) + d(X J 0:) /\ (3 + (X J o:)d(3 

- do: /\ (X J (3) + 0: /\ d(X J (3). 

After the obvious cancellations are made, this is equal to (18.10). 0 

Corollary 18.14 (The Lie Derivative Commutes with d). If X is 
a smooth vector field and W is a smooth differential form, then 

.cx(dw) = d(.cxw). 

Proof. This follows from the preceding proposition and the fact that dod = 

0: 

.cxdw = X Jd(dw) + d(X Jdw) = d(X Jdw); 

d.cxw = d(X Jdw) + d(d(X JW» = d(X Jdw). 

Applications to Geometry 

o 

What is the geometric meaning of the Lie derivative of a tensor field with 
respect to a vector field X? We have already seen that the Lie derivative 
of a vector field Y with respect to X is zero if and only if Y is invariant 
under the flow of X. It turns out that the Lie derivative of a covariant 
tensor field has exactly the same interpretation. We say that a tensor field 
T is invariant under a flow () if 

(18.11) 
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for all (t, p) in the domain of B. 
The next lemma shows how the Lie derivative can be used to compute 

t-derivatives at times other than t = 0; it is a generalization to tensor fields 
of formula (18.5). 

Lemma 18.15. Let M be a smooth manifold, X E 'J(M), and let B be the 
flow of X. For any smooth covariant tensor field T and any (to, p) in the 
domain of B, 

:tlt=to B; (TO,(p») = B;o ((,cXT)Oto(p»)· 

Proof. Just as in the proof of Proposition 18.5, the change of variables 
t = to + s yields 

:t It=to B; (TO,(p») = ~ Is=o (Bto+s)*TOs+,o(p) 

= :s Is=o (Bto)*(Bs)*TOs(Oto(p» 

= (Bto)* :s Is=o (Bs)*TOs(Oto(p» 

= (Bto)*((,cXT)Oto(p»). 0 

Proposition 18.16. Let M be a smooth manifold and let X E 'J(M). A 
smooth covariant tensor field T is invariant under the flow of X if and only 
if ,cXT = o. 
Proof. Let B denote the flow of X. If T is invariant under B, then inserting 
(18.11) into the definition of the Lie derivative, we see immediately that 
,cXT = o. 

Conversely, suppose ,cXT = O. For any p EM, let 'D(p) denote the domain 
of ()(p), and consider the smooth curve T: 'J)(p) -+ Tk(TpM) defined by 

T(t) = B; (TO,(p»). 

Lemma 18.15 shows that T'(t) = 0 for all t E 'D(p). Because 'J)(p) is a 
connected interval containing zero, this implies that T(t) = T(O) = Tp for 
all t E 'D(p), which is the same as (18.11). 0 

Killing Fields 

Let (M, g) be a Riemannian manifold. A smooth vector field Y on M 
is called a Killing field for 9 if 9 is invariant under the flow of Y. By 
Proposition 18.16, this is the case if and only if ,cyg = O. 

Example 18.12 applied to the case T = 9 gives the following coordinate 
expression for ,cy g: 

( 8 8) 8yk 8yk 
(,cyg) ~,~ = Y gij + gjk--;:;-:- + gik~· 

ux' uxJ ux' uxJ 
(18.12) 
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Example 18.17 (Euclidean Killing Fields). Let 9 be the Euclidean 
metric on IRn. In standard coordinates, the condition for a vector field to 
be a Killing field with respect to 9 reduces to 

oyj oyi 
oxi + oxj = O. 

It is easy to check that all constant-coefficient vector fields satisfy this 
equation, as do the vector fields 

. a . a 
x'~-xJ~, 

uxJ ux' 

which generate rotations in the (xi, xj)-plane. 

The Divergence 

For our next application, we let (M, g) be an oriented Riemannian n­
manifold. Recall that the divergence of a smooth vector field X E 'J(M) is 
the smooth real-valued function div X characterized by 

(div X)dVg = d(X JdVg). 

Now we can give a geometric interpretation to div X, which explains the 
origin of the term "divergence." Observe that formula (18.9) for the Lie 
derivative of a differential form implies 

.cxdVg = X Jd(dVg) + d(X JdVg) = (div X)dVg, 

because d(dVg) is an (n + I)-form on an n-manifold. 
A smooth flow () on M is said to be volume-preserving iffor every compact 

domain of integration D c M and every t E IR such that D is contained 
in the domain of ()t, Vol(()t(D)) = Vol(D). It is called volume-increasing, 
volume-decreasing, volume-nonincreasing, or volume-nondecreasing if for 
any such D with positive volume, Vol(()t(D)) is strictly increasing, strictly 
decreasing, nonincreasing, or nondecreasing, respectively, as a function of 
t. Note that the properties of flow domains ensure that if D is contained in 
the domain of ()t for some t, then the same is true for all times between 0 
and t. The next proposition shows that the divergence of a vector field can 
be interpreted as a measure of the tendency of its flow to "spread out," or 
diverge (see Figure 18.6). 

Proposition 18.18. Let M be an oriented Riemannian manifold, let X E 
'J(M) , and let () be the flow of X. Then () is 

• volume-preserving if and only if div X == 0, 

• volume-nondecreasing if and only if div X 2 0, 

• volume-nonincreasing if and only if div X ~ o. 
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Figure 18.6. Geometric interpretation of the divergence. 

Moreover, if div X > 0 everywhere on M, then B is volume-increasing, and 
if div X < 0, then it is volume-decreasing. 

Proof. Let B be the flow of X, and for each t let M t be the domain of Bt . 

If D is a compact domain of integration contained in M t , then 

Vol(Bt(D)) = r dVg = r B;dVg. 
JOt(D) JD 

Because the integrand is a smooth function of t, we can differentiate this ex­
pression with respect to t by differentiating under the integral sign. (Strictly 
speaking, we should use a partition of unity to express the integral as a sum 
of integrals over domains in ]Rn, and then differentiate under the integral 
signs there. The details are left to you.) Using Lemma 18.15, we obtain 

:tlt=to Vol(Bt(D)) = l :tlt=to (BZdVg) = l BZo(f.,xdVg) 

= r B;o((div X)dVg) = r (div X)dVg. 
J D JOto(D) 

It follows that div X == 0 implies that Vol(Bt(D)) is a constant func­
tion of t. If D has positive volume, then an inequality of the form 
div X ::::: 0, div X :::; 0, div X > 0, or div X < 0 implies that Vol(Bt(D)) 
is nondecreasing, nonincreasing, strictly increasing, or strictly decreasing, 
respectively. 

Now assume that B is volume-preserving. If div X#-O at some point 
p EM, then there is some open set U containing p on which div X does 
not change sign. If div X > 0 on U, then X generates a volume-increasing 
flow on U by the argument above. In particular, for any coordinate ball 
B such that B c U and any t > 0 sufficiently small that Bt (B) c U, 
we have Vol(Bt(B)) > Vol(B), which contradicts the assumption that 
B is volume-preserving. The argument in the case div X < 0 is exactly 
analogous. Therefore, div X == o. 



Applications to Symplectic Manifolds 481 

If () is volume-nondecreasing, the same argument leads to a contradiction 
if there is a point where div X < 0, which shows that div X ~ 0 everywhere 
on M. The volume-nonincreasing case is handled similarly. 0 

Applications to Symplectic Manifolds 

Let (M, w) be a symplectic manifold. (Recall that this means a smooth 
manifold M endowed with a symplectic form w, which is a closed nonde­
generate 2-form.) Our next theorem is one of the most fundamental results 
in the theory of symplectic structures. It is a nonlinear analogue of the 
canonical form for a symplectic tensor given in Proposition 12.22. 

Theorem 18.19 (Darboux). Let (M, w) be a 2n-dimensional sym­
plectic manifold. Near every point p E M, there are smooth coordinates 
(xl, yl , ... , x n , yn) in which w has the coordinate representation 

n 

W = L dxi 1\ dyi. 
i=l 

(18.13) 

Any coordinates satisfying the conclusion of the Darboux theorem are 
called Darboux coordinates, symplectic coordinates, or canonical coordi­
nates. Obviously, the standard coordinates (x1,yl, ... ,xn,yn) on ]R2n are 
Darboux coordinates. The proof of Proposition 12.24 showed that the 
standard coordinates (xi, ~i) are Darboux coordinates for T* M with its 
canonical symplectic structure (at least after renaming and reordering the 
coordinates) . 

The Darboux theorem was first proved in 1882 by Gaston Darboux, 
in connection with his work on ordinary differential equations arising in 
classical mechanics. The proof we will give was discovered in 1965 by Jiirgen 
Moser [Mos65]. It is based on the theory of time-dependent vector fields, 
discussed in Chapter 17. Recall that a smooth time-dependent vector field 
on a smooth manifold M is a smooth map V: J x M ---* T M, where J c ]R 

is an open interval, such that V(t,p) E TpM for all (t,p) E J x M. Thus 
for each t E J, we get a smooth vector field vt: M ---* T M defined by 
vtlp = V(t,p). Theorem 17.15 shows that any time-dependent vector field 
generates a time-dependent flow, which is a smooth map (): £ ---* M defined 
on some open subset £ c J x J x M and satisfying 

B() 
Bt (t, s,p) = V(t, ()(t, s,p)), 

()(s, s,p) = p. 

As in Problem 17-15, for each (t,s) E J x J, we let Mt,s denote the set 
of points p E M such that (t, s,p) E £, and let ()t,s: Mt,s ---* M be the 
smooth map ()t,s(p) = ()(t,s,p). We will need the following generalization 
of Lemma 18.15 to the case of time-dependent flows. 
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Proposition 18.20. Let M be a smooth manifold. Suppose V: J x M -+ 
T M is a smooth time-dependent vector field and (): t. -+ M is its time­
dependent flow. For any smooth covariant tensor field T E 'Jk(M) and any 
(tl, to,p) E t., 

~ I (()* T) = (()* (,cv: T)) . dt t=t1 t,to p t1,to t1 P 
(18.14) 

Proof. First assume tl = to. In this case, ()to,to is the identity map of M, 
so we need to prove 

(18.15) 

We begin with the special case in which T = f is a smooth O-tensor field: 

! It=to (();,tof) (p) = %t It=to f (()(t, to,p)) = V(to, ()(to, to,p))f 

= (,cvtof) (p). 

Next consider an exact I-form T = df. In any smooth local coordinates 
(Xi), (); t f(x) = f(()(t, to, x)) is a smooth function of all n + 1 variables , a 
(t, Xl, ... , xn). Thus the operator dl dt (which is more properly written as 
alat in this situation) commutes with each of the partial derivatives alaxi 

when applied to ();,tof. In particular, this means that the exterior derivative 
operator d commutes with a I at, and so 

~ I (()* df ) - ~ I d (()* f) - d ( ~ I (()* f)) dt t=to t,to J P - at t=to t,to p - at t=to t,to p 

= d (,cvtof)p = (,cvtodf)p' 

Thus the result is proved for O-tensors and for exact I-forms. 
Now suppose that T = a 0 (3 for some smooth covariant tensor fields a 

and (3, and assume that the proposition is true for a and (3. (We include the 
possibility that a or (3 has rank 0, in which case the tensor product is just 
ordinary multiplication.) By the product rule for Lie derivatives (Lemma 
18.9(c)), the right-hand side of (18.15) satisfies 

(,cvto (a 0 (3)) p = (,cvto a) p 0 (3p + a p 0 (,cvto (3) p . 

On the other hand, by an argument entirely analogous to that in the proof 
of Lemma 18.9, the left-hand side satisfies a similar product rule: 

!It=to (();,to(a0(3))p= (:tlt=to (();,toa))p 0(3p 

+ ap 0 ( ! It=to (();,to(3) ) p' 
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This shows that (18.15) holds for T = a 0 /3, provided it holds for a and /3. 
The case of arbitrary tensor fields now follows by induction, using the fact 
that any smooth covariant tensor field can be written locally as a sum of 
tensor fields of the form T = f dX il 0· .. 0 dX ik . 

To handle arbitrary tI, we use Problem 17-15, which shows that ()t,to = 
()t,tl 0 ()tl ,to wherever the right-hand side is defined. Therefore, because the 
linear map ();l,tO: Tk(TOtl.tO(p)M) --+ Tk(TpM) does not depend on t, 

d I (()* ) _ d I ()* ()* ( ) dt t=tl t,to T P - dt t=tl tl,to t,tl TOt,to (p) 

= (};l,to !I ();,h (TOt.tlOOtl.tO(P)) 
t=tl 

= (();l,tO (.c Vtl T))p' 0 

We will also need the following refinement of the preceding proposition. 
A smooth time-dependent tensor field on a smooth manifold M is a smooth 
map T: J x M --+ Tk M, where J c lR is an open interval, satisfying T( t, p) E 

Tk(TpM) for each (t,p) E J x M. 

Corollary 18.21. Let V and () be as in Proposition 18.20, and let T: J x 
M --+ Tk M be a smooth time-dependent tensor field on M. Then for any 
(tl' to,p) E £, 

! I,~" (0;", T,) p ~ (0;"" (Lv" T" + ! I,~" T,) ) p (18.16) 

Proof. For sufficiently small c > 0, consider the smooth map F: (tl -c, tl + 
c) X (tl - C, tl + c) --+ Tk(TpM) defined by 

F(u, v) = ((): t Tv) . 
,0 p 

Since F takes its values in the finite-dimensional vector space Tk(TpM), 
we can apply the chain rule together with Proposition 18.20 to conclude 
that 

d I aF aF -d F(t,t)=-a (tl,td+-a (tI,tl) 
t t=tl u V 

= (();l,tO (.cVtl Ttl))p + :t It=tl (();l,tO Tt)p' 

Just as in the proof of Proposition 18.20, ();l,tO commutes past d/ dt, yielding 
(18.16). 0 

Proof of the Darboux theoTem. Let Wo denote the given symplectic form 
on M, and let Po E M be arbitrary. The theorem will be proved if we can 
find a smooth coordinate chart (Uo,4?) containing Po such that 4?*WI = wo, 
where WI = I:~=l dxi 1\ dyi is the standard symplectic form on jR2n. Since 
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this is a local question, by choosing smooth coordinates (Xl, y1 , ... , Xn , yn) 
near Po, we may replace M with an open ball U C JR2n. Proposition 12.22 
shows that we can arrange by a linear change of coordinates that 

woipo = w1ipo' 

Let 0 = WI - Wo. Because 0 is closed, the Poincare lemma shows that 
we can find a smooth I-form 0: on U such that 

do: = -0. 

By subtracting a constant-coefficient I-form from 0:, we may assume 
without loss of generality that O:po = O. 

For each t E JR, define a closed 2-form Wt on U by 

Wt = Wo +to. 
Let J be a bounded open interval containing [0, 1]. Because Wt ipo = Wo ipo 
is nondegenerate for all t, a simple compactness argument shows that there 
is some neighborhood U1 C U of Po such that Wt is nondegenerate on 
U1 for all t E J. Because of this nondegeneracy, the smooth bundle map 
Wt: TU1 -+ T*U1 defined by Wt(X) = X J Wt is an isomorphism for each 
t E J. 

Define a smooth time-dependent vector field V: J X U1 -+ TU1 by lit = 
W;lo:, or equivalently 

lit JWt = 0:. 

Our assumption that O:po = ° implies that lit ipo = ° for each t. If (): e -+ U1 

denotes the time-dependent flow of V, it follows that ()(t, O,po) = Po for all 
t E J, so J x {o} x {Po} C e. Because e is open in J x J x M and [0,1] is 
compact, there is some neighborhood Uo of Po such that [0,1] x{O} xUo C e. 

For each it E [0, 1], it follows from Corollary 18.21 that 

! I (();,oWt) = e;I,O (.e Vtl Wtl + :t I Wt) 
t=tl t=tl 

= e;\,o (llt l J dWtl + d(lIt l J Wtl) + 0) 

= e;I,O(O + do: + 0) 

=0. 

Therefore, ();,oWt = ()(j,owo = Wo for all t. In particular, ()i,OWl = Wo0 It 
follows from Problem 12-10 that (()1,0)* is bijective at Po, so after shrinking 
Uo further if necessary, ()1,0 is the required coordinate map. D 

Hamiltonian Vector Fields 

One of the most important constructions on symplectic manifolds is a sym­
plectic analogue of the gradient, defined as follows. Suppose (M, w) is a 
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symplectic manifold. For any smooth function f E Coo (M), we define the 
Hamiltonian vector field of f to be the smooth vector field X j defined by 

Xj = w- 1(df), 

where w: T M -+ T* M is the bundle isomorphism determined by w. 
Equivalently, 

Xj.Jw = df, 

or for any vector field Y, 

w(Xj, Y) = df(Y) = Yf. 

In any Darboux coordinates, X j can be computed explicitly as follows. 
Writing 

~(.8 .8) 
X j = '8 A' 8xi + B' 8yi 

for some coefficient functions (Ai, Bi) to be determined, we compute 

Xj.Jw = t, (Aj 8~j + Bj 8~j).J t dxi 1\ dyi = t (Ai dyi - Bi dxi ). 

On the other hand, 

~ (8f i 8f i) 
df = L..- 8xidx + 8 yi dy . 

,=1 

Setting these two expressions equal to each other, we find that Ai = 8f /8yi 
and Bi = -8 f / 8Xi, which yields the following formula for the Hamiltonian 
vector field of f: 

X j = ~ (g~ 8~i - :~ 8~i ). (18.17) 

This formula holds, in particular, on ]R2n with its standard symplectic form. 
Although the definition of the Hamiltonian vector field is formally analo­

gous to that of the gradient on a Riemannian manifold, Hamiltonian vector 
fields differ from gradients in some very significant ways, as the next lemma 
shows. 

Proposition 18.22 (Properties of Hamiltonian Vector Fields). Let 
(M,w) be a symplectic manifold and let f E COO(M). 

(a) f is constant along the flow of X j; i. e., if () is the flow, then f (()t (p)) = 
f(p) for all (t,p) in the domain of (). 

(b) At each regular point of f, the Hamiltonian vector field Xj is tangent 
to the level set of f. 
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Proof. Both assertions follow from the fact that 

because w is alternating. o 

A smooth vector field X on M is said to be symplectic if w is invariant 
under the flow of X. It is said to be Hamiltonian (or globally Hamiltonian) if 
there exists a function f E COO(M) such that X = Xf, and locally Hamil­
tonian if every point p has a neighborhood on which X is Hamiltonian. 
Clearly, every globally Hamiltonian vector field is locally Hamiltonian. 

Proposition 18.23 (Hamiltonian and Symplectic Vector Fields). 
Let (M, w) be a symplectic manifold. A smooth vector field on M is sym­
plectic if and only if it is locally Hamiltonian. Every locaUy Hamiltonian 
vector field on M is globally Hamiltonian if and only if HdR(M) = o. 

Proof. By Proposition 18.16, a smooth vector field X is symplectic if and 
only if £"xw = O. Using Cartan's formula (18.9) for the Lie derivative of a 
differential form, we compute 

£"xw = d(X -.Jw) + X -.J (dw) = d(X -.Jw). (18.18) 

Therefore, X is symplectic if and only if the 1-form X -.J w is closed. On 
the one hand, if X is locally Hamiltonian, then in a neighborhood of each 
point there is a real-valued function f such that X = Xf, so X -.J w = 
X f -.J w = df, which is certainly closed. Conversely, if X is symplectic, then 
by the Poincare lemma each point p E M has a neighborhood U on which 
the closed 1-form X -.Jw is exact. This means there is a smooth real-valued 
function f defined on U such that X -.Jw = df; because w is nondegenerate, 
this implies that X = X f on U. 

Now suppose HdR(M) = O. Then every closed 1-form is exact, so for any 
locally Hamiltonian (hence symplectic) vector field X there is a smooth 
real-valued function f such that X -.J w = df. This means that X = X f, so 
X is globally Hamiltonian. Conversely, suppose every locally Hamiltonian 
vector field is globally Hamiltonian. Let TJ be a closed 1-form, and let X 
be the vector field X = W-1TJ. Then (18.18) shows that £"xw = 0, so 
X is symplectic and therefore locally Hamiltonian. By hypothesis, there 
is a global smooth real-valued function f such that X = Xf, and then 
unwinding the definitions, we find that TJ = df. 0 

A symplectic manifold (M, w) together with a smooth function H E 

COO(M) is called a Hamiltonian system. The function H is called the Hamil­
tonian of the system; the flow of the Hamiltonian vector field X H is called 
its Hamiltonian flow, and the integral curves of X H are called the tra­
jectories or orbits of the system. In Darboux coordinates, formula (18.17) 
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implies that the orbits are those curves 'Y(t) = (xi(t),yi(t)) that satisfy 

, {)H 
(Xi) (t) = {)yi (x(t), y(t)), 

( .)' {)H y' (t) = - {)Xi (x(t), y(t)). 
(18.19) 

These are called Hamilton's equations. 
Hamiltonian systems play a central role in classical mechanics. We will 

illustrate how they arise with a simple example. 

Example 18.24 (The n-body problem). Consider n physical particles 
of masses ml, ... , mn moving in space. For many purposes, an effective 
model of such a system is obtained by idealizing the particles as points in 
]R3, whose coordinates we denote by (ql,q2,q3), ... , (q3n-2,q3n-l,q3n). 
Thus the evolution of the system over time can be represented by a curve 
q(t) = (ql (t), ... , q3n(t)) in ]R3n. The collision set is the subset e c ]R3n 
where two or more particles occupy the same position in space: 

e = {q E ]R3n: (q3k-2,q3k-l,lk) = (q31-2,q31-l,ll) for some k =/-l}. 

We will consider only motions with no collisions, so we are interested in 
curves in the open set Q = ]R3n " e. 

Suppose the particles are acted upon by forces that depend only on 
their positions. (Typical examples are electromagnetic and gravitational 
forces.) If we denote the components of the force on the kth particle by 
(F3k-2(q),F3k-l(q),F3k(q)), then Newton's second law of motion asserts 
that the particles' motion satisfies the 3n x 3n system of second-order ODEs 

mk (q3k-2)" (t) = F3k-2(q(t)), 

mk (q3k-I)" (t) = F3k- l (q(t)), 

mk (q3k)" (t) = F3k(q(t)), k = 1, ... ,n. 

(There is no implied summation in these equations.) If we let M = 
( Mij) denote the 3n x 3n diagonal matrix whose diagonal entries are 
(ml, ml, ml, m2, m2, m2,··. ,mn, mn, mn), then this system can be written 
in the more compact form 

(18.20) 

(Here the summation convention is in force.) We assume that the forces 
depend smoothly on q, so we can interpret (FI , ... , F3n ) as the components 
of a smooth covector field on Q. We assume further that the forces are 
conservative, which by the results of Chapter 6 is equivalent to the existence 
of a smooth function V E Coo (Q) (called the potential energy of the system) 
such that F = -dV. 

Under the physically reasonable assumption that all of the masses are 
positive, the matrix M is positive definite, and thus can be interpreted 
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as a (constant-coefficient) Rie~nnian metric on Q. It therefore defines 
a smooth bundle isomorphism M: TQ --t T*Q. If we denote the standard 
coordinates on TQ by (qi, vi) and those on T*Q by (qi ,Pi), then M(v, v) = 

MijviV j , and M has the coordinate representation 

(qi,pi) = M (qi,Vi) = (qi,Mijvj). 

If q' (t) = (( ql )' (t), ... , (q3n)' (t)) is the velocity vector of the system of 

particles at time t, then the covector p(t) = M (q'(t)) is given by the 
formula 

(18.21 ) 

Physically, p(t) is interpreted as the momentum of the system at time t. 
Using (18.21), we see that a curve q(t) in Q satisfies Newton's second 

law (18.20) if and only if the curve ,(t) = (q(t),p(t)) in T*Q satisfies the 
first-order system of ODEs 

(qi)' (t) = Mijpj(t), 

(Pi)'(t) = - ~~ (q(t)), 
(18.22) 

where (Mij) is the inverse of the matrix of (Mij). Define a function E E 

COO(T* M), called the total energy of the system, by 

E(p, q) = V(q) + K(p), 

where V is the potential energy introduced above, and K is the kinetic 
energy, defined by 

Since (qi,pi) are Darboux coordinates on T*Q, a comparison of (18.22) 
with (18.19) shows that (18.22) is precisely Hamilton's equations for the 
Hamiltonian flow of E. The fact that E is constant along the trajectories 
of its own Hamiltonian flow is known as the law of conservation of energy. 

An elaboration of the same technique can be applied to virtually any 
classical dynamical system in which the forces are conservative. For exam­
ple, if the positions of a system of particles are subject to constraints, as 
are the constituent particles of a rigid body, for example, then the config­
uration space will typically be a submanifold of ]R3n rather than an open 
subset. Under very general hypotheses, the equations of motion of such a 
system can be formulated as a Hamiltonian system on the cotangent bun­
dle of the constraint manifold. For much more on Hamiltonian systems, see 
[AM78]. 
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Poisson Brackets 

Using Hamiltonian vector fields, we define an operation on real-valued func­
tions on a symplectic manifold M similar to the Lie bracket of vector fields. 
Given 1,g E COO(M), we define their Poisson bracket {1,g} E COO(M) by 
any of the following equivalent formulas: 

(18.23) 

Two functions are said to Poisson commute if their Poisson bracket is zero. 
The geometric interpretation of the Poisson bracket is evident from the 

characterization {j, g} = Xg1: It is a measure of the rate of change of 1 
along the Hamiltonian flow of g. In particular, 1 and 9 Poisson commute 
if and only if 1 is constant along the Hamiltonian flow of g. 

Using (18.17), we can readily compute the Poisson bracket of two 
functions 1, 9 in Darboux coordinates: 

{j,g} = ~ 88f 88g - 88f 88g . 
~ x' y' y' x' ,=1 

(18.24) 

Proposition 18.25 (Properties of the Poisson Bracket). Suppose 
(M,w) is a symplectic manifold, and f,g,h E COO(M). 

(a) BILINEARITY: {j, g} is linear over IR in 1 and in g. 

(b) ANTISYMMETRY: {j,g} = -{g,f}. 

(c) JACOBI IDENTITY: {{j,g},h} + {{g,h},f} + {{h,f},g} =0. 

(d) XU,g} = -[Xj,Xg]. 

Proof. Parts (a) and (b) are obvious from the characterization {f,g} 
w(Xj,Xg) together with the fact that Xj = w-1(df) depends linearly on 
f. The proof of (d) is a computation using Proposition 18.9(e) and the fact 
that Hamiltonian vector fields are symplectic: 

XU,g} -.Jw = d{f,g} = d(Xgf) = d(.cxgf) = .cxgdf 
=.cXg(Xj-.Jw) = (.cXgXf)-.Jw+Xf-.J.cXgW 
= [Xg,Xf]-.Jw+O= -[Xf,Xg]-.JW, 

which is equivalent to (d) because W is nondegenerate. Then (c) follows 
from (d), (b), and (18.23): 

{j, {g, h}} = X{g,h}1 = -[Xg, X h ]1 = -XgXhf + XhXgf 

= -Xg{j, h} + Xh{f,g} = -{ {j, h},g} + {{j,g}, h} 

=-{g,{h,f}}-{h,{f,g}}. D 

The following corollary is immediate. 

Corollary 18.26. If (M, w) is a symplectic manifold, the vector space 
COO(M) is a Lie algebra under the Poisson bracket. 
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If (M, w, H) is a Hamiltonian system, any function f E COO(M) that is 
constant on every integral curve of X H is called a conserved quantity of the 
system. Conserved quantities turn out to be deeply related to symmetries, 
as we now show. 

A smooth vector field V on M is called an infinitesimal symmetry of 
(M, w, H) if both wand H are invariant under the flow of V. 

<> Exercise 18.6. Let (M,w,H) be a Hamiltonian system. 

(a) Show that f E COO(M) is a conserved quantity if and only if {H,J} = 
o. 

(b) Show that the infinitesimal symmetries are precisely the symplectic 
vector fields V that satisfy V H = o. 

(c) If 8 is the flow of an infinitesimal symmetry and 'Y is a trajectory of 
the system, show that for each s E R, 8. 0'Y is also a trajectory on its 
domain of definition. 

The following theorem, first proved (in a somewhat different form) by 
Emmy Noether in 1918 [Noe71J, has had a profound influence on both 
physics and mathematics. It shows that for many manifolds (simply con­
nected ones, for example) there is a one-to-one correspondence between 
conserved quantities (modulo constants) and infinitesimal symmetries. 

Theorem 18.27 (Noether's Theorem). Let (M, w, H) be a Hamilto­
nian system. If f is any conserved quantity, then its Hamiltonian vector 
field is an infinitesimal symmetry. Conversely, if HdR(M) = 0, then every 
infinitesimal symmetry is the Hamiltonian vector field of a conserved quan­
tity, which is unique up to addition of a function that is constant on each 
component of M. 

Proof. Suppose f is a conserved quantity. Exercise 18.6 shows that 
{H, J} = 0. This in turn implies that XfH = {H, J} = 0, so H is constant 
along the flow of X f. Since w is invariant along the flow of any Hamilto­
nian vector field by Proposition 18.23, this shows that X f is an infinitesimal 
symmetry. 

Now suppose that HdR(M) = ° and let V be an infinitesimal symme­
try. Then V is symplectic by Exercise 18.6, and globally Hamiltonian by 
Proposition 18.23. Writing V = Xf, the fact that H is constant along 
the flow of V impl~s that {H, J} = XfH = V H = 0, so f is a con­

served quantity. If f is any other function that satisfies Xl = V = X f' 

then d(l- f) = (X1 - Xf) Jw = 0, so 1- f must be constant on each 
component of M. D 

There is one conserved quantity that every Hamiltonian system possesses: 
the Hamiltonian H itself. The infinitesimal symmetry corresponding to it, 
of course, generates the Hamiltonian flow of the system, which describes 
how the system evolves over time. Since H is typically interpreted as the 
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total energy of the system (as in Example 18.24), one usually says that the 
symmetry corresponding to conservation of energy is "translation in the 
time variable." 

Problems 

18-1. Give an example of smooth vector fields V, V, and W on 1R2 such 
that V = V = a/ax along the x-axis but .cv W =1= .cv W at the 
origin. [Remark: This shows that it is really necessary to know the 
vector field V to compute (.cv W)p; it is not sufficient just to know 
the vector Vp , or even to know the values of V along an integral curve 
of V.] 

18-2. For each k-tuple of vector fields on 1R3 shown below, either find 
smooth coordinates (u\ u2 , u3 ) in a neighborhood of (1,0,0) such 
that Vi = a/aui for i = 1, ... , k, or explain why there are none. 

a a a 
(a) k = 2; VI = ax' V2 = ax + ay' 

a a a a 
(b) k = 2; Vi = x ay - y ax' V2 = x ax + y ay . 

a a a a a a 
(c) k = 3; VI = x- - y- V2 = y- - z- V3 = z- - X-. ay ax' az ay' ax az 

18-3. This problem generalizes the result of Problem 17-12. Let M be 
a smooth n-manifold, and let 8 c M be a smooth embedded 
submanifold of co dimension k. Suppose Xl"'" Xk are commuting 
independent smooth vector fields on M whose span is complemen-
tary to Tp8 at each p E 8. If iI, ... , fk E Coo(M) are functions such 
that Xilj = Xjli for all i, j = 1, ... ,k, and cp E Coo(8) is arbitrary, 
show that there exist a neighborhood U of 8 in M and a unique 
function u E Coo(U) satisfying 

Xiu = Ii, 
uls = cp. 

i = 1, ... ,k; 

18-4. Let M, N be smooth manifolds, and suppose 1r: M --+ N is a surjec­
tive submersion with connected fibers. We say that a tangent vector 
X E TpM is vertical if 1r*X = O. Suppose w E Ak(M). Show that 
there exists "l E Ak(N) such that w = 1r*"l if and only if X -.Jwp = 0 
and X -.Jdwp = 0 for every p EM and every vertical vector X E TpM. 
[Hint: First do the case in which 1r: IRn+m --+ IRn is projection onto 
the first n coordinates.] 

18-5. Define vector fields V and W on the plane by 

a a a a 
V = x ay + y ax; W = x ax - y ay . 
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Compute the flows 0, 'IjJ of V and W, and verify that they do not 
commute by finding explicit times sand t such that Os 0 'ljJt i=- 'ljJt 0 Os. 

18-6. Let M be a smooth manifold and X E 'J(M). Show that the Lie 
derivative operators on covariant tensor fields, £,x: 'Jk(M) -+ 'Jk(M) 
for k 2:: 0, are uniquely characterized by the following properties: 

(a) £'xf = Xf for X E <JO(M) = COO(M). 
(b) £'x(a ® T) = £'xa ® T + a ® £'xT for a E 'Jk(M), T E 'Jl(M). 
(c) £'x(w(Y)) = £'xw(Y) + w (£'x Y) for wE 'II (M), Y E 'J(M). 

[Remark: The Lie derivative operators on tensor fields are sometimes 
defined as the unique operators satisfying these properties.] 

18-7. Let (M,w) be a symplectic manifold. 

(a) Show that the set of symplectic vector fields on M is a Lie 
subalgebra of 'J(M). 

(b) Show that the set of Hamiltonian vector fields is a Lie subalgebra 
of the set of symplectic vector fields. 

(c) Show that the quotient of the symplectic vector fields modulo 
the Hamiltonian vector fields is isomorphic (as a vector space) 
to HJR(M). 

18-8. Using the same technique as in the proof of the Darboux theorem, 
prove the following theorem of Moser: If M is an oriented compact 
smooth manifold, and no, n1 are smooth orientation forms on M such 
that IM no = IM nl , then there exists a diffeomorphism F: M -+ M 
such that F*nl = no. 

18-9. Prove the following global version of the Darboux theorem: Suppose 
M is a compact symplectic manifold, and wo, WI are cohomologous 
symplectic forms on M. Show that there is a diffeomorphism F: M -+ 
M such that F*WI = woo 

18-10. This problem outlines a different proof of the Darboux theorem. Let 
(M, w) be a 2n-dimensional symplectic manifold and p EM. 

(a) Show that smooth coordinates (xi,yi) on an open set U c M 
are Darboux coordinates if and only if their Poisson brackets 
satisfy 

(18.25) 

(b) Prove by induetion on k that for each k = 0, ... , n, there are 
functions (Xl, yl, ... , xk, yk) satisfying (18.25) near p such that 
{ dx1 , dyl , ... , dxk , dyk} are independent at p. When k = n, this 
proves the theorem. [Hint: For the inductive step, assuming that 
(xl, yl, ... ,xk, yk) have been found, find smooth coordinates 



(u 1, ... ,u2n ) such that 

8 
~=Xxi, 
uu' 
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i = 1, ... ,k, 

and let yk+l = u2k+1 . Then find new coordinates (VI, ... , v2n ) 
such that 

8 
8vi = XXi, i = 1, ... , k, 

8 
avi+k = Xyi, i=I, ... ,k+l, 

and let Xk+l = v2k+1.] 

18-11. Consider the 2-body problem in lR3 , i.e., the Hamiltonian system 
(T*Q, w, E) described in Example 18.24 in the special case n = 2. 
Suppose that the potential energy V depends only on the distance 
between the particles. More precisely, suppose that V(q) = v(r(q)) 
for some smooth function v: (0,00) -+ lR, where 

r(q) = V(ql - q4)2 + (q2 _ q5)2 + (q3 _ q6)2. 

(a) Show that the function f: T* Q -+ lR defined by 

f(p, q) = pI + p4 

is a conserved quantity (called the linear momentum in the x­
direction), and that the corresponding infinitesimal symmetry 
generates translations in the x-direction: 

B( ) ( 1 2 34 56 ) 
t q,p = q +t,q ,q ,q +t,q ,q ,Pl,··.,P6 . 

(b) Show that the function 0': T* Q -+ lR defined by 

O'(p, q) = qlP2 - q2Pl + q4P5 - q5p4 

is a conserved quantity (called the angular momentum about 
the z-axis), and find the flow of the corresponding infinites­
imal symmetry. Explain what this has to do with rotational 
symmetry. 



19 
Integral Manifolds and Foliations 

Suppose V is a nonvanishing vector field on a manifold M. The results of 
Chapter 17 imply that each integral curve of V is an immersion, and that 
locally the images of the integral curves fit together nicely like parallel lines 
in Euclidean space. The fundamental theorem on flows tells us that these 
curves are determined by the knowledge of their tangent vectors. 

In this chapter we explore an important generalization of this idea to 
higher-dimensional submanifolds. The general setup is this: Suppose we 
are given a k-dimensional subspace of TpM at each point p E M, varying 
smoothly from point to point. (Such a collection of subspaces is called 
a "tangent distribution.") Is there a k-dimensional submanifold (called 
an "integral manifold" of the tangent distribution) whose tangent space 
at each point is the given subspace? The answer in this case is more 
complicated than in the case of vector fields: There is a nontrivial nec­
essary condition, called involutivity, that must be satisfied by the tangent 
distribution. 

In the first section of the chapter we define involutivity and give examples 
of both involutive and noninvolutive distributions. Next we show how the 
involutivity condition can be rephrased in terms of differential forms. 

The main theorem ofthis chapter, the Frobenius theorem, tells us that in­
volutivity is also sufficient for the existence of an integral manifold through 
each point. We will prove the Frobenius theorem in two forms. First we 
prove a local form, which says that a neighborhood of every point is filled 
up with integral manifolds, fitting together nicely like parallel affine sub­
spaces of ]Rn. After proving this, we give a few applications to the study of 
partial differential equations. In the last section of the chapter we prove a 
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global form of the Frobenius theorem, which says that the entire manifold 
is the disjoint union of immersed integral manifolds. 

Tangent Distributions 

Let M be a smooth manifold. A choice of k-dimensional linear subspace 
Dp c TpM at each point p E M is called a k-dimensional tangent distri­
bution on M, or just a distribution if there is no opportunity for confusion 
with the use of the term "distribution" for generalized functions in analy­
sis. A distribution is called smooth if the union of all these subspaces forms 
a smooth sub bundle D = llpEM Dp c TM. Tangent distributions are also 
commonly called k-plane fields or tangent sub bundles. 

The local frame criterion for sub bundles (Lemma 8.41) translates 
immediately into the following criterion for a distribution to be smooth. 

Lemma 19.1 (Local Frame Criterion for Distributions). Let M 
be a smooth manifold, and suppose D C T M is a k-dimensional tangent 
distribution. Then D is smooth if and only if the following condition is 
satisfied: 

Each point p E M has a neighborhood U on which there 
are smooth vector fields Y1 , ... , Yk : U -t T M such that 
Y1I q , •.• , Yklq form a basis for Dq at each q E U. 

(19.1) 

In the situation of the preceding lemma, we say that D is the distribution 
(locally) spanned by the vector fields Y1 , ... , Yk . 

Integral Manifolds and Involutivity 

Suppose D C T M is a smooth distribution. An immersed submanifold 
N C M is called an integral manifold of D if TpN = Dp at each point 
pEN. The main question we want to address in this chapter is that of the 
existence of integral manifolds. 

Before we proceed with the general theory, let us describe some examples 
of distributions and integral manifolds that you should keep in mind. 

Example 19.2 (Tangent Distributions and Integral Manifolds). 

(a) If V is any nowhere-vanishing smooth vector field on a manifold M, 
then V spans a smooth I-dimensional distribution on M (i.e., Dp = 
span(Vp) for each p EM). The image of any integral curve of V is an 
integral manifold of D. 

(b) In IRn, the vector fields 0/ oxl, ... ,0/ oxk span a smooth k­
dimensional distribution. The k-dimensional affine subs paces parallel 
to IRk are integral manifolds. 
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Figure 19.1. A smooth distribution with no integral manifolds. 

(c) Define a distribution on IRn " {O} by letting Dp be the subspace of 
TpIRn orthogonal to the radial vector Rp = xio / ox i Ip. If we extend R 
to a smooth local frame and apply the Gram- Schmidt algorithm, we 
obtain a smooth orthonormal frame (E1 , ... , En) , and D is locally 
spanned by (E2 , ... , En). Thus D is a smooth (n - I)-dimensional 
distribution on IRn " {O}. Through each point p E IRn " {O}, the 
sphere of radius Ipi around 0 is an integral manifold. 

(d) Let D be the smooth distribution on IR3 spanned by the following 
vector fields: 

a 
y= oy ' 

(See Figure 19.1.) It turns out that D has no integral manifolds. To 
get an idea why, suppose N is an integral manifold through the origin. 
Because X and Yare tangent to N, any integral curve of X or Y 
that starts in N will have to stay in N, at least for a short time. Thus 
N contains an open subset of the x-axis (which is an integral curve 
of X). It also contains, for each sufficiently small x , an open subset 
of the line parallel to the y-axis and passing through (x, 0, 0) (which 
is an integral curve of Y). Therefore, N contains an open subset of 
the (x, y)-plane. However, the tangent plane to the (x, y)-plane at 
any point p off of the x-axis is not equal to Dp . Therefore, no such 
integral manifold exists. 

The last example shows that in general, integral manifolds may fail to 
exist. The reason for this failure is expressed in the following proposition. 
Suppose D is a smooth tangent distribution on M. We say that D is invo­
lutive if given any pair of smooth local sections of D (i.e., smooth vector 
fields X, Y defined on an open subset of M such that X p, Yp E Dp for each 
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p), their Lie bracket is also a local section of D. We say that D is integrable 
if each point of M is contained in an integral manifold of D. 

Proposition 19.3. Every integrable distribution is involutive. 

Proof. Let D c T M be an integrable distribution. Suppose X and Yare 
smooth local sections of D defined on some open subset U eM. Let p be 
any point in U, and let N be an integral manifold of D containing p. The 
fact that X and Yare sections of D means that X and Y are tangent to N. 
By Corollary 8.28, [X, Y] is also tangent to N, and therefore [X, Yjp E Dp. 
Since this is true at any p E U, D is involutive. 0 

Note, for example, that the distribution D of Example 19.2(d) is not 
involutive, because [X, Y] = -a/az, which is not a section of D. 

The next lemma shows that the involutivity condition does not have to 
be checked for every pair of smooth vector fields, just those of a smooth 
local frame near each point. 

Lemma 19.4 (Local Frame Criterion for Involutivity). Let DC TM 
be a distribution. If in a neighborhood of every point of M there exists a 
smooth local frame (VI, ... , Vk) for D such that [Vi, Vj] is a section of D 
for each i,j = 1, ... , k, then D is involutive. 

Proof. Suppose the hypothesis holds, and suppose X and Yare smooth 
local sections of D over some open subset U eM. Given p E M, choose a 
smooth local frame (VI"'" Vk) satisfying the hypothesis in a neighborhood 
of p, and write X = XiVi and Y = yiVi. Then, using formula (4.7), 

[X, Y] = [XiVi, yjVj] = Xiyj[Vi, Vjj + Xi(Viyj)Vj - yj(VjXi)"Vi. 

It follows from the hypothesis that this last expression is a section of D. 0 

Involutivity and Differential Forms 

There is an alternative way to characterize involutivity in terms of differ­
ential forms. Instead of describing tangent distributions locally by means 
of smooth vector fields, we can also describe them by means of smooth 
I-forms, as the following lemma shows. 

Lemma 19.5 (I-Form Criterion for Distributions). Let M be a 
smooth n-manifold, and let D C T M be a k-dimensional distribution. Then 
D is smooth if and only if each point p E M has a neighborhood U on which 
there are smooth I-forms WI, ..• , wn - k such that for each q E U, 

(19.2) 

Proof. First suppose that there exist such forms wI, ... ,wn - k in a neigh­
borhood of each point. By the result of Problem 5-8, we can extend them 
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to a smooth coframe (wI, ... ,wn ) on a (possibly smaller) neighborhood. If 
(El , ... , En) is the dual frame, it is easy to check that D is locally spanned 
by En-k+l, ... , En, so it is smooth by the local frame criterion. 

Conversely, suppose D is smooth. In a neighborhood of any p EM, there 
are smooth vector fields Yl , ... , Yk spanning D. By Problem 5-8 again, we 
can extend these vector fields to a smooth local frame (Yl , ... , Yn ) for M 
near p. With the dual coframe denoted by (c: l , ... , c:n ), it follows easily 
that D is characterized locally by 

o 
Any n - k smooth independent I-forms WI, ... , wn - k defined on an open 

subset U c M and satisfying (19.2) for each q E U will be called local 
defining forms for the distribution D. More generally, we say that a p-form 
w E AP(M) annihilates D if w(Xl , ... , Xp) = 0 whenever Xl' ... ' Xp are 
local sections of D. 

Lemma 19.6. Suppose M is a smooth manifold and D is a smooth k­
dimensional distribution on M. Then a p-form TJ annihilates D if and only 
if whenever WI , ... , wn - k are local defining forms for D over an open subset 
U c M, TJlu is of the form 

n-k 
TJlu = 2: wi 1\ j3i (19.3) 

i=l 

for some (p - I)-forms 131 , ... , j3n-k on U. 

Proof. It is easy to check that any form TJ that satisfies (19.3) in a neigh­
borhood of each point annihilates D. Conversely, suppose TJ annihilates D. 
Given local defining forms WI, ... , wn - k for D on U C M, in a neighborhood 
of each point we can extend them to a smooth local coframe (wI, ... , wn ) 

for M as in the proof of Lemma 19.5. If (El' ... ' En) is the dual frame, 
then D is locally spanned by En-k+l, ... , En. In terms of this coframe, any 
TJ E AP(M) can be written uniquely as 

TJ = 2:' 'f/Iw it 1\ ... 1\ wip , 
I 

where the coefficients 'f/I are determined by 'f/I = TJ(Eit , ... , Eip). Thus TJ 
annihilates D if and only if'f/I = 0 whenever n - k + 1 ~ i l < ... < ip ~ n, 
in which case TJ can be written locally as 

where we have written I' = (i2' ... ' ip). This holds in a neighborhood of 
each point of U; patching together with a partition of unity, we obtain a 
similar expression on all of U. 0 
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When expressed in terms of differential forms, the involutivity condition 
translates into a statement about exterior derivatives. 

Proposition 19.7 (I-Form Criterion for Involutivity). Suppose 
D c T M is a smooth distribution. Then D is involutive if and only if 
the following condition is satisfied: 

If", is any smooth I-form that annihilates D on an open 
subset U eM, then d", also annihilates D on U. 

(19.4) 

Proof. First assume that D is involutive, and suppose", is a smooth I-form 
that annihilates D on U c M. Then for any smooth local sections X, Y of 
D, formula (12.19) for d", gives 

d",(X, Y) = X(",(Y)) - y(",(X» - ",([X, Y]). 

The hypothesis implies that each of these terms is zero on U. Conversely, 
suppose D satisfies (19.4), and suppose X and Yare smooth local sections 
of D. If wI, ... ,wn - k are local defining forms for D, then (12.19) shows 
that 

Wi ([X, Y]) = X (Wi(y») - Y (Wi(X») - dwi(X, Y) = 0, 

which implies that [X, Y] takes its values in D. Thus D is involutive. D 

Just like the Lie bracket condition for involutivity, the exterior derivative 
condition need only be checked for a particular set of defining forms in a 
neighborhood of each point, as the next lemma shows. 

Lemma 19.8 (Local Coframe Criterion for Involutivity). Let D be 
a smooth k-dimensional distribution on a smooth n-manifold M, and let 
WI, ••• ,wn - k be smooth defining forms for D on an open set U eM. Then 
D is involutive on U if and only if there exist smooth I-forms {aJ : i,j = 

1, ... , n - k} such that 

n-k 

dw i = '"' wj A a i . ~ J' for each i = 1, ... , n - k. 
j=1 

<> Exercise 19.1. Prove the preceding lemma. 

With a bit more algebraic terminology, there is an elegant and concise 
way to express the involutivity condition in terms of differential forms. 
Recall that we have defined the graded algebra of smooth differential forms 
on a smooth n-manifold M as A*(M) = AO(M) E9 ... E9 An(M) (see page 
303). An ideal in A * (M) is a linear subspace :J c A * (M) that is closed 
under wedge products with arbitrary elements of A*(M); that is, w E :J 
implies that", AwE :J for every", E A * (M). 

If D is a smooth distribution on a smooth n-manifold M, let :JP(D) C 
AP(M) denote the space of smooth p-forms that annihilate D, and let 
:J(D) = :J°(D) E9 ... E9 :In(D) C A*(M). 
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o Exercise 19.2. If DC TM is a smooth distribution, show that :J(D) is 
an ideal in A*(M). 

An ideal J C A * (M) is said to be a differential ideal if d(J) C J, that is, 
if w E J implies dw E J. 

Proposition 19.9 (Differential Ideal Criterion for Involutivity). 
A smooth distribution D C TM is involutive if and only if J(D) is a 
differential ideal. 

Proof. Suppose first that J(D) is a differential ideal. Let TJ be a smooth 
I-form defined on an open set U C M. Let q E U be arbitrary, and let 'lj; E 

COO(M) be a smooth bump function that is equal to 1 on a neighborhood of 
q and supported in U. Then 'lj;TJ is a smooth global I-form that annihilates 
D, so d( 'lj;TJ) annihilates D by hypothesis. Since d( 'lj;TJ)q = dTJq, it follows 
that dTJ annihilates D at each point of U, so D is involutive by Proposition 
19.7. 

Conversely, suppose D is involutive. We need to show that dTJ annihilates 
D for each TJ E JP(D), 0 :::; p :::; n. The p = 0 case is trivial, because the only 
O-form that annihilates D is the zero form, and the p = 1 case is taken care 
of by Proposition 19.7. Suppose p 2: 2, and TJ is a p-form that annihilates 
D. If WI, ... ,wn - k are local defining forms for D on an open set U, then 
by Lemma 19.6, TJlu can be written in the form (19.3), and thus 

n-k n-k n-k 

dTJlu = L (dwi 1\ (3i - wi 1\ d(3i) = L wj 1\ 0:; 1\ (3i - L Wi 1\ d(3i, 
i=I i,j=! i=I 

where o:~ are I-forms as in Lemma 19.8. It follows from Lemma 19.6 that 
this form annihilates D. D 

The Frobenius Theorem 

In Example 19.2, all of the distributions we defined except the last one 
had the property that there was an integral manifold through each point. 
Moreover, these submanifolds all "fit together" nicely like parallel affine 
subspaces of ~n. Given a k-dimensional distribution D C TM, let us say 
that a smooth coordinate chart (U, c.p) on M is fiat for D if c.p(U) is a product 
of connected open sets U' x U" C ~k X ~n-k, and at points of U, D is 
spanned by the first k coordinate vector fields a/ax!, ... , 0/ axk (Figure 
19.2). It is obvious that each slice of the form xk+! = Ck+I, ... , xn = cn 

for constants Ck+I, ... ,cn is an integral manifold of D. This is the nicest 
possible local situation for integral manifolds. We say that a distribution 
D C T M is completely integrable if there exists a flat chart for D in a 
neighborhood of every point of M. Obviously, every completely integrable 
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Figure 19.2. A flat chart for a distribution. 

distribution is integrable and therefore involutive. In summary, 

completely integrable ~ integrable ~ involutive. 

The next theorem is the main result of this chapter, and indeed one of the 
central theorems in smooth manifold theory. It says that the implications 
above are actually equivalences: 

completely integrable {=:} integrable {=:} involutive. 

Theorem 19.10 (Frobenius). Every involutive distribution is completely 
integrable. 

Proof The canonical form theorem for commuting vector fields (Theorem 
18.6) implies that any distribution locally spanned by smooth commuting 
vector fields is completely integrable. Thus it suffices to show that ev­
ery involutive distribution is locally spanned by smooth commuting vector 
fields. 

Let D be a k-dimensional involutive distribution on an n-dimensional 
manifold M, and let p E M. Since complete integrability is a local 
question, by passing to a smooth coordinate neighborhood of p, we may 
replace M by an open set U C ~n, and choose a smooth local frame 
Yl , ... ,Yk for D. By reordering the coordinates if necessary, we may as­
sume that Dp is complementary to the subspace of Tp~n spanned by 
(ojoxk+1lp,···,ojoxnlp)· 

Let IT: ~n -+ ~k be the projection onto the first k coordinates: 
IT (Xl , ... , xn) = (Xl, ... , xk) (Figure 19.3). This induces a smooth bundle 
map IT* : TU -+ T~k, which can be written 

( n '0\) k '0\ IT* L::: v' oxi = L::: v' oxi . 
i=l q i=l II(q) 
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Figure 19.3. Proof of the Frobenius theorem. 

(Notice that the summation is only over i = 1, ... , k on the right-hand 
side.) By our choice of coordinates, Dp C TplRn is complementary to the 
kernel of II*, so the restriction of II* to Dp is bijective. By continuity, the 
same is true of II*: Dq -+ TII(q)lRk for q in a neighborhood of p. Because 
II* I D is the composition of the inclusion D y T M followed by II*, it is 
a smooth bundle map. Thus the matrix entries of II* IDq with respect to 
the frames (Yil q) and (O/oxjIII(q)) are smooth functions of q, and thus so 
are the matrix entries of (II*ID.)-l: TII(q)lRk -+ D q. Define a new smooth 
local frame Xl"'" X k for D near p by 

Xilq = (II*ID.)-l >lUi I . 
uX II(q) 

(19.5) 

The theorem will be proved if we can show that [Xi,Xj] = 0 for all i,j. 
First observe that Xi and %xi are II-related, because (19.5) implies 

that 

>l°i I = (II*IDq ) Xilq = II*Xil q· 
uX II(q) 

Therefore, by the naturality of Lie brackets, 

II* ([Xi, Xj]q) = [>l0 i' >l0 .] = O. 
uX uxJ II(q) 

Since [Xi, X j ] takes its values in D by involutivity, and II* is injective on 
each fiber of D, this implies that [Xi, Xj]q = 0 for each q, thus completing 
the proof. 0 
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As is often the case, embedded in the proof is a technique for finding inte­
gral manifolds. The idea is to use a coordinate projection to find commuting 
vector fields spanning the same distribution, and then use the technique of 
Example 18.7 to find a flat chart. Here is an example. 

Example 19.11. Let D C TIR3 be the distribution spanned by the vector 
fields 

000 
V = x ox + oy + x(y + 1) oz' 

o 0 
w= ox +Yoz' 

The computation of Example 4.14 showed that 

o 0 
[V, W] = - ox - y oz = - W, 

so D is involutive. Let us try to find a flat chart in a neighborhood of 
the origin. Since D is complementary to the span of %z, the coordinate 
projection II: 1R3 -+ 1R2 given by II(x, y, z) = (x, y) induces an isomorphism 
II* ID(x,y,z) : D(x,y,z) -+ T(x,y)1R2 for each (x, y, z) E 1R3. The proof of the 
Frobenius theorem shows that if we can find smooth local sections X, Y of D 
that are II-related to %x and %y, respectively, they will be commuting 
vector fields spanning D. It is easy to check that X, Y have this property 
if and only if they are of the form 

o 0 
X = ox + u(x, y, z) oz' 

o 0 
Y = oy + v(x, y, z) oz' 

for some smooth real-valued functions u, v. A bit of linear algebra shows 
that the vector fields 

o 0 
X = W = ox + y oz' 

o 0 
Y=V-xW= -+x-

oy oz' 

are of this form and span D. The flows of these vector fields are easily found 
by solving the two systems of ODEs. Sparing the details, we find that the 
flow of X is 

(l:t(x, y, z) = (x + t, y, z + ty), (19.6) 

and that of Y is 

f3t(x, y, z) = (x, y + t, z + tx). (19.7) 

Thus, by the procedure of Example 18.7, we can define the inverse 'lj; of our 
coordinate map by starting on the z-axis and flowing out along these two 
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U 

----... +------~---- -~-~-,.!----7 
I 
I 

-~--------~-~----------s 

Figure 19.4. The local structure of an integral manifold. 

flows in succession: 

7jJ(u , v, w) = (Xu 0 JJv(O, 0, w) = (Xu(O, v, z) = (U, v, z + uv) . 

The flat coordinates we seek are given by inverting the map (x , y , z) 
7jJ (u,v,w) = (u,v ,z+uv) , to yield 

(u,v,w) = 7jJ-l(X,y , Z) = (x,y ,z - xy). 

It follows that the integral manifolds of D are the level sets of w(x , y, z) = 
z - xy. (Since the flat chart we have constructed is actually a global chart 
in this case, this describes all of the integral manifolds, not just the ones 
near the origin.) 

o Exercise 19.3. Verify that the flows of X and Yare given by (19.6) and 
(19.7), respectively, and that the level sets of z - xy are integral manifolds 
of D. 

One important consequence of the Frobenius theorem is the following 
proposition, which will play an important role in the proof of the global 
version of the Frobenius theorem. 

Proposition 19.12 (Local Structure of Integral Manifolds). Let D 
be an involutive k-dimensional distribution on a smooth manifold M, and 
let (U, ip) be a fiat chart for D. If N is any integral manifold of D, then 
NnU is a countable disjoint union of open subsets of parallel k-dimensional 
slices of U, each of which is open in N and embedded in M. 

Proof. Because the inclusion map L: N,---+ M is continuous, NnU = (-l(U) 
is open in N, and thus consists of a countable disjoint union of connected 
components, each of which is open in N. 

Let V be any component of NnU (Figure 19.4). We will show first that V 
is contained in a single slice. Since dX k +1 , . . . ,dxn are local defining forms 
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for D, it follows that the restrictions of these I-forms to V are identically 
zero. Because V is connected, this implies that xk+1 , ... ,xn are all constant 
on V, so V lies in a single slice S. 

Because S is embedded in M, the inclusion map V y M is also smooth 
as a map into S by Corollary 8.25. The inclusion V y S is thus an injective 
immersion between manifolds of the same dimension, and therefore a local 
diffeomorphism, an open map, and a homeomorphism onto an open subset 
of S. The inclusion map V y M is a composition of the smooth embeddings 
V y S y M, so it is a smooth embedding. 0 

This local characterization of integral manifolds implies the following 
strengthening of our theorem about restricting the range of a smooth map. 
(This result will be used in Chapter 20.) 

Proposition 19.13. Suppose HeN is an integral manifold of an in­
volutive distribution D on N. If F: M ---+ N is a smooth map such that 
F(M) c H, then F is smooth as a map from M to H. 

Proof. Let p E M be arbitrary, and set q = F(p) E H. Let (yl, ... , yn) be 
flat coordinates for D on a neighborhood U of q. Choose smooth coordinates 
(Xi) for M on a connected neighborhood B of p such that F(B) C U. 
Writing the coordinate representation of F as 

(yl, ... , yn) = (F1(x), ... , Fn(x)), 

the fact that F(B) C H n U means that the coordinate functions 
F k+1 , ... , F n take on only count ably many values. Because B is connected, 
the intermediate value theorem implies that these coordinate functions are 
constant, and thus F(B) lies in a single slice. On this slice, (yl, ... , yk) 
are smooth coordinates for H, so F: N ---+ H has the local coordinate 
representation 

which is smooth. o 

Applications to Partial Differential Equations 

In the next chapter the Frobenius theorem will playa key role in our study 
of Lie subgroups. In this chapter we concentrate on some applications to 
the study of partial differential equations (PDEs). 

Our first application is not really so much an application as a simple 
rephrasing of the theorem. Because explicitly finding integral manifolds 
boils down to solving a system of PDEs, we can interpret the Frobenius 
theorem as an existence and uniqueness theorem for such systems. 

Suppose I ~ k ~ n-I, and (Y/) is an n x k matrix of smooth real-valued 
functions defined on an open subset U C ]Rn. Consider the following system 
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of equations for a function u E COO(U): 

I8u n8u 
YI - + ... + YI - = 0, 

8xI 8xn 

(19.8) 

I8u n8u 
Yk 8xI + ... + Yk 8xn = O. 

This is a homogeneous linear first-order system of PDEs. (Homogeneous 
means that the right-hand sides are all zero; linear means that the left-hand 
sides depend linearly on u; and first-order means that the equations involve 
only first derivatives of u.) If k > 1, it is also overdetermined, meaning 
that there are more equations than unknown functions. In general, overde­
termined systems have solutions only if they satisfy certain compatibility 
conditions; in this case, involutivity is the key. (Note that the case k = 1 
is covered by the result of Problem 17-12.) 

Letting Yi denote the vector field Y/8/8x j , (19.8) can be written more 
succinctly as 

YIU=···=YkU=O. 

To avoid equations that are either redundant or self-contradictory, we will 
assume that the matrix (Y/) has rank k at each point of U, or equivalently 
that the vector fields YI , ... , Yk are independent. Clearly, any constant 
function is a solution to (19.8), so the interesting question is whether there 
are nonconstant solutions, and if so how many there are. 

Proposition 19.14. Suppose YI , ... , Yk are smooth independent vector 
fields on an open subset U c lRn. Then the following are equivalent: 

(a) For each Xo E U, there exist a neighborhood V of Xo in U and n - k 
smooth solutions to (19.8) whose differentials are independent at each 
point of V. 

(b) The distribution spanned by YI , ... ,Yk is involutive. 

Proof. Let D denote the distribution spanned by YI , ... , Yk . If there are 
n - k smooth solutions u l , ... ,un - k with independent differentials on some 
open set V, then the map (u l , ..• ,un - k ) : V --+ lRn - k is a submersion whose 
level sets are integral manifolds of D, which implies that D is involutive 
on V. Conversely, suppose D is involutive, and let (VI, ... , vn ) be any 
flat coordinates for D on an open set V C U. Then the coordinate func­
tions (vk+ I , ... , vn ) are solutions to (19.8) on V whose differentials are 
independent at each point. 0 

The next proposition gives a form of local uniqueness for (19.8). 

Proposition 19.15. Let Yl, ... , Yk be as above, and suppose 
(u l , ... ,un- k ) are any smooth solutions to (19.8) on an open subset 
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v c U with independent differentials at each point of V. Then each point 
of V has a neighborhood on which the most general solution to (19.8) is 
any function of the form u(x) = g(u1(x), ... , un-k(x)) for an arbitrary 
smooth real-valued function g of n - k variables. 

Proof. As in the preceding proof, let D be the distribution spanned by 
Y1 , ... , Yk. Near any point Xo E V, we can choose functions yl, ... , yk 
such that (yl, ... , yk, ul, ... ,un- k ) are smooth coordinates for ~n on a 
neighborhood W of Xo. By shrinking W if necessary, we may assume that 
its image is an open rectangle in ~n. Since both D and span(oloyi) are 
characterized by the simultaneous vanishing of du1, ... ,dun- k at each point 
of W, it follows that this coordinate chart is fiat for D. In these coordinates, 
if g is any smooth real-valued function of (yl, ... ,yk, u1, ... ,un- k ) defined 
on W, then 

g is a solution to (19.8) 

¢=::} dgpl Dp = ° for each pEW 

¢=::} ogloyi = 0, i = 1, ... , k 

¢=::} g is independent of (yl, ... ,yk) 

¢=::} g is a function of (u1, ... ,un - k ). 

Example 19.16. Consider the system 

au au au 
x ax + oy + x(y + 1) oz = 0, 

au au 
ax +y oz = 0, 

D 

of PDEs for a real-valued function u(x,y,z). This can be rewritten as 
Vu = Wu = 0, where V and Ware the vector fields of Example 19.11. Be­
cause the distribution spanned by V and W is involutive, Proposition 19.14 
implies that near each point of ~n there is a smooth solution with nonva­
nishing differential. In fact, the computation in that example shows that 
the solutions are precisely the functions of the form u(x, y, z) = g(z - xy) 
for any smooth real-valued function g of one variable. 

Our next application of the Frobenius theorem to PDE theory is more 
substantial. We introduce it first in the case of a single real-valued func­
tion f(x, y) of two independent variables, in which case the notation is 
considerably simpler. 

Suppose we seek a solution f to the system 

of 
ax (x, y) = (l(x, y, f(x, y)), 

of 
oy (x, y) = (3(x, y, f(x, y)), 

(19.9) 
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where a and (3 are smooth real-valued functions defined on some open 
subset U c ]R3. This is an overdetermined system of (possibly nonlinear) 
first-order partial differential equations. (In fact, almost any pair of smooth 
first-order partial differential equations for one unknown function can be 
put into this form, at least locally, simply by solving the two equations for 
of lax and of lay. Whether this can be done in principle is a question that 
is completely answered by the implicit function theorem; whether it can be 
done in practice depends on the specific equations and how clever you are.) 

To determine the necessary conditions that a and (3 must satisfy for 
solvability of (19.9), assume that f is a smooth solution on some open set 
in ]R2. Because 02 f loxoy = 02 f loyox, (19.9) implies 

a a 
oy (a(x, y, f(x, y))) = ax ((3(x, y, f(x, y))) 

and therefore by the chain rule 

oa oa 0(3 0(3 
oy + (3 oz = ax + a oz· (19.10) 

This is true at any point (x, y, z) E U, provided there is a smooth solution 
f with f(x,y) = z. In particular, (19.10) is a necessary condition for (19.9) 
to have a solution in a neighborhood of any point (xo, Yo) with arbitrary 
initial value f(xo, Yo) = zoo Using the Frobenius theorem, we can show that 
this condition is sufficient. 

Proposition 19.17. Suppose a and (3 are smooth real-valued functions 
defined on some open set U C ]R3 and satisfying (19.10) there. For any 
(xo, Yo, zo) E U, there are a neighborhood V of (:.co, Yo) in]R2 and a unique 
smooth function f: V -+ ]R satisfying (19.9) and f(xo, Yo) = zoo 

Proof. The idea of the proof is that the system (19.9) determines the partial 
derivatives of f in terms of its values, and therefore determines the tangent 
plane to the graph of f at each point in terms of the coordinates of the 
point on the graph. This collection of tangent planes defines a smooth 2-
dimensional distribution on U (Figure 19.5), and (19.10) is equivalent to 
the involutivity condition for this distribution. 

If there were a solution f on an open set V C ]R2, the map F: V -+ U 
given by 

F(x,y) = (x,y,f(x,y)) 

would be a diffeomorphism onto the graph f(f) c V x R At any point 
p = F(x, y), the tangent space Tpf(f) is spanned by the vectors 

01 olaf 01 F* "!1 ="!1 + "!1(x,y) oz ' 
uX (x,y) uX p uX p 

01 olaf 01 F* {) . = {) + {)(x,y) {) . 
y (X,y) Y p Y z p 

(19.11) 
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z u 

z = f(x,y) 

x 

Figure 19.5. Solving for f by finding its graph. 

The system (19.9) is satisfied if and only if 

F* !I = : I +a(x,y,f(x,y)): I ' 
(x,y) x p z p 

F* : I = aa I + {3(x, y, f(x, y)) aa I . 
y (x,y) y p z p 

(19.12) 

Let X and Y be the vector fields 

a a 
X = ax + a(x, y, z) az' 

a a 
Y = ay +{3(x,y,z)az' 

(19.13) 

on U, and let D be the distribution on U spanned by X and Y. A little 
linear algebra will convince you that (19.12) holds if and only if r(f) is an 
integral manifold of D. A straightforward computation using (19.10) shows 
that [X, YJ == 0, so given any point p = (xo, Yo, zo) E U, there is an integral 
manifold N of D containing p. Let <1>: W -t lR be a defining function for 
N on some neighborhood W of p; for example, we could take <I> to be the 
third coordinate function in a flat chart. The tangent space to N at each 
point pEN (namely Dp) is equal to the kernel of <1>*: TplR3 -t TpR Since 
ajazlp rt Dp at any point p, this implies that a<l>jaz =f. 0 at p, so by the 
implicit function theorem N is the graph of a smooth function z = f(x, y) 
in some neighborhood of p. You can verify easily that f is a solution to the 
problem. Uniqueness follows immediately from Proposition 19.12. 0 

As in several cases we have seen before, the proof of Proposition 19.17 
actually contains a procedure for finding solutions to (19.9): Find flat co­
ordinates (u, v, w) for the distribution spanned by the vector fields X and 
Y defined by (19.13), and solve the equation w = constant for z = f(x, y). 
Some examples are given in Problem 19-10. 
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There is a straightforward generalization of this result to higher dimen­
sions. The general statement of the theorem is a bit complicated, but 
verifying the necessary conditions in specific examples usually just amounts 
to computing mixed partial derivatives and applying the chain rule. 

Proposition 19.18. Suppose U is an open subset ofRn x Rm , and a = 
(a;) : U -+ M( m x n, R) is a smooth matrix-valued function satisfying 

aa; I aa; aa~ I aa~ 
axk + ak az1 = ax j + a j az1 for all i, j, k, 

where we denote a point in IRn x IRm by (x,z) = (x1, ... ,xn,zl, ... ,zm). 
For any (xo, zo) E U, there is a neighborhood V of Xo in IRn and a unique 
smooth map f: V -+ IRm such that f(xo) = Zo and the Jacobian of f 
satisfies 

afi ( 1 n) i ( 1 n fl( ) fmc )) axj x, ... , x = aj x , ... , x, x, ... , x. 

<> Exercise 19.4. Prove Proposition 19.18. 

Foliations 

When we put together all the maximal integral manifolds of a k-dimensional 
involutive distribution D, we obtain a decomposition of Minto k­
dimensional submanifolds that "fit together" locally like the slices in a 
flat chart. 

We define a foliation of dimension k on an n-manifold M to be a collection 
of disjoint, connected, immersed k-dimensional submanifolds of M (called 
the leaves of the foliation) whose union is M and such that in a neighbor­
hood of each point p E M there is a smooth chart (U, cp) with the property 
that cp(U) is a product of connected open sets U' x U" C IRk X IRn-k, and 
each leaf of the foliation intersects U in either the empty set or a countable 
union of k-dimensional slices of the form x k+1 = ck+1, ... , xn = cn . (Such 
a chart is called a fiat chart for the foliation.) 

Example 19.19 (Foliations). 

(a) The collection of all k-dimensional affine subspaces of IRn parallel to 
IRk is a k-dimensional foliation of IRn. 

(b) The collection of all open rays of the form {Axo : ). > O} is a 1-
dimensional foliation of IRn " {O}. 

( c ) The collection of all spheres centered at 0 is an (n - 1 )-dimensional 
foliation of IRn " {O}. 

(d) If M and N are connected smooth manifolds, the collection of subsets 
of the form {q} x N as q ranges over M forms a foliation of M x N, 
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(a) (b) (c) 

Figure 19.6. Foliations of the torus. 

z 

y y 

(a) (b) 

Figure 19.7. Foliations of]R2 and ]R3. 

each of whose leaves is diffeomorphic to N. For example, the collection 
of all circles of the form §1 x {q} C ']['2 for q E §1 yields a foliation of 
the torus ']['2 (Figure I9.6( a)). A different foliation of ']['2 is given by 
the collection of circles of the form {p} x §1 (Figure I9.6(b)). 

( e) If a is a fixed irrational number, the images of all curves of the form 

"fo(t) = (eit,ei(ntH)) 

as () ranges over JR form a I-dimensional foliation of the torus in which 
each leaf is dense (Figure I9.6(c)). (See Example 7.3 and Problem 
7-3.) 

(f) The collection of connected components of the curves in the (y, z)­
plane defined by the following equations is a foliation of JR2 (Figure 
I9.7(a)): 
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z = secy + c, 

y = (k + ~ )Jr, 
c E lR; 

k E 7L. 

(g) If we rotate the curves of the previous example around the z-axis, 
we obtain a 2-dimensional foliation of lR3 in which some of the leaves 
are diffeomorphic to disks and some are diffeomorphic to cylinders 
(Figure 19.7(b)). 

The main fact about foliations is that they are in one-to-one correspon­
dence with involutive distributions. One direction, expressed in the next 
lemma, is an easy consequence of the definition. 

Lemma 19.20. Let:r be a foliation on a smooth manifold M. The collec­
tion of tangent spaces to the leaves of:r forms an involutive distribution on 
M. 

o Exercise 19.5. Prove Lemma 19.20. 

The Frobenius theorem allows us to conclude the following converse, 
which is much more profound. By the way, it is worth noting that this result 
is one of the two primary reasons why the notion of immersed submanifold 
has been defined. (The other is for the study of Lie subgroups.) 

Theorem 19.21 (Global Frobenius Theorem). Let D be an involu­
tive distribution on a smooth manifold M. The collection of all maximal 
connected integral manifolds of D forms a foliation of M. 

The theorem will be an easy consequence of the following lemma. 

Lemma 19.22. Suppose D c T M is an involutive distribution, and let 
{Na}aEA be any collection of connected integral manifolds of D with a point 
in common. Then N = Ua Nahas a unique smooth manifold structure 
making it into a connected integral manifold of D in which each N a is an 
open submanifold. 

Proof. Define a topology on N by declaring a subset U c N to be open 
if and only if un Na is open in Na for each 0'. It is easy to check that 
this is a topology. To prove that each N a is open in N, we need to show 
that Na n N(3 is open in N{:J for each (3. Let q E Na n N(3 be arbitrary, and 
choose a flat chart for D on a neighborhood W of q (Figure 19.8). Let Va, 
V(3 denote the components of Nan Wand N (3 n W, respectively, containing 
q. By Lemma 19.12, Va and V/3 are open subsets of single slices with the 
subspace topology, and since both contain q, they both must lie in the same 
slice S. Thus Va n V(3 is open in S and also in both N a and N (3. Since each 
q E No. n N/3 has a neighborhood in N/3 contained in the intersection, it 
follows that Na n N(3 is open in N(3, as claimed. Clearly, this is the unique 
topology on N with the property that each Na is a subspace of N. 

With this topology, N is locally Euclidean of dimension k, because each 
point q E N has a coordinate neighborhood V in some No., and V is an 
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Figure 19.8. A union of integral manifolds. 

open subset of N because No. is open in N. Moreover, the inclusion map 
N y M is continuous: For any open subset U eM, U n N is open in N 
because Un No. is open in No. for each CY. 

To see that N is Hausdorff, let q, q' E N be given. There are disjoint 
open sets U, U' c M containing q and q', respectively, and then (because 
inclusion Ny M is continuous) NnU and NnU' are disjoint open subsets 
of N containing q. 

Next we show that N is second countable. Let p be a point that lies 
on No. for each CY . We can cover M with count ably many fiat charts for 
D , say {Wd. It suffices to show that N n Wi is contained in a countable 
union of slices for each i , because any open subset of a single slice is second 
countable. 

Suppose Wk is one of these fiat charts and B C Wk is a slice containing 
a point q EN. There is some connected integral manifold No. containing p 
and q. Because connected manifolds are path connected, there is a continu­
ous path T [0,1] -+ No. connecting p and q. Since ,),[0,1] is compact, there 
exist finitely many numbers 0 = to < tl < .. . < tm = 1 such that ')'[tj - l, tj] 
is contained in one of the fiat charts Wij for each j. Since ')'[tj-l , tj] is con­
nected, it is contained in a single component of W i j n No. and therefore in 
a single slice Bi] C Wij . 

Let us say that a slice B of some W k is accessible from p if there is 
a finite sequence of indices io, . .. , im and for each i j a slice Bij c Wi] 
with the properties that p E BiD, Bim = B, and Bi] n Bij+l =f. 0 for each 
j (Figure 19.9). The discussion in the preceding paragraph showed that 
every slice that contains a point of N is accessible from p. To complete the 
proof of second countability, we just note that each Bi j is itself an integral 
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Figure 19.9. A slice S accessible from p. 

manifold, and therefore it meets at most countably many slices of Wij+l by 
Proposition 19.12; thus there are only countably many slices accessible from 
p. Therefore, N is a topological manifold of dimension k. It is connected 
because it is a union of connected subspaces with a point in common. 

To construct a smooth structure on N, we define an atlas consisting of all 
charts of the form (SnN, 'IjJ), where 5 is a single slice of some flat chart, and 
'IjJ: 5 -+ ]Rk is the map whose coordinate representation is projection onto 
the first k coordinates: 'IjJ (xl, ... , xn) = (xl, ... , xk). Because any slice is 
an embedded submanifold, its smooth structure is uniquely determined, 
and thus whenever two such slices S, S' overlap the transition map 'IjJ' 0 'IjJ 
is smooth. 

With respect to this smooth structure, the inclusion map N '--+ M is 
an immersion (because it is a smooth embedding on each slice), and the 
tangent space to N at each point q E N is equal to Dq (because this is true 
for slices). The smooth structure is the unique one such that the inclusion 
N,--+ M is an immersion, by the result of Problem 8-12(a). D 

Proof of the global Frobenius theorem. For each p E M, let Lp be the union 
of all connected integral manifolds of D containing p. By the preceding 
lemma, Lp is a connected integral manifold of D containing p, and it is 
clearly maximal. If any two such maximal integral manifolds Lp and Lp' 
intersect, their union Lp U Lp' is an integral manifold containing both p 
and p', so by maximality Lp = Lp'. Thus the various maximal integral 
manifolds are either disjoint or identical. 

If (U, <p) is any flat chart for D, then Lp n U is a countable union of open 
subsets of slices by Proposition 19.12. For any such slice 5, if Lp n 5 is 
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neither empty nor all of S, then Lp U S is a connected integral manifold 
properly containing Lp, which contradicts the maximality of Lp. Therefore, 
Lp n U is precisely a countable union of slices, so the collection {Lp : p E M} 
is the desired foliation. 0 

Problems 

19-1. Let M be a smooth n-manifold. An ideal 'J c A*(M) is called a 
Pfaffian system if for some k ::; n, 'J is locally generated by n - k 
independent I-forms, in the following sense: There exist open sets 
{UoJ"'EA covering M, and for each a E A there exist n - k inde­
pendent smooth I-forms w;, ... ,w~-k on U"" such that an element 
TJ E A * (M) is in 'J if and only if for each a E A, the restriction of TJ 
to U'" is of the form 

n-k 

TJluQ = L w~ A (3~ 
i=l 

for some (3;, ... ,(3~-k E A*(U",). Show that an ideal 'J c A*(M) is a 
Pfaffian system if and only if there is a smooth distribution D on M 
such that 'J = 'J(D). 

19-2. Let D be a smooth k-dimensional distribution on a smooth n­
manifold M, and suppose WI, ... , wn - k are smooth local defining 
forms for D on an open set U C M. Show that D is involutive on U 
if and only if the following identity holds for each i = 1, ... ,n - k: 

dw i AWl A··· Awn - k = o. 
19-3. Let D c T M be a smooth distribution, and let 1J(M) c 'J(M) denote 

the space of smooth global sections of D. Show that D is involutive 
if and only if 1J(M) is a Lie subalgebra of 'J(M). 

19-4. If H is an integral manifold of an involutive distribution on N, and 
"(: J -+ N is a smooth curve whose image lies in H, show that ,'(t) 
is in Ty(t)H c Ty(t)N for all t E J. [Remark: Compare this to the 
result of Problem 8-14.J 

19-5. Let w be a smooth I-form on a smooth manifold M. A smooth positive 
function f.l on some open subset U c M is called an integrating factor 
for w if f.lW is exact on U. 

(a) If w is nowhere-vanishing, show that w admits an integrating 
factor in a neighborhood of each point if and only if dw A w = o. 

(b) If dim M = 2, show that every nonvanishing smooth I-form 
admits an integrating factor in a neighborhood of each point. 
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19-6. Let U C ]R3 be the subset where all three coordinates are positive, 
and let D be the distribution on U spanned by the vector fields 

a a a a 
x = y- - Z-, Y = z- - x-. 

az ay ax az 

Find an explicit (global) flat chart for D on U. 

19-7. Let D be the distribution on ]R3 spanned by 

a a 
x = ax +yz az' 

a 
y= ay· 

(a) Find an integral submanifold of D passing through the origin. 
(b) Is D involutive? Explain your answer in light of part (a). 

19-8. Consider the following system of PDEs for u E c oo (]R3): 

2au au 
-2z - +2x- = 0, 

ax az 
2au au 

-3z - + 2y- = o. 
ay az 

(a) Suppose (xo, Yo, zo) is a point in ]R3 with Zo -I- O. Deter­
mine whether this system of equations has a solution with 
nonvanishing differential in a neighborhood of (xo, Yo, zo). 

(b) Can you say anything about the existence or nonexistence of 
nonconstant solutions in a neighborhood of a point (xo, Yo, O)? 

19-9. Consider the following system of PDEs for f E COO(]R4): 

af 2 af (l 2 3) af _ 
axl + x ax3 + 2 x + x x ax4 - 0, 

af 1 af (2 1 .3) af _ 
ax2 - x ax3 + 2 x - X;" ax4 - o. 

(a) Show that there do not exist two solutions p, f2 with 
independent differentials on any open subset of ]R4. 

(b) Show that there exists a solution with nonvanishing differential 
in a neighborhood of any point. 

19-10. Of the systems of partial differential equations below, determine 
which ones have solutions z(x, y) (or, for part (c), z(x, y) and w(x, y)) 
in a neighborhood of the origin for arbitrary positive values of z(O, 0) 
(respectively, z(O, 0) and w(O, 0)). 

az 
(a) ax = z cos y; 

(b) az = eXz • 

ax ' 
az 

(c) ax = z; 

az 
ay = -zlogztany. 

az _ yz 
ay - xe . 

az aw aw 
-=w· -=w· ay , ax ' ay = z. 
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19-11. Show that the local uniqueness property of Proposition 19.15 cannot 
be strengthened to global uniqueness in general, by considering the 
partial differential equation au/ax = 0 on the set U = {(x, y) E 1R2 : 

x> 0, 1 < x 2 + y2 < 4}. 

(a) Show that each point p E U has a neighborhood on which every 
smooth solution is a function of y alone. 

(b) Show that there is a solution on all of U that is not a function 
of y alone. 

19-12. Let D be an involutive distribution on a smooth manifold M, and 
let N be a connected integral manifold of D. If N is a closed subset 
of M, show that N is a maximal connected integral manifold and is 
therefore a leaf of the foliation determined by D. 

19-13. If F: M ---+ N is a submersion, show that the connected components 
of the level sets of F form a foliation of M. 

19-14. If G is a connected Lie group acting smoothly, freely, and properly 
on a smooth manifold M, show that the orbits of G form a foliation 
of M. Give a counterexample to show that the conclusion is false if 
the action is not free. 

19-15. Suppose (M, w) is a symplectic manifold and SCM is a coisotropic 
submanifold. An immersed submanifold N C S is said to be char­
acteristic if TpN = (TpS)1- for each pES. Show that the set of 
connected characteristic submanifolds of S forms a foliation of S, 
whose dimension is equal to the co dimension of S in M. 



20 
Lie Groups and Their Lie Algebras 

In this chapter we apply the tools developed in Chapters 17-19 (flows, Lie 
derivatives, and foliations) to delve deeper into the relationships between 
Lie groups and Lie algebras. 

In the first section we define one-parameter subgroups, which are just 
Lie group homomorphisms from JR, and show that there is a one-to-one 
correspondence between elements of Lie(G) and one-parameter subgroups 
of G. Next we introduce the exponential map, which is a canonical smooth 
map from the Lie algebra into the group. We give two applications of the 
exponential map: First, we use it to prove the closed subgroup theorem, 
which says that every topologically closed subgroup of a Lie group is ac­
tually an embedded Lie subgroup; and second, we use it to analyze the 
relationship between the adjoint representation of a Lie group and that of 
its Lie algebra. 

Then we use the Frobenius theorem to show that every Lie subalgebra 
of Lie(G) corresponds to some Lie subgroup of G, and apply this to show 
that every Lie algebra homomorphism from Lie(G) to Lie(H) is induced 
by some Lie group homomorphism. 

The culmination of the chapter is a description of the fundamental cor­
respondence between Lie groups and Lie algebras: There is a one-to-one 
correspondence (up to isomorphism) between finite-dimensional Lie alge­
bras and simply connected Lie groups, and all of the connected Lie groups 
with a given Lie algebra are quotients of the simply connected one by 
discrete central subgroups. 



One-Parameter Subgroups 519 

One-Parameter Subgroups 

Suppose G is a Lie group. If () is the flow of a left-invariant vector field 
X E Lie( G), one might reasonably expect to find some relationship between 
the group law satisfied by () and the group multiplication in G. We begin 
by exploring this relationship. 

Left-invariance of X means that X is Lg-related to itself for every 9 E G, 
so Lemma 18.4 implies that 

(20.1) 

on the domain of (}t. In particular, for the integral curve (}(e) starting at 
the identity, this implies 

(}(e)(s)(}(e)(t) = L()(e)(s)(}t(e) = (}t (L()(e)(s) (e)) = (}t ((}(e) (s)) 

= (}t ((}s(e)) = (}t+s(e) = (}(e)(t + s), 
(20.2) 

at least where both sides are defined. If (}(e) is defined for all t E JR, what 
we have shown is precisely that (}(e): JR --+ G is a Lie group homomorphism. 
In fact, as the next lemma shows, this is always the case, because every 
integral curve of X is defined for all time. 

Lemma 20.1. Every left-invariant vector field on a Lie group is complete. 

Proof. Let G be a Lie group, let X E Lie(G), and let () denote the flow 
of X. Suppose some maximal integral curve (}(g) is defined on an interval 
(a, b) c JR, and assume that b < 00. (The case a > -00 is handled similarly.) 
We will use left-invariance to define an integral curve on a slightly larger 
interval. 

Observe that the integral curve (}(e) starting at the identity is defined at 
least on some interval (-c, c) for c > O. Choose some c E (b - c, b), and 
define a new curve "(: (a, c + c) --+ G by 

t E (a,b), "((t) = {(}(g)(t), 
L()(g)(c) ((}(e)(t - c)), t E (c - c, c + c). 

(See Figure 20.1.) By (20.1), when t E (a, b) n (c - c, c + c), we have 

L()(g)(c) ((}(e)(t - c)) = L()(g) (c) ((}t-c(e)) = (}t-c (L()(g) (c) (e)) 

= (}t-c ((}c(g)) = (}t(g) = (}(g) (t), 

so the two definitions of"( agree where they overlap. 
Now, "( is clearly an integral curve of X on (a, b), and for to E (c-c, c+c) 

we use left-invariance of X to compute 

"('(to) = :tlt=to L()(g) (c) ((}(e)(t-c)) = (L()(g)(c)L !It=to (}(e)(t-c) 

= (L()(g)(c»)* X()(e) (to-c) = X')'(to)· 
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Figure 20.1. Proof that left-invariant vector fields are complete. 

Thus'Y is an integral curve of X defined for t E (a, c+c). Since c+c > b, this 
contradicts the assumption that (a, b) was the maximal domain of ()(g). D 

We define a one-parameter subgroup of G to be a Lie group homomor­
phism F: lR -+ G. Notice that by this definition, a one-parameter subgroup 
is not a Lie subgroup of G, but rather a homomorphism into G. (However, 
the image of a one-parameter subgroup is a Lie subgroup; see Problem 
20-5. ) 

We saw above that the integral curve of every left-invariant vector field 
starting at the identity is a one-parameter subgroup. The main result of 
this section is that all one-parameter subgroups are obtained in this way. 

Theorem 20.2. Let G be a Lie group. The one-parameter subgroups of G 
are precisely the integral curves of left-invariant vector fields starting at the 
identity. Thus there are one-to-one correspondences 

{one-parameter subgroup8 of G} +------+ Lie( G) +------+ TeG. 

A one-parameter subgroup is uniquely determined by its initial tangent 
vector in Te G . 

Proof. Let F: lR -+ G be a one-parameter subgroup, and let X = 

F*(djdt) E Lie(G), where we think of djdt as a left-invariant vector field 
on R To prove the theorem, it suffices to show that F is an integral curve 
of X. Recall that F*(djdt) is defined as the unique left-invariant vector 
field on G that is F-related to djdt (see Theorem 4.25). Therefore, for any 
to E JR, 

F'(to) = F* :t Ito = XF(to)' 

so F is an integral curve of X. D 

Given X E Lie(G), we will call the one-parameter subgroup determined 
in this way the one-parameter subgroup generated by X. 

The one-parameter subgroups of the general linear group are not hard 
to compute explicitly. 
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Proposition 20.3. For any A E g[(n, lR), let 

A L001k 12 e = -A =1 +A+-A + ... k! n 2 . 
k=O 

(20.3) 

This series converges to an invertible matrix eA E GL(n, lR), and the one­
parameter subgroup of GL(n,lR) generated by A E g[(n,lR) is F(t) = etA. 

Proof. First we verify convergence. From Exercise A.56, matrix multipli­
cation satisfies IABI :s; IAIIBI, where the norm is the Euclidean norm on 
g[(n, lR) under its obvious identification with lRn2 • It follows by induction 
that [Ak[ :s; IAlk. The Weierstrass M-test shows that (20.3) converges uni­
formly on any bounded subset of g[(n, lR) (by comparison with the series 
Lk(ljk!)ck = eC ). 

Fix A E g[(n, lR). The one-parameter subgroup generated by A is an 
integral curve of the left-invariant vector field A on GL(n, lR), and therefore 
satisfies the ODE initial value problem 

F'(t) = AF(t), 

F(O) = In. 

U sing formula (4.11) for A, the condition for F to be an integral curve can 
be rewritten as 

(FIJ' (t) = F](t)A1, 

or in matrix notation 

F' (t) = F(t)A. 

We will show that F(t) = etA satisfies this eq~ation. Since F(O) = In, this 
implies that F is the unique integral curve of A starting at the identity and 
is therefore the desired one-parameter subgroup. 

To see that F is differentiable, we note that differentiating the series 
(20.3) formally term by term yields the result 

00 k ( 00 1 ) F'(t) = L _tk- 1 Ak = L tk- 1 Ak- 1 A = F(t)A 
k=l k! k=l (k - I)! . 

Since the differentiated series converges uniformly on bounded sets (because 
apart from the additional factor of A, it is the same series!), the term-by­
term differentiation is justified. A similar computation shows that F' (t) = 
AF(t). By smoothness of solutions to ODEs, F is a smooth curve. 

It remains only to show that F(t) is invertible for all t, so that Factually 
takes its values in GL(n, lR). If we let cy(t) = F(t)F( -t) = etAe-tA , then 
CY is a smooth curve in g[(n,lR), and by the previous computation and the 
product rule it satisfies 

CY'(t) = (F(t)A)F( -t) - F(t)(AF( -t)) = O. 
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Therefore, a is the constant curve a(t) == a(O) = In, which is to say that 
F(t)F( -t) = In. Substituting -t for t, we obtain F( -t)F(t) = In, which 
shows that F(t) is invertible and F(t)-l = F( -t). 0 

Next we would like to compute the one-parameter subgroups of sub­
groups of GL(n, lR), such as O(n). To do so, we need the following 
result. 

Proposition 20.4. Suppose H c e is a Lie subgroup. The one-parameter 
subgroups of H are precisely those one-parameter subgroups of e whose 
initial tangent vectors lie in TeH. 

Proof. Let F: lR -+ H be a one-parameter subgroup. Then the composite 
map 

is a Lie group homomorphism and thus a one-parameter subgroup of e, 
which clearly satisfies F'(O) E TeH. 

Conversely, suppose F: lR -+ Q is a one-parameter subgroup whose initial 
tangent vector lies in TeH. Let F: lR -+ H be the one-parameter subgroup 
of H with the same initial tangent vector F'(O) = F'(O) E TeH c Tee. As 
in the precedi~g paragraph, by composing with the inclusion m~, we can 
also consider F as a one-parameter subgroup of e. Since F and F are both 
one-parameter subgroups of e with the same initial tangent vector, they 
must be equal. 0 

Example 20.5. If H is a Lie subgroup of GL(n, lR), the preceding propo­
sition shows that the one-parameter subgroups of H are precisely the maps 
of the form F(t) = etA for A E I), where I) C g[(n, lR) is the subalge­
bra corresponding to Lie(H) as in Proposition 8.38. For example, taking 
H = O(n), this shows that the exponential of any skew-symmetric matrix 
is orthogonal. 

The Exponential Map 

In the preceding section we saw that the matrix exponential maps g[(n, lR) 
to GL( n, lR) and takes each line through the origin to a one-parameter 
subgroup. This has a powerful generalization to arbitrary Lie groups. 

Given a Lie group e with Lie algebra g, define a map exp: 9 -+ e, called 
the exponential map of e, by letting expX = F(l), where F is the one­
parameter subgroup generated by X, or equivalently the integral curve of 
X starting at the identity (Figure 20.2). 

Example 20.6. The results of the preceding section show that the expo­
nential map of GL( n, lR) (or any Lie subgroup of it) is given by exp A = eA. 
This, obviously, is the reason for the term exponential map. 
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Figure 20.2. The exponential map. 

Example 20.7. If V is a finite-dimensional real vector space, a choice of 
basis for V yields isomorphisms GL(V) ~ GL(n,JR.) and g[(V) ~ g[(n, JR.). 
The analysis of the GL(n, JR.) case then shows that the exponential map of 
GL(V) can be written in the form 

00 1 
expA = L k!Ak, 

k=O 

(20.4) 

where we consider A E g(V) as a linear map from V to itself, and Ak = 
A 0 ... 0 A is the k-fold composition of A with itself. 

Proposition 20.8 (Properties of the Exponential Map). Let G be 
a Lie group and let 9 be its Lie algebra. 

( a) The exponential map is a smooth map from g to G. 

(b) For any X E g, F(t) = exptX is the one-parameter subgroup of G 
generated by X. 

(c) For any X E g, exp(s + t)X = expsX exptX. 

(d) The push forward exp*: Tog ---+ TeG is the identity map, under the 
canonical identifications of both Tog and TeG with 9 itself. 

( e) The exponential map restricts to a diffeomorphism from some 
neighborhood of 0 in 9 to a neighborhood of e in G. 

(1) If H is another Lie group and IJ is its Lie algebra, for any Lie group 
homomorphism F: G ---+ H, the following diagram commutes: 

F* h g--.) 

exp ! ! exp 

G-pH. (20.5) 

(g) The flow () of a left-invariant vector field X is given by ()t = Rexp tX 

(right multiplication by exp tX). 
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'::'(e,X) 

G X g_ 

Figure 20.3. Proof that the exponential map is smooth. 

Proof. In this proof, for any X E 9 we let e(X) denote the flow of X. To 

prove (a), we need to show that the expression e~~)(l) depends smoothly 
on X, which amounts to showing that the flow varies smoothly as the vector 
field varies. This is a situation not covered by the fundamental theorem on 
flows, but we can reduce it to that theorem by the following simple trick. 
Define a smooth vector field :=: on the product manifold G x 9 by 

:=:(g,X) = (Xg, 0) E TgG EB Txg ~ T(g,x)(G x g). 

(See Figure 20.3.) It is easy to verify that the flow 8 of :=: is given by 

8 t (g,X) = (e(X)(t,g),X). 

By the fundamental theorem on flows, 8 is a smooth map. Since exp X = 

7f1 (81 (e, X)), where 7f1 : G x 9 -+ G is the projection, it follows that exp is 
smooth. 

Since the one-parameter subgroup generated by X is equal to the integral 
curve of X starting at e, to prove (b) it suffices to show that exp tX = 
e~~)(t), or in other words that 

e~:l)(l) = e~~)(t). (20.6) 

In fact, we will prove that for all s, t E JR., 

e~:l)(s) = e~~)(st), (20.7) 
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which clearly implies (20.6). 
To prove (20.7), fix t E R and define a smooth curve T R -+ G by 

By the chain rule, 

so"( is an integral curve ofthe vector field tX. Since "((0) = e, by uniqueness 

of integral curves we must have "((s) = Bi:~)(s), which is (20.7). This proves 
(b). 

Next, (c) follows immediately from (b), because t H exptX is a group 
homomorphism. 

To prove (d), let X E 9 be arbitrary, and let a: R -+ 9 be the curve 
a(t) = tX. Then a'(O) = X, and (b) implies 

exp* X = exp* a' (0) = (exp oa)' (0) = dd I exp tX = x. 
t t=O 

Part (e) then follows immediately from (d) and the inverse function 
theorem. 

Next, to prove (f) we need to show that exp(F*X) = F(expX) for every 
X E g. In fact, we will show that for all t E R, 

exp(tF*X) = F(exptX). 

The left-hand side is, by (b), the one-parameter subgroup generated by 
F*X. Thus if we put a(t) = F(exptX), it suffices to show that a: R -+ H 
is a group homomorphism satisfying a'(O) = F*X. We compute 

and 

a'(O) = dd I F(exptX) = F* dd I exptX = F*X 
t t=O t t=O 

a(s + t) = F(exp(s + t)X) 
= F(expsX exptX) 
= F(expsX)F(exptX) 

= a(s)a(t). 

(by (c)) 

(since F is a homomorphism) 

Finally, to show that (B(x))t = RexptX, we use part (b) and (20.1) to 
show that for any g E G, 

Rexptx(g) = 9 exptX = Lg(exptX) = Lg ((B(x))t (e)) 

= (B(x))t (Lg(e)) = (B(x))t (g). D 
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The Closed Subgroup Theorem 

One of the most powerful applications of the exponential map is to show 
that every closed subgroup of a Lie group is actually an embedded Lie sub­
group. For example, this theorem allows us to strengthen the homogeneous 
space construction theorem (Theorem 9.22), because we need only assume 
that the subgroup H is topologically closed in G, not that it is a closed 
Lie subgroup. A similar remark applies to Proposition 9.31 about sets with 
transitive group actions. 

We begin with a simple result that shows how group multiplication in G 
is reflected "to first order" in the vector space structure of g. 

Proposition 20.9. Let G be a Lie group and let g be its Lie algebra. 
For any X, Y E g, there is a smooth function Z: (-c, c) -+ lR satisfying 
Z (0) = 0, and such that the following identity holds for all t E (-c, c): 

(exptX)(exptY) = expt(X + Y + Z(t)). (20.8) 

Proof. Since the exponential map is a diffeomorphism on some neighbor­
hood of the origin in g, there is some c > 0 such that the map T (-c, c) -+ g 
defined by 

1'(t) = exp-l(exptX exptY) 

is smooth. It obviously satisfies 1'(0) = 0 and 

exptX exptY = exp1'(t). 

Observe that we can write l' as the composition 

1Tl> eXxey G G m G exp-l G 
IN. -'-'-----'""*) X --+ ----'---7 , 

where ex(t) = exptX and ey(t) = exptY. Problem 3-6 shows that 
m*(X, Y) = X + Y for X, Y E TeG, which implies 

1"(0) = exp:;-l (e~(O) + eHO)) = X + Y. 

Therefore, the first-order Taylor formula for l' reads 

1'(t) = t(X + Y) + tZ(t) 

for some smooth function Z satisfying Z(O) = O. D 

Theorem 20.10 (Closed Subgroup Theorem). Suppose G is a Lie 
group and He G is a subgroup that is also a closed subset of G. Then H 
is an embedded Lie subgroup. 

Proof. By Proposition 8.30, it suffices to show that H is an embedded 
submanifold of G. We begin by identifying a subspace of Lie(G) that will 
turn out to be the Lie algebra of H. 

Let g = Lie(G), and define a subset ~ c g by 

~ = {X E g : exp tX E H for all t E lR}. 
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9 

Figure 20.4. A neighborhood used to construct a slice chart for H. 

We need to show that ~ is a vector subspace of g. It is obvious from the 
definition that if X E ~ , then tX E ~ for all t E R To see that ~ is closed 
under vector addition, let X, Y E ~ be arbitrary. Observe that formula 
(20.8) implies that for any t E IR and any sufficiently large integer n, 

with Z(O) = 0, and a simple induction using Proposition 20.8(c) yields 

( ( exp ; X ) ( exp ; Y) ) n = ( exp ; ( X + Y + Z ( ;) ) ) n 

= exp t ( X + y + Z ( ~) ). 
Fixing t and taking the limit as n --+ 00, we obtain 

nl~~ ( ( exp;x) ( exp;y) ) n = expt(X + Y). 

Since exp((tjn)X) and exp((tjn)Y) are in H by assumption, and H is a 
closed subgroup of G, this shows that expt(X + Y) is in H for each t. Thus 
X + Y E ~, and so ~ is a subspace. 

Next we will show that there is a neighborhood U of the origin in 9 on 
which the exponential map of G is a diffeomorphism, and which has the 
property that 

exp(U n~) = (exp U) n H. (20.9) 

(See Figure 20.4.) This will enable us to construct a slice chart for H near 
the identity, and we will then use left translation to get a slice chart in a 
neighborhood of any point of H. 

If U is a neighborhood of 0 E 9 on which exp is a diffeomorphism, then 
exp(U n~) c (expU) n H by definition of ~ . So to find a neighborhood 
satisfying (20.9), all we need to do is to show that U can be chosen small 
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b 9 

Figure 20.5. Proof of the closed subgroup theorem. 

enough that (expU)nH c exp(Un~). Assume that this is not possible. Let 
{Ud be a countable neighborhood basis for gat 0 (for example, a countable 
sequence of balls whose radii approach zero). The assumption implies that 
for each i, there exists hi E (exp Ui ) n H such that hi rt. exp(Ui n ~). 

Choose a basis E 1 , ... ,Ek for ~ and extend it to a basis E 1 , ... ,Em for 
g. Let b be the subspace spanned by E k+1 , ... ,Em' so that 9 = ~ EB b as 
vector spaces. As soon as i is large enough, the map from ~ EB b to G given 
by X + Y t--+ exp X exp Y is a diffeomorphism from Ui to a neighborhood 
of e in G (see Problem 20-2). Therefore, we can write 

hi = exp Xi exp Yi 
for some Xi E Ui n ~ and Yi E Ui n b, with Yi i= 0 because hi rt. exp(Ui n~) 
(Figure 20.5). Since {Ud is a neighborhood basis, Yi -+ 0 as i -+ 00. 

Observe that exp Xi E H by definition of ~, so it follows that exp Yi = 

(expXi)-lhi E H as well. 
The basis {Ej} determines an inner product on 9 for which {Ej } is 

orthonormal. Let I • I denote the norm associated with this inner product 
and define Ci = I Yi I, so that Ci -+ 0 as i -+ 00. The sequence {ci 1 Yi } 
lies in the unit sphere in b with respect to this norm, so replacing it by 
a subsequence we may assume that ci1Yi -+ Y E b, with WI = 1 by 
continuity. In particular, Y i= O. We will show that exp tY E H for all 
t E JR, which implies that Y E ~. Since ~ n b = {O}, this is a contradiction. 

Let t E JR be arbitrary, and for each i, let ni be the greatest integer less 
than or equal to t / Ci. Then 

In. -!:...I < 1 , -, 
Ci 

which implies 

In·c· - tl < c· -+ 0 Z 'l- _ 1. , 
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which implies expniYi --+ exptY by continuity. But expniYi = (exp Yir'i E 
H, so the fact that H is closed implies exptY E H. This completes the proof 
of the existence of U satisfying (20.9). 

Let E: IRm --+ g be the basis isomorphism determined by the ba­
sis (E1 , ... , Em). The composite map r.p = E- 1 0 exp-l: exp U --+ IRm 

is easily seen to be a smooth chart for G, and by our choice of basis, 
r.p( (exp U) n H) = E- 1 (U n ~) is the slice obtained by setting the last m - k 
coordinates equal to zero. Moreover, if hE H is arbitrary, the left transla­
tion map Lh is a diffeomorphism from exp U to a neighborhood of h. Since 
H is a subgroup, Lh(H) = H, and so 

and r.p 0 L-,;l is easily seen to be a slice chart for H in a neighborhood of h. 
Thus H is an embedded submanifold of G, hence a Lie subgroup. 0 

The following corollary summarizes the closed subgroup theorem and 
Proposition 8.30. 

Corollary 20.11. If G is a Lie group and H is any subgroup of G, the 
following are equivalent: 

(a) H is closed in G. 

(b) H is an embedded submanifold of G. 

(c) H is an embedded Lie subgroup of G. 

The Adjoint Representation 

Suppose G is a Lie group and g is its Lie algebra. In Chapter 9 we introduced 
the adjoint representation of G; this is the representation Ad: G --+ GL(g) 
defined by Ad(g) = (Cg)*: g --+ g, where Cg(h) = ghg- 1 (see Exam­
ple 9.3). In Problem 9-29, we also introduced the adjoint representation 
of a Lie algebra g, which is the representation ad: g --+ g[(g) defined by 
ad(X)Y = [X, Y]. Using the exponential map, we can show that these two 
representations are intimately related. 

Theorem 20.12. Let G be a Lie group, let g be its Lie algebra, and let 
Ad: G --+ GL(g) be the adjoint representation ofG. The induced Lie algebra 
representation Ad*: g --+ g[(g) is given by Ad* = ad. 
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Proof. Let X E 9 be arbitrary. Because t H exp tX is a smooth curve in G 
whose tangent vector at t = 0 is X, we can compute Ad*(X) by 

Ad*(X) = dd I Ad(exptX). 
t t=o 

Since Ad*(X) is an element of the Lie algebra of GL(g), which we canon­
ically identify with g[(g) (Corollary 4.24), we can apply both sides to an 
arbitrary element Y E 9 to obtain 

Ad*(X)Y = (dd I Ad(exptX)) Y = dd I (Ad(exptX)Y). 
t t=O t t=o 

As an element of g, Ad(exptX)Y is a left-invariant vector field on G, 
and thus is determined by its value at the identity. Using the fact that 
Ad(g) = (Cg)* = (Rg-l)* 0 (Lg)*, its value at c E G can be computed as 

(Ad(exptX)Y)" = (Rexp(-tx))*(LexptX )*Ye 
= (Rexp(-tX))*¥.,xptx. 

(20.10) 

Recall from Proposition 20.8(g) that the flow of X is given by Bt(g) = 
RexPtx(g). Therefore, (20.10) can be rewritten as 

Taking the derivative with respect to t and setting t = 0, we obtain 

(Ad*(X)Y)e = dd I (B_t)*YOt(e) = (.cXY)e = [X, Y]e. 
t t=o 

Since Ad*(X)Y is determined by its value at e, this completes the proof. D 

Lie Subalgebras and Lie Subgroups 

Suppose G is a Lie group and g is its Lie algebra. Recall from Proposition 
8.38 that for any Lie subgroup He G, there is a Lie subalgebra ~ C g that 
is canonically isomorphic to the Lie algebra of H, namely, 

In this section, using the Frobenius theorem we will show that the converse 
is true: Every Lie subalgebra corresponds to some Lie subgroup. This result 
has important consequences that we will explore in the remainder of the 
chapter. 

Theorem 20.13. Suppose G is a Lie group with Lie algebra g. If ~ is 
any Lie subalgebm of g, then there is a unique connected Lie subgroup of 
G whose Lie algebra is ~. 
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9 

Figure 20.6. Finding a subgroup whose Lie algebra is I). 

Proof. Define a distribution D c TG by 

Dg = {Xg E TgG: X E I)}. 

If (Xl' ... ' Xk) is any basis for I), then clearly Dg is spanned by 
Xllg, ... ,Xklg at any 9 E G. Thus D is locally (in fact, globally) spanned 
by smooth vector fields, so it is smooth. Moreover, because [Xi, X j ] E I) for 
each i, j, it follows that D is involutive. Let ~ denote the foliation deter­
mined by D, and for any 9 E G, let ~g denote the leaf of ~ containing 9 
(Figure 20.6). 

If g, g' are arbitrary elements of G, then 

Lg*(Dgl) = span(Lg*Xllgl, ... , Lg*Xklgl) 
= span(Xllggl, ... , Xklggl) = Dggl, 

so D is invariant under all left translations. It follows that if M is any 
connected integral manifold of D, then so is Lg(M). If M is maximal, it is 
easy to see that Lg(M) is as well. Therefore, left translation takes leaves 
to leaves: Lg(~gl) = ~ggl for any g, g' E G. 

Define H = ~e, the leaf containing the identity. We will show that H is 
the desired Lie subgroup. 

First, to see that H is a subgroup, observe that for any h, h' E H, 

hh' = Lh(h') E Lh(H) = Lh(~e) = ~h = H. 

Similarly, 

h-l = h-le E Lh-l(~e) = Lh-l(~h) = ~h-lh = H. 

To show that H is a Lie group, we need to show that the map jL: (h, h') t-+ 

hh,-l is smooth as a map from H x H to H. Because H x H is a submanifold 
of G x G, it is immediate that p,: H x H -+ G is smooth. Since H is an 
integral manifold of an involutive distribution, Proposition 19.13 shows that 
jL is also smooth as a map into H. 
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The fact that H is a leaf of J( implies that the Lie algebra of H is ~ 
(identified with a subalgebra of 9 in the usual way), because the tangent 
space to H at the identity is De = {Xe : X E ~}. To see~that H is the 
unique connected subgroup with Lie algebra ~, suppose H is any other 
connected subgroup with the same Lie algebra. Any such Lie subgroup is 
easily seen to be an integral manifold of D, so by maximality of H, we 
inust have ii c H. On the other hand, if U is the Eomain of a flat chart for 
D near the identity, then by Proposition 19.12, H n U is a union of open 
subsets of slices. Since the slice containing e is an open subset of H, this 
implies that if contains a neighborhood V of the identity in JJ. Since any 
neighborhood of the identity generates H, this implies that H = H. D 

An interesting corollary to this proof is the following characterization of 
the Lie subalgebra of a subgroup in terms of the exponential map. We will 
use this in the next section when we study normal subgroups. 

Corollary 20.14. Let G be a Lie group, and let H c G be a Lie sub­
group. Then the exponential map of H is the restriction to Lie(H) of the 
exponential map of G, and 

Lie(H) = {X E Lie(G) : exptX E H for all t E lR}. 

Proof. The fact that the exponential map of H is the restriction of that of 
G is an immediate consequence of Proposition 20.4. To prove the second 
assertion, by the way we have identified Lie(H) as a subalgebra of Lie(G), 
we need to establish the following equivalence for every X E Lie( G): 

exp tX E H for all t E lR -¢=} Xe E TeH. 

Assume first that exp tX E H for all t, and let "(: lR. -+ G be the smooth 
curve defined by "(( t) = exp tX. By connectedness, "(( t) lies in the identity 
component of H for all t, which the proof of Theorem 20.13 showed is a 
leaf of a foliation on G. By the result of Problem 19-4, this implies that 
Xe = "('(0) E TeH. Conversely, if Xe E TeH, then Proposition 20.4 implies 
that exp tX E H for all t. D 

The most important application of Theorem 20.13 is the next theorem. 

Theorem 20.15. Suppose G and H are Lie groups with G simply 
connected, and let 9 and ~ be their Lie algebras. For any Lie algebra homo­
morphism 'P: 9 -+ ~, there is a unique Lie group homomorphism <P: G -+ H 
such that <P* = 'P. 

Proof. The Lie algebra of G x H is isomorphic to the product Lie algebra 
9 x ~ by Problem 4-17. Let e c 9 x ~ be the graph of 'P: 

e = {(X,<pX) : X E g}. 
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cpX' (X, cpX) 

~ 7rlle 
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" 

Figure 20.7. Constructing a Lie group homomorphism. 

Then t is a vector subspace of 9 x ~ because cp is linear, and in fact it is a 
Lie subalgebra because cp is a homomorphism: 

[(X, cpX), (X', cpX')] = ([X, X'], [cpX, cpX']) = ([X, X'], cp[X, X']) E t. 

Therefore, by the preceding theorem, there is a unique connected Lie 
subgroup KeG x H whose Lie algebra is t (Figure 20.7). 

The restrictions to K of the projections 

7rl: G x H --+ G, 7r2: G x H --+ H, 

are Lie group homomorphisms because 7rl and 7r2 are. Let II = 7rlIK: K --+ 
G. We will show that II is a smooth covering map. Since G is simply 
connected, this will imply that II is bijective by Proposition A.28, and thus 
is a Lie group isomorphism. 

To show that II is a smooth covering map, it suffices by Proposition 9.30 
to show that its induced Lie algebra homomorphism II* is an isomorphism. 
Consider the sequence of maps 

K,--+GxH~G 

whose composition is II. The induced Lie algebra homomorphism II* is just 
inclusion followed by projection on the algebra level: 

t '--+ 9 X ~ ~ g. 

This last composition is nothing more than the restriction to t of the pro­
jection 9 x ~ --+ g. Because t n ~ = {O} (since t is a graph), it follows that 
II* : t --+ 9 is an isomorphism. This completes the proof that II is a smooth 
covering map and thus a Lie group isomorphism. 

Define a Lie group homomorphism <[>: G --+ H by <[> = 7r21K 0 II- 1 . Note 
that the definition of <[> implies that 

7r21K = <[> 07rlIK. 
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Because the Lie algebra homomorphism induced by the projection 7f1: G x 
H -+ H is just the linear projection 7f1 : 9 x I) -+ I), this implies 

Thus if X Egis arbitrary, 

which shows that <p. = 'P. 
The proof is completed by invoking Problem 20-3, which shows that <P 

is the unique homomorphism with this property. D 

¢ Exercise 20.1. Let G be a simply connected Lie group and let g be its 
Lie algebra. Show that every representation of g is of the form p. : g -+ g[(V) 
for some representation p: G -+ GL(V) of G. 

Corollary 20.16. If G and H are simply connected Lie groups with 
isomorphic Lie algebras, then G and H are isomorphic. 

Proof. Let g, I) be the Lie algebras, and let 'P: 9 -+ I) be a Lie algebra 
isomorphism between them. By the preceding theorem, there are Lie group 
homomorphisms <P: G -+ H and Ill: H -+ G satisfying <p. = 'P and III * = 
'P- 1 • Both the identity map of G and the composition III 0 <P are maps from 
G to itself whose induced homomorphisms are equal to the identity, so the 
uniqueness part of Theorem 20.15 implies that III 0 <P = Ide. Similarly, 
<P 0 III = IdH , so <P is a Lie group isomorphism. D 

A version of this theorem was proved in the nineteenth century by Sophus 
Lie. However, since global topological notions such as simple connectedness 
(or even manifolds!) had not yet been formulated, what he was able to 
prove was essentially a local version of this corollary. Two Lie groups G 
and H are said to be locally isomorphic if there exist neighborhoods of the 
identity U c G and V cHand a diffeomorphism F: U -+ V such that 
F(g192) = F(9dF(92) whenever 91, g2, and 9192 are all in U. 

Theorem 20.17 (Fundamental Theorem of Sophus Lie). Two Lie 
groups are locally isomorphic if and only if they have isomorphic Lie 
algebras. 

The proof in one direction is essentially to follow the arguments in Theo­
rem 20.15 and Corollary 20.16, except that one just uses the inverse function 
theorem to show that <P is a local isomorphism instead of appealing to the 
theory of covering spaces. The details are left as an exercise. 

¢ Exercise 20.2. Carry out the details of the proof of Lie's fundamental 
theorem. 
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Normal Subgroups 

Recall that a subgroup H eGis said to be normal in G if ghg- 1 E H for 
every 9 E G and h E H. 

Lemma 20.18. Let G be a connected Lie group, and let H c G be a 
connected Lie subgroup. Let g and ~ denote the Lie algebras of G and H, 
respectively. Then H is normal in G if and only if 

(expX)(exp Y)(exp( -X)) E H for all X E g and Y E ~. (20.11) 

Proof. Note that exp(-X) = (expX)-l. Thus if H is normal, then (20.11) 
holds by definition. Conversely, suppose (20.11) holds, and choose open 
sets U C g containing 0 and V c G containing the identity such that 
exp: U -+ V is a diffeomorphism. Since the exponential map of H is the 
restriction of that of G, after shrinking U if necessary, we may also assume 
that the restriction of exp to U n ~ is a diffeomorphism from U n ~ to a 
neighborhood Vo of the identity in H. Then (20.11) implies that ghg- 1 E H 
whenever 9 E V and h E Vo. Since every element 9 E G can be written as 
a finite product 9 = gl ... gk of elements gl, ... ,gk E V (Problem 2-11), 
it follows by induction that the same is true for all 9 E G. Similarly, any 
hE H can be written h = hI··· hm for hI' ... ' hm E Vo, and then for any 
9 E G we have 

ghg- 1 = ghl ... hmg-1 = (gh1g- 1) ... (ghmg- 1) E H. D 

The next theorem expresses one of the deepest relationships between 
Lie groups and their Lie algebras. If g is a Lie algebra, a linear subspace 
~ egis called an ideal in g if [X, Y] E ~ whenever X E g and Y E ~ (see 
Problem 4-16). Because ideals are kernels of Lie algebra homomorphisms 
and normal subgroups are kernels of Lie group homomorphisms, it should 
not be surprising that there is a connection between ideals and normal 
subgroups. 

Theorem 20.19 (Ideals and Normal Subgroups). Let G be a con­
nected Lie group, and let H C G be a connected Lie subgroup. Then H is 
a normal subgroup of G if and only if Lie(H) is an ideal in Lie(G). 

Proof. Write g = Lie(G) and ~ = Lie(H), considering ~ as a Lie subalgebra 
of g. For any 9 E G, the commutative diagram (20.5) applied to the Lie 
group homomorphism Cg(h) = ghg-1 yields 

Ad(g) g • g 

exp! ! exp 

G ----c-- G. 
9 

(20.12) 

Applying this to Y E g with 9 = exp X, we obtain 

(expX)(exp Y)(exp( -X)) = Cexp X (exp Y) = exp(Ad(expX)Y). (20.13) 
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On the other hand, applying (20.5) to the homomorphism Ad: G ~ GL(g) 
and noting that Ad* = ad by Theorem 20.12, we obtain 

Ad (exp X) = exp(adX). 

Using formula (20.4) for the exponential map of the group GL(g), 

00 1 
Ad(expX)Y = (exp(adX))Y = L k! (adX)ky' 

k=O 

(20.14) 

(20.15) 

Now suppose that I) is an ideal. Then whenever X E g and Y E I), 
we have (adX)Y = [X, YJ E I), and by induction (adX)ky E I) for all k. 
Therefore, (20.15) implies that Ad(expX)Y E I), and so (20.13) implies that 
(expX)(exp Y)(exp( -X)) E exp I) C H. By Lemma 20.18, H is normal. 

Conversely, suppose H is normal. If X E g and Y E I), (20.13) implies 

expt(Ad(expX)Y) = exp(Ad(expX)(tY)) 

= (expX)(exptY)(exp( -X)), 

which is in H for all t because H is normal. Therefore, by Corollary 20.14, 

Ad(expX)Y E I) whenever X E g and Y E I). (20.16) 

Let X E g and Y E I) be arbitrary, and let "(: lR, ~ g be the smooth curve 
"((t) = Ad(exptX)Y. Using (20.14), we obtain 

"('(0) = !It=o Ad(exptX)Y = :tlt=o (exp(adtX))Y 

= ( :tlt=o (exPt(adX)))Y = (adX)Y = [X, YJ. 

Now, (20.16) shows that "((t) E I) for all t. This means, in particular, that 
[X, YJ = "('(0) E I), which proves that I) is an ideal. D 

The Fundamental Correspondence Between Lie 
Algebras and Lie Groups 

Many of the results of this chapter show how essential properties of a Lie 
group are reflected in its Lie algebra, and vice versa. This raises a natural 
question: To what extent is the correspondence between Lie groups and 
Lie algebras (or at least between their isomorphism classes) one-to-one? 
We have already seen in Proposition 4.26(c) that isomorphic Lie groups 
have isomorphic Lie algebras. The converse is easily seen to be false: Both 
lR,n and Tn have n-dimensional abelian Lie algebras, which are obviously 
isomorphic, but lR,n and Tn are certainly not isomorphic Lie groups. How­
ever, if we restrict our attention to simply connected Lie groups, then we 
do obtain a one-to-one correspondence. The central result is the following 
theorem. 
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Theorem 20.20 (Lie Group-Lie Algebra Correspondence). There 
is a one-to-one correspondence between isomorphism classes of finite­
dimensional Lie algebras and isomorphism classes of simply connected Lie 
groups, given by associating each simply connected Lie group with its Lie 
algebra. 

Proof. We need to show that the association that sends a simply con­
nected Lie group to its Lie algebra is both surjective and injective up to 
isomorphism. Injectivity is precisely the content of Corollary 20.16. 

To prove surjectivity, suppose 9 is any finite-dimensional Lie algebra. By 
Ado's theorem (Theorem 9.4), 9 has a faithful representation p: 9 -+ g[(V) 
for some finite-dimensional vector space V. Replacing 9 with its isomorphic 
image under this representation, we may assume that 9 is a Lie subalgebra 
of g[(V) ~ Lie(GL(V)). By Theorem 20.13, there is a connected Lie sub­
group G C GL(V) that has 9 as its Lie algebra. Letting G be the universal 
covering group of G, Proposition 9.30 shows that Lie(G) ~ Lie(G) ~ g. 0 

What happens when we remove the restriction to simply-connected 
groups? The connected case is easy to describe, because every connected 
Lie group has a simply connected covering group. (For the disconnected 
case, see Problem 20-12.) 

Theorem 20.21. Let 9 be a finite-dimensional Lie algebra. The connected 
Lie groups whose Lie algebras are isomorphic to 9 are (up to isomorphism) 
precisely those of the form G If, where G is the simply connected Lie group 
with Lie algebra g, and f is a discrete central subgroup of G. 

Proof. Given g, let G be a simply connected Lie group with Lie algebra 
isomorphic to g. Suppose H is any other Lie group whose Lie algebra is 
isomorphic to g, and let <p: Lie( G) -+ Lie(H) be a Lie algebra isomorphism. 
Theorem 20.15 guarantees that there is a Lie group homomorphism <I>: G -+ 
H such that <I>* = <p. Because <p is an isomorphism, Proposition 9.30 implies 
that <I> is surjective and has discrete kernel. It follows that H is isomorphic 
to G I Ker <I> by Proposition 9.26. By the result of Problem 9-27, Ker <I> is 
contained in the center of G. 0 

<> Exercise 20.3. Show that two connected Lie groups are locally 
isomorphic if and only if they have isomorphic universal covering groups. 

Problems 

20-1. Compute the exponential maps of the abelian Lie groups ~n and ']['n. 

20-2. Let G be a Lie group and let 9 be its Lie algebra. If A, Beg are 
complementary linear subspaces of g, show that the map A EEl B -+ 
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G given by (X, Y) H exp X exp Y is a diffeomorphism from some 
neighborhood of (0,0) in A EB B to a neighborhood of e in G. 

20-3. Suppose G is a connected Lie group and H is any Lie group. If 
<1>, W: G -+ H are Lie group homomorphisms such that <1>* = 
W*: Lie(G) -+ Lie(H), show that <1> = W. 

20-4. Show that the matrix exponential satisfies the identity 

deteA = etrA . 

[Hint: Apply Proposition 20.8(f) to det: GL(n, JR) -+ JR*.] 

20-5. Let G be a Lie group. 

(a) Show that the images of one-parameter subgroups in G are pre­
cisely the connected Lie subgroups of dimension less than or 
equal to 1. 

(b) If H eGis the image of a one-parameter subgroup, show that 
H is isomorphic as a Lie group to one of the following: the trivial 
group {e}, JR, or §l. 

20-6. Let A, B, and C be the following elements of g((2,JR): 

A = G ~); B = (_~ ~); C = (~ ~). 
Give explicit formulas (not infinite series) for the one-parameter 
subgroups of GL(2, JR) generated by A, B, and C. 

20-7. Let G L + (n, JR) be the subgroup of G L (n, JR) consisting of matrices 
with positive determinant. (By Proposition 9.36, it is the identity 
component of GL(n, JR).) 

(a) Suppose A E GL +(n, JR) is of the form eB for some BE g((n, JR). 
Show that A has a square root, i.e., a matrix C E GL+(n,JR) 
such that C 2 = A. 

(b) Let 

(-1 0) A = 0 -2 . 

Show that the exponential map exp: g((2,JR) -+ GL+(2,JR) is 
not surjective, by showing that A is not in its image. 

20-8. Let G be a connected Lie group and let 9 be its Lie algebra. 

(a) If X, Y E g, show that [X, Y] = 0 if and only if 

exp tX exp s Y = exp s Y exp tX for all s, t E R 

(b) Show that G is abelian if and only if 9 is abelian. 
(c) Give a counterexample to (b) when G is not connected. 
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20-9. Show that every connected abelian Lie group is isomorphic to JRk x ']["1 

for some nonnegative integers k and l. 

20-10. By the result of Problem 9-26, SL(2, JR) is diffeomorphic to SO(2) x 
JR2 ~ §1 X JR2, and therefore its fundamental group is isomorphic 

..--.......-
to Z. Let SL(2, JR) denote the universal covering group of SL(2, JR) 

..--.......-
(see Theorem 2.13). Show that SL(2, JR) does not admit a faithful 

..--.......-
representation, as follows. Suppose p: SL(2, JR) -+ GL(V) is any 
representation. By choosing a basis for V over JR, we might as 
well replace GL(V) with GL(n, JR) for some n. Then p induces a 
Lie algebra homomorphism P*: 5[(2, JR) -+ g[(n, JR). Define a map 
<p: 5[(2, q -+ g[( n, q by 

A, B E 5[(2, JR). 

(a) Show that <p is a Lie algebra homomorphism. 
(b) Show that there is a Lie group homomorphism <1>: SL(2, q -+ 

GL(n, q such that <1>* = <p and the following diagram 
commutes: 

sL(2':i) ~ GL(n,JR) 

s;J JR) jj 
i! 

SL(2,q -L GL(n,q, 

where 7r is the universal covering map, and i and j are inclu­
sions. [Hint: Use the fact that SL(2, q is simply connected by 
Problems 9-26 and 9-9.] 

(c) Show that p is not faithful. 

20-11. If F: G -+ H is a Lie group homomorphism, show that the kernel of 
F*: Lie(G) -+ Lie(H) is the Lie algebra of Ker F (under our usual 
identification of the Lie algebra of a subgroup with a Lie subalgebra). 

20-12. If G and H are Lie groups, and there exists a surjective Lie group 
homomorphism from G to H with kernel Go, we say that G is an 
extension of Go by H. If 9 is any finite-dimensional Lie algebra, show 
that the disconnected Lie groups whose Lie algebras are isomorphic 
to 9 are precisely the extensions of the connected ones by discrete 
groups. [Hint: Begin by showing that the identity component of any 
Lie group is a normal subgroup.] 



Appendix 

Review of Prerequisites 

The essential prerequisites for reading this book are a thorough ac­
quaintance with basic topology, abstract linear algebra, and advanced 
multi variable calculus. In this appendix we summarize th~ most important 
facts from these subjects that are used throughout the book. 

Topology 

This book is written for readers who have already completed a rigorous 
course in basic topology, including an introduction to the fundamen­
tal group and covering maps. A convenient source for this material is 
[LeeOOJ, which covers all the topological ideas you will need, and uses 
notation and conventions that are compatible with those in the present 
book. But almost any other good topology text would do as well, such as 
[MunOO, Sie92, MasS9J. In this section we state the most important defini­
tions and results, with most of the proofs left as exercises. If you have had 
sufficient exposure to topology, these exercises should be straightforward, 
although you might want to look a few of them up in the topology texts 
listed above. 

We begin with the definitions. A topology on a set X is a collection 'J of 
subsets of X, called open sets, satisfying 

(i) X and 0 are open. 

(ii) The union of any family of open sets is open. 
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(iii) The intersection of any finite family of open sets is open. 

A pair (X, 'J) consisting of a set X together with a topology 'J on X is 
called a topological space. Ordinarily, when the topology is understood, one 
omits mention of it and simply says "X is a topological space." 

There are myriad constructions and definitions associated with topolog­
ical spaces. Here we summarize the ones that will be most important for 
our purposes. 

Suppose X is a topological space. Let p be a point of X, and let S be 
any subset of X. 

• A neighborhood of p is an open set containing p. Similarly, a neigh­
borhood of the set S is an open set containing S. (Be warned that 
some authors use the word "neighborhood" in the more general sense 
of a set containing an open set containing p or S.) 

• S is said to be closed if X " S is open (where X " S denotes the set 
difference {x EX: x rt. S}). 

• The interior of S, denoted by lnt S, is the union of all open subsets 
of X contained in S. 

• The exterior of S, denoted by Ext S, is the union of all open subsets 
of X contained in X" S. 

• The closure of S, denoted by S, is the intersection of all closed subsets 
of X containing S. 

• The boundary of S, denoted by as, is the set of all points of X that 
are in neither lnt S nor Ext S. 

• The point p is said to be a limit point of S if every neighborhood of 
p contains at least one point of S other than p. 

• S is said to be dense in X if S = X, or equivalently if every nonempty 
open subset of X contains at least one point of S. 

Continuity and Convergence 

The most important concepts of topology are continuous maps and con­
vergent sequences, which we define next. Let X and Y be topological 
spaces. 

• A map P: X ---+ Y is said to be continuous if for every open set 
U C Y, the inverse image p-l(U) is open in X. 

• A continuous bijective map P: X ---+ Y with continuous inverse is 
called a homeomorphism. If there exists a homeomorphism from X 
to Y, we say that X and Yare homeomorphic. 
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• A continuous map F: X -+ Y is said to be a local homeomorphism if 
every point p E X has a neighborhood U C X such that F restricts 
to a homeomorphism from U to an open subset V C Y. 

• A sequence {Pi} of points in X is said to converge to P E X if for 
every neighborhood U of P, there exists an integer N such that Pi E U 
for all i 2: N. In this case, we write Pi -+ P or limi--+oo Pi = p. 

¢ Exercise A.I. Show that every bijective local homeomorphism is a 
homeomorphism. 

¢ Exercise A.2. Let X, Y, and Z be topological spaces. Show that the 
following maps are continuous: 

(a) The identity map Idx: X --+ X, defined by Idx(x) = x for all x E X. 
(b) Any constant map f: X --+ Y. (A map f: X --+ Y is constant if there 

exists some c E Y such that f(x) = c for all x EX.) 
(c) The composition g 0 f of any two continuous maps f: X --+ Y and 

g:Y--+Z. 

The most important examples of topological spaces, from which most of 
our examples of manifolds will be built in one way or another, are described 
below. 

Example A.I (Discrete Spaces). If X is any set, the discrete topology 
on X is the topology defined by declaring every subset of X to be open. 
Any space that has the discrete topology is called a discrete space. 

Example A.2 (Metric Spaces). A metric space is a set M endowed 
with a distance function (also called a metric) d: M x M -+ lR. (where lR. 
denotes the set of real numbers) satisfying the following properties for all 
x,y,z E M: 

(i) POSITIVITY: d(x, y) > 0 when x i- y, and d(x, x) = o. 
(ii) SYMMETRY: d(x, y) = d(y, x). 

(iii) TRIANGLE INEQUALITY: d(x,z):::; d(x,y) +d(y,z). 

If M is a metric space, x E M, and r > 0, we define the open ball of radius 
r around x as the set 

Br(x) = {y EM: d(x,y) < r}, 

and the closed ball of radius r as 

Br(x) = {y EM: d(x,y) :::; r}. 

A subset ScM is said to be open if for every point xES, there is some 
r > 0 such that the open ball Br ( x) is contained in S. The collection of 
all open subsets of M is a topology on M, called the metric topology. If M 
is a metric space and S is any subset of M, the restriction of the distance 
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function to points in S is easily seen to turn S into a metric space and 
thus also a topological space. We use the following standard terminology 
for metric spaces: 

• A subset SCM is bounded if there exists a positive number R such 
that d(x, y) :::; R for all x, yES. 

• A sequence of points {Xi} in M is Cauchy if for every c > 0, there 
exists an integer N such that i,j 2: N implies d(Xi,Xj) < c. 

• A metric space M is said to be complete if every Cauchy sequence in 
M converges to a point of M. 

Example A.3 (Euclidean Spaces). For any integer n 2: 1, n­
dimensional Euclidean space is the set IRn of ordered n-tuples of real 
numbers. We denote a point in IRn by (xl, ... , xn), (Xi), or X; the numbers 
xi are called the coordinates of x. (When n is small, we often use more tra­
ditional names such as (x, y, z) for the coordinates.) Notice that we write 
the coordinates of a point (Xl, ... , xn) E IRn with superscripts, not sub­
scripts as is usually done in linear algebra and calculus books, so as to be 
consistent with the Einstein summation convention, which is explained in 
Chapter 1. Endowed with the Euclidean distance function defined by 

(A.1) 

IRn is a metric space, as is any subset of IRn. The resulting metric topology 
is called the Euclidean topology. By convention, IRo is defined to be the one­
element set {O}, with the discrete topology. Whenever we work with subsets 
of IRn, we will always consider them to be endowed with the Euclidean 
topology unless otherwise specified. We will also have occasion to work 
with the space en of ordered n-tuples of complex numbers; as a topological 
space, we identify en with 1R2n via the correspondence 

( I + . I n + . n) (I Inn) X zy, ... , x zy f-+ X , Y , ... , x , y . 

Hausdorff Spaces 

The definition of topological spaces is wonderfully flexible, and can be used 
to describe a rich assortment of concepts of "space." However, without 
further qualification, arbitrary topological spaces are far too general for 
most purposes, because they can have some unpleasant properties, as the 
following exercise illustrates. 

<> Exercise A.a. Let X be any set. Show that {X, 0} is a topology on X, 
called the trivial topology. Show that every sequence in X converges to every 
point of X in this topology. 

To avoid pathological cases like this, which result when X does not have 
sufficiently many open sets, we will usually restrict our attention to topo-
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logical spaces satisfying the following special condition. A topological space 
X is said to be Hausdorff if for every pair of distinct points p, q EX, there 
exist disjoint open subsets U c X containing p and V c X containing q. 

<> Exercise A.4. Show that every metric space is Hausdorff in the metric 
topology. 

<> Exercise A.5. If X is a Hausdorff space, show that every finite subset 
of X is closed, and that each convergent sequence in X has a unique limit. 

Bases and Countability 

Suppose X is a set. A basis for a topology on X is a collection 'B of subsets 
of X such that 

(i) X = UBE1l B. 

(ii) If B l , B2 E 'B and x E Bl n B 2, there exists B3 E 'B such that 
x E B3 C Bl n B 2. 

<> Exercise A.6. Suppose X is a set and ~ is a basis for a topology on X. 
Show that the collection of all unions of elements of ~ is a topology on X. 

The topology described in the preceding exercise is called the topology 
generated by 'B. It is easy to check that a subset SeX is open in this 
topology if and only if for each PES, there is a basis element B E 'B such 
that p E B c S. 

If X is a topological space and p EX, a neighborhood basis at p is a 
collection 'Bp of neighborhoods of p such that. every neighborhood of p 
contains at least one B E 'Bp. 

A set is said to be countably infinite if it admits a bijection with the natu­
ral numbers, and countable if it is finite or count.ably infinite. A topological 
space X is said to be first countable if there is a countable neighborhood 
basis at each point, and second countable if there is a countable basis for its 
topology. Since a countable basis for X contains a countable neighborhood 
basis at each point, second countability implies first countability. 

<> Exercise A.7. Let U c ]Rn be an open subset with the Euclidean topol­
ogy. Show that the set of all open balls contained in U with rational radii 
and rational center points is a countable basis for U, and thus every open 
subset of ]Rn is second countable. 

<> Exercise A.S. Let X be a first countable space, and let A c X be any 
subset. Show that a point P E X is in A if and only if there exists a sequence 
{Pi} of points in A such that Pi -+ p. 

One of the most important properties of second countable spaces is ex­
pressed the following lemma. An open cover of a topological space X is 
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a collection 11 of open subsets of X whose union is X. A subcover is a 
subcollection of 11 that is still an open cover. 

Lemma A.4. Let X be a second countable topological space. Every open 
cover of X has a countable subcover. 

Proof. Let 13 be a countable basis for X, and let 11 be an arbitrary open 
cover of X. Let 13' C 13 be the collection of basis open sets B E 13 such 
that B c U for some U E 11. For each B E 13', choose a particular set 
U BEll containing B. The collection {U B : B E 13'} is countable, so it 
suffices to show that it covers X. Given any point x E X, there is some 
Uo E 11 containing x, and because 13 is a basis there exists B E 13 such 
that x E B c Uo. This implies, in particular, that B E 13', and therefore 
x E B CUB. D 

Subspaces, Product Spaces, and Disjoint Unions 

Probably the simplest way to obtain new topological spaces from old ones 
is by taking subsets of other spaces. If X is a topological space and SeX 
is any subset, we define the subspace topology (sometimes called the relative 
topology) on S by declaring a subset U C S to be open in S if and only if 
there exists an open set V C X such that U = V n S. A subset of S that is 
open or closed in the subspace topology is sometimes said to be relatively 
open or relatively closed in S, to make it clear that we do not mean open 
or closed as a subset of X. Any subset of X endowed with the subspace 
topology is said to be a subspace of X. Whenever we treat a subset of a 
topological space as a space in its own right, we will always assume that it 
has the subspace topology unless otherwise specified. 

If X and Yare topological spaces, a continuous injective map f: X -t Y 
is called a topological embedding if it is a homeomorphism onto its image 
f(X) C Y in the subspace topology. 

The most important properties of the subspace topology are summarized 
in the next lemma. 

Lemma A.5 (Properties of the Subspace Topology). Let X be a 
topological space and let S be a subspace of X. 

(a) CHARACTERISTIC PROPERTY: For any topological space Y, a map 
f: Y -t S is continuous if and only if the composition ~s 0 f: Y -t X 
is continuous, where ~s: S Y X is the inclusion map (the restriction 
of the identity map of X to S). 

( b) The subspace topology is the unique topology on S for which the 
characteristic property holds. 

( c) A subset K C S is closed in S if and only if there exists a closed 
subset LeX such that K = L n S. 
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(d) The inclusion map is: S Y X is a topological embedding. 

(e) If Y is a topological space and f: X -+ Y is continuous, then 
fls: S -+ Y (the restriction of f to S) is continuous. 

(I) If 13 is a basis for the topology of X, then 

13s = {B n S : B E 13} 

is a basis for the subspace topology on S. 

(g) If X is Hausdorff, then so is S. 

(h) If X is second countable, then so is S. 

o Exercise A.9. Prove the preceding lemma. 

If X and Yare topological spaces and F: X -+ Y is a continuous map, 
part (e) of the preceding lemma guarantees that the restriction of F to 
every subspace of X is continuous (in the subspace topology). We can also 
ask the converse question: If we know that the restriction of F to certain 
subspaces of X is continuous, is F itself continuous? The next two lemmas 
express two somewhat different answers to this question. 

Lemma A.6 (Continuity is Local). Continuity is a local property, in 
the following sense: If F: X -+ Y is a map between topological spaces such 
that every point p E X has a neighborhood U on which the restriction Flu 
is continuous, then F is continuous. 

Lemma A.7 (Gluing Lemma). Let X and Y be topological spaces, 
and let K I, ... ,Kn be finitely many closed subsets of X whose union is 
X. Suppose that we are given continuous maps fi: Ki -+ Y, i = 1, ... , n, 
that agree on overlaps: filKinKj = !JIKinKj • Then there exists a unique 
continuous map f: X -+ Y whose restriction to each Ki is equal to fi. 

o Exercise A.IO. Prove the two preceding lemmas. 

o Exercise A.II. Let X be a topological space, and suppose X admits a 
countable open cover {U;} such that each set Ui is second countable in the 
subspace topology. Show that X is second countable. 

Next we consider finite products of topological spaces. If Xl, ... ,Xk 
are (finitely many) sets, their Cartesian product is the set Xl x ... X X k 
consisting of all ordered k-tuples of the form (Xl, ... ,Xk) with Xi E Xi for 
each i. The ith projection map is the map 7f'i: Xl x ... X Xk -+ Xi defined 
by 7f'i(XI, ... ,Xk) = Xi· 

Suppose Xl' ... ' X k are topological spaces. The collection of all subsets 
of Xl x··· X X k of the form UI x··· X Uk, where each Ui is open in Xi, forms 
a basis for a topology on X I X ... xX k, called the product topology. Endowed 
with this topology, a finite product of topological spaces is called a product 
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space. Any open subset of the form UI x· .. X Uk C Xl X· .. X X k, where each 
Ui is open in Xi, is called a product open set. (A slightly different definition 
is required for products of infinitely many spaces, but we will need only the 
finite case. See [MunDO] or [Sie92] for details on infinite product spaces.) 

Lemma A.8 (Properties ofthe Product Topology). Let Xl x· .. xXk 

be a finite product space. 

(a) CHARACTERISTIC PROPERTY: For any topological space B, a map 
f: B -7 Xl X .•. X X k is continuous if and only if each of its 
component functions fi = 1fi 0 f: B -7 Xi is continuous. 

(b) The product topology is the unique topology on X I X ... X X k for which 
the characteristic property holds. 

(c) Each projection map 1fi: Xl x ... X X k -7 Xi is continuous. 

(d) Given continuous maps Fi : Xi -7 Yi for i = 1, ... , k, the product 
map FI x ... X Fk : Xl x ... X X k -7 YI X .•• X Yk, defined by 

FI x ... x Fk(XI, ... ,Xk) = (FI(XI), ... ,Fk(Xk»' 

is continuous. 

(e) If 23 i is a basis for the topology of Xi for i = 1, ... , k, then the 
collection 

23 = {B I X ..• X Bk : Bi E 23i } 

is a basis for the topology of Xl x ... X X k . 

(f) Any finite product of Hausdorff spaces is Hausdorff· 

(g) Any finite product of second countable spaces is second countable. 

<> Exercise A.12. Prove the preceding lemma. 

Another simple way of building new topological spaces is by taking dis­
joint unions of other spaces. From a set-theoretic point of view, the disjoint 
union is defined as follows. If {Xc>}c>EA is any indexed collection of sets, 
their disjoint union is defined to be the set 

II Xc> = {(X, a) : a E A, x E Xc>}. 
(tEA 

For each a, there is a canonical injective map Lc>: Xc> -7 Uc>EA Xc> given by 
Lc> (x) = (x, a), and the images of these maps for different values of a are 
disjoint. Typically, we implicitly identify Xc> with its image in the disjoint 
union, thereby viewing Xc> as a subset of Uc>EA Xc>. The a in the notation 
(x, a) should be thought of as a "tag" to indicate which set x comes from, 
so that the subsets corresponding to different values of a are disjoint, even 
if some or all of the original sets Xc> were identical. 
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Given any indexed collection of topological spaces {Xc.}aEA, we define 
the disjoint union topology on liaEA Xa by declaring a subset of liaEA Xa 
to be open if and only if its intersection with each Xa is open in Xa. 

Lemma A.9 (Properties of the Disjoint Union Topology). Let 
{Xa}aEA be an indexed collection of topological spaces, and suppose 
liaEA Xa is endowed with the disjoint union topology. 

(a) CHARACTERISTIC PROPERTY: For any topological space Y, a map 
f: liaEA Xa ---+ Y is continuous if and only if f 0 La: Xa ---+ Y is 
continuous for each a E A. 

(b) The disjoint union topology is the unique topology on liaEA Xa for 
which the characteristic property holds. 

(c) A subset of liaEA Xa is closed if and only if its intersection with 
each Xa is closed. 

<> Exercise A.13. Prove the preceding lemma. 

Quotient Spaces and Quotient Maps 

In addition to the subspace, product, and disjoint union topologies, there 
is a fourth important way of constructing new topological spaces from old 
ones: the quotient topology. 

If X is a topological space, Y is a set, and 7f: X ---+ Y is any surjective 
map, the quotient topology on Y determined by 7f is defined by declaring 
a subset U c Y to be open if and only if 7f-1(U) is open in X. If X and 
Yare topological spaces, a map 7f: X ---+ Y is called a quotient map if it is 
surjective and continuous and Y has the quotient topology determined by 
7f. 

The following construction is the most common way of producing quo­
tient maps. A relation rv on a set X is called an equivalence relation if it 
is reflexive (x rv X for all x E X), symmetric (x rv y implies y rv x), and 
transitive (x rv y and y rv Z imply x rv z). For each x E X, the equivalence 
class of x, denoted by [x], is the set of all y E X such that y rv x. 

Suppose X is a topological space and rv is an equivalence relation on X. 
Let X / rv denote the set of equivalence classes in X, and let 7f: X ---+ X / rv be 
the natural projection sending each point to its equivalence class. Endowed 
with the quotient topology determined by 7f, the space X / rv is called the 
quotient space of X determined by the given equivalence relation. 

If 7f: X ---+ Y is a map, a subset U c X is said to be saturated with 
respect to 7f if U is the entire inverse image of its image: U = 7f-1(7f(U)). 
The fiber of 7f over a point y E Y is the set 7f- 1 (y). Thus a subset of X is 
saturated if and only if it is a union of fibers. 

Lemma A.I0 (Properties of Quotient Maps). Suppose 7f: X ---+ Y 
is a quotient map. 
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(a) CHARACTERISTIC PROPERTY: For any topological space B, a map 
f: Y ----+ B is continuous if and only if f 0 7r: X ----+ B is continuous. 

( b) The quotient topology is the unique topology on Y for which the 
characteristic property holds. 

(c) A subset KeY is closed if and only if 7r- 1 (K) is closed in X. 

(d) The restriction of 7r to any saturated open or closed subset of X is a 
quotient map. 

( e) The composition of 7r with any quotient map is again a quotient map. 

<> Exercise A.14. Prove the preceding lemma. 

<> Exercise A.15. Let X and Y be topological spaces, and suppose 
f: X ----+ Y is a surjective continuous map. Show that the following are 
equivalent: 

(a) f is a quotient map. 
(b) f takes saturated open sets to open sets. 
(c) f takes saturated closed sets to closed sets. 

The next two properties of quotient maps play an important role in topol­
ogy, and have equally important generalizations in smooth manifold theory 
(see Chapter 7). 

Lemma A.11 (Passing to the Quotient). Suppose 7r: X ----+ Y is a 
quotient map, B is a topological space, and f: X ----+ B is a continuous map 
that is constant on the fibers of7r (i.e., 7r(pL = 7r(q) implies f(p) = fJq)). 
Then there exists a unique continuous map f: Y ----+ B such that f = f 0 7r. 

Proof. The existence and unique~ess of 1 follow from set-theoretic consider­
ations, and its continuity is an immediate consequence of the characteristic 
property of the quotient topology. 0 

Lemma A.12 (Uniqueness of Quotient Spaces). If7rl: X ----+ Y1 and 
7r2: X ----+ Y2 are quotient maps that are constant on each other's fibers 
(i.e., 7rl(p) = 7rl(q) if and only if7r2(p) = 7r2(q)), then there exists a unique 
homeomorphism cp: Y1 ----+ Y2 such that cp 0 7rl = 7r2. 

Proof. Applying the preceding lemma to the quotient map 7r2: X ----+ Y2 , we 
see that 7rl passes to the quotient, yielding a continuous map ITl: Y2 ----+ Y1 

satisfying ITI07r2 = 7rl. Applying the same argument with the roles of 7rl and 
7r2 reversed, there is a continuous map IT2: Y1 ----+ Y2 satisfying IT2 07rl = 7r2. 

Together, these identities imply that ITI 0 IT2 0 7rl = 7rl. Applying Lemma 
A.ll again with 7rl playing the roles of both 7r and f, we see that both 
ITI 0 IT2 and IdYl are obtained from 7rl by passing to the quotient. The 
uniqueness assertion of Lemma A.ll therefore implies that ITI 0 IT2 = IdYl. 
A similar argument shows that IT2 0 ITI = Idy2 , so that IT2 is the desired 
homeomorphism. 0 
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Open and Closed Maps 

A map F: X ---+ Y (continuous or not) is said to be an open map if for every 
open subset U c X, F(U) is open in Y, and a closed map if for every closed 
subset K c X, F(K) is closed in Y. Continuous maps may be open, closed, 
both, or neither, as can be seen by examining simple examples involving 
subsets of the plane. 

o Exercise A.16. Show that every local homeomorphism is an open map. 

The most important classes of continuous maps in topology are the home­
omorphisms, quotient maps, and topological embeddings. Obviously, it is 
necessary for a map to be bijective in order for it to be a homeomorphism, 
surjective for it to be a quotient map, and injective for it to be a topological 
embedding. However, even when a continuous map is known to satisfy one 
of these obvious necessary conditions, it is not always easy to tell whether 
it has the desired topological property. One simple sufficient condition is 
that it be either an open or a closed map, as the next lemma shows. 

Lemma A.13. Suppose X and Yare topological spaces, and F: X ---+ Y 
is a continuous map that is either open or closed. 

(a) If F is surjective, it is a quotient map. 

(b) If F is injective, it is a topological embedding. 

( c) If F is bijective, it is a homeomorphism. 

Proof. Suppose first that F is surjective. If it is open, it certainly takes 
saturated open sets to open sets. Similarly, if it is closed, it takes saturated 
closed sets to closed sets. Thus it is a quotient map by Exercise A.15. 

Now suppose F is open and injective. Then F: X ---+ F(X) is bijective, 
so F- 1 : F(X) ---+ X exists by elementary set-theoretic considerations. If 
U c X is open, then (F-1) -1 (U) = F (U) is open in Y by hypothesis, and 
therefore is also open in F(X) by definition of the subspace topology on 
F(X). This proves that F- 1 is continuous, so that F is a homeomorphism 
onto its image. If F is closed, the same argument goes through with "open" 
replaced by "closed" throughout (using the characterization of closed sub­
sets of F(X) given in Lemma A.5(c)). This proves part (b), and part (c) is 
just the special case of (b) in which F(X) = Y. D 

Connectedness 

Let X be a topological space. A separation of X is a pair of disjoint, 
nonempty, open subsets U, V c X whose union is X. If there exists a 
separation of X, then X is said to be disconnected; if there does not, then 
it is connected. Equivalently, X is connected if and only if the only subsets 
of X that are both open and closed are 0 and X itself. A subset of X 
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is said to be connected if it is a connected space when endowed with the 
subspace topology. For example, the nonempty connected subsets of IR are 
precisely the intervals, which are the nonempty subsets J c IR with the 
property that whenever a, b E J and a < c < b, then c E J as well. 

If X is any topological space, we can define an equivalence relation on 
X called the connectivity relation by declaring p rv q if and only if there 
exists a connected subset of X containing both p and q. The equivalence 
classes in X under this equivalence relation are called the components (or 
connected components) of X; they are the maximal connected subsets of 
X. 

Lemma A.14 (Properties of Connected Spaces). Let X and Y be 
topological spaces. 

( a) If f: X -+ Y is continuous and X is connected, then f (X) is 
connected. 

(b) Any connected subset of X is contained in a single component of X. 

(c) Any union of connected subspaces of X with a point in common is 
connected. 

(d) Any finite product of connected spaces is connected. 

(e) Any quotient space of a connected space is connected. 

<> Exercise A.17. Prove the preceding lemma. 

Closely related to connectedness is path connectedness. If X is a topolog­
ical space and p, q are points in X, a path in X from p to q is a continuous 
map f: [0,1] -+ X such that f(O) = p and f(l) = q. If for every pair of 
points p, q E X there exists a path in X from p to q, then X is said to be 
path connected. 

Associated with path connectedness is an equivalence relation analogous 
to the connectivity relation. If X is any space, define the path connectivity 
relation on X by declaring p ";;" q if and only if there is a path in X from 

p to q. This is an equivalence relation whose equivalence classes are called 
the path components of X. 

Lemma A.15 (Properties of Path Connected Spaces). Let X and 
Y be topological spaces. 

(a) If f: X -+ Y is continuous and X is path connected, then f(X) is 
path connected. 

( b) If X is path connected, then it is connected. 

(c) Any path connected subset of X is contained in a single path 
component. 

(d) Any finite product of path connected spaces is path connected. 
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(e) Any quotient space of a path connected space is path connected. 

<> Exercise A.18. Prove the preceding lemma. 

For most topological spaces we treat in this book, including all man­
ifolds, connectedness and path connectedness turn out to be equivalent. 
The link between the two concepts is provided by the following notion. A 
topological space is said to be locally path connected if it admits a basis of 
path connected open sets. 

Lemma A.16 (Properties of Locally Path Connected Spaces). Let 
X be a locally path connected topological space. 

( a) The components of X are open in X. 

(b) The path components of X are equal to its components. 

( c) X is connected if and only if it is path connected. 

<> Exercise A.19. Prove the preceding lemma. 

Compactness 

A topological space X is said to be compact if every open cover of X has a 
finite sub cover. For example, a subset of lRn is compact if and only if it is 
closed and bounded. 

Lemma A.17 (Properties of Compact Spaces). Let X and Y be 
topological spaces. 

(a) If f: X --7 Y is continuous and X is compact, then f(X) is compact. 

(b) If X is compact and f: X --7 lR is a cont'inuous real-valued function, 
then f is bounded and attains its maximum and minimum values on 
X. 

(c) If X is compact, then every closed subset of X is compact. 

(d) If X is Hausdorff, then every compact su,b8et of X is closed in X. 

(e) If X is Hausdorff and K and L are compact subsets of X, then there 
exist disjoint open subsets U, V C X such that K C U and LeV. 

(1) Every finite product of compact spaces is compact. 

(g) Every quotient of a compact space is compact. 

<> Exercise A.20. Prove the preceding lemma. 

For manifolds, subsets of manifolds, and most other spaces we will be 
working with, there are two other equivalent formulations of compactness 
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that are frequently useful. Proofs of the next proposition can be found in 
[LeeOO, Chapter 4] or [Sie92, Chapter 7]. 

Proposition A.18 (Equivalent Formulations of Compactness). Let 
M be a second countable Hausdorff space or a metric space. Then the 
following are equivalent. 

( a) M is compact. 

(b) Every infinite subset of M has a limit point in M. 

(c) Every sequence in M has a convergent subsequence in M. 

o Exercise A.21. Show that every compact metric space is complete. 

One of the most useful properties of compact spaces is expressed in the 
following lemma. 

Lemma A.19 (Closed Map Lemma). Suppose X is a compact space, 
Y is a Hausdorff space, and F: X ~ Y is a continuous map. 

(a) F is a closed map. 

(b) If F is surjective, it is a quotient map. 

( c) If F is injective, it is a topological embedding. 

(d) If F is bijective, it is a homeomorphism. 

Proof. By virtue of Lemma A.13, the last three assertions follow from the 
first, so we need only prove that F is closed. Suppose K c X is a closed 
set. Then part (c) of Lemma A.17 implies that K is compact; part (a) of 
that lemma implies that F(K) is compact; and part (d) implies that F(K) 
is closed in Y. 0 

Homotopy and the Fundamental Group 

If X and Yare topological spaces and Fa, FI : X ~ Yare continuous 
maps, a homotopy from Fa to FI is a continuous map H: X x I ~ Y 
(where I = [0,1] is the closed unit interval in JR) satisfying 

H(x,O) = Fo(x), 
H(x, 1) = FI(x), 

for all x EX. If there exists a homotopy from Fa to FI, we say that 
Fa and FI are homotopic, and write Fa C:o:' Fl. If the homotopy satisfies 
H(x, t) = Fo(x) = FI (x) for all tEl and all xin some subset A c X, the 
maps Fa and FI are said to be homotopic relative to A. Both homotopy and 
homotopy relative to A are equivalence relations on the set of all continuous 
maps from X to Y. 
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The most important application of homotopies is to paths. Suppose X 
is a topological space. Two paths fo, h: I -+ X are said to be path homo­
topic, denoted symbolically by fo r-.J h, if they are homotopic relative to 
{O, I}. Explicitly, this means that there is a continuous map H: I x I -+ X 
satisfying 

H(s,O) = fo(s), 

H(s, 1) = h(s), 

H(O, t) = fo(O) = h(O), 
H(l, t) = fo(1) = h(l), 

s E I; 

s E I; 
tEl; 

tEl. 

For any given points p, q EX, path homotopy is an equivalence relation on 
the set of all paths from p to q. The equivalence class of a path f is called 
its path class, and is denoted by [f). 

Given two paths f, 9 such that f(l) = g(O), their product is the path f· 9 
defined by 

f. g(s) = {f(2S)' 
g(2s - 1), 

0< s < .!. 
- - 2' 

~ ::; S ::; 1. 

If f r-.J f' and 9 r-.J g', it is not hard to show that f . 9 r-.J f' . g'. Therefore, 
it makes sense to define the product of the path classes [f) and [g) by 
[f) • [g) = [f· g). Although multiplication of paths is not associative, it is 
associative up to path homotopy: ([f) . [g)) • [h) = [f) • ([g) • [h)). When we 
need to consider products ofthree or more actual paths (as opposed to path 
classes), we adopt the convention that such products are to be evaluated 
from left to right: f . 9 . h = (f . g) • h. 

If X is a topological space and q is a point in X, a loop in X based at 
q is a path in X from q to q, i.e., a continuous map f: I -+ X such that 
f(O) = f(l) = q. The set of path classes of loops based at q is denoted by 
7r1 (X, q). Equipped with the product described above, it is a group, called 
the fundamental group of X based at q. The identity element of this group 
is the path class of the constant path cq (s) == q, and the inverse of [f) is the 
path class of the reverse path f- 1 (s) = f (1 - s). 

It can be shown that for path connected spaces, the fundamental groups 
based at different points are isomorphic. If X is path connected and for 
some (hence any) q E X, 7r1(X,q) is the trivial group consisting of [cq ) 

alone, we say that X is simply connected. This means that every loop is 
path homotopic to a constant path. 

<> Exercise A.22. Let X be a path connected topological space. Show 
that X is simply connected if and only if any two paths in X with the same 
starting and ending points are path homotopic. 

A key feature of the homotopy relation is that it is preserved by 
continuous maps, as the next lemma shows. 
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Lemma A.20. If Fo, F l : X -+ Y and Go, G l : Y -+ Z are continuous 
maps with Fo ~ Fl and Go ~ Gl , then Go 0 Fo ~ Gl 0 Fl. Similarly, if 
fo, fl : I -+ X are path homotopic and F: X -+ Y is a continuous map, 
then F 0 fo '" F 0 fl. 

<> Exercise A.23. Prove the preceding lemma. 

Thus if F: X -+ Y is a continuous map, for each q E X we obtain a 
well-defined map F*: 11"1 (X, q) -+ 11"1 (Y, F(q)) by setting 

Lemma A.21. If F: X -+ Y is a continuous map, then F*: 11"1 (X, q) -+ 
1I"1(Y,F(q» is a group homomorphism, known as the homomorphism 
induced by F. 

Lemma A.22 (Properties of the Induced Homomorphism). 

( a) Let F: X -+ Y and G: Y -+ Z be continuous maps. Then for any 
q E X, (G 0 F)* = G* 0 F*: 11"1 (X, q) -+ 1I"1(Z, G(F(q))). 

(b) For any space X and any q EX, the homomorphism induced by the 
identity map Idx : X -+ X is the identity map of 11"1 (X, q). 

(c) If F: X -+ Y is a homeomorphism, then F*: 1I"1(X,q) -+ 1I"1(Y,F(q» 
is an isomorphism. Thus homeomorphic spaces have isomorphic 
fundamental groups. 

<> Exercise A.24. Prove the two preceding lemmas. 

<> Exercise A.25. A subset U c Rn is said to be star-shaped if there is 
a point p E U such that for every q E U, the line segment from p to q if'! 
contained in U. Show that every star-shaped set is simply connected. 

For n :2: 0, we define the (unit) n-sphere to be the set 

§n = {x E IRn +1 : Ixl = I} , 

with the Euclidean topology. In the special case n = 1, we often think of 
§l as a subset of C under our usual identification of 1R2 with C. 

Proposition A.23 (Fundamental Groups of Spheres). 

(a) 11"1 (§l, 1) is the infinite cyclic group generated by the path class of the 
loop a: [0, 1] -+ §l given (in complex notation) by a( s) = e27ris . 

(b) If n > 1, §n is simply connected. 

Proposition A.24 (Fundamental Groups of Product Spaces). Let 
Xl' ... ' Xk be topological spaces, and let 1I"i: Xl X ... X Xk -+ Xi denote 
the ith projection map. For any points qi E Xi, i = 1, ... , k, define a map 
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P: 7rl(X1 X ... X X k, (ql,"" qk)) ---+ 7rdXl' qd X ... X 7rl (Xk' qk) by 

P[f] = (7rh[J], ... , 7rk*[!]). 

Then P is an isomorphism. 

<> Exercise A.26. Prove the two preceding propositions. 

A continuous map F: X ---+ Y between topological spaces is said to be 
a homotopy equivalence if there is a continuous map G: Y ---+ X such that 
FoG c:::: Idy and Go F c:::: Idx . Such a map G is called a homotopy inverse 
for F. If there exists a homotopy equivalence between X and Y, the two 
spaces are said to be homotopy equivalent. For example, the inclusion map 
L: §n-l y ~n " {O} is a homotopy equivalence with homotopy inverse 
rex) = xllxl, because r 0 /, = Id§n-l and LOr is homotopic to the identity 
map ofll~n" {O} via the straight-line homotopy H(x, t) = tx + (1- t)xllxl. 

Theorem A.25 (Homotopy Invariance). If F: X ---+ Y is a homo­
topy equivalence, then fOT each p EX, F*: 7rl (X, p) ---+ 7rl (Y, F(p)) is an 
isomorphism. 

For a proof, see any of the topology texts mentioned at the beginning of 
this section. 

Covering Maps 

Suppose X and X are topological spaces. A map 7r: X ---+ X is called 
a covering map if X is path connected and locally path connected, 7r is 
surjective and continuous, and each point p E X has a neighborhood U that 
is evenly covered by 7r, meaning that U is connected and each component 
of 7r-l(U) is mapped homeomorphic ally onto U by 7r. In this case, X is 
called the base of the covering, and X is called a covering space of X. 

<> Exercise A.27. Show that a covering map is a local homeomorphism, 
an open map, and a quotient map. 

<> Exercise A.28. Show that an injective covering map is a homeomor­
phism. 

<> Exercise A.29. If 7r: X ---+ X is a covering map, show that all fibers of 
7r have the same cardinality, called the number of sheets of the covering. 

<> Exercise A.30. Show that any finite product of covering maps is a 
covering map. 

The main properties of covering maps that we will need are summarized 
in the next four propositions. For proofs, you can consult [LeeOO, Chapters 
11 and 12] or [Sie92, Chapter 14]. 
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If 71': X -+ X is a covering mlH> and F ~ Y -+ X is any -E0ntinuous map, 
a lift of F is a continuous map F: Y -+ X such that 71' 0 F = F: 

Y----px. 

Proposition A.26 (Lifting Properties of Covering Maps). Suppose 
71': X -+ X is a covering map. 

(a) UNIQUE LIFTING PROPERTY: If Y is a connected space and F: Y -+ 
X is a continuous map, then any two lifts of F that agree at one point 
are identical. 

(b) PATH LIFTING PROPERTY: If f: I -+ X is a path and qa E X is a 
point such that 71'(qa) = f(O), then there exists a unique lift T I -+ X 
of f such that 1(0) = qa. 

( c) HOMOTOPY LIFTING PROPERTY: If fa, II: I -+ X are path homo­
topic !!:.nd To, b: I -+ X are lifts of fa and II such that To(O) = h (0), 
then fa and II are path homotopic. 

Proposition A.27 (Lifting Criterion). Suppose 71': X -+ X is a cover­
ing map, Y is a connected and locally path connected space, and F: Y -+ X 
is a continuous map. Let y E Y and x E X be such that 71'(x) = F(y). Then 
there exists a lift F: Y -+ X of F satisfying F(y) = x if and only if 
F*71'1 (Y, y) C 71'*71'1 (X, x). 

Proposition A.28 (Coverings of Simply Connected Spaces). If 
X is a simply connected space, then any covering map 71': X -+ X is a 
homeomorphism. 

A topological space is said to be locally simply connected if it admits a 
basis of simply connected open sets. 

Proposition A.29 (Existence of a Universal Covering Space). If X 
is a connected and locally simply con"!:..ected topological space, there exists 
a simply connected topological space X and a covering map 71': X -+ X. 
If if: X -+ X is any other simply connected covering of X, there is a 
homeomorphism r.p: X -+ X such that if 0 r.p = 71'. 

The simply connected covering space X whose existence and uniqueness 
(up to homeomorphism) are guaranteed by this proposition is called the 
universal covering space of X. 
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Linear Algebra 

For the basic properties of vector spaces and linear maps, you can consult 
almost any linear algebra book that treats vector spaces abstractly, such as 
[FIS97]. Here we just summarize the main points, with emphasis on those 
aspects that will prove most important in the study of smooth manifolds. 

Vector Spaces 

Let ffi. denote the field of real numbers. A vector space over ffi. (or real vector 
space) is a set V endowed with two operations: vector addition V x V -+ V, 
denoted by (X, Y) r-+ X + Y, and scalar multiplication ffi. x V -+ V, denoted 
by (a, X) r-+ aX; the operations are required to satisfy 

(i) V is an abelian group under vector addition. 

(ii) Scalar multiplication satisfies the following identities: 

a(bX) = (ab)X 

lX=X 

for all X E V and a, b E ffi.; 

for all X E V. 

(iii) Scalar multiplication and vector addition are related by the following 
distributive laws: 

(a+b)X=aX+bX 

a(X + Y) = aX + aY 

for all X E V and a, b E ffi.; 

for all X, Y E V and a E R 

The elements of V are usually called vectors. When it is necessary to 
distinguish them from vectors, real numbers are sometimes called scalars. 

This definition can be generalized in several directions. First, replacing ffi. 
by an arbitrary field IF everywhere, we obtain the definition of a vector space 
over IF. Second, if ffi. is replaced by a commutative ring 9<, this becomes the 
definition of a module over 9<. For example, it is straightforward to check 
that modules over the ring Z of integers are just abelian groups under 
addition. We will be concerned almost exclusively with real vector spaces, 
but it is useful to be aware of these more general definitions. Unless we 
specify otherwise, all vector spaces will be assumed to be real. 

If V is a vector space, a subset W c V that is closed under vector 
addition and scalar multiplication is itself a vector space, and is called a 
subspace of V. 

Let V be a vector space. A finite sum of the form 2::7=1 ai Xi, where ai E 

ffi. and Xi E V, is called a linear combination of the vectors Xl, ... , X k. (The 
reason we write the coefficients ai with superscripts instead of subscripts 
is to be consistent with the Einstein summation convention, explained in 
Chapter 1.) If S is an arbitrary subset of V, the set of all linear combinations 
of elements of S is called the span of S and is denoted by span(S); it is 
easily seen to be the smallest subspace of V containing S. If V = span(S), 
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we say that S spans V. By convention, a linear combination of no elements 
is considered to sum to zero, and the span of the empty set is {O}. 

If p, q are points of V, the line segmentfrom p to q is the set {tp+ (1- t)q : 
o ::; t ::; I}. A subset B c V is said to be convex if for every two points 
p, q E B, the line segment from p to q is contained in B. 

Bases and Dimension 

Suppose V is a real vector space. A subset S c V is said to be linearly 
dependent if there exists a linear relation of the form I::=l ai Xi = 0, where 
Xl, ... , X k are distinct elements of S and at least one of the coefficients a i 
is nonzero; it is said to be linearly independent otherwise. In other words, S 
is linearly independent if and only if the only linear combination of distinct 
elements of S that sums to zero is the one in which all the scalar coefficients 
are zero. Note that any set containing the zero vector is linearly dependent. 
By convention, the empty set is considered to be linearly independent. 

<> Exercise A.31. Let V be a vector space and S c V. 

(a) If S is linearly independent, show that any subset of S is linearly 
independent. 

(b) If S is linearly dependent or spans V, show that any subset of V that 
properly contains S is linearly dependent. 

(c) Show that S is linearly dependent if and only if some element XES 
can be expressed as a linear combination of elements of S " {X}. 

(d) If (Xl, ... ,Xm ) is a finite, ordered, linearly dependent subset of V, 
show that some Xi can be written as a linear combination of the 
preceding vectors (Xl, ... , Xi-I). 

A basis for V is a subset S c V that is linearly independent and spans 
V. If S is a basis for V, every element of V has a unique expression as a 
linear combination of elements of S. If V has a finite basis, then V is said to 
be finite-dimensional, and otherwise it is infinite-dimensional. The trivial 
vector space {O} (which we denote by IRQ) is finite-dimensional, because it 
has the empty set as a basis. 

Lemma A.3D. Let V be a finite-dimensional vector space. If V is spanned 
by n vectors, then every subset of V containing more than n vectors is 
linearly dependent. 

Proof. Suppose the set {Xl, ... ,Xn} spans V. To prove the lemma, it 
clearly suffices to show that any set containing exactly n + 1 vectors is 
dependent. Let {Y1 , ... , Yn +1} be such a set. By Exercise A.31(b), the set 
{Y1 , Xl> ... , Xn} is dependent. By Exercise A.31(d), one of the vectors Xj 
can be written as a linear combination of {Yl> ... , Xj-d. Renumbering the 
Xi's if necessary, we may assume that j = 1, so the set {Y1, X 2 , .•. , Xn} 
still spans V. 
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Now suppose by induction that {Yl , Y2 , ... , Yk- l , X k , ... , Xn} spans V. 
As before, the set {Yl , Y2 , ... , Yk-l, Yk , X k , ... , Xn} is dependent, so one 
of the vectors in this list can be written as a linear combination of the 
preceding ones. If the Yi's are independent, it must be one of the Xj's that 
can be so written, and after reordering we may assume it is X k . Thus the 
set {Yl , Y2 , ... , Yk,Xk+l,'" ,Xn } still spans V. Continuing by induction, 
we conclude that the vectors {Yl , ... , Yn } span V. But this means that 
{Yl , ... , Yn+d are dependent by Exercise A.31(b). 0 

Proposition A.31. If V is a finite-dimensional vector space, all bases for 
V contain the same number of elements. 

Proof. If {El, ... ,En } is a basis for V, then Lemma A.30 implies that 
any set containing more than n elements is dependent, so no basis can 
have more than n elements. Conversely, if there were a basis containing 
fewer than n elements, then Lemma A.3D would imply that {El , ... , En} 
is dependent, which is a contradiction. 0 

Because of the preceding proposition, it makes sense to define the di­
mension of a finite-dimensional vector space V, denoted by dim V, to be 
the number of elements in any basis. 

<> Exercise A.32. Suppose V is a finite-dimensional vector space. 

(a) Show that every set that spans V contains a basis, and every linearly 
independent subset of V is contained in a basis. 

(b) If S c V is a subspace, show that S is finite-dimensional and dim S :=; 
dim V, with equality if and only if S = V. 

(c) Show that dim V = 0 if and only if V = {O}. 

If S is a subspace of a finite-dimensional vector space V, we define the 
codimension of S in V to be dim V - dim S. ily virtue of part (b) of the 
preceding exercise, the co dimension of S is always nonnegative, and is zero 
if and only if S = V. A hyperplane is a subspace of codimension l. 

An ordered basis of a finite-dimensional vector space is a basis endowed 
with a specific ordering of the basis vectors. For most purposes, ordered 
bases are more useful than bases, so we will assume, often without comment, 
that each basis comes with a given ordering. We will denote an ordered basis 
by a notation such as (El , ... , En) or (Ei)' 

If (El' ... , En) is an (ordered) basis for V, each vector X E V has a 
unique expression as a linear combination of basis vectors: 

n 

X = I:XiEi . 
i=l 

The numbers Xi are called the components of X with respect to this basis, 
and the ordered n-tuple (Xl, ... , xn) is called its basis representation. 
(Here is an example of a definition that requires an ordered basis.) 
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The fundamental example of a finite-dimensional vector space is of course 
n-dimensional Euclidean space lRn. It is a vector space under the usual 
operations of vector addition and scalar multiplication. It has a natural 
basis (el,"" en), called the standard basis, where ei = (0, ... ,1, ... ,0) 
is the vector with a 1 in the ith place and zeros elsewhere. Any element 
x E lRn can be written (xl, ... , xn) = L~=l xiei' so its components with 
respect to the standard basis are just its coordinates (Xl, .. . , Xn) . 

If Sand Tare subspaces of a vector space V, the notation S + T denotes 
the set of all vectors of the form X + Y, where XES and YET. It is 
easily seen to be a subspace, and in fact is the subspace spanned by S U T. 
If S + T = V and S n T = {O}, V is said to be the direct sum of Sand T, 
and we' write V = S EEl T. 

If S is any subspace of V, another subspace T C V is said to be com­
plementary to S if V = S EEl T. In this case, it is easy to check that every 
vector in V has a unique expression as a sum of an element of S plus an 
element of T. 

<> Exercise A.33. Suppose Sand Tare subspaces of a finite-dimensional 
vector space V. 

(a) Show that S nTis a subspace of V. 
(b) Show that dim(S + T) = dim S + dim T - dim(S n T). 
(c) If V = S+T, show that V = SffiT if and only if dim V = dim S+dim T. 

<> Exercise A.34. Let V be a finite-dimensional vector space. Show that 
every subspace S C V has a complementary subspace in V. In fact, if 
(E1 , ... , En) is any basis for V, show that there is some subset {i1 , .•• , id 
of the integers {I, ... ,n} such that span(Eil' ... , Eik ) is a complement to 
S. [Hint: Choose a basis (H, ... , Fm) for S, and apply Exercise A.31(d) to 
the ordered (m+n)-tuple (H, ... ,Fm,E1, ... ,En).] 

Suppose S C V is a subspace. For any vector x E V, the coset of S 
determined by x is the set 

x+S={x+y:yES}. 

A coset is also called an affine subspace of V parallel to S. The set V / S of 
cosets of S is called the quotient of V by S. 

<> Exercise A.35. Suppose V is a vector space and S is a subspace of V. 
Define vector addition and scalar multiplication of cosets by 

(x + S) + (:1/+ S) = (x + y) + S, 
c(x + S) = (ex) + S. 

(a) Show that the quotient VIS is a vector space under these operations. 
(b) If V is finite-dimensional, show that dim VIS = dim V - dim S. 
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Linear Maps 

Let V and W be vector spaces. A map T: V -+ W is linearifT(aX +bY) = 
aT X + bTY for all vectors X, Y E V and all scalars a, b. (Because of the 
close connection between linear maps and matrix multiplication described 
below, we generally write the action of a linear map T on a vector X as 
T X without parentheses, unless parentheses are needed for grouping.) The 
kernel or null space of T, denoted by KerT, is the set {X E V : TX = O}, 
and the image of T, denoted by 1m T or T(V), is the set {Y E W : Y = 
TX for some X E V}. 

One simple but important example of a linear map arises in the following 
way. Given a subspace S c V and a complementary subspace T, there is a 
unique linear map 7r: V -+ S defined by 

7r(X + Y) = X for XES, YET. 

This map is called the projection onto S with kernel T. 
A bijective linear map T: V -+ W is called an isomorphism. In this case, 

there is a unique inverse map T- 1 : W -+ V, and the following computation 
shows that T- 1 is also linear: 

aT- 1 X + bT-1y = T-1T (aT- 1 X + bT-1y) 

= T- 1 (aTT- 1 X + bTT-1y) (by linearity of T) 

= T-1(aX + bY). 

For this reason, a bijective linear map is also said to be invertible. If there 
exists an isomorphism T: V -+ W, then V and Ware said to be isomorphic. 
Isomorphism is easily seen to be an equivalence relation. 

Example A.32. Let V be any n-dimensional vector space, and let 
(El , ... , En) be any ordered basis for V. Define a map E: IRn -+ V by 

E(xl, ... ,xn) =x1E1+"'+xnEn. 

Then E is linear and bijective, so it is an isomorphism, called the basis 
isomorphism determined by this basis. Thus every n-dimensional vector 
space is isomorphic to IRn. 

o Exercise A.36. Let V and W be vector spaces, and let (El,"" En) be 
a basis for V. For any n elements Xl, ... ,Xn E W, show that there is a 
unique linear map T: V --+ W satisfying T(Ei) = Xi for i = 1, ... ,n. 

o Exercise A.37. Let S: V --+ Wand T: W --+ X be linear maps. 

(a) Show that KerS and ImS are subspaces of V and W, respectively. 
(b) Show that S is injective if and only if Ker S = {o}. 
(c) If S is an isomorphism, show that dim V = dim W (in the sense that 

these dimensions are either both infinite or both finite and equal). 
(d) If Sand T are both injective or both surjective, show that To S has 

the same property. 
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(e) IfToS is surjective, show that T is surjective; give an example to show 
that S may not be. 

(f) If T a S is injective, show that S is injective; give an example to show 
that T may not be. 

o Exercise A.3S. Suppose V is a vector space and S is a subspace of V, 
and let 1r: V -+ VIS denote the projection defined by 1r(x) = X + S. 

(a) Show that 1r is a surjective linear map with kernel equal to S. 
(b) If T: V -+ W is any linear map, show that there exists a linear map 

T: VIS -+ W such that To 1r = T if and only if S C KerT. 

Now suppose V and Ware finite-dimensional vector spaces with ordered 
bases (E l , ... , En) and (Fl,"" Fm), respectively. If T: V -+ W is a linear 
map, the matrix of T with respect to these bases is the m x n matrix 

whose jth column consists of the components of T E j with respect to the 
basis (Fi): 

m 

TEj = LA;Fi . 

i=l 

By linearity, the action of T on any vector X = Lj xj Ej is then given by 

T(t,XjEj) = ~t,A;XjFi' 
If we write the components of a vector with respect to a basis as a column 
matrix, then the matrix representation of Y = T X is given by matrix 
multiplication: 

( ~l) (~t ~~) (~l) , 
ym Al A~ xn 

or, more succinctly, 

n 

yi = LA;Xj. 
j=l 

Insofar as possible, we will denote the row index of a matrix by a su­
perscript and the column index by a subscript, so that A; represents the 
element in the ith row and jth column. Thus the entry in the ith row and 
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jth column of a matrix product AB is given by 

n 

(AB); = L A1Bj. 
k=l 

It is straightforward to check that the composition of two linear maps is 
represented by the product of their matrices, and the identity map on any 
n-dimensional vector space V is represented with respect to any basis by 
the n x n identity matrix, which we denote by In; it is the matrix with ones 
on the main diagonal and zeros elsewhere. 

The set M (m x n, JR) of all m x n real matrices is easily seen to be a real 
vector space of dimension mn. (In fact, by stringing out the matrix entries 
in a single row, we can identify it in a natural way with JRmn.) Similarly, 
because !C is a real vector space of dimension 2, the set M( m x n, !C) of m x n 
complex matrices is a real vector space of dimension 2mn. When m = n, 
we will abbreviate the spaces of n x n square real and complex matrices 
by M(n, JR) and M(n, q, respectively. In this case, matrix multiplication 
gives these spaces additional algebraic structure. If V, W, and Z are vector 
spaces, a map B: V x W ---+ Z is said to be bilinear if it is linear in each 
variable separately when the other is held fixed: 

B(alXl + a2X2, Y) = a1B(X1, Y) + a2B(X2, Y), 

B(X, a1Y1 + a2Y2) = a1B(X, Yd + a2 B (X, Y2). 

An algebra (over JR) is a real vector space V endowed with a bilinear product 
map V x V ---+ V. The algebra is said to be commutative or associative if 
the bilinear product has that property. 

<> Exercise A.39. Show that matrix multiplication turns M(n, JR) 
and M(n, C) into associative algebras over R Show that they are 
noncommutative unless n = 1. 

Suppose A is an n x n matrix. If there is a matrix B such that AB = 

BA = In, then A is said to be invertible or nonsingular; it is singular 
otherwise. 

<> Exercise A.40. Suppose A is an n x n matrix. 

(a) If A is nonsingular, show that there is a unique n x n matrix B such 
that AB = BA = In. This matrix is denoted by A- 1 and is called the 
inverse of A. 

(b) If A is the matrix of a linear map T: V -+ W with respect to some bases 
for V and W, show that T is invertible if and only if A is invertible, in 
which case A -1 is the matrix of T- 1 with respect to the same bases. 

(c) If B is an n x n matrix such that either AB = In or BA = In, show 
that A is nonsingular and B = A -1. 
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Because jRn comes equipped with the canonical basis (ei), we can unam­
biguously identify linear maps from jRn to jRm with m x n matrices, and 
we will often do so without further comment. 

In this book we often need to be concerned with how various objects 
transform when we change bases. Suppose (Ei) and (Ej) are two bases 
for a finite-dimensional vector space V. Then each basis can be written 
uniquely in terms of the other, so there is an invertible matrix B, called 
the transition matrix between the two bases, such that 

n 

Ei = LBiEj, 
j=l 

n 
(A.2) 

Ej = L(B- 1):Ei . 

i=l 

Now suppose V and W are finite-dimensional vector spaces and T: V -7 

W is a linear map. With respect to bases (Ei) for V and (Fj) for W, the 

map T is represented by some matrix A = (A;). If (Ei) and (Fj) are any 
other choices of bases for V and W, respectively, let Band C denote the 
transition matrices satisfying (A.2) and 

m 

Fi = LCiFj, 
j=l 

m 

Then a straightforward computation shows that the matrix A representing 
T with respect to the new bases is related to A by 

Ai, = "CiAl (B-1)k 
J L 1 k j' 

k,l 

or, in matrix form, 

In particular, if T is a map from V to itself, we usually use the same basis 
for the domain and the range. In this case, if A denotes the matrix of T 
with respect to (Ei)' and A is its matrix with respect to (Ei) , we have 

(A.3) 

If V and Ware vector spaces, the set Hom(V, W) of linear maps from V 
to W is a vector space under the operations 

(S+T)X=SX+TX; (cT)X = c(TX). 

If dim V = n and dim W = m, then any choices of bases for V and W 
give us a map Hom(V, W) -7 M(m x n, jR), by sending each linear map to 
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its matrix with respect to the chosen bases. This map is easily seen to be 
linear and bijective, so dim Hom(V, W) = dimM(m x n,R) = mn. 

If T: V --+ W is a linear map between finite-dimensional spaces, the 
dimension of ImT is called the rank of T, and the dimension of KerT 
is called its nullity. The following theorem shows that, up to choices of 
bases, a linear map is completely determined by its rank together with the 
dimensions of its domain and range. 

Theorem A.33 (Canonical Form for a Linear Map). Suppose V and 
Ware finite-dimensional vector spaces, and T: V --+ W is a linear map of 
rank r. Then there are bases for V and W with respect to which T has the 
following matrix representation (in block form): 

(Ir 0) o 0 . 

Proof. Choose any bases (F1, ... , Fr) for ImT and (K1, ... , K k ) for KerT. 
Extend (Fj) arbitrarily to a basis (F1 , ••. , Fm) for W. By definition of the 
image, there are vectors E1' ... ' Er E V such that TEi = Fi for i = 1, ... , r. 
We will show that (E1' ... ' En K1' ... ' K k ) is a basis for V; once we know 
this, it follows easily that T has the desired matrix representation. 

Suppose first that :Ei ai Ei + :Ej Oi K j = O. Applying T to this equa­
tion yields :E~=l ai Fi = 0, which implies that all the coefficients ai 
are zero. Then it follows also that all the Oi's are zero because the 
Kj's are independent. Therefore, the vectors (E1, ... ,En K 1, ... ,Kk ) are 
independent. 

To show that they span V, let X E V be arbitrary. We can express 
T X E 1m T as a linear combination of (F1, ... , Fr): 

r 

TX = LciFi. 
i=l 

If we put Y = :EiciEi E V, it follows that TY = TX, so Z = X - Y E 

KerT. Writing Z = :Ej dj K j , we obtain 

r k 

x= Y +Z = LciEi + LdjKj , 
i=l j=l 

o 
This theorem says that any linear map can be put into a particularly nice 

diagonal form by appropriate choices of bases in the domain and range. 
However, it is important to be aware of what the theorem does not say: If 
T: V --+ V is a linear map from a finite-dimensional vector space to itself, 
it might not be possible to represent T by a diagonal matrix with respect 
to the same basis for the domain and range. 

The next result is central in applications of linear algebra to smooth 
manifold theory; it is a corollary to the proof of the preceding theorem. 
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Corollary A.34 (Rank-Nullity Law). Suppose T: V ---+ W is a linear 
map between finite-dimensional vector spaces. Then 

dim V = rank T + nullity T = dim (1m T) + dim(Ker T). 

Proof. The preceding proof showed that V has a basis consisting of k + r 
elements, where k = dim Ker T and r = dim 1m T. 0 

o Exercise A.41. Suppose V, W, X are finite-dimensional vector spaces, 
and let S: V -+ Wand T: W -+ X be linear maps. 

(a) Show that rankS::; dim V, with equality if and only if S is injective. 
(b) Show that rank S ::; dim W, with equality if and only if S is surjective. 
(c) If dim V = dim Wand S is either injective or surjective, show that it 

is an isomorphism. 
(d) Show that rank(T 0 S) ::; rankS, with equality if and only if ImS n 

KerT = {O}. 
(e) Show that rank(T 0 S) ::; rank T, with equality if and only if 1m S + 

KerT= W. 
(f) If S is an isomorphism, show that rank(T 0 S) = rank T, and if T is an 

isomorphism, show that rank(T 0 S) = rank S. 

Let A be an m x n matrix. The transpose of A is the n x m matrix 
AT obtained by interchanging the rows and columns of A: (AT){ = A~. A 
square matrix A is said to be symmetric if A = AT and skew-symmetric if 
A = -AT. 

o Exercise A.42. If A and B are matrices of dimensions m x nand n x k, 
respectively, show that (ABf = BT AT. 

The rank of an m x n matrix A is defined to be its rank as a linear map 
from IRn to IRm. Because the columns of A, thought of as vectors in IRm, are 
the images of the standard basis vectors under this linear map, the rank of 
A can also be thought of as the dimension of the span of its columns, and 
is sometimes called its column rank. Analogously, we define the row rank 
of A to be the dimension of the span of its rows, thought of similarly as 
vectors in IRn. 

Proposition A.35. The row rank of a matrix is equal to its column rank. 

Proof. Let A be an m x n matrix. Because the row rank of A is equal to 
the column rank of AT, we must show that rank A = rank AT. 

Suppose the (column) rank of A is k. Thought of as a linear map from 
IRn to IRm, A factors through 1m A as follows: 

IRn __ A::.=---+-. IRm 

A~ 
ImA, 
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where A is just the map A with its range restricted to 1m A, and L is the 
inclusion of 1m A into IRm. Choosing a basis for the k-dimensional subspace 
ImA, we can write this as a matrix equation A = BC, where Band C are 
the matrices of L and A with respect to the standard bases in IRn and IRm 
and the chosen basis in 1m A. Taking transposes, we obtain AT = CT BT, 
from which it follows that rank AT :s; rankBT . Since BT is a k x m matrix, 
its column rank is at most k, which shows that rank AT :s; rank A. Reversing 
the roles of A and AT and using the fact that (AT)T = A, we conclude 
that rank A = rank AT. 0 

Suppose A = (A;) is an m x n matrix. By choosing nonempty subsets 
{i1, ... ,ik} C {l, ... ,m} and {jl, ... ,jz} C {l, ... ,n}, we obtain a k x l 
matrix whose entry in the pth row and qth column is A~:: 

Such a matrix is called a k x l minor of A. Looking at minors gives a 
convenient criterion for checking the rank of a matrix. 

Proposition A.36. Suppose A is an m x n matrix. Then rank A ~ k if 
and only if some k x k minor of A is nonsingular. 

Proof. By definition, rank A ~ k if and only if A has at least k independent 
columns, which is equivalent to A having some m x k minor with rank k. 
But by Proposition A.35, any such m x k minor has rank k if and only if it 
has k independent rows. Thus A has rank at least k if and only if it has an 
m x k minor with k independent rows, if and only if it has a k x k minor 
that is nonsingular. 0 

The Determinant 

There are a number of ways of defining the determinant of a square matrix, 
each of which has advantages in different contexts. The definition we will 
give here is the simplest to state and fits nicely with our treatment of 
alternating tensors in Chapter 12. 

If X is a set, a permutation of X is a bijective map from X to itself. The 
set of all permutations of X is a group under composition. We let Sn denote 
the group of permutations of the set {I, ... , n}, called the symmetric group 
on n elements. The properties of Sn that we will need are summarized in the 
following lemma; proofs can be found in any good undergraduate algebra 
text such as [Hun90] or [Her75]. A transposition is a permutation that 
interchanges two elements and leaves all the others fixed. A permutation 
that can be written as a product of an even number of transpositions is 
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called even, and one that can be written as a product of an odd number of 
transpositions is called odd. 

Lemma A.37 (Properties of the Symmetric Group). 

(a) Every element of Sn can be written as a finite product of 
transpositions. 

(b) For any a E Sn, the parity (evenness or oddness) of the number of 
factors in any decomposition of a as a product of transpositions is 
independent of the choice of decomposition. 

(c) lfn 2: 1, the map sgn: Sn -+ {±1} given by 

sgna = { 1 
-1 

if a is even, 

if a is odd, 

is a surjective group homomorphism, where we consider {±1} as a 
group under multiplication. 

<> Exercise A.43. Prove (or look up) Lemma A.37. 

If A = (A~) is an n x n (real or complex) matrix, the determinant of A 
is defined by the expression 

det A = L (sgn a )A~(l) ... A~(n). (A.4) 
uESn 

For simplicity, we assume throughout this section that our matrices are real. 
The statements and proofs, however, hold equally well in the complex case. 
In our study of Lie groups we also have occasion to consider determinants 
of complex matrices. 

Although the determinant is defined as a function of matrices, it is also 
useful to think of it as a function of n vectors in jRn: If Al , ... , An E jRn, 
we interpret det(Al , ... , An) to mean the determinant of the matrix whose 
columns are (Al"'" An): 

It is obvious from the defining formula (A.4) that the function det: jRn x· 
... x jRn -+ jR so defined is multilinear, which means that it is linear as a 
function of each vector when all the other vectors are held fixed. 

Proposition A.38 (Properties of the Determinant). Let A be an 
n x n matrix. 
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(a) If one column of A is multiplied by a scalar c, the determinant is 
multiplied by the same scalar: 

det(A1 , ... , cAi , ... , An) = cdet(A1 , ... , Ai'···' An). 

(b) The determinant changes sign when two columns are interchanged: 

det(A1 , ... , Aq, ... , Ap, ... , An) 
= - det(A1, ... , Ap, ... , Aq, ... , An). (A.5) 

(c) The determinant is unchanged by adding a scalar multiple of one 
column to any other column: 

det(A1 , ... , Ai' .. ·' Aj + cAi,···, An) 
= det(A1 , ... , Ai' ... ' Aj ... , An). 

(d) For any scalar e, det(eA) = en det A. 

(e) If any two columns of A are identical, then det A = O. 

(I) det AT = det A. 

(g) det1n = l. 

(h) If A is singular, then det A = o. 

Proof. Part (a) is part of the definition of multilinearity, and (d) follows 
immediately from (a). To prove (b), suppose p < q and let T E Sn be 
the transposition that interchanges p and q, leaving all other indices fixed. 
Then the left-hand side of (A.5) is equal to 

det(A1 , ... ,Aq, ... ,Ap, ... ,An) 

= L (sgn a)A~(l) ... A~(p) ... A~(q) ... A~(n) 

= - L (sgn(aT))A~(T(l)) ... A~(T(n» 
= - L (sgn 1/)At1) ... A~(n) 

"1ESn 

= - det(A1 , ... , An), 

where the next-to-Iast line follows by substituting 1/ = aT and noting that 
1/ runs over all elements of Sn as a does. Part (e) is then an immediate 
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consequence of (b), and (c) follows by multilinearity: 

det(A1 , ... , Ai, ... , Aj + cAi ,.··, An) 

= det(A1, ... , Ai'···' A j ... , An) + cdet(A1 , ... , Ai'···' Ai···' An) 
= det(Al, ... ,Ai, ... ,Aj ... ,An) + o. 

Part (f) follows directly from the definition of the determinant: 

detAT = L (sgna)A~(1) . .. A~(n) 

= L (sgn 17)A~(l) ... A~(n) 
T/ESn 

= detA. 

In the third line we have used the fact that multiplication is 
. d h b {AU - 1 (u(l)) Au-1(u(n))} . commutatIve, an t e num ers u(l) , ... , u(n) are Just 

{A~-l(l), ... ,A~-l(n)} in a different order; and the fourth line follows by 
substituting 17 = a-I and noting that sgna-1 = sgna. Similarly, (g) fol­
lows from the definition, because when A is the identity matrix, for each a 
except the identity permutation there is some j such that A;(j) = O. 

Finally, to prove (h), suppose A is singular. Then, as a linear map from 
]Rn to ]Rn, A as rank less than n by parts (a) and (b) of Exercise A.4l. Thus 
the columns of A are dependent, so at least one column can be written as a 
linear combination of the others: Aj = Lih ci Ai. The result then follows 
from the multilinearity of det and (e). 0 

The operations on matrices described in parts (a), (b), and (c) of the 
preceding proposition (multiplying one column by a scalar, interchanging 
two columns, and adding a multiple of one column to another) are called 
elementary column operations. Part of the proposition, therefore, describes 
precisely how a determinant is affected by elementary column operations. 
If we define elementary row operations analogously, the fact that the deter­
minant of AT is equal to that of A implies that the determinant behaves 
similarly under elementary row operations. 

Since the columns of an n x n matrix A are the images of the standard 
basis vectors under the linear map from ]Rn to itself that A defines, elemen­
tary column operations correspond to changes of basis in the domain. Thus 
each elementary column operation on a matrix A can be realized by mul­
tiplying A on the right by a suitable matrix, called an elementary matrix. 
For example, multiplying the ith column by c is achieved by multiplying A 
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by the matrix Ec that is equal to the identity matrix except for a c in the 
(i, i) position: 

Al 
1 

Al • Al n 1 0 0 

Aj 
I 

Aj 
• 

Aj n c 

An 
I 

An • 
An n 0 0 1 

Al 
I cAT Al n 

Aj 
I 

cAj 
• 

Aj n 

An 
I cAr An n 

Observe that det Ec = cdet In = c. 

o Exercise A.44. Show that interchanging two columns of a matrix is 
equivalent to multiplying on the right by a matrix whose determinant is -1, 
and adding a multiple of one column to another is equivalent to multiplying 
on the right by a matrix of determinant 1. 

o Exercise A.45. Suppose A is a nonsingular n x n matrix. 

(a) Show that A can be reduced to the identity In by a sequence of 
elementary column operations. 

(b) Show that A is equal to a product of elementary matrices. 

Elementary matrices form a key ingredient in the proof of the following 
theorem, which is arguably the deepest and most important property of 
the determinant. 

Theorem A.39. If A and Bare n x n matrices, then 

det(AB) = (detA)(detB). 

Proof. If B is singular, then rankB < n, which implies that rankAB < n. 
Therefore both detB and detAB are zero by Proposition A.38(h). On the 
other hand, parts (a), (b), and (c) of Proposition A.38 combined with Exer­
cise A.44 show that the theorem is true when B is an elementary matrix. If 
B is an arbitrary nonsingular matrix, then B can be written as a product 
of elementary matrices by Exercise A.45, and then the result follows by 
induction on the number of elementary matrices in such a product. 0 

Corollary A.40. If A is a nonsingular n x n matrix, then det(A-I) 
(det A)-I. 

Proof. Just note that 1 = detIn = det(AA-I) = (detA)(detA- I). 0 
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Corollary A.41. A square matrix is singular if and only if its determinant 
is zero. 

Proof. One direction follows from Proposition A.38(h); the other from 
Corollary A.40. 0 

Corollary A.42. If A and Bare n x n matrices with B nonsingular, then 
det (BAB-1) = detA. 

Proof. This is just a computation using Theorem A.39 and Corollary A.40: 

det (BAB-1) = (det B)(detA) (detB- 1) 

= (det B)(det A) (det B)-l 

= detA. o 
The last corollary allows us to extend the definition of the determinant 

to linear maps on arbitrary finite-dimensional vector spaces. Suppose V is 
an n-dimensional vector space and T: V --+ V is a linear map. With respect 
to any choice of basis for V, T is rePlesented by an n x n matrix. As we 
observed above, the matrices A and A representing T with respect to two 
different bases are related by A = BAB-1 for some nonsingular matrix B 
(see (A.3)). It follows from Corollary A.42, therefore, that det A = det A. 
Thus we can make the following definition: For any linear map T: V --+ V 
from a finite-dimensional vector space to itself, we define the determinant 
of T to be the determinant of any matrix representation of T (using the 
same basis for the domain and range). 

For actual computations of determinants, the formula in the following 
proposition is usually more useful than the definition. 

Proposition A.43 (Expansion by Minors). Let A be an n x n matrix, 
and for each i,j let Mj denote the (n - 1) x (n - 1) minor obtained by 
deleting the ith column and jth row of A. For any fixed i between 1 and n 
inclusive, 

n 

det A = I) -l)i+j A{ det Mf. (A.6) 
j=l 

Proof. It is useful to consider first a special case: Suppose A is an n x n 
matrix that has the block form 

A= (~ ~), (A.7) 

where B is an (n - 1) x (n - 1) matrix and C is a 1 x n row matrix. 
Then in the defining formula (A.4) for det A, the factor A~(n) is equal to 
1 when a(n) = n and zero otherwise, so in fact the only terms that are 
nonzero are those in which a E Sn-1, thought of as the subgroup of Sn 
consisting of elements that permute {I, ... , n - I} and leave n fixed. Thus 
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the determinant of A simplifies to 

det A = L (sgn(j)A~(I) ... A~~I-I) = det B. 
aESn-l 

Now let A be arbitrary, and fix i E {I, ... ,n}. For each j = 1, ... ,n, 
let Xl denote the matrix obtained by replacing the ith column of A by 
the basis vector ej. Since the determinant is a multilinear function of its 
columns, 

det A = det (AI,"" Ai-I, t Aiej, Ai+l,"" An) 
)=1 

n 

= I: Ai det(A l , ... , Ai-I, ej, A i+l , ... , An) (A.8) 
j=1 

n 

= I: Ai det x{ 
j=l 

On the other hand, by interchanging columns n - i times and then in­
terchanging rows n - j times, we can transform xl to a matrix of the 
form (A.7) with B = Mi- Therefore, by the observation in the preceding 
paragraph, 

detXI = (_1)n-i+n- j detMl = (_I)i+j detM{ 

Inserting this into (A.8) completes the proof. o 

Formula (A.6) is called the expansion of det A by minors along the 
i th column. Since det A = det AT, there is an analogous expansion along 
any row. The factor (-I)i+jdetMI multiplying Ai in (A.6) is called the 
cofactor of Ai, and is denoted by cof i . 
Proposition A.44 (Cramer's Rule). If A is a nonsingular n x n matrix, 
then A-I is equal to I/(detA) times the transposed cofactor matrix of A. 
Thus its matrix entries are given by 

(A-l)i. = _I-cofj = _I_(_I)i+j detMJ. (A.9) 
) det A ' det A ' 

Proof. Let Bj denote the expression on the right-hand side of (A.9). Then 

~ BiAj = _l_~(_I)i+jAj detMJ. 
~ ) k detA ~ k' 
j=1 j=1 

(A.I0) 

When k = i, the summation on the right-hand side is precisely the expan­
sion of det A by minors along the ith column, so the right-hand side of 
(A.IO) is equal to 1. On the other hand, if k i= i, the summation is equal to 
the determinant of the matrix obtained by replacing the ith column of A 
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by the kth column. Since this matrix has two identical columns, its deter­
minant is zero. Thus (A.lO) is equivalent to the matrix equation BA = In, 
where B is the matrix (Bj). By Exercise A.40(c), therefore, B = A-i. D 

A square matrix A = (Aj) is said to be upper triangular if Aj = 0 
for i > j (Le., the only nonzero entries are on and above the main diag­
onal). Determinants of upper triangular matrices are particularly easy to 
compute. 

Proposition A.45. If A is an upper triangular n x n matrix, then the 
determinant of A is the product of its diagonal entries: 

detA = A~ .. ·A~. 

Proof. When n = 1, this is trivial. So assume the result is true for (n -
1) x (n - 1) matrices, and let A be an upper triangular n x n matrix. In 
the expansion of det A by minors along the first column, there is only one 
nonzero entry, namely At det Mf. By induction, det Mf = A~ ... A~, which 
proves the proposition. D 

Suppose X is an (m + k) x (m + k) matrix. We say that X is block upper 
triangular if X has the form 

X= (~ ~) (A.ll) 

for some matrices A, B, C of sizes m x m, m x k, and k x k, respectively. 

Proposition A.46. If X is the block upper triangular matrix given by 
(A.ll), then detX = (det A) (det C). 

Proof. If A is singular, then clearly the columns of X are linearly depen­
dent, which implies that det X = 0 = (det A) (det C). So let us assume that 
A is nonsingular. 

Consider first the following special case: 

X = (10 ~). 
Expanding by minors along the first column, an easy induction shows that 
det X = det C in this case. A similar argument shows that 

det (~ ~) = detA. 

The general case follows from these two observations together with the 
factorization 

(A B) = (A 0) (1m 0) (1m 
OC Oh OC 0 

D 
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Inner Products and Norms 

If V is a real vector space, an inner product on V is a map V x V , JR., 
usually written (X, Y) rl (X, Y), that is 

(i) SYMMETRIC: 

(ii) BILINEAR: 

(X, Y) = (Y, X); 

(aX + a'X', Y) = a(X, Y) + a'(X', Y), 

(X, bY + b'Y') = b(X, Y) + b' (X, Y'); 

(iii) POSITIVE DEFINITE: 

(X, X) > 0 unless X = o. 
A vector space endowed with a specific inner product is called an inner 
product space. The standard example is, of course, JR.n with its dot product 
or Euclidean inner product: 

n 

(x,y) = x· y = Lxiyi. 
i=l 

Suppose V is an inner product space. For any X E V, the length of X 
is the number IXI = J(X,X). A unit vector is a vector of length 1. The 
angle between two nonzero vectors X, Y E V is defined to be the unique 
o E [0,7r] satisfying 

(X,Y) 
cosO = IXIIYI. 

Two vectors X, Y E V are said to be orthogonal if (X, Y) = O. If both are 
nonzero, this is equivalent to the angle between them being 7r /2. 

<> Exercise A.46. Let V be an inner product space. Show that the length 
function associated with the inner product satisfies 

IXI >0, 

leXI = lellXI, 
IX + YI ~ IXI + IYI, 

and the Schwarz inequality: 

I(X, Y)I ~ IXI IYI, 

X E V, X ¥-O, 

e E JR, X E V, 

X,YEV, 

X,YEV. 

Suppose V is a finite-dimensional inner product space. A basis 
(El , ... , En) for V is said to be orthonormal if each Ei is a unit vector 
and Ei is orthogonal to E j when i I=- j. 

Proposition A.47 (The Gram-Schmidt Algorithm). Every finite­
dimensional inner product space V has an orthonormal basis. In fact, if 
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(EI , ... , En) is any basis for V, there is an orthonormal basis (EI , ... , En) 
with the property that 

span(EI, ... ,Ek)=span(EI, ... ,Ek) fork=l, ... ,n. (A.12) 

Proof. The proof is by induction on n = dim V. If n = 1, there is only one 
basis element E I , and then EI = EdlEII is an orthonormal basis. 

Suppose the result is true for inner product spaces of dimension n - 1, 
and let V have dimension n. Then W = span(EI,"" En-d is an (n - 1)­
dimensional inner product space with the inner product restricted from 
V, so there is an orthon~rmal basis (EI, ... ,En-I) satisfying (A.12) for 

k = 1, ... , n - 1. Define En by 

A computation shows that (EI , ... , En) is the desired orthonormal basis 
wrV. 0 

<> Exercise A.4 7. For z, wEen, define the Hermitian dot product by 
z • W = L~=l ZiWi . A basis (El, ... , En) for en (over IC) is said to be 
orthonormal if Ei • Ei = 1 and Ei • Ej = 0 for i =I- j. Show that the statement 
and proof of Proposition A.47 hold for the Hermitian dot product. 

An isomorphism T: V -+ W between inner product spaces is called an 
isometry if it takes the inner product of V to that of W: 

(TX, TY) = (X, Y). 

<> Exercise A.4S. Show that any isometry is a homeomorphism that pre­
serves lengths, angles, and orthogonality, and takes orthonormal bases to 
orthonormal bases. 

<> Exercise A.49. If (Ei) is any basis for a finite-dimensional vector space 
V, show that there is a unique inner product on V for which (Ei) is 
orthonormal. 

<> Exercise A.50. Suppose V is a finite-dimensional inner product space 
and E: ]Rn -+ V is the basis map determined by any orthonormal basis. If 
]Rn is endowed with the Euclidean inner product, show that E is an isometry. 

The preceding exercise shows that finite-dimensional inner product 
spaces are geometrically indistinguishable from the Euclidean space of the 
same dimension. 

If V is a finite-dimensional inner product space and S c V is a subspace, 
the orthogonal complement of S in V is the set 

SJ. = {X E V: (X, Y) = 0 for all YES}. 
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<> Exercise A.51. Let V be a finite-dimensional inner product space and 
let S C V be any subspace. Show that S.L is a subspace and V = S EB S.L . 

Thanks to the result of the preceding exercise, for any subspace S of an 
inner product space V, there is a natural projection 7r: V -+ S with kernel 
S1.. This is called the orthogonal projection of V onto S. 

A norm on a vector space V is a function from V to lR, written X f--t lXI, 
satisfying 

(i) POSITIVITY: IXI 2': 0 for every X E V, and IXI = 0 if and only if 
X=O. 

(ii) HOMOGENEITY: IcXI = IcllXI for every c E lR and X E V. 

(iii) TRIANGLE INEQUALITY: IX + YI ::; IXI + WI for all X, Y E V. 

A vector space together with a specific choice of norm is called a normed 
linear space. Exercise A.46 shows that the length function associated with 
any inner product is a norm; thus, in particular, every finite-dimensional 
vector space possesses many norms. 

Given a norm on V, the distance function d(X, Y) = IX - YI turns V 
into a metric space, yielding a topology on V called the norm topology. The 
set of all open balls in V is easily seen to be a basis for this topology. Two 
norms I· h and I . 12 are said to be equivalent if there are positive constants 
c, C such that 

clXh ::; IXI2 ::; CIXh for all X E V. 

<> Exercise A.52. Show that equivalent norms on a vector space V 
determine the same topology. 

<> Exercise A.53. Show that any two norms on a finite-dimensional vector 
space are equivalent. [Hint: Choose an inner product on V, and show that 
the closed unit ball in any norm is compact with respect to the topology 
determined by the inner product.] 

The preceding exercise shows that finite-dimensional normed linear 
spaces of the same dimension are topologically indistinguishable from each 
other. Thus any such space automatically inherits all the usual topological 
properties of Euclidean space, such as compactness of closed and bounded 
subsets. 

If V and Ware normed linear spaces, a linear map T: V -+ W is said 
to be bounded if there exists a positive constant C such that 

ITXI ::; CIXI for all X E V. 

<> Exercise A.54. Show that a linear map between normed linear spaces 
is bounded if and only if it is continuous. 
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<> Exercise A.55. Show that every linear map between finite-dimensional 
normed linear spaces is bounded and therefore continuous. 

The vector space M(m x n, IR) of m x n real matrices has a natural 
Euclidean inner product, obtained by identifying a matrix with a point in 
IRmn : 

A·B= LA~B;. 
i,j 

This yields a Euclidean norm on matrices: 

(A.13) 

Whenever we use a norm on a space of matrices, it will always be assumed 
to be this Euclidean norm. 

<> Exercise A.56. For any matrices A E M(mxn,~) and BE M(nx k,~), 
show that 

IABI:SIAIIBI· 

Direct Products and Direct Sums 

If VI, ... , Vk are real vector spaces, their direct product is the vector space 
whose underlying set is the Cartesian product VI x ... X Vk, with addition 
and scalar multiplication defined componentwise: 

(Xl, .. " Xk) + (X~, ... , X~) = (Xl + XL ... , X k + X~), 
c(XI , ... , X k) = (eXb .. ·, cXk). 

This space is also sometimes called the direct sum of VI, ... , Vk, and denoted 
by VI EEl ... EEl Vk, for reasons that will become clearer below. The basic 
example, of course, is the Euclidean space IRn = IR x ... x R 

For some applications (chiefly in our treatment of de Rham cohomology 
in Chapters 15 and 16), it is important to generalize this to an infinite 
number of vector spaces. For this discussion we return to the general setting 
of modules over a commutative ring 9<. Linear maps between 9<-modules 
are defined exactly as for vector spaces: If V and Ware 9<-modules, a map 
F: V --t W is said to be 9<-linear if F(aX + bY) = aF(X) + bF(Y) for 
all a, b E 9< and X, Y E V. Throughout the rest of this section we will 
assume that 9< is a fixed commutative ring. In all of our applications, 9< 
will be either the field IR of real numbers, in which case the modules are 
real vector spaces and the linear maps are the usual ones, or the ring of 
integers Z, in which case the modules are abelian groups and the linear 
maps are group homomorphisms. 

If {Va} aEA is an arbitrary indexed family of sets, their Cartesian product, 
denoted by I1aEA Va, is defined as the set of functions X: A --t UaEA Va 
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with the property that X(a) E Va for each a. Thanks to the axiom of 
choice, the Cartesian product of a nonempty indexed family of nonempty 
sets is nonempty. If X is an element of the Cartesian product, we usually 
denote the value of X at a E A by Xa instead of X(a); the element X itself 
is usually denoted by (Xa)aEA, or just (Xa) if the index set is understood. 
This can be thought of as an indexed family of elements of the sets Va, 
or an "A-tuple." For each (3 E A, we have a canonical projection map 
7r(3: TIaEA Va -+ V(3, defined by 

7r(3 (Xa)aEA) = X(3. 

Now suppose that {Va}aEA is an indexed family of~-modules. The direct 
product of the family is the set TIaEA Va, made into an ~-module by defining 
addition and scalar multiplication as follows: 

(Xc» + (X~) = (Xa + X~), 
c(Xc» = (cXa). 

The zero element of this module is the A-tuple with Xa = 0 for every a. 
It is easy to check that each projection map 7r(3 is ~-linear. 

Lemma A.48 (Characteristic Property of the Direct Product). 
Let {VaJaEA be an indexed family of ~-modules. Given an ~-module W 
and a family of ~-linear maps G c>: W -+ Va, there exists a unique ~-linear 
map G: W -+ TIaEA Va such that 7ra 0 G = Ga for each a E A. 

o Exercise A.57. Prove the preceding lemma. 

Dual to direct products is the notion of direct sums. Given an indexed 
family {Vc>}aEA as above, we define the direct sum of the family to be 
the subset of their direct product consisting of A-tuples (Xa)aEA with the 
property that Xc> = 0 for all but finitely many a. This is easily seen to 
be an ~-module with the operations of addition and scalar multiplication 
inherited from the direct product. The direct sum is denoted by ffiaEA Va, 
or in the case of a finite family by VI EB ... EB Vk . For finite families, the 
direct product and the direct sum are identical. 

For each (3 E A, there is a canonical ~-linear injection ~(3: V(3 -+ 
ffic>EA Va, defined by letting ~(3(X) be the A-tuple (Xa)aEA with X(3 = X 
and Xo. = 0 for a i= (3. In the case of a finite direct sum, this just means 
~(3(X) = (0, ... ,0, X, 0, ... ,0), with the only nonzero entry in position (3. 
Typically, we identify V(3 with its image under ~(3, and thus consider each V(3 
as a submodule of the direct sum. In particular, in a direct sum V = VI EB V2 

of two vector spaces, VI and V2 are subspaces that span V and whose in­
tersection is trivial, so our earlier definition of direct sums can be viewed 
as a special case of this one. 

Lemma A.49 (Characteristic Property of the Direct Sum). Let 
{Vo.} o.EA be an indexed family of ~-modules. Given an ~-module Wand a 



Calculus 581 

family of ~-linear maps Go:: Vo: --+ W, there exists a unique ~-linear map 
G: EBo:EA Vo: --+ W such that Go Lo: = Go: for each O! E A. 

<> Exercise A.58. Prove the preceding lemma. 

If V and W are ~-modules, the set Hom(V, W) of all ~-linear maps from 
V to W is an ~-module under pointwise addition and scalar multiplication: 

(F + G)(X) = F(X) + G(X), 
(aF)(X) = aF(X). 

Lemma A.50. Let {VO:}O:EA be an indexed family of ~-modules. For any 
~-module W, there is a canonical isomorphism 

Hom ( EB Vo:, W) ~ II Hom(Vo:, W). 
o:EA o:EA 

Proof. Define a map Il>: Hom (EBo:EA Vo:, W) --+ TIo:EA Hom(Vo:, W) by 
setting Il>(F) = (FO:)O:EA, where Fo: = F 0 Lo:. 

To prove that Il> is surjective, let (FO:)O:EA be an arbitrary element of 
TIo:EA Hom(Vo:, W). This just means that for each O!, Fo: is an ~-linear 
map from Vo: to W. The characteristic property of the direct sum then 
guarantees the existence of an ~-linear map F: EBo:EA Vo: --+ W satisfying 
F 0 Lo: = Fo: for each O!, which is equivalent to Il>(F) = (FO:)O:EA. 

To prove that Il> is injective, suppose that Il>(F) = (FO:)O:EA = O. By 
definition of the zero element of the direct product, this means that Fo: = 
F 0 Lo: is the zero homomorphism for each O!. By the uniqueness assertion 
in Lemma A.49, this implies that F itself is the zero homomorphism. 0 

Calculus 

In this section we summarize the main results from multivariable calculus 
and real analysis that are needed in this book. For details on most of the 
ideas touched on here, you can consult [Rud76] or [Apo74]. 

The Total Derivative 

For maps between (open subsets of) finite-dimensional vector spaces, the 
most general notion of derivative is the total derivative. 

Let V, W be finite-dimensional vector spaces, which we may assume to 
be endowed with norms. If U c V is an open set, a map F: U --+ W is said 
to be differentiable at a E U if there exists a linear map L: V --+ W such 
that 

lim IF(a + v) - F(a) - Lvi = O. 
v-+o Ivl (A.14) 
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The norm in the numerator of this expression is that of W, while the norm 
in the denominator is that of V. However, because all norms on a finite­
dimensional vector space are equivalent, this definition is independent of 
both choices of norms. 

<> Exercise A.59. Suppose F: U -+ W is differentiable at a E U. Show 
that the linear map L satisfying (A.14) is unique. 

If F is differentiable at a, the linear map L satisfying (A.14) is denoted 
by DF(a) and is called the total derivative of Fat a. Condition (A.14) can 
also be written 

F(a + v) = F(a) + DF(a)v + R(v), (A.15) 

where the remainder term R(v) satisfies IR(v)l/lvl -+ 0 as v -+ O. Thus the 
total derivative represents the "best linear approximation" to F( a + v) -
F(a) near a. One thing that makes the total derivative so powerful is that 
it makes sense for arbitrary finite-dimensional vector spaces, without the 
need to choose a basis or even a norm. 

<> Exercise A.60. Suppose V, Ware finite-dimensional vector spaces, U C 
V is an open set, a is a point in U, and F,G: U -+ Wand f,g: U -+ lR are 
maps. 

(a) If F is differentiable at a, show that F is continuous at a. 
(b) If F and G are differentiable at a, show that F + G is also, and 

D(F + G)(a) = DF(a) + DG(a). 

(c) If f and g are differentiable at a, show that fg is also, and 

D(fg)(a) = f(a)Dg(a) + g(a)Df(a). 

(d) If f is differentiable at a and f(a) '" 0, show that 1/ f is differentiable 
at a, and 

D(I/ f)(a) = -(1/ f(a)2)D f(a). 

(e) If F: V -+ W is a linear map, show that F is differentiable at every 
point a E V, with total derivative equal to F itself: DF(a) = F. 

Proposition A.51 (The Chain Rule for Total Derivatives). Suppose 
V, W, X are finite-di;...mensional :!!ector spaces, U c V and U c Ware open 
sets, and F: U -+ U and G: U -+ X are maps. If F is differentiable at 
a E U and G is differentiable at F(a) E U, then Go F is differentiable at 
a, and 

D(G 0 F)(a) = DG(F(a)) 0 DF(a). 

Proof. Let A = DF(a) and B = DG(F(a)). We need to show that 

lim IG(F(a + v)) - G(F(a)) - BAvl = o. (A.16) 
v-+o Ivl 
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Let us write b = F(a) and w = F(a + v) - F(a). With these substitutions, 
we can rewrite the quotient in (A.16) as 

IG(b + w) - G(b) - BAvl 
Ivl 

IG(b + w) - G(b) - Bw + Bw - BAvl 
Ivl 

IG(b + w) - G(b) - Bwl IB(w - Av)1 
:::; Ivl + Ivl . 

(A.17) 
Since A and B are linear, Exercise A.55 shows that there are constants 

C, C' such that IAxl :::; Clxl for all x E V, and IBYI :::; C'lyl for all yEW. 
The differentiability of F at a means that for any c > 0, we can ensure that 

Iw - Avl = IF(a + v) - F(a) - Avl :::; clvl 
as long as v lies in a small enough neighborhood of O. Moreover, as v --+ 0, 
Iwl = IF(a + v) - F(a)1 --+ 0 by continuity of F. Therefore, the differentia­
bility of Gat b means that by making Ivl even smaller if necessary, we can 
also achieve 

IG(b + w) - G(b) - Bwl :::; clwl· 
Putting all of these estimates together, we see that for Ivl small, (A.17) 

is bounded by 

~ C,lw-Avl_ Iw-Av+Avl C,lw-Avl 
c Ivl + Ivl - c Ivl + Ivl 

Iw - Avl IAvl C' ltV - Avl 
:::; c Ivl +c~ + Ivl 
:::; c2 + cC + C'c, 

which can be made as small as desired. D 

Partial Derivatives 

Now we specialize to maps between Euclidean spaces. Suppose U c IRn is 
open and f: U --+ IR is a real-valued function. For any a = (a1, ... , an) E U 
and any j = 1, ... , n, the jth partial derivative of f at a is defined to be the 
ordinary derivative of f with respect to x j while holding the other variables 
fixed: 

fJ f ()_. f(al, ... ,aj+h, ... ,an)-f(al, ... ,aj, ... ,an) 
fJ ·a-hm h xJ h--tO 

_ l' f(a + hej) - f(a) 
- 1m h ' h--tO 

if the limit exists. 
More generally, for a vector-valued function F: U --+ IRm, we write the 

coordinates of F(x) as F(x) = (F1(x), ... ,Fm(x)); this defines m func­
tions Fl, . .. , Fm: U --+ IR called the component functions of F. The partial 
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derivatives of F are defined simply to be the partial derivatives aFi lax) 
of its component functions. The matrix (aFi I ax)) of partial derivatives is 
called the Jacobian matrix of F. 

If F: U -+ JRm is a map for which each partial derivative exists at each 
point in U and the functions a Fi I ax) : U -+ JR so defined are all continuous, 
then F is said to be of class C1 or continuously differentiable. If this is the 
case, we can differentiate the functions aFi I ax) to obtain second-order 
partial derivatives 

a2Fi a (aFi) 
axk ax) = axk ax) , 

if they exist. Continuing this way leads to higher-order partial derivatives; 
the partial derivatives of F of order k are the (first) partial derivatives of 
those of order k - 1, when they exist. 

In general, for k 2 0, a function F: U -+ JRm is said to be of class 
Ck or k times continuously differentiable if all the partial derivatives of 
F of order less than or equal to k exist and are continuous functions on 
U. (Thus a function of class CO is just a continuous function.) A functio~ 
that is of class Ck for every k 2 0 is said to be of class Coo, smooth, or 
infinitely differentiable. Because existence and continuity of derivatives are 
local properties, clearly F is Ck or smooth if and only if it has that property 
in a neighborhood of each point in U. 

We will be especially concerned with real-valued functions, that is, func­
tions whose range is lR. If U c JRn is open, the set of all real-valued functions 
of class Ck on U is denoted by Ck(U), and the set of all smooth real-valued 
functions by COO(U). Sums, constant multiples, and products of functions 
are defined pointwise: For f, g: U -+ JR and c E JR, 

(f + g)(x) = f(x) + g(x), 
(cf)(x) = c(f(x)), 
(fg)(x) = f(x)g(x). 

<> Exercise A.61. Let U C Rn be an open set, and suppose f, 9 E Coo (U) 
and e E R. 

(a) Show that f + g, ef, and fg are smooth. 
(b) Show that these operations turn COC(U) into a commutative ring and 

a commutative and associative algebra over R (see page 564). 
(c) If 9 never vanishes on U, show that f /g is smooth. 

The following important result shows that for most interesting functions, 
the order in which we take partial derivatives is irrelevant. For a proof, see 
[Rud76]. 

Proposition A.52 (Equality of Mixed Partial Derivatives). If U is 
an open subset of JRn and F: U -+ JRm is a function of class C2 , then the 
mixed second-order partial derivatives of F do not depend on the order of 
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differentiation: 

a 2 Fi a 2 Fi 
axj axk axk axj . 

Corollary A.53. If F: U -+ ]R.m is smooth, then the mixed partial 
derivatives of f of any order are independent of the order of differentiation. 

Next we study the relationship between total and partial derivatives. 
Suppose U c ]R.n is open and F: U -+ ]R.m is differentiable at a E U. 
As a linear map between Euclidean spaces ]R.n and ]R.m, DF(a) can be 
identified with an m x n matrix. The next lemma identifies that matrix as 
the Jacobian of F. 

Lemma A.54. Let U c ]R.n be open, and suppose F: U -+ ]R.m is differ­
entiable at a E U. Then all of the partial derivatives of F at a exist, and 
DF(a) is the linear map whose matrix is the Jacobian of F at a: 

( aFj ) 
DF(a) = axi (a) . 

Proof. Let B = DF(a). The fact that F is differentiable at a implies that 
each component of the vector-valued function (F(a + v) - F(a) - Bv)/Ivl 
goes to zero as v -+ O. Applying this to the jth component with v = tei, 
we obtain 

. Fj(a + tei) - Fj(a) - tBI 
0= hm II . t-yO t 

Considering t > 0 and t < 0 separately, we obtain 

Fj(a + te) - Fj(a) - tBl 
0= lim ' t 

t ',,0 t 
. Fj(a+tei)-Fj(a) 0 

= hm _Bl. 
t'"O t ' 

Fj(a + teo) - Fj(a) - tBj 
0= -lim ' , 

VIO t 

= - hm -W . (
. Fj(a+tei)-Fj(a) 0) 

t/,O t ' 

Combining these results, we obtain aFj /axi(a) = BI as claimed. 0 

<> Exercise A.62. Suppose U c Rn is open. Show that a map P: U ---+ Rm 

is differentiable at a E U if and only if each of its component functions 
pI, ... ,pm is differentiable at a, and 
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In particular, a map "I: (c, d) ---+ IRm is differentiable if and only if its 
component functions are differentiable in the sense of one-variable calculus. 

The next proposition gives the most important sufficient condition for 
differentiability; in particular, it shows that all of the usual functions of 
elementary calculus are differentiable. For a proof, see [Rud76j. 

Proposition A.55. Let U c IRn be open. If F: U ---+ IRm is of class G1 , 

then it is differentiable at each point of U. 

For maps between Euclidean spaces, the chain rule can be rephrased in 
terms of partial derivatives. 

Corollary A.56 (The Chain Rule for Partial Derivatives). Let 
U c IRn and fj c IRm be open sets, and let x = (xl, ... , xn) denote the 
coordinates on U and y = (yl, ... , ym) those on fj. 

(a) Any composition ofG l functions F: U -+ fj and G: fj -+ IRP is again 
of class Gl , with partial derivatives given by 

a(Gi 0 F) maGi aFk 
ax} (x) = L ayk (F(x)) ax} (x). 

k=l 

( b) If F and G are smooth, then G 0 F is smooth. 

<> Exercise A.63. Prove Corollary A.56. 

From the chain rule and induction one can derive formulas for the higher 
partial derivatives of a composite map as needed, provided the maps in 
question are sufficiently differentiable. 

Now suppose f: U -+ IR is a smooth real-valued function on an open 
set U C IRn , and a E U. For any vector v E IRn , we define the directional 
derivative of f in the direction v at a to be the number 

Dvf(a) = dd I f(a + tv). 
t t=o 

(A.I8) 

(This definition makes sense for any vector v; we do not require v to be a 
unit vector as one sometimes does in elementary calculus.) 

Since Dvf(a) is the ordinary derivative of the composite map t f-t a + 
tv f-t f(a + tv), by the chain rule the directional derivative can be written 
more concretely as 

n .af 
Dvf(a) = LV' axi (a) = Df(a)v. 

i=l 

The fundamental theorem of calculus expresses one well-known relation­
ship between integrals and derivatives. Another is that integrals of smooth 
functions can be differentiated under the integral sign. A precise statement 
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is given in the next theorem; this is not the best that can be proved, but 
it is more than sufficient for our purposes. For a proof, see [Rud76]. 

Theorem A.57 (Differentiation Under an Integral Sign). Let U c 
JR.n be an open set, a, b E JR., and let f: U x [a, b] -+ JR. be a continuous 
function such that the partial derivatives of / OXi: U x [a, bj -+ JR. are also 
continuous for i = 1, ... , n. Define F: U -+ JR. by 

F(x) = lb f(x, t) dt. 

Then F is of class C 1, and its partial derivatives can be computed by 
differentiating under the integral sign: 

of lb of -0 .(x) = -0 .(x,t)dt. 
x' a x' 

Theorem A.58 (First-Order Taylor's Formula with Remainder). 
Let U c JR.n be a convex open set, and let a E U be fixed. Suppose f E C k (U) 
for some 1 ::; k ::; 00. Then 

(A.19) 

for some functions gl, ... ,gn E C k - 1 (U) satisfying gi(a) = o. 
Proof. For any a E U and any w E JR.n small enough that a + w E U, the 
fundamental theorem of calculus and the chain rule give 

(1 d 
f(a + w) - f(a) = Jo d/(a + tw) dt 

11 n of 
= L OXi (a + tw)wi dt 

o i=l 

n of i n i {1 (Of Of) 
= ~ oxi (a)w + ~ w Jo oxi (a + tw) - oxi (a) dt. 

Substituting w = x - a and 

{1 (of of ) gi(X) = Jo Oxi (a + t(x - a)) - oxi (a) dt, (A.20) 

we obtain (A.19). It is obvious from the definition that gi(a) = O. Because 
the integrand is of class C k - 1 in all variables, we can differentiate under 
the integral up to k - 1 times, and thus gi E C k - 1(U). 0 

We will sometimes need to consider smoothness of maps whose domains 
are subsets of JR.n that are not open. If A c JR.n is any subset, a map 
F: A -+ JR.m is said to be smooth if it admits a smooth extension to an 
open neighborhood of each point, or more precisely, if for every x E A, there 
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exist an open set Ux c IRn containing x and a smooth map F: Ux ---+ IRm 

that agrees with F on U x n A. 

Multiple Integrals 

In this section we give a brief review of some basic facts regarding multiple 
integrals in IRn. For our purposes, the Riemann integral will be more than 
sufficient. Readers who are familiar with the theory of Lebesgue integration 
are free to interpret all of our integrals in the Lebesgue sense, because the 
two integrals are equal for the types of functions we will consider. For 
more details on the aspects of integration theory described here, you can 
consult nearly any text that treats multivariable calculus rigorously, such 
as [Apo74, Fle77, Mung1, Rud76, Spi65]. 

A rectangle in IRn (also called a closed rectangle) is a product set of 
the form [a I, bl ] X ... x [an, bn], for real numbers a i < bi . Analogously, 
an open rectangle is the interior of a closed rectangle, a set of the form 
(a I, bl ) X ... x (an, bn ). The volume of a rectangle A of either type, denoted 
by Vol(A), is defined to be the product of the lengths of its component 
intervals: 

A rectangle is called a cube if all of its side lengths (bi - ai ) are equal. 
A partition of a closed interval [a, b] is a finite set P = {ao, ... , ad of 

real numbers such that a = ao < al < ... < ak = b. Each of the intervals 
[ai-I, ail for i = 1, ... , k is called a subinterval of the partition. Similarly, 
a partition P of a rectangle A = [al,b l ] x ... x [an,bn] is an n-tuple 
(PI' ... ' Pn), where each Pi is a partition of [ai, bi ]. Each rectangle of the 
form h x ... x In, where I j is a subinterval of Pj, is called a subrectangle 
of P. Clearly, A is the union of all the subrectangles in any partition, and 
distinct subrectangles intersect only on their boundaries. 

Suppose A c IRn is a closed rectangle and f: A ---+ IR is a bounded 
function. For any partition P of A, we define the lower sum of f with 
respect to P by 

L(f, P) = 2: ( iJlf f) Vol(R j ), 
j J 

where the sum is over all the subrectangles R j of P. Similarly, the upper 
sum is 

U(f,P) = 2: (sup f) Vol(Rj ). 
j R J 

The lower sum with respect to P is obviously less than or equal to the 
upper sum with respect to the same partition. In fact, more is true. 
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Lemma A.59. Let A c ]Rn be a rectangle, and let f: A --+ ]R be a bounded 
function. For any pair of partitions P and pi of A, 

L(f, P) ::; U(f, Pi). 

Proof. Write P = (PI, ... ,Pn) and pi = (P{, ... ,P~), and let Q be the 
partition Q = (PI U P{, ... , Pn U P~). Each subrectangle .of P or pi is a 
union of finitely many subrectangles of Q. An easy computation shows that 

L(f, P) ::; L(f, Q) ::; U(f, Q) ::; U(f, Pi), 

from which the result follows. 

The lower integral of f over A is 

if dV = sup{L(f, P) : P is a partition of A}, 

and the upper integral is 

if dV = inf{U(f, P) : P is a partition of A}. 

o 

Clearly, both numbers exist, because f is bounded, and Lemma A.59 
implies that the lower integral is less than or equal to the upper integral. 

If the upper and lower integrals of f are equal, we say that f is (Riemann) 
integrable, and their common value, denoted by 

is called the integral of f over A. The "dV" in this notation, like the "dx" 
in the notation for single integrals, has no meaning on its own; it is just a 
"closing bracket" for the integral sign. Other common notations are 

if or ifdxl ... dXn or if(xl, ... ,Xn)dXl ... dxn. 

In ]R2, the symbol dV is often replaced by dA. 
There is a simple criterion for a bounded function to be Riemann inte­

grable. It is based on the following notion. A subset A c ]Rn is said to have 
measure zero if for any 8 > 0, there exists a countable cover of A by open 
cubes {Gi} such that Li Vol(Gi ) < 8. (For those who are familiar with the 
theory of Lebesgue measure, this is equivalent to the condition that the 
Lebesgue measure of A is equal to zero.) 

Lemma A.60 (Properties of Sets of Measure Zero). 

(a) A countable union of sets of measure zero in IRn has measure zero. 

(b) Any subset of a set of measure zero in IRn has measure zero. 

(c) A set of measure zero in IRn can contain no nonempty open set. 
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(d) Any proper affine subspace of]Rn has measure zero in ]Rn. 

<> Exercise A.64. Prove Lemma A.60. 

Part (d) of this lemma illustrates that having measure zero is a property 
of a set in relation to a particular Euclidean space containing it, not of a 
set in and of itself. For example, an open interval in the x-axis has measure 
zero as a subset of]R2, but not when considered as a subset of ]RI. For this 
reason, we sometimes say that a subset of]Rn has n-dimensional measure 
zero if we wish to emphasize that it has measure zero as a subset of ]Rn. 

The following proposition gives a sufficient condition for a function to be 
integrable. It shows, in particular, that every bounded continuous function 
is integrable. 

Proposition A.61 (Lebesgue's Integrability Criterion). Let A c ]Rn 
be a rectangle, and let f: A --* ]R be a bounded function. If the set 

S = {x E A : f is not continuous at x} 

has measure zero, then f is integrable. 

Proof. Let c > 0 be given. By definition of measure zero sets, S can be 
covered by a countable collection of open cubes {Cd with total volume 
less than c. 

For each point q E A" S, since f is continuous at q, there is a cube Dq 
centered at q such that If(x) - f(q)1 < c for all x E Dq n A. This implies 
sUPDq f - infDq f :S 2c. 

The collection of all open cubes of the form Int Ci or Int Dq is an open 
cover of A. By compactness, finitely many of them cover A. Let us relabel 
these cubes as {CI, ... ,Ck,DI, ... ,Dt}. Replacing each Ci or D j by its 
intersection with A, we may assume that each Ci and each Dj is a rectangle 
contained in A. 

Since there are only finitely many rectangles {Ci , Dj }, there is a partition 
P with the property that each Ci or D j is equal to a union of subrectangles 
of P. (Just use the union of all the endpoints of the component intervals of 
the rectangles Ci and Dj to define the partition.) We can divide the sub­
rectangles of P into two disjoint sets e and 1) such that every subrectangle 
in e is contained in Ci for some i, and every subrectangle in 1) is contained 
in D j for some j. Then 

U(f, P) - L(f, P) 

= L (sup f) Vol(Ri) - L(iRf f) Vol(Ri) 
i R t i t 

= L (supf - iRf f) Vol(Ri) + L (supf - iRf f) Vol(Ri) 
RiEe R,' RiE'D R, ' 

:S (s~pf-i~ff) L Vol(Ri)+2c L Vol(Ri) 
RiEe RiE'D 
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::; (s~pf - i~fj)E + 2EVol(A). 

It follows that 

If dV -If dV::; (s~pf - i~f f)E + 2EVol(A), 

which can be made as small as desired by taking E sufficiently small. This 
implies that the upper and lower integrals of f must be equal, so f is 
integrable. 0 

Remark. In fact, Lebesgue's criterion is both necessary and sufficient for 
Riemann integrability, but we will not need that. 

Now suppose D c lRn is any bounded set, and f: D -c> lR is a bounded 
function. Let A be any rectangle containing D, and define fD: A -c> lR by 

fD(X) = {f(X)' xED, 
0, x E A "D. 

(A.21) 

If the integral 

lfDdV (A.22) 

exists, f is said to be integrable over D, and the integral (A.22) is denoted 
by JD f dV and called the integral of f over D. It is easy to check that the 
value of the integral does not depend on the rectangle chosen. 

In practice, we will be interested only in integrals of bounded continuous 
functions. However, since we will sometimes need to integrate them over 
domains other than rectangles, it is necessary to consider also integrals of 
discontinuous functions such as the function fD defined by (A.21). The 
main reason for proving Proposition A.51 is that it allows us to give a 
simple description of domains on which all bounded continuous functions 
are integrable. 

A subset D c lRn will be called a domain of integration if D is bounded 
and aD has n-dimensional measure zero. It is easy to check (using Lemma 
A.50) that any set whose boundary is contained in a finite union of proper 
affine subspaces is a domain of integration, and finite unions and inter­
sections of domains of integration are again domains of integration. Thus, 
for example, any finite union of open or closed rectangles is a domain of 
integration. 

Proposition A.62. If D c lRn is a domain of integration, then every 
bounded continuous function on D is integrable over D. 

Proof. Let f: D -c> lR be bounded and continuous, and let A be a rectangle 
containing D. To prove the theorem, we need only show that the function 
fD: A -c> lR defined by (A.21) is continuous except on a set of measure 
zero. 
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If x E Int D, then iD = f on a neighborhood of x, so iD is continuous 
at x. Similarly, if x E A" D, then iD == 0 on a neighborhood of x, so again 
f is continuous at x. Thus the set of points where fD is discontinuous is 
contained in aD, and therefore has measure zero. D 

Of course, if D is compact, then the assumption that f is bounded in 
the preceding proposition is superfluous. 

If D is a domain of integration, the volume of D is defined to be 

Vol(D) = 11 dV. 

The integral on the right-hand side is often abbreviated ID dV. 
The next two propositions collect some basic facts about volume and 

integrals of continuous functions. 

Proposition A.63 (Properties of Volume). Let D c ~n be a domain 
of integration. 

(a) Vol(D) ~ 0, with equality if and only if D has measure zero. 

(b) If D 1 , ... ,Dk are domains of integration whose union is D, then 

Vol(D) ::; Vol(Dd + ... + Vol(Dk ), 

with equality if and only if Di n D j has measure zero for each i, j. 

(c) If Dl is a domain of integration contained in D, then Vol ( Dd ::; 
Vol(D), with equality if and only if D "D1 has measure zero. 

Proposition A.64 (Properties of Integrals). Let D c ~n be a domain 
of integration, and let i, g: D -+ ~ be continuous and bounded. 

(a) Foranya,bE~, 

r (af+bg)dV=a r idV+b r gdV. k k . k 
(b) If D has measure zero, then ID i dV = O. 

(c) If D1 , ... ,Dk are domains of integration whose union is D and whose 
pairwise intersections have measure zero, then 

r i dV = r f dV + ... + r f dV. iD iD! iDk 
(d) If f ~ 0 on D, then ID f dV ~ 0, with equality if and only if f == 0 

on IntD. 

(e) (i~~l i) Vol(D) ::; 1 f dV ::; (s~p f) Vol(D). 

(I) 11 f dvi ::; 1lil dV. 
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<> Exercise A.65. Prove Propositions A.63 and A.64. 

There are two more fundamental properties of multiple integrals that we 
will need. The proofs are too involved to be included in this summary, but 
you can look them up in the references listed at the beginning of this section 
if you are interested. Each of these theorems can be stated in various ways, 
some stronger than others. The versions we give here will be quite sufficient 
for our applications. 

Theorem A.65 (Change of Variables). Suppose D and E are compact 
domains of integration in JRn, and G: D --7 E is a smooth map such that 
GlInt D: lnt D --7 lnt E is a bijective smooth map with smooth inverse. For 
any continuous function f: E --7 JR, 

L f dV = 10 (f 0 G) IdetDGI dV. 

Theorem A.66 (Evaluation by Iterated Integration). Suppose E c 
JRn is a compact domain of integration and go, gl : E --7 JR are continuous 
functions such that go ::; gl everywhere on E. Let D c JRn+l be the subset 

D = {(xl, ... ,xn, y) E JRn+l : x E E and go(x) ::; Y ::; gl (x)} . 

Then D is a domain of integration, and 

r f dV = r ( rg1
(x) f(x, y) dY) dV. 

JD J E Jgo(x) 

Of course, there is nothing special about the last variable in this formula; 
im analogous result holds for any domain D that can be expressed as the 
set on which one variable is bounded between two continuous functions of 
the remaining variables. 

If the domain E in the preceding theorem is also a region between two 
graphs, the same theorem can be applied again to E. In particular, the 
following formula for an integral over a rectangle follows easily by induction. 

Corollary A.67. Let A = [al,bl ] x··· x [an,bn] be a closed rectangle in 
JRn, and let f: A --7 JR be continuous. Then 

and the same is true if the variables in the iterated integral on the right-hand 
side are reordered in any way. 

Integrals of Vector- Valued Functions 

If D c JRn is a domain of integration and F: D --7 JRk is a bounded 
continuous vector-valued function, we define the integral of F over D to be 
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the vector in ]Rk obtained by integrating F component by component: 

L FdV = (L F 1dV, ... , L FkdV). 

The analogues of parts (a)-(c) of Proposition A.64 obviously hold for 
vector-valued integrals, just by applying them to each component. Part 
(f) holds as well, but requires a bit more work to prove. 

Lemma A.68. Suppose D c ]Rn is a domain of integration and F: D ---+ 
]Rk is a bounded continuous vector-valued function. Then 

(A.23) 

Proof. Let G denote the vector J D F dV E ]R k. Then 

k k k 
IGI2 = ~(Gi)2 = ~Gi L FidV = ~ L GiFidV = L (G. F)dV. 

Applying Proposition A.64(f) to the scalar integral JD(G. F) dV, we obtain 

IGI2 :s; L IG . FI dV :s; L IGI IFI dV = IGI L IFI dV. 

If G = 0, the result is trivial; otherwise, dividing both sides by IGI yields 
(A.23). 0 

As an application of this inequality, we prove an important estimate for 
the local behavior of a C 1 function in terms of its total derivative. If U c ]Rn 

is any subset, a function F: U ---+ ]Rm is said to be Lipschitz continuous on 
U if there is a constant C such that 

IF(x) - F(y)1 :s; Clx - yl for all x, y E U. (A.24) 

Any such C is called a Lipschitz constant for F. 

Proposition A.69 (Lipschitz Estimate for C l Functions). Let U C 
]Rn be an open set, and let F: U ---+ ]Rm be of class C1. Then F is Lipschitz 
continuous on any compact convex subset B cU. The Lipschitz constant 
can be taken to be SUPxEB IDF(x)l. 

Proof. Since IDF(x)1 is a continuous function of x, it is bounded on the 
compact set B. (The norm here is the Euclidean norm on matrices defined 
in (A.13).) Let M = SUPxEB IDF(x)l. For arbitrary a, bE B, a+t(b-a) E B 
for all t E [0, 1] because B is convex. By the fundamental theorem of 
calculus applied to each component of F, together with the chain rule, 

f1 d 
F(b)-F(a) = 10 dtF(a+t(b-a))dt 

= 11 DF(a + t(b - a))(b - a) dt. 
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Therefore, by (A.23) and Exercise A.56, 

Web) - F(a)1 :::; 11 IDF(a + t(b - a))llb - al dt 

:::; 11 M Ib - al dt = Mlb - al· o 

Sequences and Series of Functions 

We conclude with a summary of the most important facts about sequences 
and series of functions on Euclidean spaces. 

Let S c IRn be any subset, and for each integer i ~ 1 suppose that 
fi: S -+ IRm is a function on S. The sequence Ud is said to converge 
pointwise to f: S -+ IRm if for each a E S and each E > 0, there exists an 
integer N such that i ~ N implies I fi (a) - f (a) I < E. The sequence is said 
to converge uniformly to f if N can be chosen independently of the point 
a: For each E > 0 there exists N such that i ~ N implies Ifi(a) - f(a)1 < E 

for every a E S. The sequence is uniformly Cauchy if for any E > 0 there 
exists N such that i,j ~ N implies Ifi(a) - fJ(a)1 < E for all a E S. 

Theorem A.70 (Properties of Uniform Convergence). Let S c IRn , 

and suppose fi: S -+ IRm is continuous for each integer i ~ 1. 

( a) If Ii -+ f uniformly, then f is continuous. 

(b) If the sequence {fd is uniformly Cauchy, then it converges uniformly 
to a continuous function. 

( c) If fi -+ f uniformly and S is a compact domain of integration, then 

lim r fi dV = r f dV. 
Hoois is 

(d) If S is open, each fi is of class C 1 , fi -+ f pointwise, and { a fd ax) } 
converges uniformly on S as i -+ 00, then af lax) exists on Sand 

af = lim afi . 
ax] i--.oo ax] 

For a proof, see [Rud76]. 
An infinite series of functions 2::0 fi on S c IRn is said to converge 

pointwise to a function g if the corresponding sequence of partial sums 
converges pointwise: 

M 

g(x) = lim l: fi(X) 
M--.oo 

for all xES. 
i=O 

The series is said to converge uniformly if its partial sums do so. 
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Proposition A.71 (Weierstrass M -test). Suppose S C ]Rn is any 
subset, and Ii: S -+ ]Rk are functions. If there exist positive real numbers 
Mi such that sUPs I fi I ::; Mi and L.i Mi converges, then L.i Ii converges 
uniformly on S. 

<> Exercise A.66. Prove Proposition A.71. 
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Ak(M) (smooth forms), 302 
A~(M) (compactly supported forms), 

406 
A-tuple, 580 
abelian 

Lie algebra, 95, 102, 538 
Lie group, 102, 538, 539 

accessible slice, from a point, 513 
action, 207 

by GL(n,lR) on lRn, 208 
by O(n) on lRn, 208 
by O(n) on §n-l, 209 
by SO(n) on §n-l, 209 
by a discrete group, 209, 224 
by a group, 207 
by a Lie group, 207-223 
by conjugation, 209 
by isometries, 289 
by left translation, 209 
by right translation, 209, 229 
continuous, 207 
discontinuous, 289 
free, 208 
left, 207 
linear, 209 
local one-parameter, 441 

one-parameter, 438 
orientation-preserving, 347 
proper, 216, 224 
properly discontinuous, 225 
right, 207 
smooth, 207 
transitive, 208 

Ad (adjoint representation of a 
group), 211 

ad (adjoint representation of a Lie 
algebra), 240 

adapted 
chart, 220 
orthonormal frame, 253, 281, 346 

addition, vector, 558 
adjoint matrix, 214 
adjoint representation 

of GL(n,lR), 240 
of a Lie algebra, 240, 529 
of a Lie group, 211, 529 

Ado's theorem, 212 
affine singular simplex, 412 
affine subspace, 561 
algebra, 564 

associative, 564 
commutative, 564 
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division, 204 
exterior, 301 
graded, 301, 309 
Lie, see Lie algebra 
over JR., 564 

Alt (alternating projection), 295 
Alt convention, 302 
alternating 

projection, 295 
tensor, 293, 294 

and orientation, 326 
basis for, 297 
elementary, 296 

angle, 576 
between tangent vectors, 275 
function, 29 

angular momentum, 493 
annihilate a distribution, 498 
anti-self-dual, 385 
anticommutativity, 300, 302 
antiderivation, 309, 335 
antipodal map, 57, 347, 387 
approximation theorem, Whitney, 

252, 257 
approximation, linear, 60 

and the differential, 134 
associated local frame, 112 
atlas, 12 

smooth,12 
complete, 13 
maximal,13 

autonomous system of ODEs, 451 

lEn (unit ball), 6 
13P (M) (exact forms), 389 
backward reparametrization, 142 
ball 

closed 
in a metric space, 542 
is a manifold with boundary, 29 

coordinate, 4 
smooth,16 

open, in a metric space, 542 
base 

of a covering, 41, 556 
of a vector bundle, 105 

basis 
dual, 125 

standard, for JR. n , 125 

for a topology, 544 
for a vector space, 559 
isomorphism, 18, 562 
neighborhood, 544 
ordered, 560 
representation of a vector, 560 
standard, 561 
topology generated by, 544 

bilinear, 261, 564 
form, 262 

block upper triangular, 575 
Bott, Raoul, 115 
boundary 

chart, 25 
face, 411 
induced orientation, 339 
induced volume form, 346 
manifold, 26 
manifold with, see manifold with 

boundary 
of a manifold with boundary, 26, 

172 
is a manifold, 205 

of a manifold with corners, 365 
of a set, 541 
of a singular simplex, 412 
operator, singular, 412 
singular, 413 
submanifold with, 189 
topological, 26 

bounded, 543 
linear map, 578 

vs. continuous, 578 
bracket 

commutator, 94 
in a Lie algebra, 93 
Lie, 90 

coordinate formula, 90 
equals Lie derivative, 467 
naturality, 92 
tangent to submanifold, 193 

Poisson, 489 
in Darboux coordinates, 489 

Bredon, Glen E., 430 
bump function, 51, 55 
bundle 

cotangent, 129 
is a vector bundle, 129 

isomorphic, 116, 122 



isomorphism, 115, 116, 122 
line, 104 
map, 115 

bijective, 122 
covering a smooth map, 115 
over a manifold, 116 
smooth,115 

Mobius, 105, 121, 122, 239, 347 
normal, 253, 282 
product, 105 
tangent, 81 

is a vector bundle, 106 
smooth structure, 81 

tensor, 268 
trivial, 105 
vector, 103 

smooth,104 

C (complex numbers), 555 
C* (nonzero complex numbers), 39 
Cn (complex n-space), 543 
ClP,n (complex projective space), 29, 

58,239 
C 1 (continuously differentiable), 584 
C k (k times continuously 

differentiable), 15, 584 
Ck(U) (Ck functions on U), 584 
Coo (infinitely differentiable), 12, 584 
Coo(M) (smooth functions), 31, 58 
Coo(M; E) (smooth sections), 111 
Coo(U) (smooth functions), 584 
CW structure, 15 
calibrated submanifold, 431 
calibration, 431 
canonical 

coordinates, 481 
form 

for commuting vector fields, 471 
for linear map, 566 
for nonvanishing vector field, 447 
for symplectic tensor, 315 

symplectic form on T*Q, 317-318 
Cartan's formula, 476 
Cartan's lemma, 323 
Cartesian product, 546, 579 
category, 119 
Cauchy, 543 

uniformly, 595 
Cayley numbers, 204 

Index 603 

center of a group, 237 
centered at a point, 4 
central subgroup, 237, 537 
chain 

complex, 395 
singular, 413 

group 
singular, 411 
smooth,416 

map, 395 
singular, 411 
smooth,417 

chain rule 
for partial derivatives, 586 
for total derivatives, 582 

change of variables, 593 
characteristic submanifold, 517 
characterization of homogeneous 

spaces, 230 
chart, 4 

boundary, 25 
centered at a point, 4 
coordinate, 4 
fiat, 500, 510 
for manifold with boundary, 25 
interior, 25 
negatively oriented, 327 
oriented, 327 
slice, 174 
smooth, 12, 16 
with corners, 363 

circle, 29 
fundamental group, 555 
group, 39 

Lie algebra of, 96 
subgroup of C*, 195 

not diffeomorphic to square, 79 
class C 1 , 584 
class C k , 584 
class Coo, 584 
classification of smooth 1-manifolds, 

460 
closed 

1-form, 146 
vs. exact, 146, 147 

ball in a metric space, 542 
covector field, 146, 305 
curve segment, 143 
form, 310 
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vs. exact, 146, 147, 3lO, 401 
manifold, 27 
map, 550 

lemma, 553 
rectangle, 588 
relatively, 545 
set, 541 
subgroup, 194, 529 
subgroup theorem, 526 
submanifold, 201 

closest point to a submanifold, 258 
closure, 541 
cochain 

complex, 395 
homotopy, 391 
map, 395 

codimension 
of a submanifold, 174, 186 
of a subspace, 560 

cofactor, 574 
coframe 

coordinate, 131 
dual, 131 
global, 130 
local, 130 

cohomologous, 389 
cohomology 

class, 389 
de Rham, see de Rham cohomology 
map, induced, 390 
of a complex, 394 
singular, 415-416 
with compact support, 406 

coisotropic 
immersion, 317 
submanifold, 317 
subspace, 315, 321 

collar, 463 
collision set, 487 
column 

operations, elementary, 571 
rank, 567 

equals row rank, 567 
combination, linear, 558 
commutator bracket, 94 
commuting vector fields, 468-473 

canonical form, 471 
compact 

and convergent subsequences, 553 

and limit points, 553 
locally, 9 
relatively, 8 
space, 552 

compactly supported 
cohomology, 406, 409 

Mayer-Vietoris theorem, 432 
form, 406 
function, 51 
vector field, 84 

comparison lemma, 452 
compatible, smoothly, 12 
complement 

orthogonal, 577 
symplectic, 314 

complementary subspace, 561 
complete 

metric space, 159, 543 
smooth atlas, 13 
vector field, 446-447, 460 

on a compact manifold, 447 
completely integrable, 500 

vs. involutive, 501 
complex 

analytic structure, 15 
chain, 395 
cochain, 395 
de Rham, 394 
general linear group, 38, 197, 198 
manifold, 15 
of modules, 394 
projective space, 29, 58, 239 
short exact sequence of, 395 
singular chain, 413 
special linear group, 214, 215 
vector bundle, 104 

component 
connected, 551 
covector transformation law, 128, 

138 
functions 

of a covector field, 130 
of a section, 113 
of a tensor field, 269 
of a vector field, 83 
of a vector-valued function, 583 

of a covector, 126 
of a space, 551 
of a vector, 70 



path, 551 
vector transformation law, 72, 128 
with respect to a basis, 560 

composition 
in a category, 119 
of continuous maps, 542 
of smooth maps, 34 

conjugation in a Lie group, 40, 209 
connected, 9, 550 

component, 551 
manifold, 9 

points joined by piecewise 
smooth curves, 139 

points joined by smooth curves, 
258 

path, 9, 551 
locally, 9, 552 

simply, 554 
space, 550 
sum, 172, 408 

connecting homomorphism, 395 
connectivity relation, 551 
conormal bundle, 322 
conservation of energy, 488 
conservative 

covector field, 143 
force field, 487 
vector field, 153 
vs. exact, 143 

conserved quantity, 490 
consistently oriented, 325, 327 
constant 

map, 542 
path, 554 
rank, 156 

and diffeomorphism, 168 
and immersion, 168 
and submersion, 168, 245 
level set theorem, 182 

continuity is local, 546 
continuous 

linear map, 578 
map, 541 

continuously differentiable, 584 
contractible, 400 
contraction, 159, 335 

lemma, 159 
contravariant 

functor, 120 

tensor, 267 
tensor field, 268 
vector, 128 

convergent 
pointwise, 595 
sequence, 542 
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series of functions, 595 
uniformly, 595, 596 

convex, 559 
coordinate 

ball, 4 
smooth, 16 

chart, 4 
centered at a point, 4 
smooth, 12 

coframe, 131 
computations, 69 
covector field, 129 
domain, 4 

smooth, 16 
frame, 114 
map, 4 

smooth, 16 
neighborhood, 4 

smooth, 16 
representation 

of a function, 31 
of a map, 33 
of a point, 16 

vector, 70 
transformation law, 72, 128 

vector field, 84 
coordinates 

for vector bundles, 113 
local, 5 
of a point in IRn, 543 
slice, 174 
spherical, 166 
standard 

for IRn, 17 
for T* M, 130 
for TM, 82 

corner point, 364, 365, 386 
corners 

chart with, 363 
smooth manifold with, 364 
smooth structure with, 363 

coset, 561 
left, 229 



606 Index 

space, 229 
cotangent 

bundle, 129 
is a vector bundle, 129 
standard coordinates, 130 
symplectic form, 317, 318 
trivial, 151 

functor, 151 
space, 127 
tangent isomorphism, 282, 287 

not canonical, 287, 288 
countable, 544 

first, 544 
group, 39 
second, 3, 544 

product, 547 
subspace, 546 

subcover, 545 
countably infinite, 544 
counterclockwise, 325, 326 
covariant 

functor, 120 
tensor, 261 
tensor field, 268 

transformation law, 286 
vector, 128 

covector, 125 
components, 126 

transformation law, 128, 138 
field, 130 

closed, 146, 305 
component functions, 130 
conservative, 143 
coordinate, 129 
exact, 143 
integral of, 138-140 
line integral, 140 
on star-shaped domain, 147 
pullback, 136 
restriction, 193 
smoothness criteria, 130 
space of, 131 

k-, 293 
tangent, 127 

cover, open, 544 
regular, 52 

covered, evenly, 40, 556 
covering 

base of, 41 

group, 224 
acts properly, 225 
is a Lie group, 225 
universal, 43 

local sections of, 41 
manifold, 41 

orientable, 346 
map, 40, 556 

generalized, 331 
injective, 41 
smooth,40 
topological, 41 

of a manifold, 42 
of a simply connected space, 557 
smooth,40 
space, 556 

universal, 557 
transformation, 224 
universal, 557 

Cramer's rule, 38, 574 
critical 

point, 182, 461 
value, 182, 461 

cross product, 101, 102, 261 
cross section, 109 
cube, 588 

symmetry group of, 232 
cup product, 407 
curl, 372, 386 
curvature, 1 
curve, 75 

closed, 143 
derivative along, 134 
in a submanifold, 202 
integral, see integral curve 
parametrized, 75 
segment, 139 

length of, 153, 275 
piecewise smooth, 139 
smooth, 139 

space-filling, 244 
tangent vector to, 75 

cusp, 180 
cutoff function, 51 
cycle, singular, 413 

homologous, 413 

d (differential of a function), 132 
d (exterior derivative), 306 



8-close, 252 
d*,386 
8; (Kronecker delta), 125 
8/ (Kronecker delta for multi-indices), 

296 
~p (standard p-simplex, 411 
dV (in integral notation), 589 
dVg (Riemannian volume form), 343 
Darboux 

coordinates, 481 
theorem, 481, 483, 492 

global, 492 
Darboux, Gaston, 481 
de Rham 

basis, 428 
cohomology, 147, 389-407 

cup product, 407 
diffeomorphism invariance, 390 
functoriality, 390 
homotopy invariance, 390-394 
induced map, 390 
of disjoint union, 399 
of Euclidean space, 401 
of nonorientable manifold, 405 
of orient able manifold, 403 
of punctured ]Rn, 403 
of simply connected manifold, 

401 
of spheres, 401 
of zero-manifolds, 400 
top-dimensional, 403, 405 
topological invariance, 390-394 
wedge product, 407 
with compact support, 406, 409 
zero-dimensional, 400 

complex, 394 
cover, 428 
group, 389 
homomorphism, 425, 426 
manifold, 428 
theorem, 428 

de Rham, Georges, 410 
deck transformation, 224 
decomposable, 320, 335 
defining 

forms, 498 
function, 184 

existence, 183 
local, 184 
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map, 183 
and tangent space, 186 
local, 184 

representation, 210 
degree 

of a differential form, 302 
of a linear map, 309 

delta, Kronecker, 125 
dense, 541 
density, 375-382 

bundle, 376 
integral of, 378-380 
negative, 376, 377 
on a manifold, 377 
on a vector space, 375 
positive, 376, 377 
pullback of, 377 
Riemannian, 380 

dependent, linearly, 559 
derivation 

at a point, 63, 65 
of COO(M), 86 
of an algebra, 102 

derivative 
directional, 62 
exterior, see exterior derivative, 

306 
Lie, see Lie derivative 
of a determinant, 152 
of a map, 72 
partial, 583, 584 
total, 581-583 
total vs. partial, 585 
under an integral sign, 587 

det, see determinant 
determinant, 261, 293 

and volume, 319 
as a Lie group homomorphism, 40 
convention, 302 
derivative of, 152 
differential of, 152 
expansion by minors, 573-574 
is a submersion, 196 
is a tensor, 262 
of a linear map, 573 
of a matrix, 569 
of a product, 572 

diffeomorphic, 36 
diffeomorphism 
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and constant rank, 168 
between Euclidean spaces, 12 
between manifolds, 36 
group acts transitively, 460 
local, 36 

difference, set, 541 
differentiable, 581 

continuously, 584 
implies continuous, 582 
infinitely, 584 
structure, 13 
vs. C 1 , 586 

differential 
and linear approximation, 134 
commutes with Lie derivative, 475 
equation, see ordinary differential 

equation OT" partial differential 
equation 

exact, 143 
exterior, 309 
form, 130, 302-313 

and orientation, 328 
closed, 146 
conservative, 143 
exact, 143 
integral of, 350-358 
left-invariant, 374 
Lie derivative, 476 

geometry, ix 
ideaL 500 
of a constant, 134 
of a determinant, 152 
of a function, 132 

along a curve, 134 
coordinate formula, 133 

of a map, 72 
vs. pushforward, 136 

dim, see dimension 
dimension 

invariance of, 79 
of a manifold, 3 
of a simplex, 411 
of a vector space, 560 

direct product 
of Lie groups, 39 
of modules, 580 
of vector spaces, 579, 580 

direct sum, 561, 579, 580 
directional derivative 

in JR n , 62, 586 
of a vector field, 464 

Dirichlet eigenvalue, 384 
disconnected, 550 
discontinuous group action, 289 
discontinuous, properly, 225 
discrete 

group, 39 
action, 209 
proper action, 224 
quotient by, 226 

kernel,233 
space, 542 
subgroup, 232 

quotient by, 232 
topology, 542 

disjoint union, 547 
topology, 548 

distance 
associated to a norm, 578 
Euclidean, 543 
in a metric space, 542 
on a Riemannian manifold, 277 
positivity, 542 
symmetry, 542 
triangle inequality, 542 

distribution, see tangent distribution 
divergence, 371, 479 

and volume-preserving flows, 479 
in coordinates, 384 
on nonorientable manifold, 381, 386 
product rule, 383 
theorem, 371 

division algebra, 204 
domain 

coordinate, 4 
smooth,16 

flow, 441 
of integration, 350, 591 

in a manifold, 356 
regular, 338 
restricting, 190 

Donaldson, Simon, 37 
dot product, 19, 261, 576 

Hermitian, 577 
double of a manifold, 463 
doughnut, see torus 
dual 

basis, 125 



coframe, 131 
homomorphism, 416 
map, 126 
space, 125, 126 

dummy index, 19 
dynamical systems, 450 

e (identity of a Lie group), 38 
c:i (dual basis), 125 
c: I (elementary k-covector), 296 
c(M) (smooth sections), 111 
E(n) (Euclidean group), 228 
eigenfunction of Laplacian, 384 
eigenvalue 

Dirichlet, 384 
Neumann, 384 
of Laplacian, 384 

Einselement, 38 
Einstein summation convention, 18 
elementary 

alternating tensor, 296, 297 
column operations, 571 
k-covector, 296, 297 
matrix, 571 
row operations, 571 

embedded 
subgroup, 194, 529 
submanifold, 17 4~ 180 

closed,201 
image of embedding, 175, 177 
of a manifold with boundary, 189 
open, 175 
uniqueness of smooth structure, 

175 
embedding 

image is an embedded submanifold, 
177 

proper, 158 
smooth,156 
theorem, Whitney, 251 

strong, 251 
topological, 156, 545, 550 
vs. immersion, 158 

energy 
kinetic, 488 
potential, 487 
total,488 

equilibrium point, 447 
equivalence 

class, 548 
relation, 548 

equivalent norms, 578 
equivariant 

map, 212 
rank theorem, 213 

escape lemma, 446 
escape to infinity, 46 
Euclidean 

distance, 289, 543 
dot product, 19, 576 
group, 228, 236 
locally, 3 
metric, 274 
space, 543 

as a Lie group, 38 
as a manifold, 17 
Lie algebra of, 96 
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smooth structure, 17, 37 
standard coordinates, 17 
standard orientation, 326 

topology, 543 
Euler characteristic, 433 
evaluation map, 95 
even permutation, 569 
evenly covered, 40, 556 
exact 

I-form, 143 
covector field, 143 
differential, 143 
form, 310 
functor, 416 
locally, 149 
sequence, 394 

of complexes, 395 
vs. closed, 146, 147, 310 
vs. conservative, 143 

exhaustion function, 56 
expansion by minors, 573~574 
exponential map, 522 

and one-parameter subgroups, 523 
is a local diffeomorphism, 523 
of GL(n, ~), 522 
of a Lie group, 522 
push forward , 523 
smoothness, 523 

exponential of a matrix, 521 
extension lemma 

for smooth function, 56 
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for vector bundles, 110 
for vector fields, 100 

extension of a Lie group, 539 
exterior 

algebra, 301 
derivative, 305-313 

and pullback, 310 
commutes with Lie derivative, 

477 
invariant formula, 311 
of a I-form, 310 
of a function, 309 
vs. Lie bracket, 311 

differential, 309 
differentiation, 309 
of a set, 541 
product, 299 

F* (pullback) 
of covectors, 136 
of densities, 377 
of forms, 303 
of functions, 58 
of tensor fields, 270 
of tensors, 270 

F. (pushforward) 
in coordinates, 70 
induced Lie algebra 

homomorphism, 99 
of vector fields, 89 
of vectors, 66 

F-related, 87 
face 

boundary, 411 
map, 412 
of a simplex, 411 
opposite a vertex, 411 

faithful representation 
of a Lie algebra, 211 
of a Lie group, 210 

fake R4 , 37 
fiber 

of a map, 548 
of a vector bundle, 104 

field, plane, see tangent distribution 
figure eight, 157 

as immersed submanifold, 187 
is not embedded, 201 

finite group, 39 

finite-dimensional vector space, 559 
first countable, 544 
first-order 

PDE,462 
system of PDEs, 506, 508 

five lemma, 424 
fixed point, 159 
flag manifold, 234, 235, 239 
flat (b), 283 
flat chart 

for a distribution, 500 
for a foliation, 510 

flat metric, 276, 289 
on torus, 289 

flow, 438-450 
domain, 441 
fundamental theorem on, 442 

proof, 443-445 
generated by a vector field, 442 
global,438 
group laws, 438, 441 
is orientation-preserving, 461 
local, 441 
maximal, 442 
of a vector field, 442 
time-dependent, 451-452 
volume-decreasing, 479 
volume-increasing, 479 
volume-nondecreasing, 479 
volume-nonincreasing, 479 
volume-preserving, 479 

and divergence, 479 
foliation, 510 

and involutivity, 512 
examples, 510 
leaf of, 510 

forgetful functor, 120 
form 

bilinear, 262 
closed, 146, 310 
conservative, 143 
differential, see differential form 
exact, 143, 310 
left-invariant, 374 
Lie derivative, 476 

forward reparametrization, 142 
frame 

coordinate, 114 
global, 111 



for a manifold, 114 
left-invariant, 115 
local, 111 

associated with a local 
trivialization, 112 

for a manifold, 114 
orthonormal, 277 

adapted, 253, 281, 346 
in R n , 253 

free group action, 208 
free vector space, 264 
Freedman, Michael, 37 
Frobenius theorem, 501 

and partial differential equations, 
505-510 

global, 512-515 
proof, 514 

function 
element, smooth, 77 
real-valued, 30 
smooth 

on Rn , 584 
on a manifold, 31 

vector-valued, 30 
integral of, 593 

vs. map, 30 
functional, linear, 125 
functor 

contravariant, 120 
cotangent, 151 
covariant, 120 
dual space, 126 
exact, 416 
smooth, 123, 154 

fundamental correspondence between 
Lie groups and Lie algebras, 
537 

fundamental group, 554 
homotopy invariance, 556 
of a Lie group, 240 
of a manifold is countable, 10 

fundamental theorem for line 
integrals, 142 

fundamental theorem of Sophus Lie, 
534 

fundamental theorem on flows, 
440-445 

proof, 443-445 
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r(EY (smooth sections), 111 
G-space, 207 

homogeneous, 228 
left, 207 
right, 207 
smooth,207 

GL(n, q (complex general linear 
group), 38 

gl(n, q (matrix Lie algebra), 94 
GL+(n,R) (matrices with positive 

determinant), 195, 235, 240, 
538 

GL - (n, R) (matrices with negative 
determinant), 235 

GL(n,R) (general linear group), 20, 
38 

gl(n,R) (matrix Lie algebra), 94 
GL(V) (group of invertible linear 

maps),38 
gl(V) (Lie algebra of linear maps), 94 
Gauss's theorem, 371 
general linear group, 20, 38 

complex, 38, 197, 198 
components of, 236 
is a manifold, 20 
Lie algebra of, 97, 198 
natural action, 208 
one-parameter subgroups, 521 

general position, 411 
generalized covering map, 331 
generated by a basis, 544 
generating set, 59 
generator, infinitesimal, 439, 441 
geometric 

simplex, 411 
tangent space, 61 
tangent vector, 61 

geometry 
differential, ix 
Riemannian, 276 

germ, 77 
global 

coframe, 130 
flow, 438 
frame, 111 

and trivial bundles, 113 
for a manifold, 114 

Frobenius theorem, 512 
proof, 514 
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section of a vector bundle, 109 
trivialization, 105 

globally Hamiltonian, 486 
gluing lemma, 546 
graded algebra, 301, 309 
gradient, 132, 283 

orthogonal to level set, 289 
Gram-Schmidt algorithm, 576 
graph 

coordinates, 5, 7, 280 
is an embedded submanifold, 179 
of a continuous function, 5 
of a smooth function, 179 

Grassmann manifold, see 
Grassmannian 

Grassmannian, 22, 24, 234, 238 
is compact, 238 

Green's 
identities, 383 
theorem, 362 

group 
action, see action 
circle, 39 
complex general linear, 38 
discrete, 39 
fundamental, 554 
general linear, 38 
injective, 416 
laws for a flow, 438, 441 
Lie, 37 
special linear, 196 
symmetric, 568 
topological, 37 

IHln (upper half-space), 25 
H~ (1).1) (compactly supported 

cohomology), 406 
H~R(M) (de Rham cohomology), 389 
Haar 

integral, 374 
volume form, 374 

hairy ball theorem, 386 
half-space, upper, 25 
Hamilton's equations, 487 
Hamiltonian, 486 

flow, 486 
globally, 486 
locally, 486 
system, 486 

vector field, 485, 486 
in Darboux coordinates, 485 
on ]R2n, 485 
tangent to level sets, 485 

harmonic form, 408 
harmonic function, 383 
Harvey, Reese, 431 
Hausdorff 

product, 547 
space, 3, 544 
subspace, 546 

Hermitian 
dot product, 214, 577 
matrix, 215 

Hodge star operator, 385, 386 
Homc(V, W) (morphisms in a 

category), 11 9 
Hom(V, W) (space of linear maps), 

286,581 
homeomorphic, 541 
homeomorphism, 541, 550 

local,542 
homogeneous 

G-space, 228 
manifold, 228 
map, 58 
space, 228 

characterization theorem, 230 
construction theorem, 229 

system of PDEs, 506 
homologous 

submanifolds, 431 
cycles, 413 

homology 
class, 413 
of a complex, 395 
singular, 411-415 
smooth singular, 416--424 

homomorphism 
dual,416 
induced fundamental group, 555 
induced Lie algebra, 99 
Lie algebra, 94, 99 
Lie group, 39, 213 
with discrete kernel, 233 

homotopic 
maps, 553 

and orientation, 386 
are smoothly homotopic, 258 



path,554 
relative to a subset, 553 
smoothly, 258 

homotopy, 553 
cochain, 391 
equivalence, 556 
equivalent, 556 
invariance 

of de Rham cohomology, 390-394 
of singular cohomology, 416 
of singular homology, 414 
of the fundamental group, 556 

invariant, 390 
inverse, 556 
lifting property, 557 
operator, 391 
relative to a subset, 553 

Hopf map, 240 
hyperplane, 131, 560 
hypersurface, 187 

embedded, 174 
immersed, 187 
induced volume form, 344 
normal vector field, 347 
orient ability, 337 

I (closed unit interval), 105, 553 
In (identity matrix), 564 
ix (interior multiplication), 334 
ideal 

differential, 500 
in A*(M), 499 
in a Lie algebra, 102, 535 

identity 
component, 59 
functor, 120 
map, 542 
matrix, 564 
of a Lie group, 38 

1m, see image 
image 

of a Lie group homomorphism, 238 
of a linear map, 562 
of an embedding, 177 
of an injective immersion, 186, 187 

immersed submanifold, 186 
of a manifold with boundary, 189 

immersion, 156 
and constant rank, 168 
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is locally an embedding, 188 
theorem, Whitney, 249 

strong, 251 
vs. embedding, 158 

implicit function theorem, 164 
improper integral, 351 
increasing multi-index, 297 
independent sections, 111 
independent, linearly, 559 
index 

conventions, 18 
dummy, 19 
lower, 18 
of a subgroup, 333 
position, 18 
upper, 18 

induced 
cohomology map, 390 
fundamental group homomorphism, 

555 
Lie algebra homomorphism, 99 
metric,280 
orientation on a boundary, 339 

infinite-dimensional vector space, 559 
infinitely differentiable, 12, 584 
infinitesimal generator, 439, 441 

invariant under flow, 442 
infinitesimal symmetry, 490 
injective group, 416 
inner product, 273, 576 

Euclidean, 576 
of matrices, 579 
space, 576 

integers, 558 
integrable 

completely, 500 
distribution, 497 
function, 589 
Lebesgue's criterion, 590 
over a bounded set, 591 
vs. involutive, 497, 501 

integral 
curve, 435-437 

is immersed, 447 
differentiation under, 587 
improper, 351 
Lebesgue, 588 
line, 138, 140 
lower, 589 
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manifold, 495 
local structure, 504 
union of, 512 

multiple, 588-595 
of a covector field, 138-140 
of a density, 378-380 

linearity, 379 
of a differential form, 350-358 

over a smooth chain, 425 
over a smooth simplex, 425 

of a function 
on a rectangle, 589 
on a Riemannian manifold, 370, 

381 
over a bounded set, 591 

of a vector-valued function, 593 
on a O-manifold, 355 
on a boundary, 355 
on a manifold with corners, 366 
on a submanifold, 355 
Riemann, 588 
upper, 589 

integrating a system of ODEs, 437 
integrating factor, 515 
integration 

by parts, 383 
domain of, 591 

in a manifold, 356 
iterated, 593 

interior 
chart, 25 
multiplication, 335 
of a manifold with boundary, 26, 

172 
of a subset, 541 

intersection, transverse, 203 
intertwine, 212 
interval, 551 

unit, 105, 553 
invariant 

left-, 93 
tensor field, 477, 478 
under a flow, 442, 468, 477 

vs. Lie derivative, 478 
inverse 

function theorem, 159, 166 
matrix, 564, 574 

inversion map, 37 
invertible 

linear map, 562 
matrix, 564 

involutive, 496 
and differential forms, 497 
and Lie sub algebras, 515 
vs. completely integrable, 501 
vs. integrable, 497 

inward-pointing, 338 
isometric, 276 
isometry, 276 

action by, 289 
between inner product spaces, 577 
local, 276 

isomorphic 
Lie algebras, 94 
Lie groups, 39 
locally, 534 
vector bundles, 116 
vector spaces, 562 

isomorphism, 562 
basis, 562 
bundle, 115 
in a category, 119 
Lie algebra, 94 
Lie group, 39 

isotropic 
immersion, 317 
submanifold, 317 
subspace, 315, 321 

isotropy group, 208 
iterated integration, 593 

Jacobi identity, 92, 94 
for Poisson bracket, 489 

Jacobian matrix, 71, 584 

k-covector, 293 
elementary, 296 

k-form, see differential form 
k-plane field, see tangent distribution 
k-slice, see slice 
Ker, see kernel 
kernel 

of a linear map, 562 
of Lie algebra homomorphism, 539 
of Lie group homomorphism, 213, 

539 
Kervaire, Michel, 37 
Killing field, 478, 479 



kinetic energy, 488 
Kronecker delta, 125 

for multi-indices, 296 

Ak(V) (space of alternating tensors), 
294 

Lg (left translation), 93 
Lagrange multiplier, 203 
Lagrangian 

immersion, 317 
submanifold, 317, 321 

and closed I-form, 318 
subspace, 315, 321 

Laplace operator, see Laplacian 
Laplace-Beltrami operator, 408 
Laplacian, 383, 408 

Dirichlet eigenvalue, 384 
eigenfunction, 384 
eigenvalue, 384 
in coordinates, 384 
Neumann eigenvalue, 384 

Lawson, Blaine, 431 
leaf of a foliation, 510 
Lebesgue 

integrability criterion, 590 
integral, 588 
measure, 589 

left 
action, 207 
G-space, 207 
translation, 93 

left-invariant 
differential form, 374 
frame, 115 
orientation, 329 
tensor, 374 
vector field, 93 

is complete, 519 
smoothness, 96 

length 
of a curve segment, 153, 275 

isometry invariant, 276 
parameter independence, 276 

of a tangent vector, 275 
of a vector in an inner product 

space, 576 
level set, 180 

of submersion, 182 
regular, 182 

zero, 180 
Lie algebra, 93 

abelian, 95, 102, 538 
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and one-parameter subgroups, 520 
correspondence with Lie groups, 

537 
homomorphism, 94, 532 

induced,99 
isomorphic, 94 
isomorphism, 94 
of GL(n, IC), 198 
of GL(n,lR), 97 
of GL(V), 99 
of O(n), 198 
of lRn , 96 
of §l, 96 
of SL(n), 238 
of SL(n, lR), 205 
of SO(n,lR), 205 
ofSp(n,lR),322 
of SU(n), 238 
of Tn, 96 
of U(n), 238 
of a Lie group, 95 
of a subgroup, 197, 532 
one-dimensional, 102 
product, 102 
representation, 211 
two-dimensional, 102 

Lie bracket, 90 
coordinate formula, 90 
equals Lie derivative, 467 
naturality, 92 
tangent to submanifold, 193 
vs. exterior derivative, 311 

Lie derivative, 465-477 
and invariant tensor field, 478 
commutes with d, 475, 477 
equals Lie bracket, 467 
of a differential form, 476 
of a tensor field, 473 
of a vector field, 465 

Lie(G) (Lie algebra of G), 95 
Lie group, 37 

abelian, 102, 538, 539 
correspondence with Lie algebras, 

537 
countable, 39 
discrete, 39 
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finite, 39 
fundamental group of, 240 
homomorphism, 39, 532 

image of, 238 
is equivariant, 213 
kernel of, 213 
with discrete kernel, 233 

identity component, 59 
integration on, 374 
is parallelizable, 115 
isomorphism, 39 
neighborhood of e, 58 
orientation form, 374 
simply connected, 534 
smooth covering map, 233 
universal covering, 43, 59 
volume form, 374 

Lie subalgebra, 94 
determines a Lie subgroup, 530 

Lie subgroup, 194 
associated with Lie subalgebra, 530 
closed, 194, 229, 230, 526, 529 
embedded, 194, 213, 230, 526, 529 

Lie, Sophus, 534 
fundamental theorem, 534 

lift 
of a map, 557 
of a vector field, 172 

lifting criterion, 557 
lifting property 

homotopy, 557 
path,557 
unique, 557 

limit point, 541 
line 

bundle, 104 
integral, 138, 140 

fundamental theorem, 142 
of a covector field, 138-140 
of a vector field, 153 
parameter independence, 142 

segment, 559 
with two origins, 28 

linear 
action, 209 
approximation, 60 

and the differential, 134 
combination, 558 
functional, 125 

map, 562 
canonical form, 566 
determinant, 573 
over a ring, 579 

momentum, 493 
over COO(M), 116, 152 
system of PDEs, 506 

linearly 
dependent, 559 
independent, 559 

Lipschitz 
constant, 594 
continuous, 594 
estimate for C 1 functions, 594 

local 
coframe, 130 
coordinates, 5 
defining function, 183, 184 
defining map, 184 
diffeomorphism, 36 
exactness of closed forms, 149, 401 
flow, 441 
frame, 111 

associated with a local 
trivialization, 112 

for a manifold, 114 
orthonormal, 277 

homeomorphism, 542 
isometry, 276 
one-parameter group action, 441 
operator, 306 
parametrization, 188, 280 
section 

independent, 111 
of a covering map, 41 
of a smooth covering, 41 
of a submersion, 169 
of a vector bundle, 109 
spanning, 111 

trivialization, 104 
locally 

compact, 9 
Euclidean, 3 
exact, 149 
finite, 51 
Hamiltonian, 486 
isomorphic, 534 
path connected, 9, 552 
simply connected, 557 



loop, 554 
Lorentz metric, 2, 285 
lower integral, 589 
lower sum, 588 
lowering an index, 283 

if (orientation covering), 330 
M(m x n, q (complex matrices), 19, 

564 
M(m x n, JR) (real matrices), 19, 564 
M(n, q (square complex matrices), 

19,564 
M( n, JR) (square real matrices), 19, 

564 
manifold 

boundary, 26 
C k ,15 
closed,27 
complex, 15 
is metrizable, 251 
open, 27 
paracompactness, 53 
real-analytic, 15 
Riemannian, 273 
smooth, 1, 13 
structure, smooth, 14 
topological, 1, 3 
with boundary, 24-27 

boundary point, 172 
interior point, 172 
partition of unity, 55 
product of, 386 
pushforward, 73 
smooth,26 
smooth map, 36 
smooth structure, 26 
submanifold of, 189 
tangent bundle, 89 
tangent space, 73, 74 
topological, 25 
vector field on, 89 

with corners, 363-370 
corner points, 386 
product of, 386 
Stokes's theorem, 367 

map vs. function, 30 
matrices 

of fixed rank, 184 
of maximal rank, 20 

space of, 19, 564 
matrix, 563 

exponential, 521 
inner product, 579 
Lie algebra, 94 
norm, 579 
of a linear map, 563 
product, 564 
skew-symmetric, 567 
symmetric, 195, 567 

maximal flow, 442 
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maximal smooth atlas, 13 
Mayer-Vietoris sequence, see 

Mayer-Vietoris theorem 
Mayer-Viet oris theorem 

connecting homomorphism, 399 
for compactly supported 

cohomology, 432 
for de Rham cohomology, 397-399 
for singular cohomology, 416 
for singular homology, 414 

measure zero 
and smooth maps, 243-245 
in JRn , 242, 589 
in a manifold with corners, 366 
in manifolds, 244 
n-dimensional, 590 
submanifolds, 246 

metric 
associated to a norm, 578 
Euclidean, 274 
flat, 276, 289 
in a metric space, 273, 542 
induced, 280 
Lorentz, 2, 285 
pseudo-Riemannian, 285 
Riemannian, 273, 278 
round,280 
space, 273, 542 

complete, 159, 543 
topology, 542 

metrizable, 251, 285 
Milnor, John, 37, 115 
minor of a matrix, 568 
mixed 

partial derivatives, 584 
tensor, 267 
tensor field, 268 

transformation law, 286 
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Mobius 
band, 106, 347 
bund~, 105, 121, 122, 239, 347, 348 

orientation covering, 348 
transformation, 229 

module, 558 
Moise, Edwin, 37 
momentum, 488 

angular, 493 
linear, 493 

morphism, 119 
Morse theory, 462 
Moser, Jiirgen, 481, 492 
multi-index, 296 

increasing, 297 
multicovector, 293 
multilinear, 261, 569 

and tensor product, 267 
over C=(M), 287 

multiple integral, 588-595 
multiplication in a Lie group, 37 
Munkres, James, 37 

n-body problem, 493 
n-dimensional measure zero, 590 
n-sphere, 6, 555 
n-torus,8 

as a Lie group, 39 
smooth structure, 21 

natural transformation, 288 
naturality of the Lie bracket, 92 
negatively oriented, 326 

chart, 327 
frame, 327 

neighborhood 
basis, 544 
coordinate, 4 
of a point, 541 
of a set, 541 
smooth coordinate, 16 

Neumann eigenvalue, 384 
Noether's theorem, 490 
Noether, Emmy, 490 
non autonomous system of ODEs, 451 
nondegenerate 2-tensor, 285, 314 
nonlinear system of PDEs, 508 
nonorientable, 327 
nonsingular matrix, 564 
norm 

associated metric, 578 
equivalent, 578 
of a differential form, 408 
of a matrix, 579 
of a tangent vector, 275 
of a vector, 578 
on a vector space, 578 
topology, 578 

normal 
bundle 

in JR.", 253 
in a Riemannian manifold, 282 
is a vector bundle, 254, 282 
trivial, 259, 289, 347 

covering, 226 
outward-pointing, 346 
space, 253, 281 
subgroup, 232, 535 
vector, 281 
vector field, 347 

normed linear space, 578 
north pole, 28 
null space, 562 
nullity, 566 

O(n), see orthogonal group 
object in a category, 119 
octonions, 204 
odd permutation, 569 
ODE, see ordinary differential 

equation 
one-form, 130, 302 

criterion for involutivity, 499 
one-parameter group action, 438 

local, 441 
one-parameter subgroup, 520, 538 

and Lie algebra, 520 
generated by X, 520 
of GL(2n, JR.), 521 
of a Lie subgroup, 522 

open 
ball in a metric space, 542 
cover, 544 

regular, 52 
manifold, 27 
map, 550 
rectangle, 588 
relatively, 545 
set 



in a metric space, 542 
of a topology, 540 

submanifold, 19 
is embedded, 175 
tangent space, 67 

orbit, 208 
is an immersed submanifold, 237 
map, 219 
of a Hamiltonian system, 486 
relation, 219 
space, 218 

order of a partial derivative, 584 
ordered basis, 560 
ordinary differential equation, 436 

autonomous, 451 
comparison lemma, 452 
existence theorem, 443, 454 
integrating, 437 
nonautonomous, 451 
smoothness theorem, 443, 456 
uniqueness theorem, 443, 455 

orient able 
hypersurface, 337 
manifold, 327 
open submanifold, 329 
vs. parallelizable, 329 

orientation, 325-329 
and alternating tensors, 326 
and homotopic maps, 386 
and nonvanishing n-form, 328 
covering, 330-333 

uniqueness, 347 
form, 328 
induced on a boundary, 339 
left-invariant, 329 
of a boundary, 339 
of a hypersurface, 337 
of a manifold, 327 

zero-dimensional, 327, 328 
of a vector space, 326 

zero-dimensional, 326 
pointwise, 327 

continuous, 327 
preserving, 329 
reversing, 329 
standard, of Rn , 326 

orientation-preserving, 346 
group action, 347 

orientation-reversing, 346 

oriented 
basis, 326 
chart, 327 
consistently, 325 
form, 328 
frame, 327 
manifold, 327 
n-covector, 326 
n-form, 326 
negatively, 326, 327 
positively, 327 
vector space, 326 

orthogonal, 275, 576 
complement, 577 
group, 195 

action on R n , 208 
action on §n-l, 209 
components, 235 
Lie algebra of, 198 
special, 196, 235 

matrix, 195 
projection, 578 

orthonormal 
basis, 576 
frame, 253, 277 
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adapted, 253, 281, 346 
outward-pointing 

unit normal, 346 
vector, 338 
vector field, 339 

overdetermined system of PDEs, 506, 
508 

7rl (X, q) (fundamental group), 554 
IP'n (real projective space), 7 
paracompact, 52, 59 

manifolds are, 53 
vs. second countable, 59 

parallelizable, 115 
implies orientable, 329 
Lie group, 115 
Rn ,115 
§l, 115 
§3, 115, 122 
§7, 115 
1fn , 115 

parametrization, local, 188, 280 
parametrized curve, 75 
partial derivative, 583 
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higher-order, 584 
order of, 584 
second-order, 584 
vs. total derivative, 585 

partial differential equation 
and the Frobenius theorem, 

505-510 
first-order, 462, 506, 508 
homogeneous, 506 
linear, 462, 506 
nonlinear, 508 
overdetermined, 506, 508 
system, 506, 508 

partition 
of a rectangle, 588 
of an interval, 588 
of unity, 54-55, 290 

on a manifold with boundary, 55 
smooth,54 

passing to the quotient, 549 
smoothly, 170 

path, 551 
class, 554 
component, 551 
connected, 9, 551 

locally, 9, 552 
connectivity relation, 551 
homotopic, 554 
lifting property, 557 
product, 554 

PDE, see partial differential equation 
period 

of a curve, 460 
of a differential form, 431 

periodic curve, 460 
permutation, 272, 294, 296, 568 

even, 569 
odd, 569 

Pfaffian system, 515 
piecewise smooth curve segment, 139 
plane field, see tangent distribution 
Poincare duality theorem, 432 
Poincare lemma, 400 

for compactly supported forms, 406 
pointed topological spaces, 120 
pointwise convergence, 595 
pointwise orientation, 327 

continuous, 327 
Poisson bracket, 489 

antisymmetry, 489 
in Darboux coordinates, 489 
Jacobi identity, 489 

polar coordinates, 17, 167 
poles, north and south, 28 
positively oriented, see oriented 
potential, 143 

computing, 149 
energy, 487 

power map, 57 
precompact, 8 
product 

bundle, 105 
Cartesian, 546 

infinite, 579 
direct, of vector spaces, 579 
inner, 273 
Lie algebra, 102 
manifold,8 

smooth map into, 35 
smooth structure, 21 
tangent space, 78 

map, 547 
of Hausdorff spaces, 547 
of Lie groups, 39 

Lie algebra of, 102 
of manifolds with boundary, 386 
of manifolds with corners, 386 
of path classes, 554 
of paths, 554 
of second countable spaces, 547 
open set, 547 
rule, 62 
space, 546 

fundamental group, 555 
symmetric, 273 

associativity, 287 
topology, 546 

projection 
cotangent bundle, 129 
from a Cartesian product, 546, 547 
from a direct product, 580 
of a vector bundle, 105 
of the tangent bundle, 81 
onto a subspace, 562 
orthogonal, 578 

projective space 
complex, 29, 58, 239 
orientabili ty, 347 



real, 7, 20 
proper 

action, 216, 224 
embedding, 158, 201 
map, 45,158 

is closed, 47 
properly discontinuous, 225 
pseudo-Riemannian metric, 285 
pullback 

of a I-form, 136, 137 
of a k-form, 303, 304 
of a covector, 136 
of a covector field, 136, 137 
of a density, 377 
of a mixed tensor field, 286 
of a tensor, 270 
of a tensor field, 270, 271 
of an exterior derivative, 310 

pushforward 
in coordinates, 70 
is a bundle map, 116 
of a mixed tensor field, 286 
of a tangent vector to a curve, 76 
of a vector, 66, 70 
of a vector field, 87-89 
smoothness of, 82 
vs. differential, 136 

QR decomposition, 236, 240 
quaternion, 203 

imaginary, 203 
real,203 

quotient 
by closed Lie subgroup, 229 
by closed normal subgroup, 232 
by discrete group action, 226 
by discrete subgroup, 232 
manifold theorem, 218 
map, 548, 550 
of a vector space, 561 
passing to, 170, 549 
space, 548 
topology, 548 
uniqueness of, 171, 549 

JR. (nonzero real numbers), 38 
JR (real numbers), 542 
JR4, fake, 37 
Rg (right translation), 93 

Index 621 

:R-linear map, 579 
JRn, see Euclidean space 
JRlP'n (real projective space), 7 
raising an index, 283 
range, restricting, 190 

embedded case, 191 
rank 

column, 567 
equals row, 567 

constant, 156 
level set theorem, 182 

of a linear map, 155, 566 
of a matrix, 20, 567 
of a smooth map, 156 
of a tensor, 261 
of a vector bundle, 103 
row, 567 

equals column, 567 
theorem, 163, 167 

equivariant, 213 
invariant version, 168 

rank-nullity law, 181, 567 
real-analytic manifold, 15 
real numbers, 542 
real projective space, 7 
real-valued function, 30 
real vector space, 558 
rectangle, 588 
refinement, 51 

regular, 53 
reflexive relation, 548 
regular 

domain, 338 
level set, 182 

theorem, 182 
open cover, 52 
point 

of a map, 182 
of a vector field, 447 

refinement, 53 
submanifold, 174 
value, 182 

related, see F-related 
relation 

equivalence, 548 
reflexive, 548 
transitive, 548 

relative 
homotopy, 553 
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topology, 545 
relatively 

compact, 8 
open, 545 

reparametrization, 142, 275 
backward, 142 
forward, 142 

representation 
adjoint 

of GL(n, JR), 240 
of a Lie algebra, 240, 529 
of a Lie group, 211, 529 

defining, 210 
of a Lie algebra, 211 

faithful, 211 
of a Lie group, 209 

faithful, 210 
restricting 

the domain of a map, 190 
the range of a map, 190 

embedded case, 191 
into an integral manifold, 505 

restriction 
of a covector field, 193 
of a vector bundle, 105 
of a vector field, 192 

retraction, 257 
onto boundary, 383 

reverse path, 554 
Rham, de, see de Rham 
Riemann 

integrable, 589 
integral, 588, 589 

Riemannian 
density, 380 
distance, 277 
geometry, 276 
manifold, 273 

as metric space, 278 
integration on, 370-374 

metric,273 
existence, 284 
in graph coordinates, 280 

submanifold, 280 
volume element, 343 
volume form, 343 

in coordinates, 343 
on a hypersurface, 344 

right 

action, 207 
G-space, 207 
mathematical definition, 326 
translation, 93 

right-handed basis, 325, 326 
rough section, 109 
rough vector field, 83 
round metric, 280, 287 
row operations, elementary, 571 
row rank, 567 

equals column rank, 567 

§1, see circle 
§3 (3-sphere) 

diffeomorphic to SU(2), 237 
is a Lie group, 204 
is parallelizable, 115, 204 
nonvanishing vector field on, 79, 

10l 
§7 (7-sphere) 

is not a Lie group, 115 
is parallelizable, 115, 204 
nonstandard smooth structures, 37 

§n, see sphere 
5k (symmetric group), 294 
51- (orthogonal complement), 577 
51- (symplectic complement), 314 
S(n, JR) (symmetric matrices), 195 
SL(n, q, see complex special linear 

group 
SL(n,JR), see special linear group 
SO(3) is diffeomorphic to JRlP'3, 238 
SO(n), see special orthogonal group 
Sp(n,JR) (symplectic group), 322 
SU(2) is diffeomorphic to 53, 237 
SU(n), see special unitary group 
Sard's theorem, 246 
Sard, Arthur, 246 
saturated, 548 
scalar, 558 

multiplication, 558 
Schwarz inequality, 576 
second countable, 3, 544 

product, 547 
subspace, 546 
vs. paracompact, 59 

second-order partial derivative, 584 
section 

component functions, 113 



existence of, 169 
global, 109 
independent, 111 
local, 41, 109 
of a map, 41 
of a smooth covering, 41 
of a vector bundle, 109 
rough, 109 
smooth, 109, 114 
spanning, 111 

sedenions, 204 
segment, curve, 139 

piecewise smooth, 139 
smooth, 139 

segment, line, 559 
self-dual, 385 
separation, 550 
sequence 

convergent, 542 
escaping to infinity, 46 

series of functions, convergent, 595 
set difference, 541 
set with a transitive group action, 234 
sgn (sign of a permutation), 294 
sharp (#), 283 
sheets of a covering, 556 
short exact sequence, 395 
sign of a permutation, 294 
signature of a bilinear form, 285 
simplex 

affine singular, 412 
geometric, 411 
singular, 411 

boundary of, 412 
smooth, 416 
standard, 411 

simply connected, 554 
Lie group, 534 
locally, 557 
manifold, cohomology of, 401 
space, covering of, 557 

singular 
boundary, 413 
boundary operator, 412 
chain, 411 

complex, 413 
group, 411 

cohomology, 415-416 
cycle, 413 

homology, 411-415 
group, 413 
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isomorphic to smooth singular, 
417 

smooth, 416-424 
matrix, 564, 573 
point of a vector field, 447 
simplex, 411 

affine, 412 
boundary of, 412 

skew-symmetric matrix, 567 
slice, 174 

chart, 174 
coordinates, 174 

smooth 
atlas, 12 

complete, 13 
maximal, 13 

chain, 417 
chain group, 416 
chart, 12, 16 
coordinate ball, 16 
coordinate domain, 16 
coordinate map, 16 
coordinate neighborhood, 16 
covector field, 130 
covering map, 40 
embedding, 156 
function element, 77 
function on a manifold, 31 
functor, 154 
group action, 207 
manifold, 1, 13 

construction lemma, 21 
manifold structure, 14 
map 

between Euclidean spaces, 12, 
584 

between manifolds, 32 
composition of, 34 
on a nonopen subset, 25, 55, 587 

section, 109 
simplex, 416 
singular homology, 416-424 

isomorphic to singular, 417 
structure, 13 

uniqueness of, 36, 37, 202, 460 
with corners, 363 

triangulation, 431 
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vector bundle, 104 
vector field, 83 

smoothly compatible charts, 12 
smoothly homotopic, 258 
smoothly trivial, 105 
space-filling curve, 244 
span, 558 
special linear group, 196 

complex, 214 
connected, 240 
Lie algebra of, 205, 238 

special loop, 10 
special orthogonal group, HJ6 

is connected, 235 
Lie algebra of, 205 

special unitary group, 214, 215 
is connected, 235 
Lie algebra of; 238 

sphere, 6, 20, 555 
de Rham cohomology, 401 
fundamental group, 555 
is an embedded submanifold, 180, 

183 
nonstandard smooth structures, 37 
orientation of, 337, 340, 346 
parallelizable, 122, 204 
round metric, 280 
standard metric, 280 
standard smooth structure, 20 
vector fields on, 101, 201 
volume form, 382 

spherical coordinates, 166, 180, 342, 
358 

square 
not a submanifold, 201 
not diffeomorphic to circle, 79 

standard 
basis for ]Rn, 561 
coordinates 

for ]Rn, 17 
on the cotangent bundle, 130 
on the tangent bundle, 82 

dual basis for ]Rn, 125 
orientation of ]Rn, 326 
simplex, 411 
smooth structure 

on ]Rn, 17 
on §n, 20 
on a vector space, 18 

symplectic form, 316 
star operator, 385, 386 
star-shaped, 147, 400, 555 
starting point of an integral curve, 

435 
stereographic coordinates, 29, 122, 

287 
stereo graphic projection, 28 
Stokes orientation, 339 
Stokes's theorem, 359 

for chains, 425 
for surface integrals, 373 
on manifolds with corners, 367 

subalgebra, Lie, 94, 197 
sub bundle , 199 

local frame criterion, 200 
tangent, see tangent distribution 

subcover, 545 
subgroup 

closed, 194, 229, 230, 526, 529 
dense, of the torus, 196 
discrete, 232 
embedded, 194, 230, 526, 529 
Lie, 194 
normal, 232, 535 
one-parameter, 520 

subinterval, 588 
submanifold, 187 

calibrated, 431 
closest point, 258 
embedded, 174-180, 202 
has measure zero, 246 
immersed, 186 
of a manifold with boundary, 189 
open, 19, 175 

tangent space, 67 
regular, 174 
restricting a map to, 191 
Riemannian, 280 
tangent space, 178 

and defining maps, 186 
transverse, 203 
uniqueness of smooth structure, 

175,202 
with boundary, 189 

submersion, 156 
and constant rank, 168, 245 
and local sections, 169, 171 
into ]Rk, 171 



is a quotient map, 169 
is open, 169 
level set theorem, 182 
passing to quotient, 170 

subordinate to a cover, 54 
subrectangle, 588 
subspace 

affine, 561 
of a Hausdorff space, 546 
of a second countable space, 546 
of a topological space, 545 
of a vector space, 558 
projection onto, 562 
topology, 545 

sum 
connected, 172 
direct, 561, 579 
lower, 588 
upper, 588 

summation convention, 18 
support 

of a function, 51 
of a section, 110 
of a vector field, 84 

surface integral, 372 
Stokes's theorem for, 373 

Sym (symmetrization), 272, 295 
symmetric 

group, 272, 294, 568 
matrix, 195, 567 
product, 273 

associativity, 287 
relation, 548 
tensor, 271 
tensor field, 273 

symmetrization, 272, 295 
symmetry 

group, 206 
infinitesimal, 490 
of distance function, 542 

symplectic 
basis, 316 
complement, 314 
coordinates, 481 
form, 316, 481 

canonical, on T"Q, 318 
on a vector space, 314 
on cotangent bundle, 317 
standard, 19, 316 

geometry, 316 
group, 322 
immersion, 317 
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manifold, 316-319, 408, 481-490 
is orientable, 347 

structure, 316 
submanifold, 317 
subspace, 315, 321 
tensor, 314 

canonical form, 315 
vector field, 486 
vector space, 314 

symplectomorphism, 316, 322 

1I'2, see torus 
1I'n, see torus 
T* M, see cotangent bundle 
Tlk M (bundle of mixed tensors), 268 
Tk M (bundle of covariant tensors), 

268 
TIM (bundle of contravariant 

tensors), 268 
T M, see tangent bundle 
'J(M) (vector fields), 85 
'J*(M) (covector fields), 131 
'Jk (M) (covariant tensor fields), 268 
'Jf (M) (mixed tensor fields), 268 
'J1(M) (contravariant tensor fields), 

268 
tangent bundle, 81 

is a vector bundle, 106 
smooth structure, 81 
standard coordinates, 82 
to a manifold with boundary, 89 
trivial, 115, 151 
uniqueness of smooth structure, 

114 
tangent cotangent isomorphism, 282, 

287 
not canonical, 287, 288 

tangent covector, 127 
tangent distribution, 495 

and differential forms, 497 
determined by a foliation, 512 
integrable, 497 
integral manifold, 495 
involutive, 496 
local frame criterion, 495 
smooth,495 
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spanned by vector fields, 495 
tangent functor, 120 
tangent space 

alternative definitions, 77 
geometric, 61 
to a manifold, 65 
to a manifold with boundary, 73, 

74 
to a product manifold, 78 
to a submanifold, 178, 186 
to a vector space, 68 
to an open submanifold, 67 

tangent subbundle, see tangent 
distribution 

tangent to a submanifold, 192 
tangent vector 

alternative definitions, 77 
geometric, 61 
in Euclidean space, 61 
local nature, 67 
on a manifold, 65 
to a composite curve, 76 
to a curve, 75 
to a curve, pushforward of, 76 

tautological I-form, 317 
tautological vector bundle, 122 
Taylor's formula, 64, 587 
tensor 

alternating, 293 
elementary, 296 

bundle, 268 
contravariant, 267 
covariant, 261 
field, 268 

contravariant, 268 
covariant, 268 
invariant under a flow, 477 
left-invariant, 374 
mixed,268 
smooth,268 
symmetric, 273 
time-dependent, 483 
transformation law, 286 

mixed,267 
product 

and multilinear maps, 267 
characteristic property, 265 
of tensors, 262 
of vector spaces, 264 

of vectors, 264 
uniqueness, 285 

symmetric, 271 
time-dependent 

flow, 451-452, 463, 481 
tensor field, 483 
vector field, 451-452, 463, 481 

topological 
boundary, 26 
covering map, 41 
embedding, 156, 545, 550 
group, 37 
manifold, 1, 3 

with boundary, 25 
space, 541 

topology, 540 
Euclidean, 543 
generated by a basis, 544 
metric,542 
norm, 578 
trivial, 543 

torus, 8 
as a Lie group, 39 
dense curve on, 157, 171, 186, 511 

as immersed submanifold, 187 
is not embedded, 201 

dense subgroup of, 196 
embedding in ]R3, 171 
flat metric on, 289 
Lie algebra of, 96 
of revolution, 156, 171, 184, 281, 

348, 382, 432 
smooth structure, 21 

total derivative, 581-583 
vs. partial derivatives, 585 

total space, 105 
trajectory, 486 
transformation 

of coordinate vectors, 72, 128 
of covector components, 128, 138 
of tensor components, 286 
of vector components, 72, 128 

transition 
function, 107, 121 
map, 12 
matrix, 325, 565 

transitive group action, 208 
on a set, 234 

transitive relation, 548 



translation 
left, 93 
lemma, 437 
right, 93 

transpose 
of a linear map, 126 
of a matrix, 567 

transposition, 568 
transverse 

intersection, 203 
map, 203 
submanifolds, 203, 321 
vector, 336 
vector field, 336 

triangle inequality, 542, 578 
triangular matrix, upper, 575 
triangulation, 431 
trivial 

action, 208 
bundle, 105 

and global frames, 113 
cotangent bundle, 151 
normal bundle, 259, 289, 347 
tangent bundle, 115, 151 
topology, 543 

trivialization 
global, 105 
local, 104 

and local frame, 112 
smooth,104 

tubular neighborhood, 255 
theorem, 255 

two-body problem, 493 

U(n), see unitary group 
uniform convergence, 595-596 
uniformly Cauchy, 595 
union, disjoint, 547, 548 
unique lifting property, 557 
unit 

interval, 105, 553 
sphere, 6 
vector, 576 

unitary group, 214 
diffeomorphic to U(l) x SU(n), 237 
is connected, 235 
Lie algebra of, 238 
special, 214 

unity, partition of, 54-55 
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universal covering group, 43, 59 
universal covering space, 557 
upper 

half-space, 25 
integral, 589 
sum, 588 
triangular matrix, 575 

V' (dual space), 125 
V" (second dual space), 126 
vanishing along a submanifold, 193 
vector, 558 

addition, 558 
bundle, 103 

complex, 104 
construction lemma, 108 
coordinates, 113 
real, 103 
section of, 109 
smooth,104 
subbundle, 199 
trivial, 105 

components, 70 
transformation law, 72, 128 

contravariant, 128 
coordinate, 70 
covariant, 128 
field, 82 

along a submanifold, 336 
canonical form, 447 
commuting, 468-473 
complete, 446-447 
component functions, 83 
conservative, 153 
coordinate, 84 
directional derivative of, 464 
globally Hamiltonian, 486 
Hamiltonian, 486 
invariant under a flow, 442, 468 
Lie algebra of, 94 
line integral of, 153 
locally Hamiltonian, 486 
nonvanishing, on spheres, 201 
on a manifold with boundary, 89 
pushforward, 87-89 
restriction, 192 
rough,83 
smooth,83 
smoothness criteria, 85 
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space of, 85 
symplectic, 486 
time-dependent, 451-452 
transverse, 336 
vanishing along a submanifold, 

193 
geometric tangent, 61 
space, 558 

finite-dimensional, 559 
infinite-dimensional, 559 
over a field, 558 
real, 558 
smooth structure on, 17, 18 
tangent space to, 68 

tangent 
local nature, 67 
on a manifold, 65 
to a curve, 75 
to composite curve, 76 

transverse, 336 
vector-valued function, 30 

integral of, 593 
vertex of a simplex, 411 
vertical vector, 491 
vertices, see vertex 
volume, 1, 592 

and determinant, 319 
decreasing flow, 479 
element, Riemannian, 343 
form, Riemannian, 343 

in coordinates, 343 
on a boundary, 346 

on a hypersurface, 344 
increasing flow, 479 
measurement, 292 
nondecreasing flow, 479 
nonincreasing flow, 479 
of a rectangle, 588 
of a Riemannian manifold, 370 
preserving flow, 479 

and divergence, 479 

wedge product, 299 
Alt convention, 302 
anticommutativity, 300 
associativity, 300 
determinant convention, 302 
on de Rham cohomology, 407 
uniqueness, 301 

Weierstrass M-test, 596 
Whitney 

approximation theorem, 252, 257 
embedding theorem, 251 
immersion theorem, 249, 251 

Whitney, Hassler, 251 
Wolf, Joseph, 115 

Z (integers), 558 
Z,P(M) (closed forms), 389 
zero section, 109 
zero set, 180 
zero-dimensional manifold, 17, 35 
zigzag lemma, 395 
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