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Preface to the First Edition 

In recent years, many students have been introduced to topology in high 
school mathematics. Having met the Mobius band, the seven bridges of 
Konigsberg, Euler's polyhedron formula, and knots, the student is led to 
expect that these picturesque ideas will come to full flower in university 
topology courses. What a disappointment "undergraduate topology" proves 
to be! In most institutions it is either a service course for analysts, on abstract 
spaces, or else an introduction to homological algebra in which the only 
geometric activity is the completion of commutative diagrams. Pictures are 
kept to a minimum, and at the end the student still does nr~ understand the 
simplest topological facts, such as the rcason why knots exist. 

In my opinion, a well-balanced introduction to topology should stress its 
intuitive geometric aspect, while admitting the legitimate interest that analysts 
and algebraists have in the subject. At any rate, this is the aim of the present 
book. In support of this view, I have followed the historical development 
where practicable, since it clearly shows the influence of geometric thought 
at all stages. This is not to claim that topology received its main impetus 
from geometric recreations like the seven bridges; rather, it resulted from the 
l'isualization of problems from other parts of mathematics-complex analysis 
(Riemann), mechanics (Poincare), and group theory (Dehn). It is these connec­
tions to other parts of mathematics which make topology an important as 
well as a beautiful subject. 

Another outcome of the historical approach is that one learns that classi­
cal (prior to 1914) ideas are still alive, and still being worked out. In fact, 
many simply stated problems in 2 and 3 dimensions remain unsolved. The 
development of topology in directions of greater generality, complexity, and 
abstractness in recent decades has tended to obscure this fact. 

Attention is restricted to dimensions :s:: 3 in this book for the following 
reasons. 

(l) The subject matter is close to concrete, physical experience. 
(2) There is ample scope for analytic, geometric, and algebraic ideas. 
(3) A variety of interesting problems can be constructively solved. 
(4) Some equally interesting problems are still open. 
(5) The combinatorial viewpoint is known to be completely general. 
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The significance of (5) is the following. Topology is ostensibly the study of 
arbitrary continuous functions. In reality, however, we can comprehend and 
manipulate only functions which relate finite "chunks" of space in a simple 
combinatorial manner, and topology originally developed on this basis. It 
turns out that for figures built from such chunks (simplexes) of dimension :s 3, 
the combinatorial relationships reflect all relationships which are topologi­
cally possible. Continuity is therefore a concept which can (and perhaps 
should) be eliminated, though of course some hard foundational work is 
required to achieve this. 

I have not taken the purely combinatorial route in this book, since it 
would be difficult to improve on Reidemeister's classic Einfuhrung in die 
Kornbinatorische Topologie (1932), and in any case the relationship between 
the continuous and the discrete is extremely interesting. I have chosen the 
middle course of placing one combinatorial concept-the fundamental group 
-on a rigorous foundation, and using others such as the Euler characteristic 
only descriptively. Experts will note that this means abandoning most of 
homology theory, but this is easily justified by the saving of space and the 
relative uselessness of homology theory in dimensions :s 3. (Furthermore, 
textbooks on homology theory are already plentiful, compared with those on 
the fundamental group.) 

Another reason for the emphasis on the fundamental group is that it 
is a two-way street between topology and algebra. Not only does group 
theory help to solve topological problems, but topology is of genuine help 
in group theory. This has to do with the fact that there is an underlying 
computational basis to both combinatorial topology and combinatorial group 
theory. The details are too intricate to be presented in this book, but the 
relevance of computation can be grasped by looking at topological problems 
from an algorithmic point of view. This was a key concern of early topologists 
and in recent times we have learned of the nonexistence of algorithms for 
certain topological problems, so it seems timely for a topology text to present 
what is known in this department. 

The book has developed from a one-semester course given to fourth year 
students at Monash University, expanded to two-semester length. A purely 
combinatorial course in surface topology and group theory, similar to the one 
I originally gave, can be extracted from Chapters 1 and 2 and Sections 4.3, 
5.2, 5.3, and 6.1. It would then be perfectly reasonable to spend a second 
semester deepening the foundations with Chapters 0 and 3 and going on to 
3-manifolds in Chapters 6, 7, and 8. Certainly the reader is not obliged to 
master Chapter 0 before reading the rest of the book. Rather, it should be 
skimmed once and then referred to when needed later. Students who have had 
a conventional first course in topology may not need 0.1-0.3 at all. 

The only prerequisites are some familiarity with elementary set theory, 
coordinate geometry and linear algebra, e-b arguments as in rigorous calculus, 
and the group concept. 
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The text has been divided into numbered sections which are small enough, 
it is hoped, to be easily digestible. This has also made it possible to dispense 
with some of the ceremony which usually surrounds definitions, theorems, and 
proofs. Definitions are signalled simply by italicizing the terms being defined, 
and they and proofs are not numbered, since the section number will serve to 
locate them and the section title indicates their content. Unless a result already 
has a name (for example, the Seifert-Van Kampen theorem) I have not given 
it one, but have just stated it and followed with the proof, which ends with 
the symbol O. 

Because of the emphasis on historical development, there are frequent 
citations of both author and date, in the form: Poincare 1904. Since either the 
author or the date may be operative in the sentence, the result is sometimes 
grammatically curious, but I hope the reader will excuse this in the interests 
of brevity. The frequency of citations is also the result of trying to give credit 
where credit is due, which I believe is just as appropriate in a textbook as in 
a research paper. Among the references which I would recommend as parallel 
or subsequent reading are Giblin 1977 (homology theory for surfaces), Moise 
1977 (foundations for combinatorial 2- and 3-manifold theory), and Rolfsen 
1976 (knot theory and 3-manifolds). 

Exercises have been inserted in most sections, rather than being collected 
at the ends of chapters, in the hope that the reader will do an exercise more 
readily while his mind is still on the right track. If this is not sufficient prodding, 
some of the results from exercises are used in proofs. 

The text has been improved by the remarks of my students and from 
suggestions by Wilhelm Magnus and Raymond Lickorish, who read parts of 
earlier drafts and pointed out errors. I hope that few errors remain, but any 
that do are certainly my fault. I am also indebted to Anne-Marie Vandenberg 
for outstanding typing and layout of the original manuscript. 

October 1980 JOHN C. STILL WELL 

Preface to the Second Edition 

There have been several big developments in topology since the first edition 
of this book. Most of them are too difficult to include here, or else, well written 
up elsewhere, so I shall merely mention below what they are and where they 
may be found. The main new inclusion in this edition is a proof of the 
unsolvability of the word problem for groups, and some of its consequences. 
This is made possible by a new approach to the word problem discovered by 
Cohen and Aanderaa around 1980. Their approach makes it feasible to prove 
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a series of un solvability results we previously mentioned without proof, and 
thus to tie up several loose ends in the first edition. A new Chapter 9 has been 
added to incorporate these results. It is particularly pleasing to be able to give 
a proof of the unsolvability of the homeomorphism problem, which has not 
previously appeared in a textbook. 

What are the other big developments? They would have to include the 
proof by Freedman in 1982 of the 4-dimensional Poincare conjecture, and the 
related work of Donaldson on 4-manifolds. These difficult results may be 
found in Freedman and Quinn's The Topology of 4-manifolds (Princeton 
University Press, 1990) and Donaldson and Kronheimer's The Geometry of 
Four-Manifolds (Oxford University Press, 1990). With Freedman's proof, only 
the original (3-dimensional) Poincare conjecture remains open. In fact, the 
main problems of 3-dimensional topology seem to be just as stubborn as they 
were in 1980. There is still no algorithm for deciding when 3-manifolds are 
homeomorphic, or even for recognizing the 3-sphere. Since the first printing 
of the second edition, the latter problem has been solved by Hyam Rubinstein. 
However, there has been important progress in knot theory, most of which 
stems from the Jones polynomial, a new knot invariant found by Jones in 
1983. For a sampling of this rapidly growing field, and its mysterious con­
nections with physics, see Kauffman's Knots and Physics (World Scientific, 
1991). 

Recent developments in combinatorial group theory are a natural continu­
ation of two themes in the present book-the tree structure behind free groups 
and the tessellation structure behind Dehn's algorithm. The main results on 
tree structure and its generalizations may be found in Dicks and Dunwoody's 
Groups Acting on Graphs (Cambridge University Press, 1989). Dehn's algo­
rithm has been generalized to many other groups which act on tessellations 
with combinatorial properties like those discovered by Dehn in the hyperbolic 
plane (see Group Theory from a Geometrical Viewpoint, edited by Ghys, 
Haefliger and Verjovsky, World Scientific, 1991). Both these lines of research 
should be accessible to readers of the present book, though a little more 
preparation is advisable. I recommend Serre's Trees (Springer-Verlag, 1980) 
and Dehn's Papers in Group Theory and Topology (Springer-Verlag, 1987). My 
own Geometry of Surfaces (Springer-Verlag, 1992) may also serve as a source 
for hyperbolic geometry, and as a replacement for the very sketchy account 
of geometric methods given in 6.2 below. 

Finally, I should mention that this edition includes numerous corrections 
sent to me by readers. I am particularly grateful to Peter Landweber, who 
contributed the most thorough critique, as well as encouragement for a second 
edition. 

Clayton, November 1992 JOHN C. STILLWELL 
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CHAPTER 0 

Introduction and Foundations 



2 o Introduction and Foundations 

0.1 The Fundamental Concepts and Problems of 
Topology 

0.1.1 The Homeomorphism Problem 

Topology is the branch of geometry which studies the properties of figures 
under arbitrary continuous transformations. Just as ordinary geometry 
considers two figures to be the same if each can be carried into the other by 
a rigid motion, topology considers two figures to be the same if each can be 
mapped onto the other by a one-to-one continuous function. Such figures 
arc called topologically equivalent, or homeomorphic, and the problem of 
deciding whether two figures are homeomorphic is called the homeomorphism 
prohlem. 

One may consider a geometric figure to be an arbitrary point set, and in 
fact the homeomorphism problem was first stated in this form, by Hurwitz 
1897. However, this degree of generality makes the problem completely 
intractable, for reasons which belong more to set theory than geometry, 
namely the impossibility of describing or enumerating all point sets. To 
discuss the problem sensibly we abandon the elusive" arbitrary point set" 
and deal only with finitely describable figures, so that a solution to the 
homeomorphism problem can be regarded as an algorithm (0.4) which 
operates on descriptions and produces an answer to each homeomorphism 
question in a finite number of steps. 

The most convenient building blocks for constructing figures are the 
simplest euclidean space elements in each dimension: 

dimension 0: point 
dimension 1: line segment 
dimension 2: triangle 
dimension 3: tetrahedron 

We call the simplest space element in n-dimensional euclidean space R" the 
n-simplex !J.n. It is constructed by taking n + 1 points PI"'" Pn+ l in R" 
which do not lie in the same (n - 1 )-dimensional hyperplane, and forming 
their convex hull; that is, closing the set under the operation which fills in 
the line segment between any two points. In algebraic terms, we take n + 1 
linearly independent vectors OPI' ... , OPn + 1 (where OPi denotes the 
vector from the origin 0 to P;) and let !J.n consist of the endpoints of the 
vectors 

XIOP 1 + ... + Xn + IOPn + I, 

where XI + ... + Xn + 1 = 1 and Xi ~ O. It is now an easy exercise (0.1.1.1 
below) to show that any two n-simplexes are homeomorphic, so we are 
entitled to speak of the n-simplex N. 
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Each subset of m + 1 points from {P l' ... , P n + d similarly determines 
an m-dimensional face /j.m of /j.n. The union of the (n - I)-dimensional faces 
is called the boundary of /j.n, so all lower-dimensional faces lie in the boun­
dary. We shall build figures, called simplicial complexes, by pasting together 
simplexes so that faces of a given dimension are either disjoint or coincide 
completely. This method of construction, which is due to Poincare 1899, 
will be studied more thoroughly in 0.2. For the moment we wish to claim 
that all "natural" geometric figures are either simplicial complexes or 
homeomorphic to them, which is just as good for topological purposes. 

This claim is supported by some figures which playa prominent role in 
this book -surfaces and knots. Surfaces may be constructed by pasting 
triangles together, so they are simplicial complexes of dimension 2. For 
example, the surface of a tetrahedron (which is homeomorphic to a sphere) 
is a simplicial complex of four triangles as shown in Figure 1. The torus 
surface (Figure 2) can be represented as a simplicial complex as shown in 
Figure 3. The representation is of course not unique, and from this one begins 
to see the combinatorial core of the homeomorphism problem, which remains 
after the point set difficulties have been set aside. Given a description of a 
surface as a list of triangles and their edges, how does one assess its global 
form? In particular, are the sphere and the torus topologically different? 
In fact we know how to solve this problem (by the classification theorem of 
1.3, and 5.3.3), but not the corresponding 3-dimensional problem. 

Much of the difficulty in dimension 3 is due to the existence of knots. 
We could define a knot to be any simple closed curve ,x in R3 , but any such 

Figure I 

Figure 2 
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Figure 3 

ff is homeomorphic to a circle and its" knottedness" actually resides in the 
complement space R3 - ff. This space is not finitely describable in terms 
of simplexes, so we replace R3 by, say, a cube and drill a thin tube out of it 
following the "knotted part" of ff (see Figure 4). 

This figure can be divided into small tetrahedra and hence is a finite 
simplicial complex representing the knot. The homeomorphism problem for 
such figures is extraordinarily difficult; Riemann was perhaps the first to 
think about it seriously (see Weil 1979), and it has been solved only recently 
(see Hemion 1979, Waldhausen 1978). The solution extends to more general 
"knot spaces" obtained by drilling any number of tubes out of cubes, but 
not as yet to all the figures which result from pasting knot spaces together. 

Figure 4 



0.1 The Fundamental Concepts and Problems of Topology 5 

It seems very gratifying that the three dimensions provided by nature pose 
such a strong mathematical challenge. Moreover, it is known (Markov 
1958) that the homeomorphism problem cannot be solved in dimensions 
;::: 4. so we have every reason to concentrate our efforts in dimensions :::; 3. 
This is the motivation for the present book. Our aim has been to give solu­
tions to the main problems in dimension 2. and to select results in dimension 
3 which illuminate the homeomorphism problem and seem likely to remain 
of interest if and when it is solved. 

Like other fundamental problems in mathematics, the homeomorphism 
problem turns out not to be accessible directly, but requires various detours, 
some apparently technical and others of intrinsic interest. The first technical 
detour, which is typical, takes us away from the relation "is homeomorphic 
to" to the functions which relate homeomorphic figures. Thus we define a 
homeomorphism f: .91 ~ 211 to be a one-to-one continuous function with a 
continuous inverse f - 1: :lJ ~ sf (in particular, f is a bijectIOn). Then to say 
cr;;/ and f!J are homeomorphic is to say that there is a homeomorphism 
f: sf ~?i. 

This point of view enables us to draw on general facts about continuous 
functions, which are reviewed in 0.1.2. We wish to avoid specific functions 
as far as possible, since topological properties by their nature do not reside 
in single functions so much as in classes of functions which are" qualitatively 
the same" in some sense. When we claim that there is a continuous function 
with particular qualitative features, it will always be straightforward to 
construct one by elementary means, such as piecing together finitely many 
linear functions. Readers should reassure themselves of this fact before 
proceeding too far, perhaps by working out explicit formulae for some of the 
examples in 0.1.3 (but not the "map of the Western Europe"!). 

EXERCISE 0.1.1.1. Show that any two n-simplexes arc homeomorphic. 

EXERCISE 0.1.1.2. Construct a homeomorphism between the surface of a tetrahedron 
and the sphere. 

0.1.2 Continuous Functions, Open and Closed Sets 

The definition ofa continuous function on R, the real line, is probably familiar. 
We shall phrase this definition so that it applies to any space Y' for which 
there is a distance function I P - Q I defined for all points P, Q. If .'1" = R", 
which is the most general case we shall ultimately need, and if 

we have 

P = (x 1> ... , xn), 

Q = (Yl,···,Yn), 
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Then f is continuous at P if for each 8 > 0 there is a b such that 

IP-QI<b = If(P)-f(Q)I<c. (*) 

The function f is simply called continuous if it is continuous at each point P 
in its domain. 

Informally, we say that a continuous function sends neighbouring points 
to neighbouring points. In fact, if we define the 8-neighbourhood of a point 
X to be 

%,(X) = {YEY': IX - YI < 8}, 

then (*) says that any neighbourhood of f(P) has all sufficiently small 
neighbourhoods of P mapped into it by f. (An 8-neighbourhood of a point is 
often called a ball neighbourhood because this is the actual form of the 
above set in the" typical" space R3. One can generalize % e to any figure 
in an obvious way. We later consider e-neighbourhoods of curves, which are 
"strips" in R2 and "tubes" in R3 , and 8-neighbourhoods of surfaces, which 
are" plates.") 

A set (!) c Y' in which each point X has an %.(X) c (!) is called open (in 
Y'). Thus any space Y' is an open subset of itself, and the empty set 0 is 
open for the silly reason that it has no elements to contradict the definition. 
More important examples are open intervals {x E R: a < x < b} in the 
line R, and cartesian products of them in higher dimensions (rectangles 
in R2, "hyperrectangles" in W). 

The complement C(f = Y' - (!) of an open set (!) is called closed (in 9 7). 

The key property of a closed set is that it contains all its limit points. X is a 
limit point of a set f2 if every %.(X) contains a point of f2 other than X 
itself. It is immediate that a limit point X of rrJ cannot lie in the open set 
Y' - C(f. If X is a limit point of both f2 and Y' - f2 then X is called a frontier 
point of f2 and Y' - '!2, and the set of frontier points is called the frontier 
(of f2 and Y' - f2). For example, the frontier of an n-simplex /t"n in W is 
its boundary, while the frontier of a /t"m in R", m < n, is /t"m itself. 

For every set sli there is a smallest closed set d containing it, and called 
its closure, and a largest open set int(d) contained in it, and called its 
interior. 

We now review some important properties of continuous functions, 
open sets, and closed sets. 

(1) (Bolzano-Weierstrass theorem). A closed set C(f c R" is bounded if and 
only if every infinite subset f2 o[rrJ has a limit point (in rrJ). 

If rrJ is bounded, enclose it in a hyperrectangle and bisect repeatedly, 
each time choosing a half containing infinitely many points of g. Doing this 
so that all edge lengths of the hyperrectangle ~ 0 defines a point X which is a 
limit point of g by construction. 

Conversely, if rrJ is unbounded it contains a set gz = {Pi} of points such 
that Pi is at distance 21 from P 1, ... , Pi -1 for each i, so '!2 has no limit 
point. 0 
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(2) Two disjoint bounded closed sets ~ I' rri 2 have a non-zero distance 
d(~ I' rtJ 2) where 

d(~I' rtJ2) = inf{IP I - Pzl: PI ErtJ I , P2 E~2} 

If d(rtJ b rtJ 2) = 0 choose p\n) E rtJ I, P~) E rtJ 2 for each n so that I p\n) - P~) I 
< lin. If~I' rtJ2 are disjoint this distance is always >0, hence the sets {P~)} 
and {Pg)} are infinite and have limit points PI, Pl (by the Bolzano­
Weierstrass Theorem) which are in ~ I' rtJ 2 respectively since the sets are 
closed. But then I PI - P 21 > 0, which contradicts the fact that PI' P 1 

are approached arbitrarily closely by p\n), P~) which are arbitrarily close 
to each other. D 

A bounded closed set in W is called compact. (By (1), an equivalent 
definition is that a compact set contains a limit point of each of its infinite 
subsets.) In many circumstances compact figures are equivalent to finite 
ones in the sense of 0.1.1, and this allows combinatorial arguments to be 
applied to rather general figures. Two propositions crucial to this "finitiza­
tion" process are: 

(3) The continuous image of a compact set is compact. 

Let f be a function continuous on a compact set ~. By (1) it will suffice 
to show that every infinite !?lJ c f(rtJ) has a limit point in rtJ. [f not, there is an 
infinite set U(X j )} of points in f(rtJ) with no limit point in f(~). But {Xj 
has a limit point X E rtJ by (1), and every neighbourhood of f(X) contains 
points f(X;) by the continuity of f, so f(X) is a limit point of U(X j )} and 
we have a contradiction. 0 

(4) A continuousfunctionf on a compact set ~ c Rn is uniformly continuous, 
that is,for any (; > 0 there is a [) > 0 such that 

IX - YI < [) ~ If(X) - f(Y)1 < (; 

regardless of the choice of X, Y E rtJ. 

Suppose on the contrary that there is no such [) for some fixed c. Then 
there are XI' Xl, .. . ErtJ such that fioCX n) does not map into fiJf(X n» 
unless [) < lin. Let X E rtJ be a limit point of {X I' X 2, ... }, using (1). Since f 
is continuous there is a [) > 0 such that fib(X) maps into '%,!2(f(X». 

Now for n sufficiently large we have not only Xn E '/VAX), but also 
,IVli.(Xn ) C fi,,(X), since Xn approaches arbitrarily close to X. Thus 
,A/·I!n(X.) maps lOtO fi'!l(f(X», and in particular f(X.) E fi'i2(f(X». 
But then fir./2(f(X» c ,;V~ (f(X n» and hence fi I/n(Xn) maps into fiif(Xn», 
contrary to the choice of X n • 0 

For example, a curve c is a continuous map of the compact interval 
[0, 1J, so by (4) we can divide [0, 1J into a finite number of subintervals (of 
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Figure 5 

length < b) whose images (subarcs of c) lie in c;-neighbourhoods. If c lies in a 
figure with reasonable e-neighbourhoods (say c;-balls, for f, sufficiently 
small), these sub arcs can be deformed into line segments as in Figure 5. 
Thus c is equivalent to a polygonal curve, up to deformation. The notion of 
deformation required for this finitization process will be defined precisely 
in 0.1.9. 

EXERCISE 0.1.2.1. If f is one-to-one consider the ordering of points on the curve feet) 
induced by the natural order on the line interval (t,'. Show that if f(Cfi) meets a closed 
set .x then it has a first point of intersection with X'. 

EXERCISE 0.1.2.2. The proofs of (1). (2), (3), (4) above usc the Axiom of choice (where'?). 
This can be avoided by giving an explicit rule for choosing a point P«(t}) from a closed 
set Cf,' c R". Devise such a rule, starting in R I. 

EXERCISE 0.1.2.3. Construct a countable set of ball neighbourhoods in R", from which 
any open set is obtainable as the union of a subset. Deduce a rule for choosing a point 
from an open set. 

EXERCISE 0.1.2.4. Show that a continuous one-lo-one function on a bounded closed set 
has a continuous inverse (and hence is a homeomorphism). 

EXERCISE 0.1.2.5. Show that an m-simplex is closed in any Rn, Il ;:::: m. 

EXERCISE 0.1.2.6. Show that.fi = .w u {limit points of .w} and int(.s;1) = ,/ - (,'1 - .91). 

EXERCISE 0.1.2.7 (intermediate-value theorem). If f: [a, bJ -> R is continuous, prove 
that f takes every value between f(a) and feb). 

0.1.3 Examples of Continuous Maps 

Although it is superfluous to introduce another name for functions, we often 
call them maps, to emphasize the idea of a function as an image-forming 
process. This is particularly appropriate in topology, which owes its existence 
to the fact that some visual information is preserved even by arbitrary 
homeomorphisms. Homeomorphisms, or topological maps, can be called 
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"maps" with some justice, and we extend the usage by courtesy to other 
continuous functions (though the continuous function which sends every­
thing to the same point is a poor sort of" map" !). 

Interestingly, modern geography has expanded its concept of "map" 
to virtually coincide with the general homeomorphism concept. One now 
sees maps in which each country is represented by a polygon, with area 
proportional not to its actual area, but to some other quantity such as 
population. The region being mapped nevertheless remains recognizable, 
mainly by the boundary relations between different countries, which are 
topologically invariant. Western Europe, for example, is shown in Figure 6. 

However, we should not push the geographic analogy too far, as this 
can lead to the misconception that topology is just rubber sheet geometry, 
in other words, that all homeomorphisms are deformations (defined precisely 
as isotopies in 0.1.9). Once we leave the plane most of them are not -it is 
quite in order to cut a figure, deform it, and then rejoin, provided that rejoin­
ing restores the neighbourhood of each point on the cut. The torus provides 
a good illustration of this cut and paste method. In Figure 7 we cut the torus 
along a meridian a, twist one edge of the cut through 2n relative to the other, 
then rejoin. A small disc neighbourhood of any point on the cut is separated 
into semidiscs at the first step, but reunited after the twist of 2n, so for any 
c-neighbourhood on the final torus we can find a 6-neighbourhood on the 
initial torus which maps into it. The transformation therefore defines a 
continuous one-to-one function, as does its inverse, so we have a homeo­
morphism f. It is intuitively clear that f cannot be realized by deformation 
alone, in particular b cannot be deformed onto feb). In fact, when one 
studies homeomorphisms of the torus algebraically (6.4) the deformations 
are factored out as trivial. 

Continuous maps which are not necessarily one-to-one are also important. 
For example, a curve is nothing but a continuous map of a line segment. If 

D 
n 

tJ 

'l 
Figure 6 
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1 

Figure 7 

the endpoints have distinct images it is an are, otherwise a closed curve, 
which is also the continuous map of a circle. Points on the arc or closed 
curve which are images of more than one point on the line segment or circle 
respectively are called multiple points or Singularities. For example (see 
Figure 8), there is an obvious map of the circle 51 into R2 which realizes 
the figure eight. The figure eight has a double point which in this case is the 
image of the two points n/2, 3n/2 on 51. We refer to a topological map of 5 I 
as a topological 5 I, otherwise a singular 51. Similarly, one can speak of a 
topological disc and singular disc, etc. 

An important class of many-to-one maps are covering maps, the paradigm 
of which is the covering of 5 1 by R 1. This is defined by the function f; R 1 -> 51 

which maps successive segments of length 2n onto the circumference of the 
unit circle, in other words 

f(x) = x mod 2n, 

where the right-hand side denotes the number y, 0 ~ y < 2n such that 
x =.y + 2nn for some integer n. Covering maps have the property of being 
local homeomorphisms, that is, their restrictions to sufficiently small neigh­
bourhoods are homeomorphisms. In particular, the covering of 51 by Rl 
is a homeomorphism on any interval of length < 2n. Coverings of 1- and 

IT 

2 

lIT 

• 0 IT 

Figure 8 
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2-dimensional complexes will be defined precisely later (2.2.1 and 4.3.2); 
they turn out to have an elegant group-theoretic interpretation. 

0.1.4 Identification Spaces 

Every simplicial complex can be embedded in some R" (0.2), however, it is 
not always necessary or natural to do this. The dimension of the ambient 
space R" is usually higher than that of the embedded figure, and this leads to 
confusion between properties of the embedding and properties of the figure 
itself. The problem is that construction inside a given space may involve 
bending or intertwining parts in rather arbitrary ways, and to avoid the bias 
of a particular method of assembly one should simply list the parts and say 
which are to be made equal. 

For example, the torus can be constructed from a unit square by joining 
opposite sides according to the plan shown in Figure 9. In other words, 
points on the perimeter which differ by unit vertical or horizontal translations 
become equal. Actually joining opposite sides in R3 leads for example to the 
torus shown in Figure 10 which treats the curves a and b quite differently, 
whereas the original plan is completely symmetrical with respect to a and b. 

The process of" saying points are equal when they're not" can be formal­
ized by the construction of an identification space whose points are the sets 
X = {Xj,X 2 , .•. } of points Xl' X 2 , .•• which we want to be equal and 

b 
0,---------,0 

a a 

0'---------' 0 
b 

Figure 9 

Figure 10 
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whose neighbourhoods JifiX) consist of the points in %.(X d u %e(X 2) U ... , 

for sufficiently small c. X is called the result of identifying XI, X 2, .... 

When the torus is constructed as an identification space of the square 
the sets X are either (i) one-element sets (interior points of the square), (ii) 
two-element sets (corresponding interior points of opposite sides), or (iii) a 
four-element set (corners). The neighbourhoods of these three types of point 
are respectively (i) discs, (ii) unions of two semidiscs (=discs), and (iii) the 
union of four quarter discs (= disc) which confirms the fact that the torus is 
homogeneous-every point has a disc neighbourhood. 

A related, but more elegant, construction ofthe torus is the "plane mod 1." 
One identifies any two points in R2 whose x- and y-coordinates differ 
by integers. The homogeneity of this space is clear, but it is also clear that 
every point is identified with some point in the unit square, from which we 
recover the above representation. The map which sends (x, y) E R2 to its 
equivalence class mod 1 is a covering of the torus by the plane, which we 
shall investigate further in 1.4.1 and 6.2.2. 

EXERCISE 0.1.4.1. What is the identification space of R2 obtained by identifying points 
with the same y-coordinate whose x-coordinates differ by an integer? 

0.1.5 The n-ball and the n-sphere 

The n-ball is usually defined to be the set 

Bn = {(X1, ... ,Xn)ER":xi + ... + x;::::; I} 

or any set homeomorphic to it, such as an n-simplex. The frontier of this set is 
the (n - I)-sphere 

sn·l = {(XI' ... , Xn)E Rn : xi + ... + x; = I}. 

In particular, BI is represented by the line segment [-1, IJ, and SI by the 
unit circle in R2. SO is then the point pair { - 1, I}. This equatol'ial pair divides 
S I into upper and lower hemi-l-spheres, which are seen to be homeomorphic 
to Bl by projection onto the XI axis. Thus SI is an identification space of 
two B I>s, obtained by identifying corresponding points on their frontier 
So's (see Figure 11). This construction easily generalizes to n-dimensions 
(try it for n = 2), so we have the result that sn is the identification space of 
two Bn's, obtained by identifying corresponding points on their frontiers. 

P u Q P h Q ----lJ----

h 

Figure 11 
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EXERCISE 0.1.5.1. Find a homeomorphism between /t,.n and B", and show that it maps 
the boundary of /t,.n onto the frontier of Bn in Rn. 

0.l.6 Manifolds 

The most attractive figures from the topological point of view are those which 
are homogeneous, in the sense that each point has a neighbourhood homeo­
morphic to the interior of a Bn (an open ball) for some fixed n. These are 
called the n-dimensional manifolds, or n-manifolds for short. 

The simplest examples are Rn and sn, whose homogeneity is obvious. 
Other examples arise as spaces whose elements are not points (at least, not 
in the initial interpretation) but other geometric objects or phases of mech­
anical systems. 

A good example is given in Figure 12 which shows the system of two rigid 
rods free to rotate about P (which is fixed) and Q, and constrained to move 
in a vertical plane. The space of positions of this system is clearly 2-dimen­
sional and homogeneous, but it comes as a surprise to find it is the torus! 
The reason is simply that position is uniquely determined by values 0 :::;; () 
:::;; 2n and 0 :::;; ¢ :::;; 2n, as is position on the torus if we interpret () and ¢ as 
longitude and latitude (see Figure 13). 

An example from geometry is the space of all unit tangents to the unit 
sphere. Using any reasonable measure of the distance between two tangents, 
the space is clearly homogeneous and locally 3-dimensional (for example, 
use two coordinates to fix the point of contact with the sphere, one for the 
direction of the tangent), hence a 3-manifold. However, there is no obvious 
coordinate system for the whole space. In fact this is a manifold we have not 
seen before, and it will be identified only in 8.3.4. 

, 
, 
,------­, 

Figure 12 
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Figure 13 

It is less easy to tell, in general, when a figure constructed as an identifica­
tion space is a manifold, and the neighbourhoods of individual points may 
have to be checked, as we did for the identification space of the square in 
0.1.4. The check in that case revealed a 2-manifold (the torus). On the other 
hand, if we identify all three sides of a triangle as in Figure 14, the result ~ 
is not a manifold, because a point P on one ofthe sides has a .. book with three 
leaves" as neighbourhood (Figure 15) and presumably no neighbourhood 
homeomorphic to a disc. We shall not prove this, however, it is possible to 
show this complex is not a 2-manifold by computing its fundamental group 
(see Chapter 4) and showing that it is unequal to the group of any 2-manifold 
by the methods of Chapter 5. 

EXERCISE 0.1.6.1. What is the dimension of the space of all straight lines through the 
origin in R3? Describe this manifold as an identification space of 52. 

P a 

Figure 14 

Figure 15 
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) 
Figure 16 

EXERCISE 0.1.6.2. Show that the complex ct above may also be obtained by pasting a 
disc onto the figure obtained by identifying the ends of Figure 16 after a twist of 271/3. 

EXERCISE 0.1.6.3. Show that the only I-manifolds are Rl and SI. 

0.1.7. Bounded Manifolds 

The n-simplex does not appear to be a manifold because we cannot find 
open ball neighbourhoods for points on its boundary. Instead, the boundary 
points have" half-n-ball" neighbourhoods, homeomorphic to the open n­
ball minus the open half-space determined by a hyperplane through its 
centre. A figure in which every point has either an open n-ball or half-n-ball 
neighbourhood is called a bounded n-manifold or n-manifold with boundary. 
If we were to prove that the open n-ball and half-n-ball were really not 
homeomorphic then we could define the boundary of a bounded n-manifold 
in a topologically invariant way as the set of points with half-n-ball neigh­
bourhoods; it would coincide with the boundary we have already defined 
for the n-simplex (0.1.1), and we would also know that bounded manifolds 
are not manifolds. 

These results are correct, however they are not as useful as they seem. In 
dimension 2 we can distinguish manifolds from bounded manifolds by the 
fundamental group (4.2.1 and 5.3.3), while in dimension 3 the problem is to 
distinguish manifolds from each other rather than from bounded manifolds. 
We shall therefore adopt the easier course of using "boundary" as a term 
which is useful in the discussion of simplicial complexes, without appealing 
to its topological invariance, just as we use genuinely nontopological terms 
such as "length" and "straight line." The same applies to "dimension," 
which is in fact intimately related to "boundary." 

The non topological definitions of these terms are as follows. 
The dimension n of a simplicial complex is the maximum dimension 

among its simplexes. (Thus n exists automatically for a finite complex. For 
an infinite complex its existence is made part of the definition, see 0.2.1). The 
boundary of(J of an n-dimensional simplicial complex f(J is the" mod 2 union" 
of the (n - I)-simplexes occurring as faces in f(J. That is, one counts the 
number of occurrences (assumed finite, 0.2.1) of a given (n - 1 )-simplex as a 
face among the simplexes of f(J, reduces it mod 2, and takes the union of the 
(n - 1 )-simplexes which are counted once. An example is given in Figure 17. 
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Figure 17 

If 'i& is the complex shown on the left, then of{} is given by the figure on the 
right because a, b, c, d occur twice and e,f, g, h occur once. 

0.1.8 Embedding Problems 

Next to the homeomorphism problem, the most important type of topo­
logical problem is that of distinguishing different embeddings of one figure in 
another. An embedding of f{} 1 in f{} 2 is a one-to-one continuous map 

f: f{} 1 ---> f{} 2' 

Given f{} 1 and f{} 2, the first question is whether an embedding exists, and then 
if there is one, how many? The latter question of course assumes that we only 
distinguish embeddings which differ in a topologically significant way. 
This will be clarified further in 0.1.9, for the moment we shall illustrate the 
kind ofresults available by looking at embeddings of 51 in R1, R2, and R3. 

(1) S1 cannot be embedded in R1. An embedding of S1 is equivalent to a 
continuous map 

f: [0, 1] ---> Rl 

which is one-to-one except that f(O) = f(1). This is impossible by the 
intermediate-value theorem (Exercise 0.1.2.7). 

(2) An embedding of 51 in R2 is a simple closed curve in the plane. By the 
10rdan-Schoenflies theorem (0.3.9) any such curve may be mapped 
onto the unit circle by a homeomorphism of R2. Presumably we should 
not distinguish embeddings which are equivalent up to homeomorphism 
of R2, hence there is only one embedding of S1 in R2. 

(3) It is intuitively clear that there are different embeddings of S1 in R3 , 

namely, different knots. We shall prove in Chapter 4 that there are 
infinitely many embeddings, by finding knots %1' %2, ... such that 
R3 - %i and R3 - %j are nonhomeomorphic for i =1= j. Then there 
certainly cannot be any homeomorphism of R3 which maps %i onto %j. 

EXERCISE 0.1.8.1. Use an embedding argument to show that Rl is not homeomorphic 
to R2. 
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EXERCISE 0.1.8.2. Use the Jordan-Schoenflies theorem to show that there are only 
finitely many ways to embed a finite graph (I-dimensional simplicial complex) in R2. 
If :f{"n denotes the graph with n vertices 1,2, ... , n and edges {i,j} for each i # j :-=; n, 
show that :f{" 5 does not embed in R2, but that :f{" 5 , :f{" 6, and :f{" 7 embed in the torus. 

0.1.9 Homotopy and Isotopy 

The homotopy concept captures the notion of deformation of a map. Two 
maps f: C(j 1 -+ C(j 2 and g: C(j 1 -+ C(j 2 are called homotopic if there is a continuous 
map 

h: [0, 1] x C(j 1 -+ C(j 2 

such that h(O, x) = f(x) and h(1, x) = g(x). We can think of h as a deforma­
tion process over the time interval [0, 1], and the section hlx) = h(t, x) at 
time t as the map into which f has been deformed by time t. 

The most important case is where C(j 1 = 51, so that f and g are closed 
curves in C(j 2' For a picture illustrating this case see Figure 133 in 3.1.5. It 
turns out that the study of homotopic curves is the most important tool in 
the classification of manifolds of dimension::;; 3. Not surprisingly, a manifold 
of small dimension is determined to a large extent by the behaviour of curves 
inside it; in particular we can distinguish the sphere and the torus in this way 
(see Figure 18). Any curve c on 52 is null-homotopic, that is, homotopic to 
a point, whereas we can prove that the curve a on the torus is not. The pro­
perty of being null-homotopic is obviously preserved by homeomorphisms, 
whence it follows that 52 and the torus are not homeomorphic. 

A space in which every closed curve is null-homotopic is called simply 
connected; so the difference between 52 and the torus can also be expressed 
by saying that 52 is simply connected but the torus is not. 

This type of reasoning would not be very useful if each case required an 
ad hoc argument that certain curves are not null-homotopic. The power of 
the homotopy concept lies in algebraic properties which ultimately permit 
us to compute a fundamental group for each complex (0.5.1) and systematically 
reduce homotopy questions to group theory. 

The group properties depend crucially on the fact that the curve is not 
required to be simple at any stage, and in fact the deformation may create 
more singularities than were present at the beginning. Only then can one 
introduce a product of closed curves, and cancel a closed curve by its inverse. 

Figure 18 
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p 

p 

Figure 19 

The natural product of two curves p, q which begin at P-their concatenation 
-will obviously have a multiple point at P (as shown in Figure 19) and the 
natural inverse p - I of p will lie on top of p but with the opposite orientation 
(pp-I is then null-homotopic). These ideas are formalized in 3.1.4-3.1.6. 

If homotopy is the applied notion of deformation in topology, there is 
nevertheless a pure notion, which we call isotopy. An isotopy is a homotopy 
h for which every section ht is a homeomorphism (onto its image). In particu­
lar, during an isotopy of a simple closed curve the image remains simple at 
every stage. 

Isotopy seems to be a more natural notion of deformation, but it is not 
algebraically tractable. In the case of simple curves on a 2-manifold the 
situation is saved by a theorem of Baer 1928 (6.2.5) which says that simple 
curves are isotopic if and only if they are homotopic. This enables us to 
classify the embeddings of 51 in a 2-manifold by computations in the funda­
mental group. 

Isotopy is a suitable equivalence relation for classifying embeddings of 
51 in surfaces, but definitely not in R3 , since a knot can be isotopic to circle. 
The "knotted part" can be shrunk to nothing without acquiring a singu­
larity at any stage. Figure 20 shows an example (Alexander 1932). A better 
notion in this case is that of ambient isotopy: two curves in R3 are ambient 
isotopic if one is mapped onto the other by a homeomorphism of R3 isotopic 
to the identity map. In particular, ambient isotopic curves must have homeo­
morphic complements, which is not the case for a knot and the circle, as 
we shall see in 4.2.5. 

EXERCISE 0.1.9.1. Show that any homeomorphism of R 1 is isotopic either to the identity 
or the map x .... - x. What is the situation in R2 and R3? 

Figure 20 
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0.2 Simplicial Complexes 

0.2.1 Definition and Basic Properties 

Recalling the definition of a simplex and its faces in 0.1.1, we define an 
n-dimensional simplicial complex (n-complex) .Y( to be a union of simplexes 
of dimension :5"; n satisfying the following conditions: 

(i) Each simplex meets only finitely many others. 
(ii) Two simplexes are either disjoint or their intersection is a common face. 

It is best to think of cutting the n-simplexes out of Rn, then assembling 
the complex as an identification space, as in 0.1.4. Nevertheless it is also 
possible to embed the whole complex in a suitable Rm, as we shall see in 0.2.3. 

Since an n-simplex is determined by its vertices, an n-complex is determined 
by a list of its vertices, together with those subsets of the vertices which cor­
respond to simplexes. Since any face of a simplex is itself in the complex, it 
follows that any subset of an element ofthe list is itself in the list. In particular, 
the vertices are listed as the singleton subsets. It is not necessary to give co­
ordinates for the vertices, merely distinct names, since different choices of 
coordinates give homeomorphic simplexes and hence homeomorphic 
complexes. This description, called a schema, is therefore combinatorial in 
the strictest sense of the word. 

As an example we write down the schema for the 2-complex shown in 
Figure 21, consisting of a triangle with an attached line segment. It is a 
consequence of the triangulation and Hauptvermutung results of 0.2.5 that 
all homeomorphism questions for 2- and 3-manifolds reduce to combina­
torial questions about schemata. 

Condition (i) in the definition of simplicial complex is the local finiteness 
condition. It is automatically satisfied when there are only finitely many 
simplexes, in which case we call the complex finite. It is clear that a finite 
complex is compact, and similarly local finiteness implies local compactness, 

{P" P2 • P,} 
{P 2 • P,}. {Pl' Pt!. 

{P,}, {P 2 ), 

Figure 21 
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that is, a neighbourhood with compact closure for each point. More im­
portantly, local finiteness implies every point has a simply connected (0.1.9) 
neighbourhood, that is, one in which every closed curve is null-homotopic. 

A simplex il is simply connected because it is convex (0.1.1). This allows 
any curve c in il to be contracted to one of its points P by moving each point 
on c along the ray from P so that its distance from P at time t, 0 :s;; t :s;; 1, 
is a fraction (1 - t) of its initial distance. With local finiteness one can find 
an a-neighbourhood of any point P which contains only simplexes ill' ... , ilk 
containing P, and then any curve in this neighbourhood can be contracted 
to a point by sliding it down rays to a common point of ill' ... , ilk in the 
same way. 

The union of the simplexes containing a given vertex P in a complex ~ is 
called the neighbourhood star of P. Typical neighbourhood stars are shown 
in Figure 22. The neighbourhood star is a suitable combinatorial notion of 
a neighbourhood, because it is homeomorphic to the closure of any sufficiently 
small a-neighbourhood of P. A homeomorphism is obtained by mapping 
each line segment from P to the frontier of the a-neighbourhood linearly 
onto its prolongation to the boundary of the simplex in which it lies. 

It follows that if~ is an n-manifold then each of its neighbourhood stars is 
a topological B". 

(I-complex) (2-manifold) 

Figure 22 

EXERCISE 0.2.1.1. Show that an infinite complex is not compact. 

EXERCISE 0.2.1.2. Construct a figure in R2 which is not locally simply connected. 

EXERCISE 0.2.1.3. In a simplicial n-manifold, show that the faces not containing P in the 
neighbourhood star of P constitute a topological sn- I. 

0.2.2 Orientation 

A I-simplex ill has a natural orientation as the topological image of the unit 
interval [0, 1]. Namely, if f: [0, 1] -+ ill is a topological map we let 
f(x) < f(y) if x < y. If Po = f(O), P 1 = f(l) we can describe the orientation 
combinatorially by the ordered pair (Po, P 1) and pictorially by 

Po ~.--------~-------
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In general, we interpret the ordered (n + I)-tuple (Po, ... , Pn + 1) as an 
orientation of the n-simplex An with vertices Po, ... , P n + l' Orientations are 
equivalent if they differ by an even permutation of the vertices, so there are 
in fact two possible orientations, +(Po,"" Pn + 1) which is just (Po"", 
Pn + 1), and -(PO"'" Pn + 1), obtained by an odd number of exchanges of 
vertices. 

In a 2-simplex the orientation can be indicated by a circular arrow as 
shown in Figure 23. An orientation of an n-simplex induces an orientation 
in each face, simply by omitting the vertices not in that face. 

An orientation of an n-complex is an assignment of orientations to its 
simplexes. The orientation is coherent if n-simplexes which share an (n - 1)­
dimensional face induce opposite orientations in that face. An example of 
what a coherent orientation for a 2-manifold looks like is given in Figure 24. 
Intuitively, one can slide a circular arrow all over the surface and match it 

Figure 23 

Figure 24 
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Figure 25 

with the circular arrow drawn in each triangle. A complex is called orientable 
if it has a coherent orientation. 

The classic nonorientable figure is the Mobius band (Figure 25). The 
reader is invited to triangulate this surface and see why it cannot be oriented 
coherently. 

0.2.3 Realization in Euclidean Space 

Any n-complex can be embedded in R2n + 1. 

To motivate the proof, first consider how to embed a I-complex in R3. 
A topological embedding is certainly possible if we simply bend the edges to 
avoid collisions, but a rectilinear embedding is also possible if we place the 
vertices on a suitable twisted curve. There are many curves with the property 
that no four points on them are coplanar, so chords meet only when they 
have a common endpoint, and hence can serve as edges for the I-complex. 
One such curve is given by the parametric equations 

x = t, 

for if distinct points t 1> t 2 , t 3 , t4 lie on the plane 

ax + by + cz = d, 

they are four distinct roots of the cubic equation 

at + bt2 + ct3 = d 

which is impossible. 
The argument readily generalizes to embed an n-complex in R2n + 1. We 

put vertices on the curve 

Xl = t, 

and then no 2n + 2 distinct vertices lie in a common hyperplane, as this 
would imply an equation of degree 2n + 1 with 2n + 2 distinct roots. It 
follows that two n-simplexes (each determined by n + 1 vertices) meet only 
if they have vertices in common. Since the simplex determined by the com­
mon vertices is itself in the complex, we have an embedding. 0 
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The above proof was found by Leigh Samphier. Other proofs use only 
linear algebra (one using the above curve may be found in Giblin 1977), 
but they are slightly longer. In any case, the result that an mth degree equa­
tion has ~ m roots may be proved using the mean-value theorem of calculus, 
and hence is quite elementary. 

The dimension 2n + 1 cannot be lowered. We saw this for n = 1 in 
Exercise 0.1.8.2. Van Kampen 1932 proved the generalization of this fact 
for the "complete n-complex" on 2n + 3 vertices. 

EXERCISE 0.2.3.1. Show that one turn of the helix x = cos t, Y = sin t, z = t also has 
the property that no four points are coplanar. 

0.2.4 Cell Complexes 

Viewing a figure as a simplicial complex is one way to assemble it from 
celis, in this case simplexes. Taking a cell to be any figure homeomorphic to a 
simplex, we can also consider more complicated methods of assembly, 
perhaps involving identification of the boundary of a cell with itself. For 
example, the construction of the torus by identifying sides of the square may 
be viewed as a 2-dimensional cell structure with one O-cell (the vertex 0), two 
I-cells (the edges a and b) and one 2-cell (the square) as shown in Figure 26. 
In general, a cell complex is constructed by first assembling the O-cells; 
then attaching the I-cells by identifying their boundaries with O-cells to form 
the I-skeleton; then attaching the 2-cells by mapping their boundaries onto 
the I-skeleton to form the 2-skeleton; and so on. These stages for the above 
cell structure for the torus are shown in Figure 27. If the attaching maps are 

(1) (2) 

O· 

b or--------. o 

a a 

O'---~----'O 
b 

Figure 26 

Figure 27 
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Figure 28 

sufficiently simple, as they will be in all the cases we consider, it is possible 
to reduce a cell decomposition to a simplicial decomposition by elementary 
subdivision. An elementary subdivision of a I-cell is the introduction of a 
new interior O-cell, an elementary subdivision of a 2-cell is the introduction 
of an interior I-cell connecting O-cells, and in general one m-cell is divided 
into two by the introduction of a new interior (m - 1)-cell spanning an 
(m - 2)-sphere in its boundary. 

For example, the cell decomposition of 52 into two hemispheres can be 
made simplicial by the series of elementary subdivisions of 1-cells and 2-
cells shown in Figure 28. Conversely, one can view the initial cell decom­
position as the result of amalgamating certain cells in a simplicial decom­
position (reverse the arrows). Since all the cell decompositions we use can be 
viewed in this way, it will not be necessary to make our definitions of cell 
complex and elementary subdivision any more formal, since in the last 
resort one can always view cells and the dividing cells inside them as unions 
of simplexes in a simplicial decomposition. The point of considering cell 
complexes at all is to minimize the number of cells, which usually helps to 
shorten computations. 

EXERCISE 0.2.4.1. Obtain the two decompositions of the torus in Figure 29 by elementary 
subdivision of the square cell structure. Which of them is simplicial? 

Figure 29 
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EXERCISE 0.2.4.2. The barvcentric suhdivision of a simplex tl" is obtained by introducing 
a new vertex at the centre of mass (the barycentre) of each face, and then introducing all 
simplexes of dimension :::; n determined by the enlarged set of vertices. Why is this a 
subdivision? (Hint: Generalize the theorem that the medians of a triangle are con­
current.) 

Show that by repeating barycentric subdivision a sufficient number of times in a 
finite n-complex, the diameter of all simplexes may be made less than a given e > O. 

EXERCISE 0.2.4.3. Making the obvious interpretation of barycentric subdivision for 
arbitrary I-cells, not necessarily straight, show that the second barycentric subdivision 
of a I-dimensional cell complex is simplicial. 

EXERCISE 0.2.4.4. Show that the boundary and orientability character of a simplicial 
complex are invariant under elementary subdivision. 

0.2.5 Triangulation and Hauptvermutung 

Our definition of a manifold in 0.1.6 depended on the notions of neighbour­
hood and homeomorphism, and it is by no means clear that every n-manifold 
is a simplicial complex. However, this is true for n ::s; 3. For n = 1 it is clear, 
since the only I-manifolds are R1 and 51; for n = 2 it was proved by Rado 
1924; and for n = 3 by Moise 1952. A simplicial decomposition ofa manifold 
is also called a triangulation, and proofs that 2- and 3-manifolds possess 
triangulations may be found in Moise 1977. 

We shall bypass these theorems by confining our attention to figures which 
are simplicial complexes. As pointed out in 0.1.1, we shall certainly not miss 
any reasonable figures with this approach. It is also possible to give purely 
combinatorial criteria for 2- and 3-complexes to be manifolds. For 2-
manifolds these are given in 1.3.1, and for 3-manifolds in 8.2 .. 1 and 8.2.2. 

Finally, one can give a combinatorial definition of homeomorphism 
using the notion of elementary subdivision. Two simplicial complexes are 
certainly homeomorphic if they possess isomorphic schemata (schemata 
which are identical up to renaming of vertices). More generally, they are 
homeomorphic if their schemata become isomorphic after finite sequences of 
elementary subdivisions, in other words, if they have a common simplicial 
refinement. We say that two complexes are combinatorially homeomorphic 
if this is the case. We might naively expect a common simplicial refinement 
to follow from superimposing the two simplicial decompositions of the 
manifold, if indeed the two manifolds are the same. However, one must 
bear in mind that in mapping one decomposition onto the other rectilinearity 
may be lost, so that two edges, for example, may intersect in infinitely many 
points. (The superimposition error has a distinguished history, being first 
committed by Riemann 1851 in discussing the connectivity of surfaces.) 

The Hauptvermutung (main conjecture) of Steinitz 1908 states that 
homeomorphic manifolds are combinatorially homeomorphic. It is known 
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to be correct for manifolds of dimension :s; 3, in fact it is a rather easy con­
sequence of the triangulation theorems. We shall derive the Hauptvermutung 
for triangulated 2-manifolds as a consequence ofthe classification theorem in 
1.3.7 and 5.3.3. 

With the proofs of triangulation and Hauptvermutung we are entitled to 
say that the homeomorphism problems for 2- and 3-manifolds are purely 
combinatorial questions. To answer them, however, we need combinatorial 
tools from group theory, and it turns out to be easier to develop these tools 
directly, without appeal to Hauptvermutung. This is the route we shall take 
in this book, particularly for 3-manifolds. The theory of 2-manifolds under 
elementary subdivisions is presented in Chapter 1, but before it can be 
completed we need the group theory of Chapters 2 and 3, which also serves 
for higher dimensions. 

0.3 The Jordan Curve Theorem 

0.3.1 Connectedness and Separation 

The statement, as a theorem, that every simple closed curve in R2 separates 
it into two regions (Jordan 1887) was important in the history of topology 
as the first moment when an "obvious" fact was seen to require proof. As 
is well-known, Jordan's own proof was faulty, and this has only added to the 
theorem's reputation for subtlety. The first rigorous proof was given by 
Veblen 1905, and a variety of lengthy proofs have been reproduced in 
textbooks. A very short and transparent proof is given in Moise 1977, and 
we reproduce it below, slightly modified. Little use will actually be made of 
the theorem, but it is an excellent example of the process of reducing general 
topology to combinatorial topology. 

The first step is to reduce the general notion of connectedness to one in 
terms of polygonal curves. This reduces questions about general curves to 
questions about polygonal curves, for which the separation properties are 
easily proved. 

The key proposition is the following: 

Let P, Q E (!), an open set in Rn. Then the following statements are equivalent. 

(i) P, Q are the endpoints of a polygonal arc c: (!). 

(ii) P, Q are the endpoints of an arc c: (!). 

(iii) P, Q lie in an open set (!)' c: (!) which is not the union of two disjoint non­
empty open sets. 

(iii) = (i). Consider the set of all points R which are connected to P by a 
finite chain of open balls f!ll' ... , f!lk c: (!). That is 

PEfJl 1, 
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These points R obviously constitute an open set (!Jp c (!J. [f (!Jp ::f. (!J, then 
(!J - (!Jp is also open, because any ball c (!J which is partly in (!Jp is entirely in 
(!Jp, hence any S E (!J - (!Jp has its ball neighbourhoods in (!J .- (!Jp. 

Then if Q if: (!Jp the set (!J' decomposes into disjoint nonempty open sets 
(!J' n (!Jp and (!J' n ((!J - (!Jp), which is a contradiction. Thus Q is connected 
to P by a finite chain of open balls, and hence by a polygonal arc. 

(i) = (ii) is trivial. 
(ii) = (iii). Let a be an arc connecting P and Q, and let (!J' be an open set 

~ a, obtained as the union of ball neighbourhoods in (!J of all the points in a. 
If (!J' decomposes into disjoint open sets (!J", (!J''', ..• , let X be the first point of 
a not in (!J" (Exercise 0.1.2.1). Then X lies on the frontier of (!J" and cannot 
belong to any open set disjoint from (!J", so we have a contradiction. 0 

In general topology an open set (!J is called connected if it is not a disjoint 
union of nonempty open sets. This is also expressed by saying (!J has only 
one component, the component containing a given point P being the (!Jp con­
structed above. Thus we have just proved that a connected open set (!J c R" 
has the stronger property of being arc connected, that is, any two points in (!J 

are the endpoints of an arc in (!J; and furthermore the arc can be assumed 
polygonal. 

A set g contained in a set £lfl separates points P, Q E £lfl - g if any arc 
from P to Q in £lfl meets g. If f?) - g is open (as it will be if £lfl is open and g 
is a closed set, such as a curve), then an equivalent statement (by the above 
proposition) is that P and Q lie in distinct components of f!fi - g. 

From now on we refer to a simple closed curve in R2 as a Jordan curve. 

EXERCISE 0.3.1.1. Show that (9 p = {Q E (9: P, Q are the endpoints of an arc c (I;I} = 
{Q E (!J: P, Q are the endpoints of a polygonal arc c (I;I}. 

0.3.2 The Polygonal Jordan Curve Theorem 

A polygonal Jordan curve p separates R2 into two components.. 

The open set R2 - p has at most two components, determined by the 
components of % - p, where % is a strip neighbourhood of pin R2. For 
any point P E R2 is connected to one "side" of % by a line segment, and 
any point in % - p is connected to either P 1 or Q 1 by a polygonal arc in 
% - p (see Figure 30). 

We now prove that R2 - p has at least two components. 
Consider a family of parallel lines I in a direction different from that of 

any segment of p. Intuitively, P is outside p if it lies on an unbounded segment 
of an I - p, or in general if one crosses p an even number of times in order to 
reach P from an unbounded segment of an I - p (see Figure 31). (Touching 
a vertex as shown does not count as a crossing.) The points P E R2 - P 
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Figure 31 

with this property obviously constitute an open set (P, and the points with the 
contrary property constitute an open set f (the "inside"). Since (P and f 
are disjoint by definition, Rl - p has at least two components, and therefore 
exactly two. 0 

We define a polygon fl/' to be a region in R2 consisting of a polygonal 
curve p and its inside. The next section deals with separation in polygons. 

EXERCISE 0.3.2.1. Show that the polygon 9 determined by a polygonal Jordan curve p 
may be triangulated, by first dividing it into convex polygons. Deduce that 

p = 09 = frontier of 9 

and that the inside of p is the interior of 9. 

EXERCISE 0.3.2.2. Show that a polygonal arc does not separate R2. 

EXERCISE 0.3.2.3. Show that a semidisc (half2-baIl, cf. 0.1.7) may be separated by an arc. 

0.3.3 8-graphs 

A figure :T consisting of a polygonal Jordan curve p and a simple polygonal 
arc P3 connecting points Q, S on p, and elsewhere lying in the interior of the 
polygon fl/' determined by p, is called a B-graph. 

If:T is a (J-graph and PI' P2 denote the arcs into which P is divided by Q, S, 
then P3 separates an interior point PI of PI from an interior point P1 ofp2 in fl/'. 
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As in 0.3.2, the components of R2 - fT are determined by the components 
of.AI - fT, where .AI is a strip neighbourhood of fT in R2. The latter com­
ponents are 

(i) a strip .AI 3 around the" outside" of P 
(ii) a strip .AI 1 commencing on the" inside" of PI 

(iii) a strip .AI 2 commencing on the" inside" of P2' 

Strips (ii) and (iii) continue up the sides of P3 (see Figure 32) and either close 
into separate strips or (somehow!) join into one. In fact there must be three 
separate strips by 0.3.2, since they are pairwise separated from each other by 
polygonal Jordan curves Pi U Pj' 

Now extend P3 to the outer frontier of .AI 3 by transverse segments at 
each end, to become p~ (see Figure 33). Then (.9' U .AI 3) - P:I consists of two 

Figure 32 

Figure 33 
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components, determined by ,K land jj! 2, which contain P land P 2 res­
pectively. Thus there is no arc from P 1 to P2 in (gi' U jj!3) - p~, and a 
fortiori none in gi' - P3' 

In other words, P3 separates P 1 from P 2 in r!J. 0 

0.3.4 Arcs Across a Polygon 

If P, Q, R, S are points in cyclic order on the boundary p of a polygon r!J, and 
a is a simple arc from P to R which elsewhere lies in int(r!J), then a separates 
Qfrom Sin r!J. 

Since P is polygonal, points Q', S' E integi') sufficiently close to Q, S res­
pectively can be connected to them by line segments in int(r!J). Furthermore, 
these line segments will miss a if they are sufficiently short, since the closed 
sets Q, S, a are nonzero distances apart by 0.1.2(2). Thus if Q, S are not separa­
ted by a, neither are Q', S' and they then lie in the same component of the 
open set gi' - (p u a). It follows from 0.3.1 that Q', S' are connected by a 
polygonal arc in ,qJ> - (p u a), so Q, S are connected by a polygonal arc P3 
in r!J - a, which meets p only at Q, S. We can assume P3 is simple, since loops 
can be omitted, so we have a O-graph (see Figure 34). 

Then, by 0.3.3, P3 separates P from R in ,'JP, contrary to the existence of 
the arc a connecting them. D 

Corollary. If al' a2 are two simple arcs from P to R in int(r!J), disjoint except 
at P, R, and if al is the first arc encountered on an arc p from Q to S in int(,qJ», 
then a2 is the last encountered. 

Suppose on the contrary that the first and last points encountered (which 
exist by exercise 0.1.2.1) X, Y both lie on al as in Figure 35. Let PI be the 
subarc of P from Q to X; let a be the subarc of al from X to Y; and let P2 be 
the subarc of p from Y to S. Then Pl u a u P2 is an arc in r!J - a2 connecting 
Q to S, contrary to the fact that a2 separates these points. 0 

Figure 34 
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R 

Figure 35 

0.3.5 The Jordan Separation Theorem 

1f c is a Jordan curve in R2, then R2 - c is not connected. 

Since c is compact by 0.1.2(3), we can assume it lies in the interior of a 
square ABCD c RZ. Let A' D' be the left-most vertical in the square which 
meets c, and B'C the rightmost. They exist, otherwise there would be 
vertical disjoint from c but at zero distance from it, contrary to 0.1.2(2). 
Now choose points P, R where c meets A'D', B'C respectively, and con­
struct the hexagon APDCRB (see Figure 36). This polygon contains c in its 
interior except at P and R. 

We now define a point Z which intuitively lies "inside" c, and prove that 
c separates it from a(ABCD). 

Let c 1, Cz be the two arcs into which c is divided by P, R, where C 1 is the 
first encountered on a vertical from Q E int(AIB') to S E int(D'C). Let X 
be the last point at which this vertical meets c l' and Y the first point below 
X at which it meets Cz. X, Yexist by the corollary in 0.3.4. Then let Z be any 
point in int(XY) (see Figure 37). 

Now if Z lies in the same component of R2 - c as any point on a(ABCD) 
there is a polygonal arc connecting them by 0.3.1, and hence a polygonal 

n D' 

Figure 36 
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Figure 38 

simple arc a between Z and a point W #- P, R on the boundary of the hexagon. 
P, R divide this boundary into upper and lower parts. If, say, W is on the 
upper part we construct the O-graph shown in Figure 38 by uniting a with 
ZS. By hypothesis a does not meet c, and ZS does not meet c1, so au ZS 
does not meet c 1. But by 0.3.3, a u ZS separates P from R, contrary to the 
existence of the arc c 1 connecting them. 

The argument is completely analogous when W is on the lower part. 0 

0.3.6 Arcs in a Polygon 

Let P, Q, R, S be points in cyclic order on the boundary of a polygon {l/J and 
let at. a2 be disjoint simple arcs which lie in int({l/J) except that a1 begins at P 
and a2 ends at R. Then Q and S are not separated by a l u a2 in PJl. 

Since Q, S, ai' a2 are disjoint closed sets, there is some minimum distance 
b > 0 between them, by 0.1.2(2). We now pave R2 with rectangular "bricks" 
of diameter < bj2 in the pattern shown in Figure 39. This paving has the 
property that any finite (arc) connected union d of bricks has a boundary 
consisting of disjoint Jordan curves, and by paving so that 8[!J' does not pass 
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Figure 39 

Figure 40 

through a corner or touch (as distinct from cross) an edge of a brick, the same 
is true for d n f!i'. 

Now let d 1 consist ofthe bricks which meet at, or meet bricks which meet 
al' Then al c int(d1) but d 1 does not meet a2, since the distance between 
ai' a2 is 2 b (see Figure 40). The Jordan curves which constitute o(d 1 n f!i') 
do not meet at except for a segment X Y containing P in aPl'. The boundary 
arc a of din P/' complementary to X Y therefore runs in ~ from the poim 
X between Q and P to the point Ybetween P and S. Thus if PI is the subarc of 
a,9' from Q to X and if P2 is the subarc of a,r?) from Y to S, then the arc 
Pt u a u P2 connects Q to Sin ,9' - (at u a2). 0 

By moving PI> P2 into int(P/') by a sufficiently small distance, and removing 
any loops, we can connect Q, S by a simple polygonal arc which is in int(.9') 
- (a 1 u a2) except at its endpoints. 

0.3.7 No Simple Arc Separates R2 

If a is a simple arc in R2, then R2 - a has only one unbounded component 
because a is bounded. We show that R2 - a has no bounded component. 

If there is a bounded component f!J of R2 - a its frontier is a closed subset 
of a. The minimal subarc of a containing the frontier of /!J therefore has its 
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endpoints on the frontier. This subarc will then also separate R2, so we may 
as well assume that the endpoints T, T' of a are on the frontier of rJ6 to begin 
with. 

Since T, T' are limit points of the connected set rJ6 they cannot be separated 
by any curve disjoint from rJ6. We now derive a contradiction by constructing 
such a curve. 

We use the method of 0.3.5 to enclose a in a polygon r!J whose boundary 
meets a at exactly two points P, R, not necessarily the endpoints T, T' of a. 
By the concluding remark of 0.3.6 there is a polygonal arc P from Q to S in 
int(&') which misses the subarcs aI' az of a from P to T and R to T' res­
pectively (see Figure 41). 

Q 

Figure 41 

Let a3 be the subarc of a from P to R, and let V and Wbe the first and last 
points of P on a3' Let PI be the subarc of P from Q to V; let a' be the subarc 
of a3 from V to W; and let pz be the subarc of P from W to S. Then by 0.3.4 
PI U a' u pz separates P from R in r!J, and hence T from T', since T is con­
nected to P and T' to R. However, PI U a' U pz does not meet rJ6, since Pl, pz 
lie in the unbounded component of R2 and a' c a, so we have a contra­
diction. D 

The above theorem depends crucially on the fact that a simple arc is 
the topological image of a closed interval, and hence has endpoints. The 
topological image of an open interval can obviously separate R2 -for 
example, an infinite straight line. 

EXERCISE 0.3.7.1. Give an example of the topological image of an open interval which is 
bounded and separates R2. 

EXERCISE 0.3.7.2. Show that an open disc cannot be separated by a simple arc and deduce 
that the boundary of a bounded 2-manifold is topologically invariant (cf. 0.1.7 and 
Exercise 0.3.2.3.). 

EXERCISE 0.3.7.3. Where does the above proof assume that a is simple? 
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0.3.8 The Jordan Curve Theorem 

If c is a Jordan curve in R2, then R2 - c has exactly two components. 

Since we know from 0.3.5 that R2 - c has at least two components, one 
of which is unbounded, it will suffice to show that there is only one bounded 
component. 

Enclose c in a polygon &' as in 0.3.5, so that c meets A&' at exactly two 
points P and R, and let Cl> C2, Q, S, P = QS, X, Y, Z also be as in 0.3.5 (see 
Figure 42). In addition, let U be the first point at which p meets c (on Cl> by 
definition of Cl) and V the last (on C2' by 0.3.4). Let Pl = QU; let a 1 be the 
subarc of Cl from U to X; let P2 = XY; let a2 be the subarc of C2 from Yto 
V; and let P3 = VS. Then if there is any bounded component flI' of R2 - C 

other than the one flI containing Z, a = Pl u a1 u P2 u a2 u P3 does not 
meet it. However, a separates P from R by 0.3.4, so the frontier of flI' cannot 
contain both P and R. But then the frontier of flI' lies in an arc of c, which is 
impossible by 0.3.7. 0 

Figure 42 

EXERCISE 0.3.8.1. Show that a simple closed curve on 52 separates it into two com­
ponents, and that a simple curve in R2 which goes to infinity at both ends (make a 
suitable definition of this) separates R2 into two components. 

0.3.9 The Jordan-Schoenflies Theorem 

To strengthen the Jordan curve theorem we might ask whether the inside of 
a Jordan curve c is in fact a topological disc. This was already suggested by 
the Riemann mapping theorem of Riemann 1851, though not actually proved 
until Schoenflies 1906, 1908. In fact one has the even stronger result that a 
Jordan curve can be mapped onto a circle by a homeomorphism of the 
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whole of R2, and any homeomorphism of R2 is isotopic to either the identity 
or a reflection. Thus there is only one way to embed an 51 in R2 from the 
topological point of view. 

The proofs of these theorems can be obtained with machinery similar to 
that used above, but rather than take up more space we simply refer the 
reader to Moise 1977. 

In higher dimensions this extension of the Jordan curve theorem breaks 
down, in particular for an 52 in R3. It remains true that the sphere separates 
the space into two components, but neither need be homeomorphic to tht' 
components obtained with the standard embedding. Thus there are topo 
logically distinct embeddings of S2 in R3. Some of these will be studied in 
4.2.6. 

0.4 Algorithms 

0.4.1 Algorithmic Problems 

Strictly speaking, it is more logical to define the notion of "algorithm" 
before we do anything else, but to understand the purpose of algorithms one 
needs to know the kind of problems they are intended to solve. Typical 
algorithmic problems are 

(i) Decide whether a natural number n is prime. 
(ii) Decide whether an algebraic function f is integrable in terms of ele­

mentary functions 
(iii) Decide whether two schemata L l , L2 define homeomorphic simplicial 

complexes. 

Each of these problems consists of an infinite set of questions which can be 
effectively enumerated as finite expressions (words) in some finite alphabet. 
For example (i) is 

{Is 1 prime?, Is 2 prime?, Is 3 prime?, ... } 

and its questions, like those of the other two, can be expressed in the alphabet 
of the ordinary typewriter keyboard. The purpose of an algorithm is to 
answer the questions in a systematic, mechanical way. 

An algorithm is therefore a computer, the first general definition of which 
was given by Turing 1936 (and independently by Post 1936). The Turing 
formulation, now known as the Turing machine, illustrated in Figure 43, 
involves a finite alphabet d = {blank, 51"", 5mL a finite set of internal 
states !2 = {Ql' ... , qn}, a read/write head and a tape. The tape is infinite 
and divided into squares, each of which can carry a single alphabet symbol. 
Only finitely many squares are nonblank at any time, and the initial tape 
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Figure 43 

expression (input) represents the question being asked. The read/write head 
begins on the leftmost symbol of the question, and it is directed to perform a 
sequence of atomic acts at unit time intervals by the internal control, which is 
initially in state q1' An atomic act is uniquely determined by the pair 

(qi' S) = (current internal state, scanned symbol) 

and it is of three possible types: 

(a) Replace Sj by Sb move one square to the right, go into state q" or 
(b) Replace Sj by Sk' move one square to the left, go into state q" or 
(c) Halt. 

The set fYt of responses to the (qil Sj) situations possible for a given d 
and fL therefore completely determines the behaviour of the machine, and 
we may identify a machine M with a list of such responses, or more precisely 
with a triple (d, fL, fYt) where fYt: d x f2 --+ d x {left, right} x f2 u {halt} 
is the response function. 

M answers the input question after a finite number of atomic acts by 
halting on some specified expression, say 1 for" yes" and 0 for" no." M solves 
a problem by correctly answering all questions in it. 

Experience and certain theoretical arguments (Turing 1936) suggest that 
Turing machines precisely capture the notion of algorithm, but there is no 
question of proof since we are trying to formalize an informal notion. Thus 
when we claim that a problem is unsolvable, the statement actually proved 
is that no Turing machine solves the problem. 

The formal notion was slow to appear because until the twentieth century 
it was taken for granted that algorithms existed, the only problem was to 
find them. As Hilbert put it: "We must know! We shall know!" If one expects 
to find an algorithm there is no need to define the class of all algorithms­
this is necessary only if nonexistence is to be proved. 

Perhaps the first to claim nonexistence of an algorithm was Tietze 
(Tietze 1908, p. 80), who said of finitely presented groups: "Die Frage, ob 
zwei Gruppen isomorph sein, [ist] nicht allgemein [osbar" (The question 
whether two groups are isomorphic is not generally solvable). This problem, 
which arose from the homeomorphism problem (see 0.5.1) was eventually 
proved unsolvable by Rabin 1958. 
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The main objective of the present book is to find algorithms to solve 
topological problems, so the formal theory of unsolvability is left to the final 
chapter. However, along the way we shall point out where algorithms are 
unknown, or known to be nonexistent, and also indicate the reasons why 
un solvability occurs in topology. 

0.4.2 Recursively Enumerable Sets 

The Turing machine concept formalizes all computational notions, including 
the notion of effective enumeration we used to define algorithmic problems. 
The most convenient procedure is to subsume all notions under that of the 
partial recursive function (p.L function): viewing the input to a machine M 
as the argument x of a function, the expression on the tape when (and if) 
M halts is taken as the function value ¢M(X). Since M need not halt for all 
inputs, ¢M is generally only a "partial" function. 

An algorithm may then be defined as a p.L function ¢M whose domain is 
a set of questions Q, and such that 

¢ (Q) = {I if the answer to Q is "yes," 
M 0 if the answer to Q is "no." 

Thus a problem is just the domain of a p.r. function. 
This glib definition does not seem to be what we originally had in mind, 

so let us see why the domain of a p.r. function ¢M can indeed be effectively 
enumerated. Observe first of all that the words in the alphabet of M can be 
effectively enumerated as II'!, \\'2' ... ; first list the one-letter words, then 
the two-letter words, and so on. We can similarly enumerate all computations 
of M; first the one-step computations on input words of length 1, then the 
two-step computations on input words oflength S 2, and so on; and whenever 
a Wn is found to lead to a halting computation, we place it on another list .!E. 
Then,;e is an effective enumeration of the domain of ¢M' The domain ofa p.r. 
function is called a recursively enumerable set (r.e. set). 

Although the complement of an Le. set with respect to the set of all words 
is enumerable, it need not be recursively enumerable. This remarkable fact 
can even be illustrated by a natural example-the homeomorphism problem 
for finite complexes. 

The set of all pairs (Li' L) of combinatorially homeomorphic schemata 
can be recursively enumerated by a machine which systematically tries all 
elementary subdivisions, halting when isomorphic refinements of L;, Lj 
are obtained. However, we cannot recursively enumerate the complement 
of this set, as this would yield a recursive enumeration of non-combinatorially 
homeomorphic pairs. Such an enumeration is unknown, and with good 
reason-by enumerating both the set and its complement until we found a 
given pair (Li' L) we could decide whether L i, L j were combinatorially 
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homeomorphic, whereas this problem is known to be unsolvable (Markov 
1958). 

0.4.3 The Diagonal Argument 

The diagonal argument was first used by du Bois-Reymond 1874 and Cantor 
1891 to show that certain collections of objects could not be enumerated. 
Despite the negative conclusions drawn from the argument, it is in fact highly 
constructive, and this makes it equally suitable for proving nonexistence of 
effective enumerations. 

For example, Cantor proves that one cannot enumerate all sets g of 
natural numbers. Namely, any enumeration ''/0' ''/1' ''/2' ... fails to include 
the "diagonal set" 

~ = {n: n ¢ ,if,.} 

because ~ differs from the set .Cfn with respect to the number n (n E fin => 

n ¢~, n ¢ f!,. => n E ~). 
Cantor needs ~ only as a counterexample to an assumed enumeration 

of all ,Cf, but its nature becomes more interesting when we have a specific 
list of sets 1'0' 1'1' 1'2' .... In particular, we can obtain an eflective enumera­
tion of the r.e. sets by effectively enumerating the descriptions of Turing 
machines, and ~ is then a specific non-Leo set. The surprise is that 

% = complement of ~ = {n: n E Yin} 

is r.e.! One performs a giant computation which looks at each step of each 
Turing machine computation, and whenever a number n is found in ,Cfn, it 
is placed in %. 

Thus the effectivized diagonal argument yields an r.e. Sl~t % of natural 
numbers whose complement is not r.e .. Then there is no algorithm for deciding 
membership of %, since any algorithm would immediately yield a recursive 
enumeration of the complement of %, 

% is the direct source of all known un solvability results in mathematics. 
Such results are obtained by showing that Turing machines can be simulated 
by various mathematical systems, and then showing that solutions of certain 
problems in these systems would imply algorithms for deciding membership 
of %. The first, and most direct simulation was obtained by Post 1947 by 
means of finitely presented semigroups. Post was able to conclude from this 
that the word problem for semigroups (see 0.5.7) was unsolvable. Novikov 
1955 did the same for groups, and this paved the way for the unsolvability of 
the homeomorphism problem proved by Markov 1958. See Chapter 9. 

All these problems inherit the asymmetric character of % -the "yes" 
answers can be effectively enumerated, but not the" no" answers. The process 
of enumerating the" yes" cases is sometimes called a semidecision procedure, 
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and it invariably consists of searching systematically through computations 
until one with the desired result is found. The enumeration of homeomorphic 
pairs (1:;, 1:j ) in 0.4.2 is an example, and others will be mentioned in 0.5.8. 

0.5 Combinatorial Group Theory 

0.5.1 The Fundamental Group 

In 0.1.9 we sketched the ideas of product and inverse for closed curves in a 
complex ce. Given a fixed origin P for the curves (the choice of which is 
arbitrary if ce is arc connected), we call curves p, p' equivalent if there is a 
homotopy between them which leaves P fixed. The equivalence class of p is 
denoted by [P]. Then the natural product· for curves (concatenation) extends 
in a well-defined way to equivalence classes by 

[PI] . [P2] = [PIP2] 

and this product inherits the obvious associativity of concatenation. There 
is an identity element 1, represented by the "point path" P, and most im­
portantly 

[p].[p-I] = [p.p-I] = 1 

so that [p - 1] is the inverse [p] - 1 of [p]. The homotopy between pp - I 

and P which proves this is suggested by Figure 44. 
Thus we have a group 1t:1(~) of equivalence classes of closed paths in ~, 

called the fundamental group (Poincare 1895). A rigorous construction of 
1t:1 is given in 3.1. It is clear that the fundamental group is invariant under 
homeomorphisms, so one way to prove ce I and ce 2 are nonhomeomorphic is 
to prove 1t:1(~I) '# 1t:1(~2)' 

This idea is made feasible by the fact that we can read off a" finite presenta­
tion" of 1t: I (~) from a finite cell decomposition of~. The method is to use 
the finitization process sketched in 0.1.2 to deform all paths onto the 1-
skeleton of~. All paths in the I-skeleton are homotopic to products of 
finitely many generating paths al,"" am; hence al,"" am generate all 

Figure 44 
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paths in Ifl, up to homotopy. Any homotopy between paths then reduces to a 
series of elementary deformations across the cells A1, ••. , An in the 2-skeleton 
of Ifl. If we let ria;) denote the null homotopic path which runs from P to 
Aj , round oAj and back to P, then the relations 

r/ai) = 1 

completely determine 1t 1 (Ifl). The details of this construction are carried out 
rigorously in 3.2-3.4 and 4.1. 

EXERCISE 0.5.1.1. Show that any closed edge path with origin P in the I-complex 

is homotopic to a product of a f 1, af 1, where 

al=~,a2=W 

0.5.2 Generators, Words, and Relations 

The above sketch of the fundamental group is intended to suggest that the 
proper way to view groups in combinatorial topology is in terms of" genera­
tors" and" relations." We shall now drop the topological interpretation and 
discuss generators and relations in purely combinatorial terms. 

A generator is a letter ai, and it has a formal inverse ai- 1. A word is any 
finite sequence 

of generators or their inverses, so that each ej = ± 1, where at 1 denotes ai' 
The product W1W2 of words Wi> W2 is the concatenation of the correspond­

ing sequences, in other words, the result of writing Wl' then W2' Since con­
catenation is trivially associative, this is an associative product. 

We abbreviate the product aiai ... ai (n factors) by ai. The empty word is 
denoted by 1, so that 1 w = wI = w for any word w. 

A relation is an equation r = I where r is a word (called a relator in this 
context), and words w, w' are called equivalent with respect to relations 
rj = 1 ifw is convertible to w' by a finite sequence of operations of the following 
types 

(i) insertion or deletion of a subword rj' 
(ii) insertion or deletion of a subword aiai-1 or ai-1ai' 

The relations aiai-1 = ai-1ai = 1 implicit in (ii) are called trivial relations, 
and words equivalent by trivial relations alone are called freely equivalent. 
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The equivalence class of w (with respect to a fixed set of relations) is 
denoted by [w], and we extend the product operation to equivalence classes 
by setting 

[WI]' [W2] = [WIW2]. 

This product is well-defined, for ifw'l is equivalent to WI> then W~W2 is equiv­
alent to WIW2, since the operations which convert WI to W'l are indifferent to 
the presence ofw2 concatenated on the right. Thus the product is independent 
of the choice of representative for the first factor, and similarly for the second 
factor. 

0.5.3 Group Presentations 

The structure (a l' a2, ... ; r l' r 2' ... ) of equivalence classes of words in the aj 

with respect to the relations rj' under the product operation, is a group G. 

The product in G inherits associativity from the associativity of con­
catenation: 

[Wl]([W2] [W3]) = [Wt] [W2 W3] = [W1W2W3] = ([WI] [W2]) [W3]. 

The identity element is [1] because 

[1] [w] = [lw] = [w] = [w] [1] 

and the inverse of [w] exists, because if 

and we set w- l = aj~ek ••• aj~£1 it is clear that ww- 1 is freely equivalent to 
l,so 

[w][w- 1] = [ww- 1] = [1] 

and we can let [w r I = [w - I]. o 
We usually drop the equivalence class brackets and simply speak of the 

element w of G. This has the same advantages as speaking of the" rational 
number t" when we really mean the rational number H, t,~, ... }. 

The expression (aI' a2""; r1' r2,"') is called a presentation of G. Of 
course, a group G has many presentations, but we do not distinguish a 
presentation from G itself except to point out properties of G which are 
evident from some presentations but not from others. For example, G is 
finitely presented if it has a presentation in which the sets {aJ and {rj} are 
finite. Some finite presentations of well-known groups are 

Z = (a;-) 

Z2 = (a; a2 ) 

Z2 x Z3 = (a, b; a2, b3 , aba-1b- I ). 
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When a relation rj = 1 is written more naturally as some other equation 
rj = rj we sometimes write this equation in the presentation in place of rj. 
For example, Z2 x Z3 is better expressed as <a, b; a2 , b3, ab = ba). 

The theory of groups in terms of generators and relations is largely self­
contained, however it is sometimes useful to interpret relations more con­
ventionally in terms of normal subgroups and quotients. We now review 
these notions. 

EXERCISE 0.5.3.1. Does the trivial group {1} have a presentation? Does every group have 
a presentation? 

0.5.4 Coset Decomposition, Normal Subgroups 

If H is a subgroup of G the sets 

Hg = {hg: hE H} 

for 9 E G are called right cosets of G modulo H. They constitute a partition 
of G, called the right coset decomposition, because if Hg 1, Hg 2 have a common 
element 

then 

in which case 

and 

H9 1 = Hg 2 • 

Thus cosets are either equal or disjoint. 
H is called normal if 

gHg- 1 = H foreachgEG, 

where gH and gHg- 1 are defined in the obvious analogy to Hg. Normal 
subgroups are characterised by the following proposition. 

Any normal subgroup N ofG is oftheform N(v1' V2,"') consisting of elements 
expressible by words 

(*) 

and called the normal subgroup generated by VI' V2' ••• E G. 
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N(Vl' VZ' ... ) is a subgroup because products and inverses of words of 
the form (*) are again of this form. To show normality, let 

so 

x = llgkVj:g;1 

gxg- 1 = g(llgkVj~g; l)g-1 
= llg(gkVj~g;l)g-1 
= ll(ggk)Vj:(ggk)-l E N(v 1, V2' ... ). 

Hence gN 9 - 1 ~ N and by repeating the argument with 9 - 1 in place of G 
we get g-INg ~ N. But 

g-lNg ~ N => Ng ~ gN => N £ gNg- 1 

which is the reverse containment, hence gN 9 - 1 = N. 
Conversely, any normal subgroup N of G is of the form N(v., V2 , •.• ). 

Namely, let v I, V2' ... be all the elements of N. Then v'/ EN=> gk Vjigk- 1 E N 
(by normality) => ngk VJ'g; 1 E N since N is a subgroup, and any element v j E N 
is a trivial product of this form. 0 

The proposition may be interpreted as saying that the operations required 
to generate a normal subgroup N of G from an arbitrary set {VI' v2 , .•• } ~·G 
are inverses, products, and conjugates by arbitrary elements of G. Thus when 
we speak of generating a normal subgroup we include the operation of con­
jugation, in contrast to generating a group which requires only inverses and 
products. 

0.5.5 Quotient Groups and Homomorphisms 

The cosets of G modulo a normal subgroup N are made into a group GIN 
by setting 

Ng 1 . Ng 2 = Ng 1g2 • 

The group properties are inherited from G and we only have to show that 
the product is well-defined. Any representative of N91 has the form xgl for 
some x E N, and if we use xg 1 instead of 9 1 the product is 

N(Xgl)gZ = (NX)glgZ 
= Ng 1g2 

since Nx = N because x E N. If we use another representative xg2 of NU2 
we get 

Ng 1(xgz) = glNxgZ by normality 
= glNgZ since Nx = N 
= Ng 1g2 by normality. 

Thus the product is independent of the choice of representatives. 0 
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4>: G - GIN defined by 4>(g) = Ng is an example of a homomorphism, 
that is, 

4>(gtg2) = l/J(gt)l/J(g2) 

l/J(1) = 1. 

It is called the canonical homomorphism of G onto GIN. The kernel of l/J, 
ker(l/J) = {g: l/J(g) = I}, is equal to N. 

Conversely, if l/J is any homomorphism of G onto a group G', then ker(l/J) is a 
normal subgroup N ofG and G' = GIN. 

If x E ker( l/J), then gxg - t E ker( l/J) also, because 

l/J(gxg- t) = l/J(g)ll/J(g-l) = l/J(gg-t) = l/J(l) = 1. 

Thus gNg- t ~ N, and by the argument of 0.5.4, N is normal. Now 

l/J(Xt) = l/J(X2) ¢> l/J(Xl)l/J(X2)-1 = 1 
¢> l/J(xtXil) = 1 
¢> xtXil EN 
¢> XI ENx2 

if and only if Xl' X2 are in the same coset of G mod N. Thus distinct elements 
of G' correspond to distinct cosets of G modulo N, in fact l/J(x) corresponds 
to Nx, so l/J can be identified with the canonical homomorphism: G - GIN, 
and hence G' with GIN. 0 

This proposition yields the standard test for l/J to be an isomorphism (one­
to-one homomorphism), namely ker(l/J) = {I}. We have constructed an 
isomorphism between G' and GIN in effect by setting N, the kernel of l/J, 
equal to 1. 

Unless we are interested in the isomorphism itself we do not distinguish 
between corresponding elements in isomorphic groups. For example, if 
there is an isomorphism of G into G' (a monomorphism or embedding) we 
are likely to say G is a subgroup of G'. The kind of isomorphism most likely 
to interest us is one from a group onto itself, called an automorphism (see 
for example 7.1). The automorphisms of a group G themselves constitute a 
group, under composition, called the automorphism group of G. 

0.5.6 Dyck's Theorem (Dyck 1882) 

G = (at, a2'·.·; r l , r2' . .. ) is the quotient of F = (ai' a2, ... ; -) (called 
the free group on generators at, a2, ... ) by its normal subgroup N(rt, r2, ... ). 

Since the function l/J: F - G which sends an element of F to its equivalence 
class in G is clearly a homomorphism, with kernel equal to the set of words 
equivalent to 1, it will suffice to show that the kernel equals N(rt> r2, ... ). 
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Certainly, any I1gkrj~gk 1 EN is equal to 1 in G, since each rj = 1. Con­
versely, suppose a word w = 1 in G. We shall show that each insertion or 
deletion of r11 in w can be accomplished by multiplying w by gk-1rf 19k 
for some gk' 

Note firstly that deletion of rf 1 can always be accomplished by insertion of 
rll next to it, followed by cancellation (which is valid in F). Thus it remains 
to deal with insertions. 

Let w = uv -+ urjv be the insertion of rj between the factors u, v of w. 
We can obtain the same result by mUltiplying w by v-1rjv, since urjv is 
freely equivalent to uv· v-1rjv. 

Repetition of this process for each insertion in the sequence required to 
convert w to 1 gives a word 

which is freely equivalent to 1, and therefore 

so that W E N(rl' r2' ... ). D 

Dyck's 1882 paper is the beginning of combinatorial group theory as a 
subject, and the first to recognize the fundamental role of free groups. Dyck 
viewed free groups as the most general groups, since any other group is 
obtainable by imposing relations on them. The explanation of relations in 
terms of normal subgroups and quotients suggests a reconstruction of 
combinatorial group theory in more conventional algebraic terms. This can 
indeed be done, including the definition of free groups themselves, but it 
proves to be an object lesson in the impotence of abstract algebra. All sub­
stantial theorems in combinatorial group theory still require honest toil with 
words and relations, and the best labour-saving device turns out to be the 
topological interpretation of 0.5.1, rather than algebra. 

EXERCISE 0.5.6.1. If G is any group show that the result of adding relations Vl = 1, 
V2 = 1, ... , to G is G/N(v l , v2 , ... ). 

0.5.7 The Word Problem and Cayley Diagrams 

When a group G arises as a fundamental group, as in 0.5.1, null-homotopic 
paths correspond to words w which equal 1 in G. Thus the problem of 
deciding null-homotopy (contractibility to a point) is reduced to deciding 
whether a given word w = 1 in G. Even though we can compute a presenta­
tion of G, this problem is not trivial, and its fundamental importance for 
topology and group theory was first recognized by Dehn 1910, who called it 
the word problem. 
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Early topologists, such as Poincare, Tietze, and Reidemeister, frequently 
commented on the difficulty of group-theoretic problems in topology, on 
occasion (Reidemeister) saying that the fundamental group sel~med merely to 
translate hard topological problems into hard group-theoretic problems. 
This pessimism was vindicated when Novikov 1955 proved that the word 
problem (for specific, finitely presented G) was unsolvable. Novikov's proof 
is based on the idea of Post 1947 of simulating Turing machines by systems 
of generators and relations. A word corresponds (roughly) to the tape 
expression on a Turing machine M, and the relations permit the word to be 
changed to reflect the atomic acts of M. (The technical difficulty, which is 
absent in the semigroup case, is the presence ofrelations aiai-1 = ai-1ai = 1 
which do not correspond to acts of M. See Chapter 9.) 

Solution of the word problem for G is equivalent to the construction of 
a figure ((/G called the Cayley diagram of G, introduced·for finite groups by 
Cayley 1878 and for infinite groups by Dehn 1910. If G is generated by 
a 1> a2 , ••• , then t8 G is a graph with a vertex P 9 for each distinct g E G and an 
oriented edge labelled ai from Pg to Pgai for each generator ai' It follows that 
each vertex has exactly one outgoing, and one incoming, edge for each 
generator. Examples (labelling each vertex g instead of Pg for simplicity) are 
given in Figure 45. The last example is constructed by noting that there are 
six distinct elements g = 1, b, b2, a, ab, ab2 , then multiplying each of these 
by a, b and using the defining relations to reduce each product to one of the 
six forms already chosen. 

Z = <a;- > a a a 

Z,=<a:( 2 ) lOa 
a 

Z2 x Z3 = (a.b;a 2,b3 ,ab = ha) 

a 

a '--=------...-----::::....Jah 
b 

Figure 45 
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Each word 

determines a path from PI to P w by following the labels ail"'" a ik in 
succession, with or against the arrow according as the exponent e is + 1 or 
- 1. It follows that W = 1 if and only if the path is closed. 

Thus if ~G can be effectively constructed we have a solution of the word 
problem for G. 

Conversely, if the word problem for G can be solved, we can construct 'C G' 

Effectively list the words of G as WI' W2,'" and as each Wj appears, use 
the solution of the word problem to decide whether Wj = any Wi earlier on 
the list (see ifwjw;1 = 1). If not, put Wj on a second list. The second list is 
then an effective enumeration of the distinct elements of G, which we use as 
labels for the vertices of ~ G' 

As each vertex P Wj is constructed, we again use the solution of the word 
problem to find which of the words wjaj is equivalent to a Wk already on the 
second list (if an equivalent is not found, one will be found later by repeated 
checking as the second list grows). For each such word we construct an 
oriented edge labelled ai from P Wj to P Wja; = P Wk' This is an effective process 
which eventually gives each vertex and edge in 'CG • D 

Since G has many different presentations, ~G is not unique. However, 
if there is a solution to the word problem for one finite presentation of G 
there is a solution for any other finite presentation of G, hence the effective 
constructibility of 'C G does not depend on the presentation chosen. 

EXERCISE 0.5.7.1. Prove the last remark. 

EXERCISE 0.5.7.2. Show that {IV: IV = I in G} is r.e. when G is finitely presented. 

EXERCISE 0.5.7.3. Sketch the Cayley diagram of the free group F 2 = (a, b; -). 

EXERCISE 0.5.7.4. Describe the Cayley diagrams oftheji-ee abelian groups Z x Z x ... x 
Z = (al," ., am; aia j = api (i,/:S; m» as figures in Rm. 

EXERCISE 0.5.7.5. Figure 46 shows the Cayley diagram of a group. Why is this group 
nonabelian? 

Show that the group is the group of symmetries of an equilateral triangle. 

0.5.8 Tietze Transformations 

Tietze transformations are simply the obvious ways of transforming a finite 
presentation <ai' ... , am; rl> ... , rn>. 
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Figure 46 

T I: Add a relation rn+ 1( = 1) which is a consequence of r 1 , ••• , rn' (That 
is, rn+ 1 is equivalent to 1 with respect to the relations r l = ... = rn = l. 
We write this r1,···, rn => rn+ 1') 

T 2: Add a generator am + 1 together with a relation 

which defines it as a word in the old generators. 
The inverse transformations, which we denote by T)I, T:; 1, can also be 

applied when meaningful. 

Tietze's Theorem. Any two finite presentations of a group G are convertible 
into each other by a finite sequence of Tietze transformations. 

Suppose G has presentations (al,"" am; rl"'" rn) and (a'I,"" a~,; 
r'l,"" r~,), which we abbreviate to (aj; ria;» and (a;; rj(a;». We use the 
notation w(x;) to express the fact that w is a word in the letters X;, and denote 
the result of substituting a word x; for X; in w(x;) by w(x;). 

Since both presentations denote the same group, there are words 'l(; in 
aI' a2' ... representing the a~ and hence satisfying the relations ri(lXi). Then 
the ria;) => the ri(lXi) since all relations in the a; are consequences of the 
ria;). Similarly there are words. IX; in a't, a~, ... , representing the a;, and the 
riCa;) => the rilX;). 

We can therefore make the following modifications of the group presenta­
tion by Tietze transformations: 

(a;; rj(a;» 
-+ (a;; ria;), rilX;» by Tl since the ria;) => the rj(IX;) 

-+ (a;, a;; ria;), r~{IXi), a; = IX;) by T 2 

-+ (a;, a;; ria;), riCa;), rj(IX;), a; = IX;) by T 1 

-+ (a;, a;; ria;), r~{a;), a; = IX;) by Til 
-+ (a;, a;; ria;), rj(a;), a; = IX;, a; = IX;) by T I (*) 
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since the relations a; = If.; are true in the group and hence consequences 
of the relations already present. But (*) is symmetric with respect to 
primed and unprimed symbols, so it could equally well be obtained from 
<a;; rj(aD). By reversing the latter derivation we obtain 

o 

Since we can effectively enumerate all consequences of a given finite set of 
relations, and hence all possible sequences of Tietze transformations which 
can be applied to a given presentation, Tietze's theorem shows that we can 
effectively enumerate all finite presentations of a given group. Thus the 
problem of deciding when two presentations are the same, the isomorphism 
problem of Tietze 1908, is similar to the word problem-in both cases we can 
effectively enumerate the pairs of equal objects, and the difficulty is to find 
the pairs of unequal objects. It actually follows from basic results of recursive 
function theory (see Rogers 1967) that the two problems are of the same 
degree of unsolvability, that is, a solution of one would effectively yield a 
solution ofthe other. (In particular, the isomorphism problem is unsolvable.) 
In individual cases, however, the isomorphism problem is usually harder to 
solve than the word problem. 

On the positive side, the Tietze theorem is often a slick way to prove 
existence of algorithms or semidecision procedures. For example, if G has a 
property that can be recognized from one of its presentations we can eventu­
ally verify this property by enumerating all the presentations of G. Examples 
of such properties are: 

(i) being abelian (all generators commute) 
(ii) being finite (all relations of the form a; a j = ak) 

(iii) being a specific finite group (relations given by multiplication table) 
(iv) being free (no relations). 

EXERCISE 0.5.8.1. Show that (a, b; abab - 1) = (c, d; c2 d2 ). 

EXERCISE 0.5.8.2. Suppose that infinitely many consequence relations or new generators 
can be added in a transformation of type T 1 or T 2 respectively. Deduce that any two 
presentations of the same group are then convertible to each other by a finite sequence 
of Tietze transformations. 

EXERCISE 0.5.8.3. Give an algorithm for finding IX; and IX; from two presentations 
(a i ; ria,.) and (a;; r;<a;l) of the same group. (This gives a "uniform" solution to 
Exercise 0.5.7.1.) 

EXERCISE 0.5.8.4. If G has a finite presentation, show that in any presentation 

all but a finite number of relations are superfluous. 
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0.5.9 Coset Enumeration 

As a final example of the way finiteness can be discovered by systematically 
enumerating words, consider the case of a subgroup H of a finitely presented 
group G. If the set of co sets Hg for g EGis finite, H is said to be offinite index 
in G. In this case there is a finite set {gb ... , gk} of coset representatives such 
that 

G=Hgtu···uHgk • 

We now show how to find such a set, if one exists. 

G = Hg 1 u··· U Hg k if and only if the set {Hg b .•• , Hgk} is closed under 
right multiplication by the generators of G and their inverses. That is 

Hgjai = some Hgj" Hgjai- l = some Hgj" 

for each generator aI' ... , am of G. Now assuming H is effectively enumer­
able, we can verify the equality of two cosets by enumerating their members, 
along with an enumeration of equal words in G, until we find a common 
element. 

It therefore suffices to enumerate all the finite sets {gt, ... , gd in G, and 
for each one try to verify that {Hg 1 , ..• , Hgk } is closed under right multi­
plication by looking for equal pairs Hgjai, Hgj' and Hgjai- il , Hgj'" Eventu­
ally such a verification will succeed. D 

A more practical version of the above idea is known as the Todd-Coxeter 
coset enumeration method (Todd, Coxeter 1936). 
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1.1 Riemann Surfaces 

1.1.1 Introduction 

Topology may have had its tentative beginnings in isolated thoughts of 
Descartes, Leibniz, and Euler, but it was Riemann who brought the subject 
into the mainstream of mathematics with his inaugural dissertation in 
G6ttingen in 1851. His introduction of the Riemann surface in that year 
showed the indispensable role of topology in questions of analysis, and thus 
ensured the future cultivation ofthe subject by the mathematical community, 
if only for the service of analysis. In fact, of course, Riemann surfaces were 
quickly seen to be of interest in themselves, and were the source of two ideas 
of profound significance in later topology-connectivity and covering spaces. 

It hardly does Riemann justice to present only the topological aspects of 
his theory, however, limitations of space aside, it may be worthwhile to avoid 
the heavy burden of analysis found in texts on Riemann surfaces. The next 
section therefore presents a purely topological notion of Riemann surface, 
the branched covering of the sphere. Just a few words of motivation may be of 
value before we start. 

In complex function theory it is convenient to treat the value 00 as just 
another number, as far as possible, and one therefore completes the complex 
number plane by a point at infinity. The completed plane may be viewed as a 
sphere, since stereographic projection from the north pole N of a sphere 
resting on the plane at the origin 0 establishes a continuous one-to-one 
correspondence between the finite points P' of the plane and the points 
P ¥ N on the sphere. The point N itself is naturally reckoned to correspond 
to 00 (Figure 47). 

A complex function w(z) can then be viewed as a map of the sphere onto 
itself, but of course the map need not be one-to-one, even for algebraic 
functions such as Z2. In a natural sense, w(z) = Z2 maps the sphere twice onto 
itself except at 0 and 00, since any other value ofw is the square of two distinct 
values + Jw and - Jw. In fact, if we divide the z-sphere into hemispheres 

N' 

Figure 47 
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o o 
z-sphere w-sphere 

Figure 48 

by any meridian (say, the one corresponding to the imaginary axis) then 
both are mapped onto the whole z-sphere by squaring (Figure 48). 

If we were to place the z-sphere so that each point lay above its image 
on the w-sphere the result would be what we call a 2-sheeted cover of the 
w-sphere with branch points 0 and 00. We cover the w-sphere with two 
spheres, each slit along a meridian, and identify the edges according to the 
labels a and b shown in Figure 49. The slit spheres are the sheets. The points 
o and 00 have the property that a small circuit around them on the covering 
surface is not closed-it passes from one sheet to the other as if on a ramp­
nevertheless each of these points has a disc neighbourhood, the perimeter of 
which is obtained by making two circuits around the branch point (Figure 50). 

Thus the covering surface is a genuine surface from the topological point 
of view ; unfortunately our psychological need to force the identified edges to­
gether in ordinary space, causing a line of intersection, tends to obscure this 
fact. 

Figure 49 

Figure 50 
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The "two-valued function" z = fw can be viewed as a single-valued 
function if its domain is taken to be the covering surface instead of the w­
sphere-the values in each hemisphere of the z-sphere occur as w moves 
over each sheet. The general purpose of Riemann surfaces in function theory 
is to provide domains on which all algebraic functions become single-valued. 

1.1.2 Branched Coverings of the 2-sphere 

It is easy to see that the Riemann surface for HI = Z2, and in fact any example 
with only two branch points, is topologically a sphere. The interest in the 
theory stems from the fact that topologically different surfaces occur when 
there are more branch points. 

In general a branched covering of the 2-sphere is determined by a finite 
set of branch points PI' ... , Pm' a sheet number n, and specification of the 
way the sheets join up around the branch points. To do this, each branch 
point Pi is associated with a permutation 

ni = (k l , k 2 ,···, kn) 

of the integers 1, 2, ... , n, the interpretation of which is that an anticlockwise 
circuit of Pi starting on sheet j ends on sheet kj • These permutations must 
satisfy a consistency condition which is obtained as follows. 

Take a point P ¥= PI' ... , Pm and not on the same great circle as any pair 
Pj, ~ (when Pi' ~ are antipodal choose the great circle joining them arbitrarily) 
and connect it to PI, ... , Pm by great circle arcs a I, ... , am (Figure 51). 

We cut the sheets along these arcs and identify their edges according to 
the permutations ni in order to form the covering. Then since P is not a branch 
point, any circuit around P must begin and end on the same sheet. Assuming 
the subscripts are chosen so that PI' ... , Pm is the order of branch points 
around P, the permutation determined by a circuit around P is n I n2 ... nm , 

and hence the consistency condition is 

where 1 denotes the identity permutation. 

p, 

p 

Figure 51 
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(This equation says that nz , ... , nm are arbitrary, which corresponds 
to the fact that loops around P 2' ... , Pm are not related by any nontrivial 
homotopies on 52 - {P 1, ... , Pm}. In the language of Chapter 4, such loops 
freely generate the fundamental group of 52 - {P l' ... , Pm}.) 

If the surface is to be connected we need n l' ... , nm to generate a permuta­
tion which sends i to j for each i, j :-;; n-in other words, to generate a 
transitive permutation group-since this says that any sheet is connected 
to any other. The group generated by n l' ... , nm is called the monodromy group 
of the covering. This term was originally introduced by Hermite 1851 to 
denote the group of substitutions of the corresponding algebraic function 
induced by circuits around its branch points. 

Now to see that the construction does produce non-spherical surfaces it 
suffices to look at 2-sheeted coverings with an even number of branch points 
(> 2). We shall place all branch points on a meridian and permute the sheets 
along arcs which connect the branch points in pairs. Thus with four branch 
points we have Figure 52. 

To see the topological form ofthis surface more clearly we peel off the outer 
sphere and place it opposite the inner sphere (Figure 53). Then when the 
identified edges are pasted together we get a surface homeomorphic to the 
torus (Figure 54). It is easy to see how to construct any surface of the form in 
Figure 55 by this method. The more surprising fact is that any Riemann sur­
face is homeomorphic to one of these forms-a result which was proved by 
Clifford 1877-indeed it is far from clear that any arbitrary Riemann surface 
can even be embedded in R3. 

Figure 52 

Figure 53 
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Figure 54 

~"" .. =3 
Figure 55 

We shall deduce Clifford's result as a corollary of the general classification 
of surfaces in 1.3, a result first proved rigorously by Dehn and Heegaard 
1907. Before doing so, it is of interest to look at some earlier attempts to 
classify surfaces. 

EXERCISE 1.1.2.1. Show that the Riemann surface for 

is topologically a torus. 

EXERCISE 1.1.2.2. Is there a 2-sheeted cover with an odd number of branch points? 

l.l.3 Connectivity and Genus 

The property which distinguishes a torus topologically from the sphere 
is the presence of a nonseparating closed curve a (Figure 56). Any points P, Q 
outside a on the torus can be connected by an arc which does not meet 
a, whereas any closed curve separates the sphere by the Jordan curve theorem. 
In general the connectivity of a surface can be measured by the maximum 
number of disjoint closed curves which can be drawn on the surface without 
separating it. This number is called the genus of the surface (German: 
Geschlecht), a term introduced by Clebsch. Surfaces of different genus 

Figure 56 



1.1 Riemann Surfaces 59 

genus 2 genus 3 

Figure 57 

(Figure 57) are necessarily non homeomorphic and Riemann satisfied him­
selfthat the converse is also true. A somewhat unsatisfactory proof was offered 
by Jordan 1866a. 

A similar result had already been obtained by Mobius 1863; in fact Mobius 
was the first to classify surfaces into normal forms. Despite his discovery of 
the famous one-sided surface which bears his name, Mobius's classification 
deals only with two-sided surfaces. He takes the surface to be smoothly em­
bedded in R3 -an assumption which now strikes us as rather restrictive­
and slices it into thin pieces by a family of parallel planes. He then argues that 
if the planes are suitably inclined and sufficiently close toge:ther the pieces 
will be three possible forms of perforated sphere (Figure 58), which he denotes 
(a), (ab), and (abc) respectively, where a, b, e are the boundary curves. The 
surface is then represented as a formal sum of such terms, for example 
Figure 59 is (a) + (ab) + (c) + (bed) + (d). By introducing the symbol 
(abed . .. ) for the sphere with perforations bounded by a, b, c, d, ... and 

a ldw ..... -----... .. .... ...----.. .. ... -- ..... 

h b c 

Figure 58 

Figure 59 
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computation rules which reflect permissible ways of pasting or cutting 
perforated spheres, Mobius is able to bring any surface into the form 

(ala2 ... an) + (a1a2'" an) 

which is the normal form surface of genus n - 1 shown in Figure 60. 
The normal form for Riemann surfaces obtained by Clifford 1877 is similar 

to the Mobius form, but obtained by joining together two copies of the per­
forated disc (Figure 61), along corresponding boundaries. The final variation 
of the surface, due to Klein 1882a, is the sphere with handles, Figure 62. 
This picturesque term has now become standard. 

c· .J 
ral lI U1 ! I an 1 

r' 'J 
Figure 60 

( 0 0 0) 
Figure 61 

Figure 62 

EXERCISE 1.1.3.1. Mobius's rules are 

where x, ai' a2 , ••• , b I , b2 , .•• are all different and elements may be permuted inside 
their brackets. 

(1) Interpret the transformations LHS (left-hand side) -+ RHS and RHS -+ LHS 
geometrically. 

(2) Use the rules to show that the surface in Figure 63 has genus 4. 
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Figure 63 

1.1.4 Branched Coverings of Higher Dimension 

Potential theory in three dimensions gives rise to branching phenomena 
like those encountered in complex function theory (indeed the latter is related 
to 2-dimensional potential theory, as is well known). Instead of branch points 
one has branch curves, and if R3 is completed by a point at infinity the result 
is the 3-sphere, 8 3 . Appell 1887 gave an example from potential theory of a 
covering of R3 branched over a circle, and Sommerfeld 1897, also working 
in potential theory, introduced the term "Riemann spaces" for branched 
coverings of R3. 

Branched coverings of R3 (or 8 3 ) were first studied for their own sake in 
Heegaard 1898, where they were used as a means of constructing 3-dimen­
sional manifolds. Proceeding by analogy with the 2-dimensional case, 
Heegaard takes a point P not on the branch curves, and connects it to each 
branch curve by a conical surface. Since the branch curves may be linked 
or knotted it is not generally possible to prevent these cones intersecting 
themselves or each other. The best one can do is to position P and the 
branch curves so that, when viewed from P, no crossing point of the curves is 
more than double, in which case the intersection lines on the cones will also 
be double (Figure 64). For each piece of a cone, a curve which pierces it and 

p 

Figure 64 
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loops around its edge defines a permutation of the sheets, where each sheet is 
a copy of R3 or 53. 

The typical 3-dimensional sheet minus its branch curves is far more 
complicated topologically than the 2-sphere minus a finite set of points, 
and one cannot formulate consistency conditions on the permutations until 
the relations between loops in the complement of a linked system of curves 
are known. The problem in effect is to determine the fundamental group of 
such a space. 

This problem was solved by Wirtinger around 1904 and it was the first 
significant result in the mathematical theory of knots (see 4.2.3). Knowing 
the relations which the permutations had to satisfy, Wirtinger was able to 
give a procedure for finding all n-sheeted covers over a given system of branch 
curves. Namely, enumerate all finite sets of permutations on n letters, check 
whether they satisfy the consistency relations when associated with cone 
pieces, then see if they generate a transitive permutation group. The first 
exposition of Wirtinger's method, and its analogy with the determination of 
Riemann surfaces, is in Tietze 1908. 

(Wirtinger was led to branched coverings in studying the singularities 
of functions of two complex variables. In fact, he arrived at a 3-sheeted 
covering branched over the trefoil knot, with permutations (12), (23), (31) 
associated with the three pieces of the cone from, of all things, Cardan's 
formula for the solution of cubic equations! An account of this example 
appears in Brauner 1928.) 

While it is possible to enumerate the branched covers of the 3-sphere, 
there is no obvious method for deciding when two are the same, as one can 
do for Riemann surfaces by computing the genus (see 1.3.7, 1.3.8). 

We shall see in 1.3 that the spheres with handles include all orientable 
closed surfaces, so branched covers of the 2-sphere (indeed, 2-sheeted covers 
alone) are a completely general method of constructing orientable surfaces. 
Branched covers of the 3-sphere attained a similar significance when 
Alexander 1919b proved that they include all orient able closed 3-manifolds. 
(He also proved the generalization to n dimensions.) An interesting recent 
result, found independently by Hilden 1974 and Montesinos 1976, is that 
3-sheeted covers suffice and that the branch set can be a single (knotted) 
curve. 

1.2 Nonorientable Surfaces 

1.2.1 The Mobius Band 

This surface appears to be the independent discovery of Listing and Mobius, 
both of whom mentioned it in unpublished manuscripts in 1858. Its para­
doxical properties-one side and one edge-never fail to astonish those 
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Figure 65 

meeting it for the first time; nevertheless it is hard to see why such a simple 
surface (Figure 65) was not discovered until 1858. Twisted bands occur 
frequently as decorative borders in Roman mosaics and searches have been 
made for Mobius bands among them, without success (of course any band 
with an odd number of half twists is topologically a Mobius band). One 
might also look at the history of belt-driven machinery, since at some stage 
it was realized that a belt with a half twist wears evenly on "both" sides. 

The property of one-sidedness seems to assume that the surface is em­
bedded in ordinary space, however, an intrinsic counterpart to this property 
was found by Klein 1876. Klein imagines a small oriented circle (the 
indicatrix) placed on the surface, then transported round an arbitrary closed 
curve. If there is a curve which brings the indicatrix back with its orientation 
reversed then the surface is called nonorientable. The Mobius band has this 
property, see Figure 66, as does any surface containing a Mobius band. 
Conversely, any nonorientable surface contains a Mobius band, namely, 
a strip neighbourhood of a curve which reverses the indicatrix. 

Figure 66 
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1.2.2 The Projective Plane 

The plane of projective geometry is constructed by adding a line at infinity 
to the ordinary plane, with the property that each ordinary line has one 
point on the line at infinity. This surface can be realized topologically by 
resting a hemisphere on the plane and considering projection from the centre 
of the sphere (Figure 67). This establishes a continuous one-to-one corre­
spondence between the finite points P' of the plane and the interior points P 
of the hemisphere. Lines in the plane correspond to great semicircles on the 
hemisphere, so the requirement that each line have exactly one point at 
infinity forces diametrically opposite points on the boundary of the hemi­
sphere (which represents the line at infinity) to be identified. 

Then by projecting the hemisphere vertically onto the plane we obtain 
the projective plane in the form of a disc with boundary divided into two 
halves identified as in Figure 68. This will be called the canonical polygon 
(in this case a 2-gon) for the projective plane. 

Returning to the construction using the hemisphere, we can derive an 
elegant realization of the projective plane due to Klein and Schliifli 1874. 
Namely, identify all diametrically opposite points of the sphere. Since every 
point above the equator is identified with one below, we can omit the points 
above the equator, in which case we have precisely the original construction. 
Klein and Schliifli's construction shows the complete homogeneity of the 
projective plane, in particular the line at infinity (the equator) is no different 
from any other line. It also exhibits the sphere as a 2-sheeted unbranched 
cover of the projective plane (see 1.4). 

It is intuitively plausible that the projective plane cannot be embedded in 
R3 , though a rigorous proof of this was not available until the Alexander 

Figure 67 

a a 

Figure 68 
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Figure 69 

duality theorem appeared in Alexander 1923a. The best one can do in R3 
is to divide the boundary of the canonical polygon into four equal arcs d, 
a", a', a", then join the identified arcs along a single line of intersection 
(Figure 69). 

The top part of this surface is called a crosscap, and we often describe the 
surface as a sphere with crosscap, meaning that a disc has been removed 
from the sphere and replaced by a crosscap. 

EXERCISE 1.2.2.1. Show that if a disc is removed from the projective plane the result 
is a Mobius band. (In other words, a crosscap is a Mobius band.) 

1.2.3 The Klein Bottle 

This surface, introduced by Klein 1882a, is the easiest to visualize among the 
closed nonorientable surfaces. However, like the others, it cannot be realized 
in R3 without intersecting itself. One begins with a cylinder whose ends 
are identified with opposite orientations, and joins them together as in Figure 
70. If we slit the cylinder along a line b parallel to the axis we obtain the Klein 
bottle as a rectangle with the edge identifications of Figure 71. This is a more 
impartial representation of the surface, since it is easily converted to other 

a 
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Figure 70 
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Figure 71 

Figure 72 

forms which look quite different when we attempt to realize them in R3. 
For example, see Figure 72. This is called the two-crosscaps form and it is 
taken as the canonical polygon for the Klein bottle. The physical realization 
of the two crosscaps is achieved as in Figure 73. If we now paste along a' 
we get the crosscaps in Figure 74, in the same way the crosscap was produced 
for the projective plane. 
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Figure 73 

Figure 74 
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EXERCISE 1.2.3.1 (Hilbert and Cohn-Vossen 1932). Show that the Klein bottle can be 
constructed by diametric point identification of a (centrally symmetric) torus. 

EXERCISE 1.2.3.2 (Dyck 1888). Show that the surface in Figure 75 is also a Klein bottle. 

Figure 75 

EXERCISE 1.2.3.3. Find a curve on the Klein bottle which separates it into two Mobius 
bands. 

EXERCISE 1.2.3.4. Show that the Klein bottle minus a disc is a "nonorientable handle" 
(Figure 76) and that this figure can be deformed isotopically in R3 into that shown in 
Figure 77. 

Figure 76 

Figure 77 
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1.2.4 Dyck's Classification of Nonorientable Surfaces 

Dyck 1888 gave a classification of nonorientable surfaces analogous to the 
classification of orientable surfaces, in which crosscaps take the place of 
handles. His proof is not really satisfactory; however, it introduces the 
important result 

crosscap + handle = 3 crosscaps. 

Recalling that a crosscap is just a Mobius band (Exercise 1.2.2.1). Dyck's 
result can be explained intuitively by attaching a handle to a Mobius band, 
then dragging one end of it round the band to make a nonorientable handle 
(Figure 78). The nonorientable handle is just a perforated Klein bottle,joined 
to the Mobius band along its boundary; in other words, we have two cross­
caps joined to a third. 

Figure 78 

It follows that for any surface on which handles and crosscaps both appear 
we can remove the handles in favour of crosscaps. The hard part is to show 
that these are the only features a surface can have. 

The formal version of Dyck's theorem, which we prove in the next section, 
is that any closed nonorientable surface can be represented as a polygon with 
edges identified as in Figure 79. The successive pairs ai' ai with the same 
orientation are interpreted as crosscaps, as is understandable from the 
construction of the two-crosscap form of the Klein bottle in 1.2.3. 

Figure 79 



1.3 The Classification Theorem for Surfaces 69 

1.3 The Classification Theorem for Surfaces 

1.3.1 Combinatorial Definition of a Surface 

The precise definition and classification of surfaces from a combinatorial 
point of view was first given by Dehn and Heegaard 1907. They define a 
closed surface to be a finite 2-dimensional simplicial complex in which each 
edge is incident with two triangles and the set oftriangles incident with a given 
vertex P can be ordered ~1' ~2' ... , ~k so that ~i has exactly one edge ei in 
common with ~i + I' ~k has exactly one edge ek in common with ~ l' and these 
are the only common edges. Such a neighbourhood complex, the com­
binatorial equivalent of a disc, is called an umbrella by Lefschetz 1975. (See 
Figure 80.) 

Figure 80 

This definition obviously includes all the surfaces we have considered so 
far. In particular, the branch points on a triangulated Riemann surface have 
umbrella neighbourhoods, so Riemann surfaces will be included in our 
classification. 

1.3.2 Schemata 

It will be convenient to build surfaces from polygons other than triangles, 
so we now go to an alternative definition. A (finite) closed surface is a (finite) 
set of polygons with oriented edges identified in pairs. Such a system is called 
a schema. This definition is equivalent to the former, for if the polygons are 
given sufficiently fine simplicial decompositions, which are compatible on 
identified edges, then each edge in the decomposition will be either an 
interior edge on a polygon, hence incident with two triangles, or else a pair 
of subedges identified by the schema, hence also incident with two triangles. 
Similarly, vertices P' introduced by the decomposition will automatically 
have umbrella neighbourhoods when they lie in the interior of polygons, and 
they will get them as the result of pasting" half-umbrella" neighbourhoods 
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when they lie on a polygon edge (Figure 81). Vertices P in the original schema 
also get umbrella neighbourhoods since the" corners" of the schema which 
come together at P can be arranged in a cyclic sequence in which each has one 
edge in common with its successor (Figure 82). This is because each edge in 
the schema is identified with exactly one other. 

A portion of the boundary of a polygon with the form in Figure 83, which 
we shall represent symbolically by aba - 1 b - 1 (reading labels and orientations 
clockwise), will be called a handle. The reason for this becomes clear when we 
cut it from the rest of the polygon and paste the identified edges (Figure 84). 

Similarly, a portion like that in Figure 85, which we shall represent 
sym bolically by aa or a2 , will be called a crosscap (cf. 1.2.2). 

Figure 81 
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Figure 84 

Figure 85 

1.3.3 Reduction to a Single Polygon with a Single Vertex 

Assuming the polygons in the schema define a connected s.urface, it will be 
possible to amalgamate them all into a single polygon by a sequence of 
pastings along identified edges of separate polygons. We say the resulting 
polygon has a single vertex if its edge identifications bring all vertices into 
coincidence. For example, the standard schemata for the torus and Klein 
bottle have this property (Figure 86). On the other hand, the schema for the 
sphere has two distinct vertices P, Q (Figure 87). This schema is exceptional 
in having only a "cancelling pair" of edges, aa- 1• In any other schema with 

Figure 86 
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more than one pair of identified edges and more than one vertex it is possible 
to reduce the number of vertices as follows. 

Divide the apparent vertices of the polygon into equivalence classes 
of vertices which are identified with each other, then, assuming there are 
~ 2 equivalence classes, consider an edge a whose endpoints P, Q belong to 
different classes. Then the construction in Figure 88 reduces the number 
of vertices in the equivalence class of Q by 1 (assuming there are at least 2) 
and by repeating we can reduce the class of Q to one member, at which time 
Q will be the endpoint of a cancelling pair, which can be closed up, eliminating 
this class entirely (Figure 89). We similarly eliminatc other cquivalence classes 
until only one remains. 

cut along ( 

.... :Q 
...... ~ 

paste along a 

p 

Figure 88 

Figure 8') 

When we have only one vertex, it continues to be the only one when the 
polygon is cut from vertex to vertex and pasted along some identified edges. 
All the constructions which follow involve only operations of this type, so 
we can assume there is only one vertex throughout the remainder of the 
construction. 

1.3,4 Crosscap Normalization 

All identified pairs of like-oriented edges can be replaced by adjacent pairs 
(crosscaps) by the operation in Figure 90. Notice that any adjacent pairs 
already present (on the dotted lines) remain adjacent after this operation, 
so all pairs of like-oriented edges can be replaced by adjacent pairs if the 
operation is repeated. 
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1.3.5 Handle Normalization 
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Figure 90 

73 

If any pairs of oppositely oriented edges remain after 1.3.4 they must occur 
as "crossed pairs" 

... a ... b ... a-1 ... b- 1 .. . 

in the boundary of the polygon. For if, say, ... a ... a- 1 ... is not separated 
by any other pair of oppositely oriented edges we have Figure 91, where 
each edge in rJ. is identified with another edge in rJ., and each edge in p is 
identified with another edge in p. This is because all like-oriented edges were 
made adjacent in 1.3.4. But then it is impossible for the two ends of a to be 
identified, contrary to 1.3.3. 

We now replace two crossed pairs by a handle as in Figure 92. It is easily 
verified that any other oppositely oriented pairs in the boundary remain 
oppositely oriented under this operation, so if all pairs in the original polygon 
are oppositely oriented the result of repeating the operation as long as 
possible is a sphere with n handles (Figure 93). 
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Figure 93 

1.3.6 Metamorphosis of Handles into Crosscaps 

In the general case, crosscap normalization followed by handle normalization 
yields a boundary consisting of both crosscaps and handles. The boundary 
must then contain a sequence 

... aabcb - 1 C - 1 ... 

which we convert to three crosscaps as follows. First do as shown in Figure 
94, then replace the three like-oriented pairs by adjacent pairs as in 1.3.4. 

h 
h 

c 

Figure 94 

This will not disturb the dotted part of the boundary, and the handle will 
not reappear if crosscaps are normalized in the right order. One order which 
works is: b, c, d. 

It follows that if the original polygon contains any like-oriented edges 
in its boundary it can be converted into a sphere with n crosscaps (Figure 95). 

{/, 

a" 

Figure 95 
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1.3.7 The Normal Forms for Classification 

The procedure of 1.3.3-1.3.6, which is due to Brahana 1921, reduces any 
finite closed surface to one of the forms in Figure 96, called the sphere with n 
handles, sphere with n crosscaps and sphere respectively, and denoted sym­
bolically by a,b,ai'bi'··· an bn a;; 'b;; \ aia~··· a; and aa-'. We shall later 
(4.2.1 and 5.3.3) prove rigorously that these surfaces are topologically distinct. 
The proof develops the group theory which one can sense lurking behind the 
above construction and its symbolism. In the meantime we shall use the 
classical invariants for distinguishing surfaces, without attempting more than 
an intuitive proof of their topological invariance. 

(ii) 

" . ........ 

Figure 96 

........•.•.. 

. ' 

1.3.8 Euler Characteristic and Orientability 

The Euler polyhedron formula (Euler 1752) 

V-E+F=2 

(iii) 

where V, E, F are the numbers of vertices, edges, and faces, is valid for any 
schema which represents the sphere. One proves this by observing that the 
quantity V - E + F is invariant under elementary subdivisions 

(a) division of an edge into two by a new vertex 
(b) division of a face into two by a new edge 

and their inverses. 

(Namely, in (a) Vand E both increase by 1, in (b) E and F both increase by 1.) 
It follows that any schema equivalent to the sphere schema (iii) by these 
operations has the same value of V - E + F, namely 2 - 1 + 1 = 2. 

The value I)f V - E + F, which we call the Euler characteristic, for the 
schemata (i) and (ii) is 

(i) V - E + F = 1 - 2n + 1 = 2 - 2n 
(ii) V - E + F = 1 - n + 1 = 2 - n 
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so none of these surfaces is equivalent to the sphere under elementary sub­
divisions. In fact the Euler characteristic distinguishes the individual 
schemata in (i) by their different handle numbers n, and the individual 
schemata in (ii) by their different crosscap numbers n. 

To distinguish the schemata in (i) from those in (ii) we need a means of 
computing the orient ability character of the surface from a schema. The 
method is to triangulate the schema, then orient each triangle with a 
circular arrow. The oriented triangle induces orientations in its edges, as 
shown in Figure 97. The orientation of the whole surface is called coherent if 
each edge receives opposite orientations from the two triangles incident with 
it, and the surface is called orientable if it has a coherent orientation. A co­
herent orientation carries over to a triangulation obtained by elementary 
subdivision in the obvious way, for example see Figure 98, and thus the 
orientability character, like the Euler characteristic, is an invariant of 
schemata under elementary subdivisions. 

Figure 97 

Figure 98 

Now it is not difficult to find coherent orientations for the spheres with 
handles, and likewise one finds triangulations of the spheres with crosscaps 
which cannot be coherently oriented. The sphere itself is of course orientable. 
Thus all the normal forms can be distinguished by Euler characteristic and 
orientability character, as far as equivalence under elementary subdivisions is 
concerned. Since the normal form of any schema is obtained using only 
elementary subdivisions, it follows in particular that the normal form of any 
schema can be read directly from its Euler characteristic and orientability 
character. 

To prove the topological in variance of these combinatorial invariants 
one needs a way to move from one triangulation of the surface to another. 
The difficulty is that triangulations are not necessarily "straight," so if two 
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triangulations are superimposed we may have edges which intersect at 
infinitely many points (think of x sin l/x and the x-axis). It seems reasonable 
to expect that the intersections could be reduced to a finite number by de­
formation of one of the triangulations, but this is awkward to prove. (It is 
done in Kerekjarto 1923.) When it is done, however, one gets a decomposition 
of the surface obtainable from both the given triangulations by elementary 
subdivision, and hence with the same Euler characteristic and orientability 
character as both. This proves that Euler characteristic and orientability 
character are independent of the triangulation initially chosen. 

EXERCISE 1.3.8.1. Identify the surfaces with schemata a I az ... an all ai I ... a;; I and 
-] -I -] 

a]a2 ·· ·an-]anal a2 .. ·an-Ian· 

EXERCISE 1.3.8.2. Let !IF be an actual euclidean polyhedral surface. Define the curvature 
K(P) of .'F at a vertex P to be (2n minus the sum of the face angles incident with P). 

Then show that 

L K(P) = 2n x (Euler characteristic of !IF). 
'Vertices P 

(For polyhedra homeomorphic to the sphere, this is Descartes's version of the Euler 
polyhedron formula; known in 1639 but not published until the 1850s.) 

1.3.9 Bounded Surfaces 

A bounded surface is a finite 2-dimensional simplicial complex in which each 
edge is incident with one or two triangles and the triangles incident with a 
vertex form either an umbrella or a half-umbrella, that is, a sequence 
Ll I , Ll2 , ••• , Llk in which each Ll j has exactly one edge in common with Ll j + l , 

and these are the only common edges. It is easily seen that the free edges­
those incident with only one triangle-form one or more closed curves, which 
we call the boundary curves of the surface. 

The corresponding notion of schema is one in which each edge of a 
polygon is identified with at most one other, and it follows by simplicial 
decomposition of the schema that the free polygon edges likewise form one 
or more closed curves. In fact, by making the simplicial decomposition 
sufficiently fine one obtains a thin annulus from the triangles incident with a 
given boundary curve (it cannot be a Mobius band, since it has two edges). 
Starting with these annuli, and amalgamating disjoint pieces of the schema 
along identified edges, one obtains a schema consisting of a single polygon 
with .. holes" bounded by the boundary curves, and an outer boundary 
consisting of edges identified in pairs. 

We can then repeat the construction of 1.3.3-1.3.7, taking care that all 
cuts in the polygon avoid the holes, and obtain one of the normal forms in 
Figure 99, called the sphere with handles and holes, sphere with crosscaps 
and holes, and sphere with holes respectively. 
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(ii) 

'0, ,0' 

Figure 99 
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(iii) 

Thus any bounded surface can be regarded as a closed surface with 
perforations. An interesting property of the perforated surfaces is that 
they are all embeddable in R3. To see this, take a canonical polygon without 
holes and perforate it in the neighbourhood of its single vertex by cutting off 
the corners. The corners cut off form a disc, like slices of a pie, and the portions 
of edges which remain can be physically pasted together in R3 to form bands 
attached to the body of the polygon. Examples are shown in Figure 100. 

h, 

Figure 100 



I. 3 The Classification Theorem for Surfaces 79 

As these examples show, handles yield double bands, crosscaps yield 
Mobius bands, and of course any extra perforations yield single untwisted 
bands. These forms of the perforated surfaces were used by Dehn and 
Heegaard 1907 in their proof of the classification theorem. 

If the perforated surface is thought of as lying in the hyperplane x = 0 
of (x, y, z, t)-space, one can close it by a cone ofline segments from any point P 
off x = 0 to the boundary curve of the surface, thus realizing the closed sur­
face without self-intersections in R4. 

EXERCISE 1.3.9.1. Show that the normal forms of bounded surfaces are distinguished 
from each other by Euler characteristic, orientability character, and number of boundary 
curves. 

EXERCISE 1.3.9.2. By suitable cuts in the perforated polygons show that the normal 
forms can be expressed 

(i) WICIW~l ... wmcmw;;;lalb!a~lb~l ... a.b.a.-lb.-I, 
(ii) WICIWil· .. wmcmw,;;la~···a;, 
(iii) WILl wi! ... WmCm W';; I, 

where C l ' ..• , Cm are the boundary curves. 

EXERCISE 1.3.9.3. If ,'j' denotes the "standard" sphere with handles in R3, with one 
perforation (Figure 101), show that ff can be isotopically deformed into its disc-with­
bands form (Figure 102). (Hint: Stretch the perforation so that it sends a "tentacle" 
into each of the handles.) Deduce that ff can be turned inside-out in R3. 

Figure 101 

Figure 102 
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EXERCISE 1.3.9.4. Show how the models of nonorientable surfaces with self-intersections 
in R3 can be viewed as embedding.s in R4 if a fourth coordinate is introduced by applying 
colour. with varying intensity. to the surface. 

1.4 Covering Surfaces 

l.4.1 The Universal Covering Surface 

An interesting consequence of the representation of a surface :~ by a polygon 
was discovered by Schwarz in 1882. Schwarz observed that if one takes 
infinitely many copies of flJ> and joins them to each other (rather than to 
themselves) along the identified edges then the result is a simply-connected 
surface g; which is an unbranched covering of fF. In fact, if g; is not the sphere 
or projective plane then g; is homeomorphic to the plane. 

h 

a a 

b 

Figure 103 

/J b h 
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h b h 
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Figure 104 
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:# is called the universal covering surface of !F, and its construction is 
most easily seen in the case of the torus. In this case it is possible to imagine 
the plane covering the surface quite literally (Hilbert and Cohn-Vossen 
1932). We take the canonical polygon for the torus (Figure 103) then paste 
infinitely many copies together along the like-labelled edges to form a plane 
(Figure 104). Now to cover the torus with the plane we first roll up the plane 
into an infinite cylinder with circumference a (Figure 105) then wrap the 
cylinder round a torus of axis b like an infinite snake swallowing its tail 
infinitely often (Figure 106). The result is an infinite-sheeted covering of the 
torus without any branch points (Figure 107). Each sheet is a copy of the 
canonical polygon for the torus, namely one of the squares from which we 
originally assembled the plane. 

Figure 105 

Figure 106 

Figure 107 

EXERCISE 1.4.1.1. Associate each sheet in the obvious way with an ordered pair (m, n) 
of integers m, n E Z. Then describe the permutations of the sheets induced by crossinr 
the lines a, b on the torus as permutations of Z x Z. 
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1.4.2 The Universal Cover of an Orientable Surface of Genus> I 

It will suffice to construct the universal cover of the orientable surface $'2 
of genus 2, whose canonical polygon f1I'2 is the octagon (Figure 108), which 
folds up into the closed surface as shown in Figure 109. $'2 is not only 
sufficient to illustrate the difficulties of the general case, it is also sufficient 
in a technical sense, because any orientable surface of higher genus is a (finite­
sheeted) cover of $'2 and the universal covering surface covers any other 
covering surface-hence the name "universal." These technical points are 
explored in the exercises below. 

Figure 108 

Figure 109 

We now construct the universal cover of $'2. 
Since the eight corners of the octagon meet at a single point on $'2, 

eight octagons must meet at each vertex of the tessellation which represents 
the universal covering surface. Furthermore, the labelling of edges at a vertex 
must be the same as on $'2' namely Figure 110. 

It is certainly possible to produce this cycle of edges by putting eight 
copies of f1I'2 together, since the eight wedges at the vertex correspond to the 
different corners of f1I'2. In fact, assuming we cannot flip the f1I'2's over, this 
is the only way eight f1I'2'S can be joined at a vertex. Because each label aj or 
bi occurs only twice in the boundary of f!jJ 2, once with the interior of r!J 2 

on its left and once with the interior of f!jJ 2 on its right; so there is exactly one 
way to attach one f1I' 2 to another along a given edge. 
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Figure 110 

Thus if we begin with a single 9 2 , with vertices on a circle \{j 1 say, there is a 
topologically unique way to complete the neighbourhood of each vertex of 
2'2 with further (noncongruent!) copies of rYz , whose new vertices we can 
assume to lie on a larger circle 'tI 2 concentric with 'til (Figure 111). (We 
interpolate vertices on ({f 2, too close together to show in the diagram, so as 
to make each polygon an octagon.) We then proceed to complete the neigh­
bourhood of all vertices on 'tI 2 similarly, with the new vertices lying on a 
circle 'tI3, and so on. By choosing the radius of 'tin to tend to X) as n -> r:f) we 
obtain a tessellation with the required vertex neighbourhoods covering the 
whole plane. 

Figure 111 

The covering of §' 2 by the plane is then defined by mapping each octagon 
in the tessellation onto 9 2 by a continuous function which is one-to-one 
except where it is required to identify boundary points, and making the 
functions for adjacent polygons agree on the common edges. 0 

Naturally we cannot use regular octagons in the euclidean plane for this 
construction, but in any case we need only the topological properties of the 
tessellation, and irregular octagons in the euclidean plane are the most 
direct means of demonstrating its existence. In the noneuclidean plane of 
hyperbolic geometry there are regular octagons with corner angles of size 
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n/4 (in fact of any size < the value for euclidean regular octagons) so it is 
possible for these regular octagons to meet eight at each vertex, and hence 
to tessellate the hyperbolic plane. This observation was made by Poincare 
after he learned of the universal covering surface in a letter from Klein (Klein 
1882b), and he developed it into a powerful tool with this model of the hyper­
bolic plane as the open unit disc with circles orthogonal to the boundary as 
"straight lines." 

The work of Poincare and Klein in this period was devoted to automorphic 
functions and Fuchsian groups, to which we briefly turn in the next section, 
but it contained implicitly some fundamental results of surface topology. 

EXERCISE 1.4.2.1. The l1-sheeted cyclic cover of.f' 2 is defined by taking 11 coaxial copies of 
§ 2' cutting them through one of the handles (Figure 112), then identifying the 
boundaries of the cuts cyclically (ith on the left with (i + 1 )th on the right, nth on the 
left with first on the right). By computing the Euler characteristic of the cover. show that 
it can he an orienta hie surface of arbitrary genus> I. if 11 is suitably chosen. 

Figure 112 

EXERCISE 1.4.2.2. Give an alternative description of the l1-sheeted eyclic cover of .¥ 2 

as II copies of .fI'2 joined together, and hence show how it is covered by the universal 
covering surface of :1' 2' 

1.4.3 Fuchsian Groups 

The monodromy group was the first group to appear in topology, as a means 
of specifying the way the sheets of a Riemann surface permute around the 
branch points. We can also speak of the monodromy group of an unbranched 
covering, the generating permutations now being the permutations of the 
sheets induced by crossing one of the canonical curves on the surface, that is, 
one of the edges of its canonical polygon. This permutation can be viewed 
as an automorphism of the tessellation of the covering surface. For example, 
the two generating automorphisms of the rectangular tessellation of the 
plane which covers the torus are simply vertical and horizontal translations 
of lengths a and b respectively (Figure 113), and the monodromy group is 
therefore the free abelian group of rank 2. The automorphisms of the uni­
versal covers of surfaces of higher genus can also be viewed as (noneuclidean) 
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I h 

Figure 113 

translations if one uses regular tessellations of the hyperbolic plane. Other­
wise, one can define an automorphism to be a one-to-one continuous 
map of the tessellation onto itself which preserves labels and orientations. 

Such groups of automorphisms were first studied in complex function 
theory, notably by Poincare and Klein from 1882 onwards after their initial 
discovery by Fuchs. Thus the terms automorphic functions and Fuchsian 
groups. Space does not permit us to give an account of this vast and interesting 
theory (see Magnus 1974, or Fricke and Klein 1897, 1912) except to say that it 
arises naturally from algebraic functions so a connection with surface 
topology is to be expected. This connection was emphasized by Klein 
from the beginning, though in the then immature state oftopology one did not 
pursue theorems about surfaces for their own sake, but only as a tool of 
function theory. Consequently, the first group-theoretic results about 
surfaces appear only as special cases of results on Fuchsian groups. 

Since our interest is only in this special case, we shall immediately 
specialize the methods of Fuchsian groups to deal just with the tessellations 
obtained from universal coverings of orient able surfaces. 

Let IF. denote the orientable surface of genus n whose canonical polygon 
is f!IJ. (Figure 114). The universal cover of IF. is obtained by tessellating the 
plane with copies of the 4n-gon f!IJ. so that 4n of them meet at each vertex. 
As we observed for n = 2 in 1.4.2, there is a unique way of doing this. In 
anticipation of Chapters 3 and 4 we shall denote the automorphism group 
of the universal cover by 7t1(IF.). We now show that 

7t1(IF.) = (ai' b l , ... , a., b.; albla~ Ib~ I ... a.b.a;; Ib;; I). 

h" 
a" . 

Figure 114 
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To discuss automorphisms of the tessellation we introduce the notion 
of an edge path. An edge path is a finite sequence of oriented edges of the 
tessellation d l' d 2 ••.. , dk such that 

final point of di = initial point of di + l' 

It can be uniquely determined relative to its initial vertex by the corre­
sponding sequence of edge labels ai or bi , provided with exponents + 1 or - 1 
to indicate whether the edge is traversed according to, or against, its given 
orientation. This is because each vertex has exactly one incoming and one 
outgoing edge for each label. We shall consider edge paths in this relative 
sense so they can be identified with elements in the free group generated by 
the a;'s and b;'s. 

If we fix a vertex P of the tessellation, an automorphism is determined by 
the vertex P' to which P is sent. For any vertex Q is determined relative to P 
by an edge path q from P to Q, and since any automorphism preserves labels 
and orientations the image Q' of Q is found at the end of the same edge path 
q from P'. But P' in turn is determined by an edge path p' from P, so the auto­
morphism group is naturally isomorphic to the group of edge paths p' 
modulo closed paths. 

This group is generated by the single edge paths ai' b I , .. • , an, bn which are 
automatically subject to the relations 

(1) 

saying that a path out and back along an edge returns to its starting point, 
and also to the relation 

(2) 

the left-hand side of which, rn , is a circuit round [lJI •. To show that (2) is in 
fact the defining relation of the group we have to show that any closed edge 
path is equivalent to the trivial path under the relations (1) and (2). 

But it is clear that any closed path can be contracted to its initial point 
by a finite sequence of operations. 

(a) Pulling out portions of the form pp-I (Figure 115), where the inverse 
p - I is p written backwards with all exponents reversed. This is obtainable 
from the relations (1). 

Figure 115 
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........ 
..... 

-u p*=pr.* 

Figure 116 

(b) Pulling a portion of the path from one side of a polygon to the other 
(Figure 116). This means replacing the portion p by Pl':, where r: is a 
cyclic permutation of r., and hence it is obtainable by application of 
m 0 

This result was obtained independently by Poincare 1882 and Klein 
1882c as a special case of the presentation of Fuchsian groups. Its first explicit 
application to surface topology was made by Poincare 1904, in a study of 
curves on surfaces. We lay the foundations for this study in Chapters 3 and 4, 
and carry it out in Chapter 6. In the meantime, Exercise 1.4.3.2 will serve to 
explain the connection. 

EXERCISE 1.4.3.1. Show that the edge complex of the tessellation forming the universal 
cover of ff. can also be interpreted as the Cayley diagram of 7t 1(ff.). 

EXERCISE 1.4.3.2. Show that a path on ff. covered by an edge path p in the tessellation 
contracts to a point on ff. just in case p is closed. 

1.4.4 The 2-sheeted Cover of a Nonorientable Surface 

Every nonorientable surface has an orientable surface as a 2-sheeted cover. 

The most intuitive way to see this is to take the perforated form of the 
sphere with n crosscaps, namely the disc with n Mobius strips attached 
(Figure 117). This surface has the 2-sheeted cover ff' shown in Figure 118, 
which is evidently orient able because of its "two-sidedness." Then to cover 
the closed surface one attaches two discs along the boundary curves of ff', 
covering the single disc needed to close the nonorientable surface. 0 

Figure 117 
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Figure 118 

It follows that the universal covers of the orientable surfaces also cover 
the non orient able surfaces. The universal covering surfaces are therefore the 
sphere (for the sphere itself, and the projective plane) and the plane. All the 
covers we have discussed in this section are unbranched, and indeed this will 
be the predominant type from now on. Unbranched covers came to the fore 
in the 1920s when Reidemeister discovered important group-theoretic 
applications (see 4.3) and since then the word "covering" has been taken to 
refer to them. 

The combinatorial definition of an unbranched covering will be given in 
4.3. The idea is that the covering surface must project continuously onto 
the underlying surface in a way which is locally one-to-one. That is, the 
projection is one-to-one when restricted to sufficiently small neighbourhoods 
on the covering surface. It is precisely in the neighbourhoods of branch 
points where this condition fails for Riemann surfaces-if a small disc is 
removed around each branch point one obtains an unbranched covering of 
the perforated sphere by a perforated orientable surface. 

EXERCISE 1.4.4.1. Show that any nonorientable surface can be obtained by diametric 
point identification of either a sphere with handles or a torus with handles. 



CHAPTER 2 

Graphs and Free Groups 
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2.1 Realization of Free Groups by Graphs 

2.1.1 Introduction 

Free groups first appeared in mathematics as subgroups of the modular 
group in complex function theory. When Dyck 1882 pointed out the funda­
mental role of free groups in combinatorial group theory, as the most 
general groups from the point of view of generators and relations, his picture 
of them remained the function-theoretic one-a tessellation of the unit disc 
by curvilinear triangles whose sides were circular arcs orthogonal to the disc 
boundary. The first mathematician to study free groups in their own right 
and discover significant theorems about them was Jakob Nielsen (see Nielsen 
1918,1919,1921), in fact the term "free group" did not appear until Nielsen 
1924a. Nielsen's technique is partly geometric (based on the length of words 
and "cancellation," see exercise 2.2.4.1 below), however, it suppresses the 
natural geometric structure of a free group by imposing a "linear" appearance 
on the elements as strings of letters. 

The appropriate geometric framework for describing free groups, the 
"two-dimensional" one of graphs, was first exploited in unpublished work of 
Max Dehn. According to Magnus and Moufang 1954, Dehn used this method 
to obtain the first proof that subgroups offree groups are free. When Schreier 
1927 published his algebraic proof of the theorem he concluded the paper 
by describing the graph-theoretic interpretation of his construction. Schreier 
had been influenced by ideas of Reidemeister, who published the first full 
treatment of free groups on a graph-theoretic basis in Reidemeister 1932. 

Reidemeister's treatment has influenced ours, however we have used 
the graph-theoretic framework even in the elementary stages to explain 
the notion of reduced word and to solve the word problem. This not only 
serves to unify the exposition, but vividly illustrates the dual view of a group 
as fundamental group of a space and automorphism group of a covering 
space, which will be a continuing theme in the chapters to follow. 

It should be emphasized that the fundamental group is needed only in 
a combinatorial sense for the results on free groups below. Indeed the proofs 
could be viewed as mere translations of arguments about letters, words, 
and cancellation if it were not for the fact that the graph-theoretic form is 
more natura\. However, since the topological invariance of certain groups will 
be needed later, the next chapter contains a topologically invariant con­
struction of the fundamental group and its computation for graphs. 

2.1.2 Graphs, Paths, and Trees 

We shall interpret a graph in its broadest sense as an arbitrary collection of 
points (vertices) joined by lines (edges). Thus we admit examples such as 
those in Figure 119, in which more than one line may connect a given pair 
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o 
Figure 119 

of points, and the two endpoints of a line may coincide. In the latter case, 
the two directions in which a line may be traversed cannot be distinguished 
by the order of the endpoints, so it is necessary to adjoin a notion of orienta­
tion in order to fully describe the concept of path in a graph. 

Accordingly, the formalization of these concepts is as follows: A graph 
consists of two sets {PJ and {eJ of elements called vertices and edges 
respectively, subject to certain incidence relations. Each edge ej is a pair 
{e/ 1, ej- I} of oriented edges called the positive and negative orientation of 
ej , and ej is incident with two vertices X j and lj called respectively the initial 
point and final point of et I (and referred to collectively as endpoints). The 
vertices Xj and lj can also be described as the final point and initial point, 
respectively, of e; I. When we write an edge without a superscript the orienta­
tion is understood to be positive. 

A path p in a graph <§ is a finite sequence d I' d 2' ... , dm of oriented edges of 
rtf such that 

final point of dj = initial point of dj + 1 

for i = 1, 2, ... , m - 1. We write p = d l d2 •.. dm and also write P3 = PIP2 if 
PI = d 1 ... dm , P2 = d'l .. , d~ and P3 = d , ... dmd', ... d~. The number of 
oriented edges in the sequence is called the length of the path. A path P = 
d 1d2 ••• dm is closed if 

final point of dm = initial point of d l 

and reduced if no two successive oriented edges are opposite orientations of 
the same edge. Such a subpath et lej - I or ej-Iet I is called a spur. For con­
venience we also admit a single vertex to be a closed path (which is therefore 
reduced). The inverse of a path P = d 1d2 ••• dm is the path p-l = d;;.l ... 
d-;ld11, where dj- l denotes the result of reversing the exponent of dj • 

A graph is connected if there is a path between any two of its vertices. A 
tree is a connected graph containing no reduced closed paths other than 
vertices. If one looks at a typical tree, such as Figure 120, then the proposition 
which follows is obvious; however we give a careful proof" in view of its 
fundamental importance. 

Path Uniqueness Property of Trees. Any tlVO vertices in a tree are connected 
by a unique reduced path. 

If there are vertices P, Q connected by different reduced paths PI' P2 in a 
tree :>7 we can assume that one of these paths is a path of minimal length 
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Figure 120 

between P and Q, and that no other pair of vertices are connected by a non­
unique reduced path of smaller length. 

Since PI' P2 contain no spurs by hypothesis, whereas the closed path 
PIP:; I must, since :!T is a tree, the spur can only occur as the last oriented 
edge in PI and the first in p:;l, that is, if the last oriented edge in both PI and P2 
is the same; or similarly if the first oriented edge in both Pl, P2 is the same. In 
the former case we can omit this last edge d from both paths PI' P2' obtaining 
shorter nonunique reduced paths P'l' p~ from P to the initial point of d, 
contrary to hypothesis. In the latter case, omission of the first edge of both 
PI, P2 leads to a similar contradiction. 0 

The converse of this proposition is immediate, hence the path uniqueness 
property can also be used to define trees. Two important equivalents of this 
property can be derived with the help of the notion of path equivalence. 
Paths p, p' are called equivalent if P' results from P by a finite number of in­
sertions or removals of spurs between successive oriented edges or at the end­
points. In particular, the reduced form of P is equivalent to p, so since path 
uniqueness says that two paths p, p' between the same endpoints have the 
same reduced form we have 

(1) Paths in a tree with the same initial and final point are equivalent. In 
particular 

(2) Any closed path is equivalent to its initial vertex. 

But (2) in turn implies that the graph is a tree, because if the reduced form 
of the closed path is not a single vertex we have a contradiction to the de­
finition of a tree. Thus all three properties are equivalent. 

2.1.3 The Cayley Diagram of a Free Group 

Given a free group F with free generators ai' a2' ... we can construct a tree :!T 
which is the Cayley diagram of F. The edges of :!T are assigned orientations 
and labels ai' a2' ... so that each ai occurs exactly twice at a given vertex, 
once on an incoming edge and once on an outgoing edge. The typical vertex 
of:!T will be imagined to look like Figure 121, though this picture cannot be 
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.. 
.......... 

Figure 121 

taken quite literally if there is more than a countable infinity of generators. 
An explicit construction of !Y, which at the same time shows it to be a tree, 

is as follows: 

Step 1. Draw the typical vertex and its neighbouring edges (Figure 121), 
with the free endpoints lying on a circle Ctf 1. 

Step k + 1. Assuming all the free endpoints of the graph constructed up 
to the stage k lie on a circle Ctf k' attach edges to each free vertex so as to com­
plete its neighbourhood star to the form (Figure 121), but so that all new 
free endpoin ts lie on a circle Ctf k + 1 outside Ctf k. Figure 122 shows the construc­
tion when the vertex on Ctfk is the initial point of an outgoing Q;, the construc­
tion is similar for an incoming ai. 

Figure 122 

Assuming that there is no nontrivial reduced closed path inside Ctfk 

(which is certainly true for k = 1), the same is true inside Ctfk + l' since any path 
inside Ctf k + 1 is separated by Ctf k into paths inside Ctf k and single edges or spurs 
between Ctfk and Ctfk + 1. Thus it follows by induction on k that no Ctfk contains 
a nontrivial reduced closed path, and hence the graph !Y obtained by uniting 
all graphs within the Ctfk's is a tree, since any path in ff must lie in some 
~. 0 

The paths in !Y which emanate from some fixed vertex correspond 
naturally to elements of F. The word corresponding to a given path is read 
by taken the labels on successive edges in the path and giving them ex­
ponents + 1 or - 1 according as the edge is traversed with the assigned orien­
tation or its opposite. Conversely, there is exactly one path from a given vertex 
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corresponding to a given word, since there is exactly one edge at each vertex 
for each of the generators a~ I, Ui-I. A product PIPZ of paths PI' pz corre­
sponds to the product of words read from PI' pz respectively. In particular, 
the paths which correspond to the trivial products a~ lai- I and ai-Ia~ I 
are exactly the spurs, so the notion of equivalence of words in a free group 
(0.5.2) agrees with that for paths (2.1.2). 

The paths which correspond to the identity element I are the closed 
paths, since it is exactly these which reduce to a single vertex. (These include 
the paths of the form PP - I, so the group element corresponding to P - 1 is the 
inverse of the element corresponding to p.) It follows that once a particular 
vertex is chosen to represent I, all the other vertices represent distinct 
elements of F, so if is indeed its Cayley diagram. 

EXERCISE 2.1.3.1. If the cardinality of the set {Ul' (/2' ... 1 is too large for the graph to be 
actually embedded in the plane, how should" inside <6'," and" outside (li'k" be interpreted 
so as to retain the property that «(,k separates paths inside (6 k + I into paths inside <6 k 

and single edges and spurs '? 

EXERCISE 2.1.3.2. In the noneuclidean geometry of the hyperbolic plane (see also 6.2) 
equilateral triangles exist with (equal) angles of arbitrary size < 71/3. In particular, there 
is an equilateral triangle ~ whose angles are 71/4, so the hyperbolic plane can be paved 
with copies of ~, eight of which surround each vertex in the tessellation. If we select 
any vertex Po, take alternate edges emanating from Po, ending at P l' P 2' P 3' P 4 say, 
again take alternate edges emanating from these Pi (starting with those whieh lead back 
to Po) then repeat the process at the free endpoints of the new edges, etc., then the 
resulting graph is a tree. Prove this, and deduce that there is a pair of rigid motions of 
the hyperbolic plane which generate the free group F 2 on two generators. 

Generalize the construction to obtain the free group on II generators Fn. 

2.1.4 Solution of the Word Problem for Free Groups 

The construction of the Cayley diagram in 2.1.3 is effective (relative to the 
generating set, at any rate), hence it yields an algorithm for the solution of the 
word problem, Namely, trace the path in :Y corresponding to a given word 
in F and see if it is closed. More generally, one can compute a normal form 
equivalent of a given word w, the reduced word p( w), by constructing the path 
p corresponding to wand finding its reduced form by removing spurs. 
Because of the uniqueness of reduced paths (2.1.2), the result is independent 
of the order in which spurs are removed. The corresponding algebraic pro­
cess, cancellation of terms aju j- 1 or aj-I ai , therefore leads to a unique reduced 
word regardless of the order of operations, and w = 1 in F if and only if 
pew) == 1. 

Thus simple cancellation (in any order) is an algebraic algorithm for 
the solution of the word problem in F. This confirms the commonsense im­
pression that one decides whether a given element equals 1 in F simply by 
cancelling as much as possible. 
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EXERCISE 2.1.4.1. If paths are taken to emanate from the centre of the circle 'G'1 in 2.1.3, 
show that the reduced form of a path p has length equal to the index k of the circle 'G' k 

containing p's final point. 

2.1.5 Spanning Trees 

A spanning tree] of a graph rg is a tree contained in rg which includes all the 
vertices of (g. 

Every connected graph '§ contains a spanning tree. 

To give a constructive proof we shall assume that '§ has at most a countable 
infinity of edges rt'1' rt' 2, .... 

Step 1. Select any vertex Po, and for each vertex Pi of'§ which is one edge 
distant from Po choose one edge (say, the one with least index) between Po 
and Pi to put in :T. The result is a star we call :T l' 

Step k + 1. Let :Tk be the tree constructed up to the end of step k. For 
each vertex Pi of'§ which is not in !Y k and which is one edge distant from a 
vertex of !Y k choose the edge of least index connecting Pi to ,r k and add this 
edge to !Y k' The resulting graph !Y k + 1 is also a tree, by the argument used 
in 2.1.3. 

The tree !Y is the union of the !Yk for k = 1, 2, 3, ... . rk contains all 
vertices connected to Po by a path of length $; k, so every vertex of'§ is in 
some !Yk (by connectedness) and hence in!Y. 0 

The above proof can be repeated verbatim for any graph whose edges are 
indexed by a well-ordered set, hence the result is true for an arbitrary graph, 
assuming the axiom of choice. 

EXERCISE 2.1.5.1. (For readers familiar with the axiom of choice). Prove that the existence 
of a spanning tree in an arbitrary graph implies the axiom of choice. 

EXERCISE 2.1.5.2. Show that the two-dimensional lattice graph (Figure 123) has a 
spanning tree homeomorphic to the real line (that is, every vertex meets two edges). 

Figure 123 
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2.1.6 The Fundamental Group of a Graph 

The fundamental group 1l:t('§) of a graph '§ is defined combinatorially 
in terms of the relation of path equivalence given in 2.1.2: we choose a vertex 
P of '§ and consider the equivalence classes of closed paths which begin and 
end at P. If [p] denotes the equivalence class of such a path p, we define the 
product of equivalence classes by 

This product is well-defined on equivalence classes, since changing the 
representative of one factor by insertion or removal of spurs merely changes 
the representative of the product by insertion or removal of spurs. 

It is clear that [p] - 1 = [p - I] and that the identity element 1 is the class 
of paths whose reduced form is P itself. Thus 1l:1('§) is indeed a group. 

EXERCISE 2.1.6.1. Show that we are entitled to omit mention of P in the notation for the 
fundamental group of a connected graph by proving that choice of any other vertex P' 
as the origin for closed paths leads to an isomorphic group. 

2.1.7 Generators for the Fundamental Group 

We use a spanning tree /Y of'§ to find a canonical equivalent of each closed 
path p from P. 

For each vertex P, of'§ we construct an approach path WI> namely the 
unique reduced path in:T from P to P" Then for each edge ej = PjPk of'§ 
consider the closed path 

Any closed path p from P is equivalent to a product ofthe a;'s or their inverses, 
in fact if 

p = e~: ef~ ... et (where each Cj = ± 1) 

is such a path then p is equivalent to 

because the approach paths to and from ef:, ef: respectively are just P 
itself (= 1) and the approach paths between successive edges cancel. 

Notice that if ei is in :T then aj is a closed path in the tree :T and hence 
equivalent to P. We can therefore omit these aj and take the generators for 
11:1 ('§) to be just the raJ which correspond to edges ej not in :T. 0 

EXERCISE 2.1.7.1. Show that the number of edges not in a spanning tree .r of'§ is inde­
pendent of the choice of ."7. 
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2.1.8 Freeness of the Generators 

To prove that the generators [a;] just obtained for 11:1 (S§) are free we first 
simplify the graph by shrinking the spanning tree /Y to a single vertex P. 
Only the edges ej not in:Y then remain, as loops attached to P, and we call the 
resulting graph a bouquet of circles, fJ6 (Figure 124). 

Figure 124 

A given product p(aJ of aj's in S§ becomes the corresponding product 
pee;) of e;'s in /Ji, and pee;) = 1 in fJ6 if and only if pea) = 1 in S§, for any spur 
ejej- I or ej-I ej in pee) corresponds to aja j lor aj-I aj in p(aJ, which can like­
wise be cancelled, and any spur in ~Ij maps to either the vertex of /JIJ, or to a 
spur in :Jj. But the only spurs in.g{J are of the form eje j- I or ej-Ie j, so a product 
pee) equals 1 only if pee) = 1 in the free group generated by ell e2 , •••• In 
other words. [el], [e 2 ], ••. are free generators for 11:1 (fJ6), and hence 
[al], [a2],'" are free generators for 11: 1(S§). 0 

The shrinking process we have just used is an instance of collapsing, a 
method of trimming unnecessary fat from a space without changing its funda­
mental group (for a general definition, see 3.3). The simpler form of the 
collapsed space makes the fundamental group easier to survey. 

2.l.9 The Tree as the Universal Covering Graph of the Bouquet of 
Circles 

In the above we have found realizations of the free group F in terms of two 
graphs which represent opposite extremes in structure-the tree and the 
bouquet of circles. The Cayley diagram of F is a tree, while the bouquet 
realizes F as the group of equivalence classes of closed paths. 

The geometric relationship between these two can be grasped if one 
observes that the neighbourhood of the single vertex in the bouquet looks like 
a typical vertex in the Cayley diagram .'Y (Figure 125). Relative to a given 
vertex of .'T, we shall let et I and ej- I respectively denote the outgoing and 
incoming edges labelled ej, and they will be said to cover the et I and ej- I 

respectively in the bouquet fJ6. Thus for a given vertex Pin .OJ there is a unique 
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.. ~. . 

Figure 125 

et 1 covering a given et 1 in flD. In turn, an ef 1 which follows ei± 1 in a path p 
in flD is covered by a unique ej± 1 relative to the final point of the ei± 1 

covering ei± 1. Continuing in this way we obtain a unique path p from 
Pin fI which will be said to cover the path p in !fl. Conversely, a given path P 
emanating from P covers a unique path p in flD. 

In short, fI exhibits all the paths of!fl in .. unrolled" form. fI is called the 
universal covering graph of !fI, and it may be compared with the universal 
covering surface of 1.4. A universal covering is always simply connected, and 
therefore easier to survey, provided it can be effectively constructed at all. 
However its construction is equivalent to solving the word problem for the 
fundamental group (in this case via the Cayley diagram), so it is possible 
only when the solution to the word problem exists. 

The paths P and p are of course just Cayley diagram and fundamental 
group realizations of the same group element from F. We can also interpret 
P more abstractly as the .. rigid motion" of fI which sends a given vertex 
p(i) at the end of the path Pi from P to the end of the path PPi from P. F can 
therefore also be realized as a group of motions or automorphisms of fI, 
and in this context we describe it as the covering motion group (German: 
Deckbewegungsgruppe). The" motion" terminology is an extrapolation from 
the situation with the universal covering surface, where the automorphisms 
can be realized by genuine rigid motions in the sense of euclidean or non­
euclidean geometry. (Exercise 2.1.3.2 shows that this interpretation is also 
possible for finitely generated free groups.) 

The most elementary, but nevertheless instructive, example of a universal 
covering graph is the covering of the circle by the line (Figure 126). In this 
case the motions of fI are translations by an integer multiple of the generating 
translation, which conforms with the fact that F 1 is isomorphic to the additive 
group of integers. 

.111: Oe l 

Figure 126 
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EXERCISF 2.1.9.1. Show that an automorphism of .J in the above sense can be char­
acterized as a one-to-one map of .J onto itself which 

(i) preserves endpoints (combinatorial equivalent of continuity), 
(ii) preserves labels (including orientation). 

2.2 Realization of Subgroups 

2.2.1 Covering Graphs 

A graph ~ is said to cover a graph '!J if there is a map ¢: ~ -> C4 (called the 
covering map or projection) from the vertices and oriented edges of ~ onto 
the vertices and oriented edges, respectively, of '!J with the following 
properties: 

(1) ¢ preserves endpoints, that is, if an oriented edge ej in ~? has initial point 
Xj and final point ~, then ¢(e) has initial point ¢(X) and final point 
¢(~). 

(2) (¢(e)-l = ¢(ej-l). 
(3) If ¢(P,) = Pi and ei 1 ' l?i 2 ' ••• are the oriented edges with initial point 

Pi, and if ei 1 , e;" ... are the oriented edges with initial point Pi' then 
¢ maps the collection {ei.} one-to-one onto the collection {eiJ. 

Condition (3) is a "local homeomorphism" condition which says that 
the neighbourhoods of corresponding vertices look alike. 

When we speak of a graph ~ covering a graph '!J we have in mind a 
particular covering map ¢: ~ -> '!J, but in practice this map can be adequately 
represented by labelling and orienting the edges in (§, as we have done with 
the universal covering graph in 2.1.9. Each edge labelled e; in ~ is mapped 
to the single edge labelled ei in '!J, with preservation of endpoints and orienta­
tion. Another example is shown in Figure 127. This (§ is called the universal 
abelian cover of '!J, for reasons which will become more apparent later. 

e: 1:',:: 

'" <', (', 

~1 : ('1 e, QQ ~/J ; 

'" "1 (', 

('2 C.:: 

Figure 127 
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The local homeomorphism condition (3) implies that a path p in eg is 
covered by a unique path pin ri starting from a given vertex P. The proof is by 
"lifting" the successive oriented edges e;, ej' ... of p to covering edges exactly 
as in 2.1.9. If eg is a connected graph and p is a path between an arbitrary 
pair of vertices Pi' P j then the paths p which cover p set up a one-to-one 

. fill) -(2) fill) -(2) .-correspondence between the vertIces q , Pi , ... and ij , P j •.•. In 'Ii 
which cover Pi and P j respectively. Thus the number of vertices in eg which 
cover a given vertex in eg (and similarly the number of edges which cover a 
given edge) is a constant, called the sheet number of the covering (another 
carryover from the theory of covering surfaces). 

It will be convenient to use the following notational convention in dis­
cussing coverings: g will denote any element in i§ which covers the particular 
element X of eg. Particular instances of g will be distinguished, if they have 
to be, as g(1), g(2), .. , . 

2.2.2 The Subgroup Property 

The definition of covering in 2.2.1 is geometrically motivated, in particular 
by the example of covering surfaces, however it is also significant from the 
viewpoint of the fundamental group. 

Condition (3) implies that the paths covering spurs in eg are exactly the 
spurs in t§, therefore equivalent paths in '§ are covered by equivalent paths 
in i§ and conversely. Ifwe choose a vertex Pin '§ as the initial point for closed 
paths p, we then have a one-to-one correspondence between the elements 
[p] of 1t 1('§) and the equivalence classes [p] of (not necessarily closed) 
covering paths pin i§ which emanate from some fixed vertex 1'(0) covering P. 

Conditions (1) and (2) respectively say that ¢ sends products to products 
and inverses to inverses, so the correspondence between path classes is in 
fact a monomorphism 

¢*: 1t 1(i§) --+ 1t 1(eg) 

when restricted to the closed path classes in ri. In other words, 1t\(~) is 
isomorphic to a subgroup of1t t (eg). We shall not distinguish between 1t,(i§) 
and the image of ¢*. 

The classes of closed paths p in eg which lift to nonclosed paths from 
1'(0) in t§ can be classified according to the final point pU! of the covering 
path p. This classification is in fact the right coset decomposition of 1t I (eg) 
modulo 1tt(<;§). It follows that the number of cosets, by definition the index 
of 1t\ (<;§) in 1tt (eg), is the sheet number of the covering. 

If [p], [p'J are in the same coset we have gp = p' for some [gJ E nl('~)' 
But then if = gp, where g runs from p(O) to p(O) by hypothesis; hence p' 
and p have the same initial point P(O), and the same final point p(j) which 
must cover P since p, p' have final point P. 
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Conversely, if p, P' run from P(O) to the same vertex P()) covering P, then 
p ar,d p' end at P, so [p], [p'] are elements of 1t"1(~)' and [p'] [pr 1 is the 
projection of the closed path p'p-l, hence an element of 1t"l(tj). Thus 
[p/][p]-l=[g]E1t"l(~)' or [p'] = [g][p], which means [p], [p'] are 
in the same right coset. 0 

Consider the example ofthe universal abelian cover in 2.2.1 (Figure 128). 
The closed paths from P(O) in r§ are exactly those for which the sum of the 
exponents on both e1 and e2 is zero. Such terms do indeed constitute a 
subgroup of the free group F 2 generated by e 1, e2 , known as the commutator 
subgroup K 2. Thus K2 = 1t"l(q) and since any spanning tree for r§ omits 

ez "z 

e, e, e, 

~q: ... <'1 ez 

<', e, "I 
e2 ez 

101 

Figure 128 

infinitely many edges, 2.1.7 and 2.1.8 tell us that the commutator subgroup 
of F 2 is an infinitely generated free group (an unpublished result of Artin 
from the 1920s). The vertices of r§ are determined by paths e~e~ as <m, n) 
runs through all ordered pairs of integers, which confirms the fact that the 
elements e~e~ are a set of right coset representatives for F 2 modulo K 2. 

EXERCISE 2.2.2.1. Prove that Kz is the normal subgroup generated by the commutator 
e,e2 e1'ez'. (The geometric equivalent of this statement is that any closed path in <j 

is equivalent to a product of paths of the form shown in Figure 129, or their inverses.) 

£'1 

", 
.. , 

", 

ei l 

Figure 129 
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2.2.3 Realization of an Arbitrary Subgroup of a Free Group 

Given a free group F, we realize it as n 1 (~) where '§ is a bouquet of circles 
with vertex P, as in 2.1.8. Then if e is a subgroup of F, 2.2.2 tells us that a 
realization of e as nl(@) where r§ covers '§ must have a vertex pW covering 
P for each right coset of F modulo e, one of which, P(O), corresponds to e 
itself. 

Since @ is a covering, each vertex p(j) will have exactly one out-going 
and one incoming edge labelled ei for each generating circle ei in ~. But this 
means a connected @ is uniquely determined, because the outgoing edge ei 

from the vertex corresponding to the coset e[p] must end at the vertex 
corresponding to the coset e[peJ. 

The @ we have just described is indeed such that n1(@) = e. 
A patb p from p(O) in ~4 which covers p in '§ leads to the vertex p(j) corre­

sponding to the coset G[p]. Thus P is closed just in case e[p] = e, that is, 
if [p] E e, and 2.2.2 then tells us that nlC@) is isomorphic to e. 0 

Just as we speak of a "covering @" when a covering map ¢: @ ~ ~ is 
actually meant, we shall also speak of a subgroup e of F being realized by 
@whenwereallymeanthat ¢: @ ~ '§ induces a monomorphism ¢*: n1Cr§) ~ 
n1C'§), where n1C@) = e and n1C'§) = F. 

The example in Figure 130 is the covering ¢: @ ~ '§ which realizes the 
subgroup F 1 (generator e1) of F 2 (generators e1, e2 ): It is clear that the powers 
of e1 are exactly the closed paths in '§ covered by closed paths from p(O) in 
@. This @ has no nontrivial automorphisms, so a covering graph need not be 
at all "homogeneous," as the universal cover and universal abelian cover 
may have tended to suggest. We shall see in 2.2.7 that a normal subgroup e 
yields a cover whose automorphism group is Fie. 

Figure 130 

EXERCISE 2.2.3.1. Generalize the construction of c§ to the case where F is realized by an 
arbitrary graph '!i. 
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2.2.4 The Nielsen-Schreier Theorem 

Every subgroup of a free group is free. 

This follows immediately from 2.2.3. Given any subgroup G of a free 
group F, we realize Gas 1t1(<§) for some graph <§. G is then a free group, since 
the fundamental group of any graph is free (2.1.8). 0 

The above proof is so slick it seems almost like magic. Perhaps the best 
way to explain how the result falls out is that when a group is realized as the 
fundamental group of a space, the notion of subgroup is exactly what is 
realized by the notion of covering space. This general fact (given the 
appropriate general notion of covering) was first observed by Reidemeister 
1928, and we shall apply it to groups which are not necessarily free in 
Chapter 4. 

Nevertheless, the cleverness of the covering space proof has some inbuilt 
disadvantages. Firstly, it requires the coset decomposition of F modulo G. 
It is not clear how to effectively construct this when G is given, say, by a set 
of generators. Without it, the proof does not supply a set of free generators for 
G. Secondly, it obscures the fact which one feels to be the intuitively correct 
basis of the Nielsen-Schreier theorem, namely, that elements g1' g2' ... of a 
free group F generate a free subgroup because they cannot cancel except for 
trivial reasons. 

These disadvantages are absent from Nielsen's proof (Nielsen 1921), 
which tackles the problem head-on in a way which is delightfully free of 
abstract technicalities. The reader does not even have to know what a group 
is, since the problem is posed as one of computation with products of non­
commuting factors a l , . .. ,am' each one of which has an inverse ai- l satisfying 
aiai-l = aj-1ai = 1. The following exercise breaks down ;"rielsen's proof 
into simple steps. 

EXERCISE 2.2.4.1. Consider the free group F and a subgroup G generated by elements 
U 1., .•• U. of F. For convenience we shall assume that whenever a word w is a member of 
a set of generators so is w- I. A product of generators will be called proper ifno generators 
w. w- I occur as adjacent terms. A transformation of Uj into a proper product 

is called a Nielsen transformation. 

(1) If Ul' ••. , Un generale G and u; results from Uj by a Nielsen transformation, prove 
that U b .•.• Uj _ I. u;. Uj + I •...• U. also generate G. The length I( w) of a word w is the 
number of letters (with exponent + 1 or -1) in the reduced word p (w). A Nielsen 
transformation is called length-reducing when 

I( u;) < I( uJ 
(2) Describe how a finite sequence of length-reducing Nielsen transformations can be 

used to obtain a set of generators VI' •••• vp (p ~ n) for G with the property 

I(vjv) 2 I(v;) for a proper product VjVj (*) 
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so that no generator cancels more than half of another. The possibility remains 
that a generator Vi of even length may have both left and right halves cancelled in a 
proper product Vk"i Vj. Let Vi = IJi be the decomposition into halves and suppose 
that 

(3) Show that the li- l in v, can be replaced by ri , and the ri- I in Vj by Ii, by Nielsen 
transformations. The latter transformations, which obviously preserve length, 
may be called cancellation-reducing, because 

(4) If v~ = Xi''i then v~ does not cancel the left half of ri . Why? (Similarly vj = liYi 

does not cancel the right half.) 
(5) Order the words in the letters of G so that each has only finitely many predecessors, 

and do not admit a cancellation-reducing Nielsen transformation unless the word 
removed (C 1 or ri- I ) is replaced by a word (ri or Ii respectively) earlier in the 
ordering. 

(6) Show that by suitably interweaving finite sequences of cancellation-reducing 
and length-reducing Nielsen transformations one can obtain a set of generators 
WI' ...• I1!q (q ::; p) for G with the properties (*) and 

I(Wk\~\\V) > I(Wk) + I(w) - I(wi) for a proper product WkWiWj' (**) 

(7) Deduce that G is freely generated by W l ' •.. , wq . 

EXERCISE 2.2.4.2. Assuming a well-ordering of the words in the letters of G, extend the 
above argument to the infinitely generated case. 

EXERCISE 2.2.4.3 (Nielsen 1921). If G = F show that the generators WI' ... , Wq found in 
2.2.4.1 must all be single letters. Deduce that q is independent of the initial choice of 
generators U 1 •... , tin (q is called the rank of F. Its invariance can also be proved by linear 
algebra if F is first" abelianized," see 5.3.2). 

EXERCISE 2.2.4.4. Give an algorithm which decides whether the generators of a subgroup 
generate freely. 

EXERCISE 2.2.4.5 (Nielsen 1921). The generalized word problem for a free group F is to 
decide, given words U I , ... , Un and w, whether W is in the subgroup G of F generated by 
U l •..• , Un' Derive an algorithm for the generalized word problem using the generators 
WI •... , Wq found for G in 2.2.4.1. (It follows that the elements of F can be effectively 
divided into cosets modulo G.) 

2.2.5 The Schreier Index Formula 

Suppose that F has rank rF and G has index i in F. Then the rank of G is given by 

rG = irF - i + 1. 

Since F has rank rF it is realized as 11: 1 of a bouquet ~ of rF circles el' ... , e'F' 
This means that there are rF outgoing edges (labelled e1 •.•.• e'F) from each 
vertex in the covering graph t§ which realizes G. Since G has index i in F 
there are i vertices in t§ and hence irF edges. 
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Now a spanning tree for a graph with i vertices has (i - 1) edges (since the 
first edge takes two vertices and each subsequent edge takes one more) 
hence there are 

irF - (i - 1) = irF - i + 1 

edges of@notin the spanning tree. By 2.1.7 and 2.1.8 this is the number, rG, of 
free generators of 1l:1 (@) = G. 0 

The Schreier formula can be rewritten i = (rG - 1)/(rF - 1). Then if 
rF is given, the fact that i must be an integer> 0 excludes certain values of rG 
from being the ranks of subgroups of finite index in F (in particular, all values 
rG < r F). A subgroup G whose rank is one of the excluded values must there­
fore be of infinite index, so the covering graph method for finding free 
generators of G involves an unnecessary detour into the infinite when com­
pared with the Nielsen method, quite apart from the problem of finding coset 
representatives in the first place. This should be kept in mind when reading 
the next section. 

EXERCISE 2.2.5.1. To what extent can the Schreier formula be considered valid for 
infinite values of r F , rGo or i? 

2.2.6 Schreier Transversals 

The proof of the Nielsen-Schreier theorem in Schreier 1927 is a little more 
searching than the one given in 2.2.4. Schreier also finds free generators for 
the subgroup G by means of a special system of coset representatives. His 
method refines the use of coset representatives for determining subgroups 
in Reidemeister 1927, but it begs to be interpreted in terms of spanning trees. 
In fact, the method is simply an algebraic translation of the method used for 
finding generators of 1l:1 (@) in 2.1.7, as Schreier himself points out. 

Let F again be realized as 1l:1(<;§), where <;§ is a bouquet of circles, and let 
t§ be the covering which realizes the subgroup G of F. As we saw in 2.2.2, 
the vertices of cj correspond to the right cosets of G in F. Thus if we choose 
a spanning tree .r of @ the coset corresponding to a given vertex pu> can be 
associated with the unique reduced path pin f7 from P(o) to PUl, and if p is the 
(closed) path in <;§ covered by p, its equivalence class [p] is a representative 
of the coset in question. Because of the fact that an initial segment of a reduced 
path in .r from P(o) is itself such a path (ending at a different vertex), 
the system of coset representatives [p], taken as reduced words, has the 
property that any initial segment of a member of the system is another 
member of the system. Such a system of coset representatives is called a 
Schreier transversal. 

Conversely, any Schreier transversal corresponds to a spanning tree .r of@. 

f7 is found by lifting the reduced form, p say, of each coset representative 
[p] to its covering path p from P(o) in t§. The paths p must constitute a tree, 
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because any nontrivial closed path would involve two different initial 
segments PI and pz ending at the same vertex p(j), and then the initial segments 
PI and pz would give two different representatives of the same coset. The 
tree spans because each vertex corresponds to a distinct coset. 0 

Now let us adapt the construction of free generators from 2.1.7 to the 
situation where a Schreier transversal is known. We shall assume reduced 
words are used throughout, so that equivalence class brackets [ ] can be 
dropped. The coset representative of an element x of F will be denoted x, 
and the elements of F which are themselves coset representatives will be 
denoted WI' Wz, ... (so Wi = wJ The free generators of F will be el , ez , .,. 
so that each vertex of ~ has outgoing edges labelled e I' ez, .... If the edge 
ei from p(j) to p(k) is not in the spanning tree :Y determined by the Schreier 
transversal then it yields a generator 

aij = wjeiw;l, 
where Wj is the unique reduced path in.r from p(o) to p(j), and hence covering 
some element W 1, of th~ Schreier transversal, and wk is the unique reduced 
path in:Y from p(o) to p(k), the final point ofwii, hence covering the element 
(wje) of the Schreier transversal. Thus aij can be expressed 

au = wjelwjeJ-I 

as an element of F. 
We therefore obtain all the free generators of G by letting Wj run through 

WI' W Z , ... and ej through el' ez, .... In doing so, of course, we produce 
expressions Wjei(wje)-I corresponding to edges ei in the spanning tree :Y. 
Such an expression represents a closed path in :Y and therefore has reduced 
form 1, so it may be immediately discarded. 

EXERC'lSE 2.2.6.1. Use the Schreier method to find free generators for the commutator 
subgroup K2 of F 2' 

2.2.7 Normal Subgroups and Cayley Diagrams 

If F is realized as nl of a bouquet of circles '§, the covering ~ which realizes 
a normal subgroup G of F is the Cayley diagram of FIG, and FIG is also the 
covering motion group. Thus any group H can be realized as a covering motion 
group. 

We saw in 0.5 that any H with generators el' e2' ... has the form FIG 
where F is the free group generated by e I' e z , ... and G is a normal subgroup 
of F. Now it is immediate from the definition and elementary properties of 
Cayley diagrams that 

(1) The Cayley diagram of FIG is a covering ~ of the bouquet '§. 

(2) The subgroup of F realized by the covering is G (closed paths in the 
Cayley diagram are just the elements of G). 
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(3) The automorphism group of the Cayley diagram of any group H is H 
itself. 

On the other hand, we know from 2.2.3 that the covering <j of <§ which 
realizes a given subgroup G of F is unique, hence if we construct the covering 
<j for a normal subgroup G we must get the Cayley diagram of H = FIG, 
so H is also the covering motion group. 0 

This theorem is illustrated by the covering @ in 2.2.2 which realizes the 
commutator subgroup K 2 of F 2' It is obvious that t§ is the Cayley diagram 
of the free abelian group on two generators, which is indeed equal to F21K2 • 

The interpretation of Cayley diagrams brought to light by the theorem 
suggests we should regard graph coverings in general (at least when <§ is a 
bouquet of circles) as generalized Cayley diagrams. In fact, some authors 
call coverings of the bouquet of circles Schreier coset diagrams, since they 
were first used in Schreier 1927. Exercise 2.2.7.1 below yields a geometric 
characterization of the coset diagrams which are Cayley diagrams. 

In 2.2.4 we pointed out that the nonconstructiveness of the Schreier 
method for finding free generators via a set of coset representatives could be 
overcome by the Nielsen method when the subgroup G was finitely generated. 
When G is also normal (but i= {I}) then FIG is in fact finite (see Exercise 
2.2.7.2), and we can proceed more directly to make Schreier's method 
effective. Namely, if FIG is defined by relators we use the method of 0.5.7 to 
effectively construct the Cayley diagram @ of FIG, then construct a tree !!T 
spanning @ by the method of 2.1.5. The Schreier generators wje;(wA)-l 
can then be read from the edges of <j which are not in .'T. 

This is the situation where Schreier's method is most often useful. Of 
course, it can also be applied to subgroups G of infinite index when the 
coset diagram is apparent and easy to survey, as is the case with the com­
mutator subgroup. 

EXERCISE 2.2.7.1. A covering <§ of~ is called regular if the paths in <§ which cover a given 
closed path p in ~ are either all closed or all nonclosed. Show that this property is 
equivalent to the normality of the subgroup realized by the covering. 

EXERCISE 2.2.7.2. Show that a Cayley diagram <§ is finite if and only if IT! (<§) is finitely 
generated. 

EXERCISE 2.2.7.3. Identify the normal subgroup G of F 2 realized by the covering in Figure 
131 and the quotient F 21G. Give a set of free generators for G. 

Figure 131 
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3.1 The Fundamental Group 

3.1.1 Introduction 

The fundamental group was introduced by Poincare 1892 (though antici­
pated to some extent by the study of curves on surfaces in Jordan 1866b). 
Poincare defined the group in function-theoretic terms by considering 
analytic continuation of a many-valued function ¢ around a closed path p 
in a manifold. Since the value obtained after completing p may differ from the 
initial value, p may be considered to define a transformation of ¢, and since 
any path pi which is deformable into p defines the same transformation, 
the group of transformations of the" most general" function ¢ is naturally 
isomorphic to the group of equivalence classes of closed paths, where 
"equivalent" means mutually deformable. 

The inconvenience of this definition for actual computation is obvious, 
and Poincare quickly moved to a combinatorial notion of the fundamental 
group (Poincare 1895), in which all paths are polygonal and deformations 
result from pulling a polygonal path from one side of a cell to the other (the 
simplest case, where the cell is I-dimensional, being insertion or removal of a 
spur). Such a definition makes the computation of generators and relations 
routine, but it is open to the objection that the group is not obviously a 
topological invariant. Since the topologists of the time pinned their hopes 
on the Hauptvermutung, they could be satisfied with a proof that the funda­
mental group was invariant under combinatorial homeomorphisms, which 
was supplied by Tietze 1908. 

A new approach opened up with the proof of Alexander 1915 that the 
Betti and torsion numbers (see Chapter 5) are topological invariants. 
Alexander's proof is based on the simple observation that uniform continuity 
allows us to divide a curve p (or the continuous image of any simplex) in a 
complex CfJ into a finite number of pieces which individually lie in arbitrarily 
small regions of '//. Such a region fYl can therefore be treated as a ball, and the 
piece of pin .clJt deformed into a "straight" segment. In other words, there is 
no loss of generality in replacing p by a polygon pi, and the numbers and 
other objects computed from polygonal paths are therefore the same as those 
defined, in a topologically invariant way, from arbitrary continuous paths. 
This applied in particular to the fundamental group, so the groups which 
had earlier been computed on a combinatorial basis were now placed on a 
topologically secure footing. This was first done in the textbook Veblen 
1922. 

The method of computing generators and relations from a simplicial 
decomposition, while routine (see 4.1.6), is clumsy, and in practice many 
ad hoc arguments were used to find simpler presentations. Seifert 1931 
proved a theorem which greatly simplified the process by showing that the 
fundamental group of a complex which is the union of suitable sets ,r;# and !!J 
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with a connected intersection arises in a canonical way from the groups of 
.91, f!I, and .91 n f!I. Seifert's proof assumed that these groups were already 
realized combinatorially by a simplicial decomposition of .91 u f!I, but a 
more general proof by Van Kampen 1933 led to a complete emancipation 
from simplicial decompositions. 

The following remarks concern the exposition in this chapter. In defining 
the fundamental group and proving that it is a group (3.1.2-3.1.6) we have 
tried to avoid unnatural functions as far as possible. This involved defining 
a path to be an equivalence class of maps rather than a single one (an ap­
proach also adopted by de Rham 1969) and allowing arbitrary intervals and 
rectangles as the domains of functions. The only group which has to be 
derived from first principles is that ofthe circle (3.2); all the other fundamental 
groups we need are then obtained by combining the simple technique of 
deformation retraction (3.3) with the Seifert-Van Kampen theorem (3.4). 

3.1.2 Paths 

The intuitive idea of a path p is a curve with orientation indicated by arrows, 
for example Figure 132. However, this view is inadequate in some respects: 
for example, a picture of a circle with an arrow on it does not distinguish 
between the path which runs once round the circle and the path which runs 
round twice. 

-----final point 

initial point 

Figure 132 

We arrive at a formal definition by considering the idea of a "journey" 
along the path. A journey in the complex Cf} is a continuous map f: § --> Cf} 

where § is a closed interval. We think of § as a time interval, so f(t) is the 
position at time t. The image of f is the curve itself while the orientation is 
induced by the natural (time) order on f In particular, if § = [a, b] then 
f(a) = initial point of p, f(b) = final point of p. 

Another journey f': §' --> Cf} may be held to cover the same path iff' = f¢ 
where ¢: J' ---> J is a continuous order-preserving bijection. (We can think of 
¢ as a "time-warp.") The relation between f and f' which holds when there is 
such a ¢ is clearly an equivalence relation, so we can give the following 

Definition. A path p is an equivalence class of continuous functions from 
closed intervals into Cf}, where f: J --> Cf} and f': J' --> Cf} are called equivalent 
if f' = f ¢ for some continuous order-preserving bijection ¢: J' --> §. 
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The inverse (or oppositely oriented) path to p, p- I is defined to be the 
equivalence class of I"': § --+ 'tJ where", is a continuous order-reversing 
bijection. In intuitive terms, I and It/J are journeys along the same curve in 
opposite directions. 

3.1.3 Notation 

In what follows it will be convenient to have a notation which reflects the 
fact that one interval or function is a "continuation" of another. We caIl .§ 2 

a continuation of § I if § I = [a, b] and '~2 = [b, c] and just in this case use 
f 12 to denote flu § 2' In analogous circumstances .~ 23 = ,j 2 U § 3, 

,jl23 = §I U §2 U §3' and so on. 
A function 12 : .~ 2 --+ 'tJ is a continuation of II : of I --+ (t,' provided 

(i) .1'1 = [a, b] and 12 = [b, c] and 
(ii) II(b) = 12(b) 

and just in this case we use 112 : .f 12 --+ 'tJ to denote II U I2' The idea extends 
similarly to I23, j~ 23, and so on. 

We shall also consider functions of two variables hi: f I X .~ I --+ CC 
where f I, § I are intervals. In this case hi can be continued to an h2 in two 
ways-by continuation of cf I to cf 2 or continuation of § I to § 2' In either 
case we use hl2 to denote hi U h2 (though of course its domain is cf 12 X .~ I 

in the first case, fix .~ 12 in the second). 

3.1.4 Products of Paths 

The trouble involved in finding a natural formalization of the notion of path 
is worthwhile because it gives a natural notion of the product PIP2 which 
results from successive journeys along paths PI' P2 where 

final point of PI = initial point of P2' 

Namely, choose journeys j~ : of I --+ 'tJ, I2: § 2 --+ 'tJ along PI' pz where of 2 

is a continuation of § I ; then 

II 2 : § 12 --+ Cfj 

is a journey along PI' P2 in succession and hence a natural representative of 

PIP2' 
This product is well defined on equivalence classes, for if /'1: §'I --+ ((6', 

I~: ,~~ --+ 'tJ are other journeys along PI' P2 where §~ is a continuation of 
§/l and /'1 = II ¢I,.f~ = I2 ¢2' then I~2: §/12 --+ 'tJ equals 112 ¢12' and hence 
is equivalent to /12 . 

The product is associative too, for if PI' pz, P3 are paths such that 

final point of PI = initial point of P2' 

final point of P2 = initial point of P3' 
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we can choose journeys along them, fl : J I -+ '£, f2: J 2 -+ '£, f3: J 3 -+ '£ 
such that each is a continuation of its predecessor. But then PI(P2P3) and 
(Pt PZ)P3 are both represented by the journey f1Z3: J 123 -+ C(}. 

3.1.5 Homotopy 

We are not really interested in individual paths, only in paths which differ 
in a topologically interesting way. Paths will be considered equivalent if 
one can be deformed into the other within '£, an idea which is formalized by 
the notion of homotopy. 

A homotopy between journeys f: J -+ '£ and g: J -+ '£ is a continuous 
function h: f x J -+ '£ where f = [c, d], h(c, t) = f(t) and h(d, t) = get). 
If one now,thinks of f as a time interval, the functions hx(t) = hex, t) for 
x E f represent a series of journeys in a process of deformation from f to g, 
for example Figure 133. As the example shows, the image curve may retrace 
previous positions and even cross itself under deformation. Accordingly, 
the image of f x of under h, called the deformation rectangle, is in general a 
"crumpled" or singular rectangle, with various possible types of singularity 
arising from failure of h to be one-to-one. Just as in the definition of path it is 
important to think dynamically-in terms of the map rather than its image. 

h -
Figure 133 

By a slight abuse of language, we also use the word "homotopy" to 
denote the relation "there is a homotopy between f and g." We now wish to 
show that this relation is well-defined on paths and that it is in fact an 
equivalence relation. These results are obtained by exploiting the arbitrari­
ness of J and f respectively. 

Suppose h: f x J -+ '£ is a homotopy between journeys f: of -+ C(j and 
g: f -+ C(}. The bijections 4> which establish a correspondence between the 
journeys l' = f 4> equivalent to f and the journeys g' = g4> equivalent to g 
also provide homotopies between them, namely h'(x, t) = h(x,4>(t», so 
any journey equivalent to f is homotopic to a journey equivalent to g. 

Similar application of 4> to the x variable enables us to convert a homotopy 
between f and g over the interval f to one over any other interval f'. In 
particular, if 

hI: fIX J -+ '£ is a homotopy between fo and fl 

h2: f 2 X J -+ '£ is a homotopy between fl and f2 
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we can assume" 2 is a continuation of "1 and hence obtain the homotopy 

h 12 : " 12 X 5 ---+ "t,' between fo and f2 . 

Thus the homotopy relation is transitive, and since it is obviously reflexive 
and symmetric, it is an equivalence relation, which from now on we denote 
by ~. The ~ equivalence class of a path P is denoted by [p], and it will be 
called the path class of p. 

EXERCISE 3.1.5.1. If P is homotopic to a point show that p is the image of the boundary 
of a disc '$ which maps continuously into (fJ (the image of01 is called a singular disc). 

EXERCISE 3.1.5.2. Construct a complex (6 and a simple curve p which bounds a singular 
disc in '(,. but not a topological disc. 

3.1.6 The Group Properties 

It is easy to see that the product operation on paths induces one on path 
classes, in other words we can define 

[PI] . [pz] to be [PIPZ] 

Namely, suppose fl ~ gland f2 ~ g2 are homotopic pairs of journeys along 
paths PI> pz respectively, where 

final point of PI = initial point of P2' 

We can assume 

hi:" x ctf I ---+ '?5 is a homotopy between fl and g 1 

h2 :" x .'12 ---+ '?5 is a homotopy between f2 and g2 

and that .'12 is a continuation of .'1 l' Then 

hlz:.1 x 5 12 ---+'?5 

is a homotopy between f12 and 9 12 . 

Associativity for the product of path classes then follows immediately 
from associativity of the product of paths. 

However, the path classes have a decidedly more pleasant algebraic 
structure under product than do paths. The classes of closed paths emanating 
from a fixed point P form a group, called the fundamental group of "6',11:\("6'). 
(It will turn out that, up to isomorphism, the group does not depend on P 
when '?5 is arc connected.) P is called a basepoint. 

The identity element of the group is the class of the "point path" P 
represented by a function with constant value P. (The paths in this class are 
also called null-homotopic.) 

To see how this works, let fl: f I ---+ '?5 be a journey along an arbitrary 
closed path PI from P and let f2: 52 ---+ "6' be a constant journey along pz 
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( = the point path P) where J 2 is a continuation of J l' of unit length for 
simplicity. Since PIP2 is represented by f12: f 12 -. C(j we are looking for a 
homotopy which" stretches" fl until its domain is all of J 12 and at the same 
time "compresses" f2 until its domain isjust the final point of J 12 • 

Let (M be the linear function whose inverse leaves the initial point of 
J 1 fixed and increases the final point by x, l/Ji the linear function whose 
inverse leaves the final point of J 2 fixed and increases the initial point by x. 
Then 

n = fl l/J~ is the" stretched" fl 

n = f2l/Ji is the" compressed" f2 

and hex, t) = n2(t) for x from 0 to 1 is the required homotopy. 
(Intuitively, one deforms the journey across PIP2 in the time interval f 12 

so that the time spent on PI increases and the time spent on P2 tends to O. 
This is possible without discontinuity only when P2 is the point path, since 
at the end one must be everywhere on P2 at the same instant.) 

The above argument shows that [P] is an identity for multiplication on the 
right, and a similar argument shows that it is also an identity for multiplica­
tion on the left. 

Finally we show that [p r 1, the inverse of [p], exists and equals [p - I]. 
Choose a journey fl : f 1 -. C(j along P so that f 1 = [0, 1] and let the journey 
along p- 1 be f2: J 2 -. C(j, where J 2 = [1,2] and 

f2(1 + t) = fl{l - t). 

To show [p][p-l] = [pp-l] = [P] we seek a homotopy between the 
journey f12: J 12 -. f§ along PP - 1 and the journey with constant value P. 

Let 

{
fl(t) 

nit) = fl{l - x) = f2(1 + x) 

fit) 

o ::; t ::; 1 - x, 
I - x ::; t ::; I + x, 
I + x ::; t ::; 2. 

(This describes a journey which stops x time units before reaching the end of 
p, waits for 2x units, then retraces p back to the beginning.) Then hex, t) = 
n2(t) for 0 ::; x ::; I is the required homotopy. 

3.1.7 Independence from the Basepoint P and Topological 
Invariance 

!f C(j is an arc connected complex then the group of closed path classes 
emanating from P is isomorphic to the group of closed path classes emanating 
from any other point Q, hence we are entitled to speak of the fundamental 
group of C(j, and omit mention of the basepoint. 
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p 

Figure 134 

Choose a path w between P and Q and associate each closed path class [q] 
emanating from Q with the closed path class [wqw - 1] emanating from P 
(Figure 134). Since any path class [p] from P can be written in this form, 
namely 

[w(w- I pw)w- I] 

we have a one-to-one correspondence ({) between the closed path classes 
based at Q and P respectively. ({) is also a group homomorphism, since 

(()([ql] [q2]) = [Wqlq2 W- 1] 

= [wql W- 1Wq2 w- I] 

= [wq1w- l] [Wq2 w- I] 

= <D([ql])({)([q2]) 

and hence (() is an isomorphism, as required. o 

Since P is irrelevant to the structure of 7t! (ct') we now denote the identity 
element simply by 1. 

The topological invariance of 7t 1(ct') is an immediate consequence of 
the arbitrariness of the continuous functions which define paths. A homeo­
morphism 1/1: ct' ..... ct" maps a closed path p based at P to a closed path I/I(p) 
based at I/I(P), and since 1/1 is one-to-one and continuous it induces a one-to­
one correspondence 1/1* between the path classes based at P and I/I(P) 
respectively. Since 1/1 also sends products to products, it follows that 1/1* is an 
isomorphism between 7tl('tIl) and 7t1('tIl'). 

From now on we shall deal only with arc connected complexes, and we 
shall also describe them by the equivalent term: path-connected. 

3.2 The Fundamental Group of the Circle 

3.2.1 The Role of Compactness 

The combinatorial notion of path equivalence used in 2.1 and 2.2 seems a 
drastic simplification of the general notion of homotopy for paths. In fact 
this is not so, and the underlying reason is compactness. A path p, being the 
continuous image of a closed interval, is compact and therefore can be 
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decomposed into finitely many subpaths PI"'" Pn lying in "small" regions 
of the complex in question. In a "small" region, a path Pi can be tightened 
by an obvious homotopy to the "straight line" P; between its endpoints, and 
one can then operate combinatorially with the" straight" paths pi to compute 
certain discrete objects, such as the element corresponding to P in the 
(combinatorial) fundamental group. 

Then in order to prove the invariance of these objects under homotopy, 
one makes a further application of compactness to decompose a given 
homotopy into "small" homotopies. Because of the discrete nature of the 
objects, small homotopies cannot change them, and hence they are un­
changed under all homo to pies. 

In the present section we carry out this program for the fundamental 
group of the circle (see also 3.4.2, 3.4.3). We expect of course that any closed 
path P in the circle can be tightened by a homotopy into the product of n 
copies of the standard circular path e I' for some integer n. This will show 
that e l generates the group. However, the technical difficulty in the tightening 
process is to know in advance what the value of n is. Consider for example 
the problem of tightening the portion of P between two neighbouring points 
PI and P 2 on the circle (Figure 135). The tightened form is not necessarily 
the short arc ai' it could be the complementary (and oppositely oriented) 
arc a 2 , or a complete circuit of the circle, e I' plus a I, and so on. 

Figure 135 

To overcome this problem we shall perform the tightening in two stages. 
Stage 1 will divide the path into finitely many subpaths which are so small 
that the tightened form of each is just the short arc between its endpoints, 
and Stage 2 will reduce the resulting product of arcs to e~ by removal of 
spurs. 

3.2.2 Tightening a Path 

Any closed path is homotopic to a power of e l . 

Stage 1. Let f: of --+ S I be a journey along a closed path p in the unit 
circle S I. Since f is a continuous function and of is a closed interval, 
f is uniformly continuous and we can partition of into subintervals 
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J I , J z , ... , J m which are so small that dUet), f(t'» < n for t, t' E Jk> 
where the distance function d( , ) is the length of the shorter arc between 
the two points. 

Suppose J k = [tb tHI ] and let fk: J k --+ 51 denote the sub journey off 
restricted to J k. Since the image of fk is confined to an arc d k which is less 
than half the circle we can view d k as an interval. Then it is evident from a 
glance at its graph (typified by Figure 136) that fk can be deformed into the 
function f~: J k --+ 51 which runs linearly between f(tk) and f(tk+ 1)' An 
explicit homotopy which does this is obtained by letting 

hkCx, t) = net), 
where nct) results from fk(t) by shrinking the distance between hCt) and 
fiCt) by a factor 1 - x (x running from 0 to 1). 

I(td ------

1,;-, =======::';;':===':::===~-I tk + I ... ~ 

f, 

Figure 136 

Stage 2. The homotopy h12"' m deforms p into the product of m circular 
arcs ai' ... , am, each less than a semicircle. If ai' ... , am all have the same 
orientation then it is clear from the fact that a 1 az ... am is closed that it must 
be e~ for some integer n. If the orientations vary, simplify the product by 
cancellation as follows: let ai' az, ... , ai have the same orientation and 
suppose that ai+ 1 has the opposite orientation. If ai+ 1 is shorter than ai we 
have 

if not 

In either case we get a homotopic path with a smaller number of factors. If all 
factors now have the same orientation we are finished; if not, we repeat the 
process until they do. 0 

We have now shown that el generates nl(SI), however it is not clear that 
it does so freely. We have to prove that p is homotopic to e~ for only one value 
of n, but as yet it is not even clear that the value of n just computed is in­
dependent of the partition of f into subintervals. 
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EXERCISE 3.2.2.1. Show that any closed path from the vertex of a bouquet of circles 
e l' e2 , ••• is homotopic to a finite product of paths et 1 or e;- 1. (Actually, this is not 
generally tru.:. For example, there is a single closed path which traverses every circle 
in the family 

(n == 1, 2, 3, ... ) 

in Figure 137. This space, sometimes called the Hawaiian earring, was shown to have a 
nonfree fundamental group by Griffiths 1956. One must therefore make an assumption 
which excludes this pathology-for example, let every circle have length greater than 
one-then find a suitable notion of" small" subpath.) 

(n = I, 2, 3, .. -) 

Figure 137 

3.2.3 Brouwer Degree 

The number n determined from f: J --+ 51 by means of the partition 
J 1, J 2, ... , J m is independent of the partition chosen and hence can be 
regarded as a function of J, n(f), called its Brouwer degree. 

To show the invariance of n under different partitions it will suffice to 
show that n does not change when a refinement of J 1, J 2, ... , J m is made, 
since any two partitions have a common refinement. In turn, it will suffice to 
look at the effect of a single subdivision of J k = [tk' tk+ 1] into [tk, t*] and 
[t*, tk+ 1]. Figure 138 compares the new situation to the original (3.2.2). 

Figure 138 
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The tightening homotopy of Stage 1 now produces two linear functions I~ 
and I~' in place of I~, and obviously the sum of the lengths of the corre­
sponding sub arcs of Silk (signed according to orientation) equals the length of 
the arc corresponding to II,. But n arises from Stage 2 simply as the sum of the 
arc lengths divided by 2n, so it is unchanged and we are justified in writing 
it as n(f). 0 

The degree of a map was introduced by Brouwer 1912a, who showed that 
this invariant is meaningful for a mapping of any manifold into itself. In this 
case we are essentially dealing with a map of the manifold SI into itself, 
since I is required to give the endpoints of .~ the same image. 

EXERCISE 3.2.3.1. Show that the product of terms et 1 obtained according to Exercise 
3.2.2.1 is independent of the decomposition of p into small subpaths, and that it is a 
reduced word. 

3.2.4 Invariance of the Brouwer Degree under Homotopy 

We first show that 

An arbitrary homotopy I '" g can be decomposed into a sequence 01 homotopies 
/ '" fl '" /2 '" ... '" fp '" g which are" small" in the sense that, for each 
i, D(/;,/;+ 1) < e, where the distance D between functions defined on the interval 
.ff is the usual sup norm: 

D(.f;, fj) = sup deNt), fj(t». 
tEo? 

A homotopy h:" x .f ---+ S 1 is a uniformly continuous function, so for 
any e > 0 there is a tJ > 0 such that 

I (x, t) - (x', t') I < lJ implies d(h(x, t), hex', t'» < s, 

where I I denotes the usual distance in the plane. Then if we divide" by 
points XI' ... , xp into subintervals of length < lJ the functions /;(t) = h(xi, t) 
have the property that D(/;, /; + I) < s. 0 

Now in order to show that n(f) = neg) when f '" g it will suffice to find 
an s such that D(.f; g) < s implies n(f) = neg). In fact, s = n/4 suffices. 

Given f: .f ---+ S I we find a partition .ff I' .F 2, ... , .ff m of .~ such that 
d(f(t),f(t'» < n/2 for any t, t' E .~ k and use it to determine n(.f) as in 3.2.2. 
This partition can also be used to determine neg) for any g such that 
D(.f, g) < n/4 because in any '§k we have 

d(g(t), get'»~ :S: d(g (f), f(t» + d(.f(t), f(t'» + d(.f(t'), g(t') 

n n n 
<-+-+-=n 4 2 4 . 
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Now n(f) = (1 /2n) (a 1 + az + ... + am), where ak = (signed) length of 
short arc between f(t k ) and f(tk+ 1) and neg) = (l/2n)(b 1 + b2 + ... + bm), 
where bk = (signed) length of short arc between g(tk ) and g(tk + 1)' and the 
condition D(f, g) < n/4 imposes the constraints 

n 
lai - hil < 2. for each i, 

and for each k, I (al + ... + ak) - (b i + ... + hk) I differs from a multiple 
of 2n by < n/4. It then follows easily by induction on k that in fact 

n 
l(a 1 + ... + ad - (hi + ... + bdl < - for each k 

4 

and in particular 

1 n 1 
In(f) - n(g) I < 2n·"4 ="8. 

But since n(f) and neg) are integers, they must be equal. o 
We have now proved that paths e~' and e~2 cannot be homotopic when 

n1 =1= n2 and hence that el freely generates the fundamental group of the 
circle 51. Thus n I (5 1) is the infinite cyclic group. 

EXERCISE 3.2.4.1. Show that the product of terms e j± 1 associated with a closed path p 
in the bouquet of circles in Exercises 3.2.2.1 and 3.2.3.1 is invariant under homotopy. 
Deduce that the e/s freely generate the fundamental group of the bouquet. 

3.3 Deformation Retracts 

3.3.1 Retracts 

A complex fYl s; '"C is called a retract of '"C if there is a continuous map 
p: '"C --+ fYl (called the retraction) such that pep) = P for each P E (fl. 

A retraction p induces a homomorphism p* of 1t I ('"C) onto 1tI«(fl). (Borsuk 
1933). 

Since p is continuous, it sends each closed path in '"C to a closed path in (fl, 
and it also sends homotopic paths to homotopic paths, since the continuous 
image of a deformation rectangle (3.1.5) is again a deformation rectangle. 
Thus p induces a map 
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which is a homomorphism because p obviously sends products to products 
and inverses to inverses. Finally, since p is the identity on 0f, every closed path 
in 0f is the image of a closed path (namely itself) in 76, and hence p* is onto. 

o 

A trivial example of a retraction is the map which sends every point of 76 
to some particular point P E 76. Retractions of 76 onto more complicated 
subspaces ~ are constrained by the group-theoretic proposition above - 0f 
cannot be so complicated that 1!1(0f) is not a homomorphic image of 1!1«(~)' 
For example, the disc f0 has 1!1 (9) = {I} (we shall prove this below, however 
it is easy to see directly that each closed path is null homotopic), while its 
boundary circle S 1 has 1!1 (S 1) = infinite cyclic group. There is no homo­
morphism of the trivial group onto the infinite cyclic group, and hence no 
retraction of the disc onto its boundary circle. 

EXERCISE 3.3.1.1. Suppose that there is a c.:ontinuous map cfJ:f:l ~ f:lJ of the disc into itself 
with no fixed points, that is cfJ(P) =t- P for each P E::0. Use the pair <P, cfJ(P» to define 
a point P' on the boundary circle SI such that p(P) = P' is a retraction, thus proving 
the nonexistence of cfJ. (This is the famous fixed-point theorem of Brouwer 1912a. In 
this paper Brouwer actually proved that any continuous map of the n-dimensional ball 
onto itself has a fixed point.) 

3.3.2 Deformation Retracts and Collapsing 

A complex ,gt c:::: 76 is a deformation retract of76 if there is a retraction p: ct· --'> ,gt 

which is homotopic to the identity map: 76--'> 76 in the following sense: there 
is a continuous function 

h: [0, 1] x (~--'> 76 

such that 

(i) For all P E 76, 

h(O, P) = P and h(1, P) = pcP). 

Oi) Whenever P E PIt, h(t, P) = P for all t E [0, 1]. 

A deformation retraction p induces an isomorphism 

(Borsuk 1933) 

We have a homomorphism p*: 1!1('6') --'> 1!1(PIt) as in 3.3.1. The homotopy 
h now guarantees that p maps any closed path in 76 based at a point in fJl to a 
homotopic path in 0f, so p* does not change path classes, and hence is an 
isomorphism. D 
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As examples of deformation retracts we mention 

(1) The centre point of a disc is a deformation retract of the disc. Thus 
][1 (disc) = {I}. 

(2) The circle is a deformation retract of the annulus, and the solid torus. 
Thus ][1 of both these objects is the infinite cyclic group. 

It is not hard to give explicit analytic formulae for h in these examples. 
In the next example (which is important for computing knot groups, see 
4.2.4) we shall be content with a series of pictures (Figure 139). 

Figure 139 

(3) A cube with vertical holes drilled through it has a deformation retraction 
to a bouquet of circles. 

uri&' is a subcomplex ofa complex!li then a deformation retraction p: C(j -'> R 
extends to a map p of ::z by letting p be the identity map outside C(j. This 
extended map p induces a continuous map p' of !li onto the identification 
space!li' obtained by identifying all elements of!li with the same p-image. We 
call p': ;2} -'> ;2}' a collapse of!li onto !li', and the proof of the theorem above 
generalises easily to show that the induced map of fundamental groups, 
p~: ::z -'> ::z' is an isomorphism. 

An example of a collapse is that of an arbitrary graph to a bouquet of circles 
(cf. 2.1.8 and Exercise 3.3.2.1.) 

The more complicated collapses we need (such as example (3) above) can be 
given a combinatorial form. An elementary collapse of a simplex L across a 
face r is a deformation retraction on: onto (boundary ofL)-r. For example, a 
I-simplex collapses to a point, a 2-simplex to a V-shaped pair of I-simplexes, 
a 3-simplex to a "cone" made of three 2-simplexes, and so on. An elementary 
collapse can be made across any boundary face r in a simplicial complex 'fl, 
and a collapse in general is a finite sequence of elementary collapses. In the 
examples we shall use it is only a matter of patience to find a suitable simplicial 
decomposition and the right sequence of elementary collapses. 

Deformation retraction is a good tool for computing fundamental groups 
because it simplifies the space without changing the group. When combined 
with the Seifert - Van Kampen theorem of the next section, which permits the 
fundamental group to be computed when complexes with known funda­
mental groups are glued together, we shall have a method powerful enough 
to compute the fundamental groups of all finite complexes. 
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EXERCISE 3.3.2.1. Show that any vertex of a tree is a deformation retract of the whole 
tree, and hence that any graph has a bouquet of circles as a collapse. Deduce from 
Exercise 3.2.4.1 that the fundamental group of any graph is free. 

EXERCISE 3.3.2.2. Use collapsing to show that the bouquet of two circles is a deformation 
retract of the perforated torus, Figure 140, and hence deduce that the fundamental group 
of the perforated torus is the free group of rank 2. 

Figure 140 

3.4 The Seifert-Van Kampen Theorem 

3.4.1 Introduction 

So far we know the fundamental groups only of spaces which possess 
deformation retracts of a particularly simple form, namely a point or a 
bouquet of circles, for which the group is either {I} or a free group. However, 
many other spaces can be obtained simply by glueing such spaces together. 
Consider the decomposition of the torus surface in Figure 141. d has the 
bouquet of two circles as an obvious deformation retract and hence 1tl(d) = 
<ai' a2; -) (free group of rank 2), while fJl is a topological disc and hence 
1t 1(fJl) = {1}. d and !J8 meet along a simple closed curve '(j (Figure 142) 

Figure 141 

Figure 142 
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which represents the element ala2allail in 7t1(d), while in 7tl(.~) it = 1. 
It therefore seems that attaching 11 to d will add the relation 

ala2allail = 1 

so that 7t 1(d u 11) = (ai' a2; ala2allail > = (ala2; ala2 = a2 al)' 
More generally, we should be able to realize an arbitrary finitely presented 

group (at, ... , am; rh"" rn> by taking a bouquet d ofm circles to represent 
at, ... , am and for each relator r i , taking a disc lIi and identifying its boundary 
with the path in d which realizes the word ri' This was pointed out by 
Dehn 1910. However, while it is clear that the relations r i = 1 hold in the 
resulting complex, it is not clear that only they hold (or more precisely, that 
any relation is a consequence of them). To prove this type of result we shall 
use the following theorem (Seifert-Van Kampen theorem): 

Suppose CfJ is a space which can be expressed as the union of path-connected 
open sets d, 11 such that d n 11 is path-connected and such that 7tl(d) and 
7t, (11) have respective presentations 

<b 1, .•. , bp ; s" ... , Sq) 

while 7tl (d n 11) is finitely generated. Then 7tl (CfJ) has the presentation 

where Ui' Vi (i = 1, ... , t) are expressions for the generators of 7tl(d n 11) 
in terms of the generators of 7tl (d), 7tl (11) respectively. 

The assumption that d and 11 are open, so that d n 11 is also, is not what 
we originally had in mind, but it greatly facilitates the proof. In practice it 
can easily be accommodated by attaching small neighbourhoods to the 
boundaries of closed components of CfJ. For example, the components d, 11 
of the torus above can be enlarged to open sets d', 11' by adding points of 
the torus distant < [; from their boundaries. d' n 11' is then an open annulus 
instead of a single curve, however deformation retraction shows that none 
of the fundamental groups has changed, so our previous computation will be 
a consequence of the Seifert-Van Kampen theorem. 

3.4.2 Generators 

Given CfJ = d u 11, with the above assumptions, we choose the base point P for 
closed paths in CfJ to lie in d n 11. Then any closed path p from P is homotopic 
to a product of the paths ai and bi (or their inverses) which generate 7tl(d) 
and 7tl(.~) respectively. 

Let f: J --+ CfJ be a journey along the path p. Since d, 11 are open and J is 
compact we can find a partition $ = $1 U $2 u··· U $k such that the 
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subjourney Jj on each '~j = [t j , t j + I] lies entirely within .91 or entirely within 
aI. Let Pj be the path represented by this subjourney. (We get the partition 
by uniform continuity, after observing that there is an e > 0 such that 
%.(X) c .91 or %,(X) c (!i for each X E p. If there is no such f., points 
Xn E P with ./VI/n(Xn) ¢. .91, (!i have a limit X E p, by compactness, but 
Xr;:d, aI.) 

We now construct an approach path Wj from P to the initial point Jj(t) 
of each Pj (wj I will then be a path from the final point of Pj_1 to P) in such 
a way that if Jj(t) lies in .91 n (!i then so does Wj' This is possible because 
s# n aI is path-connected. Otherwise, if Jj(t j ) lies in .91 so does Wj' and if 
Jj(t) lies in aI so does Wj' similarly using the path-connectedness of 091 and aI. 
The result is that the closed path WjPj Wj-/ I either lies entirely in .91 or entirely 
in /?lJ, and hence can be expressed in terms of the generators a i or bi re­
spectively. The same is true of the closed paths PI Wi I and WkPk' 

But 

and hence P is homotopic to a product of a;'s and bi'S. o 

3.4.3 Relations 

We can now assume that any path P in .91 u aI is written as a product of 
at. ... , am, b l , ... , bp . The relations 

r l = ... = rn = SI = ... = Sq = 1 

must hold, since they are already true in .91,11; likewise the relations 

since they are true in .91 n fiJ. Our task is to show that any other relation 
follows from these. This means showing that if P is any null-homotopic path 
in .91 u fiJ, then P = 1 can be derived by means of the above relatIOns. 

Since P is null-homotopic there is a continuous map h: ?ll ~ C(J, where ?ll 
is a rectangle and h maps the top edge of?ll onto p, the other three edges into 
the basepoint P. It will be convenient to discuss the image of~!'Jt under h in 
terms of a diagram of .!Jl itself. One need only bear in mind that the diagram 
of fJ£ in C(J is "crumpled" to the extent that the top edge becomes P and the 
other three edges collapse to the point P, then the distinction between ?ll 
and its image may be suppressed. 

By compactness, there is a subdivision of .!Jl by vertical and horizontal 
lines into subrectangles ?llij so small that (the image of) each ?llij lies entirely 
in .91 or entirely in f!4. This suggests a way of contracting p to the point P in 
.91 u fiJ by "small" steps which individually take place within .91 or Pi, 
namely pulling portions of p across (the image of) one ?llij at a time (Figure 
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143). To describe the process in more detail we introduce the notation for 
the vertices and edges of 9lij in Figure 144. The initial position is the top 
edge of 9l, p = CO,ClI •.• Ck-l.I' and we want to reach the final position 
COOClo ... Ck-l,O which is just P. It will suffice to pull p downwards across the 
typical horizontal strip shown in Figure 145. The typical step illustrated 
in Figure 143 is represented by the equation 

(1) 

and special steps at the ends, as in Figure 146 (which are valid because the 
vertical sides of 9l collapse to the point P in CC), are represented by the 
equations 

CO• j + 1 = cojdlj and dk-t,jCk-l,j+l = Ck-l,j' (2) 

The problem is that the Cij, d ij are not closed paths, so Equations (1), (2) 
cannot be considered as relations in n 1 (.sd) or n 1 (.qj'). The solution is to take 
an approach path wij from P to each vertex Pij' We can then define closed 
paths 

d.,{ 

• 

-1 Yij = WijCijWi + l,j 

[)ij = wijdij Wi~ 1+ 1 

p Lqq~~q .. q' 
Figure 143 

Figure 144 

CO.j+ 1 

>I 
('1.)+1 

>1 
CO i (Ii 

Figure 145 

and 

Figure 146 

Ck-I.}+I 

d··'I : d·l 
Ck-I,j 

91.- 1.) 
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which behave formally like Cij' d i; (as will be seen). The crucial point is to 
construct wij so that it lies in .<4 n !f6 if Pi) does, which is possible because 
;;1 n f!4 is path-connected, and otherwise let Wij lie in d if Pij does, in fJI 
if Pij does. Then all four closed paths rij, (5ij' ri,j+ I' (5j+ I,j associated with 
'~jj lie in d, or else all in f!4, so it is to be expected that the relations analogous 
to (1), (2) 

(l ') 

(2') 

are valid in whichever of 1!1«<4), 1!1(.'?6') their elements belong to. We verify 
(1') by performing homotopies on (5i/lj,j+ 1 (5i-+\, /'I;j I, which for definiteness 
we shall assume to lie in d. A homotopy in d will be denoted by -<I' 

s; <,;-1-1 
Uijri,j+ l u i+ l,ji'ij 

= w"d .. w.- 1+ I . W· .+ 1(' '+ IW.-+II .+ 1 I] I) I.} I.J l,) I .J 

'(W'+l ·d· 1 'W.- 11 . I)-I'(W .. C'W.~+II .)-1 
I • J 1+ . ) 1+ ,J + IJ IJ I • .J 

-.<1 wijdjjCj. j+ 1 d j-+\. jCjJ IWjJ 1 (since the cancelled paths lie in .<4) 

.<1 w'} W,~ 1 (contracting the perimeter dijci.j+ I di-+\.jC;j 1 

of ~ij' which lies in d, to a point) 

-.<1 1. 

Thus (5ijri,j+l(5i-+\,jyij 1 = 1 is valid in 1!1(d) and hence a consequence of 
the relations of 1! 1 (.#). Similarly for the relations (2'), which are in fact de­
generate cases of (1'), since 

as a result of the collapse ofthe vertical sides of.~ to the point P. (Incidentally, 
1'00 = YiO = ... = Yk-l,O = 1 for the same reason.) 

We now observe that 

P = YOlrll'" rk-l,l 

(assuming that we have chosen WOI and Wkl to coincide with the point path P) 
so we can reduce this expression to 

P = l'OOl'IO"'Yk-I,O = 

by manipulating the r's and (5's as we previously manipulated the c's and d's, 
using the relations (1') and (2') which are valid in 1!1('#) or 1!1(f!4). The 
relations Ui = Vi will enter when we wish to apply a relation of 1!1('#) to an 
expression which, as a result of previous manipulations, is expressed in terms 
of the generators of 1!1 (fJI) (or vice versa). This will only happen when the 
curve in question lies in ,rd n )d, in which case expressions for it in terms of 
either set of generators exist, and are intertranslatable via the relations 
U i = Vj' 0 
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3.4.4 Realization of Finitely Presented Groups by Surface 
Complexes 

We are now able to justify the claim that the group 
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can be realized by taking a bouquet of m circles for the generators a I' ... , am 
and identifying each path r; with the boundary of a disc 9&;. 

First we confirm independently that if 

s# = bouquet of m circles ai' ... , am 

then 1<1(d) = <at. ... , am; -) 

The method of proof may be illustrated with m = 2 (Figure 147). Since ai' al 
are not open sets we enlarge them to 

d 1 = sl - {Xl} and d l = ,<4 - {XI} 

respectively. Then a l is a deformation retraction of ,<4 l' so 1<1 (d I) = <a l ; -) 
and az is a deformation retraction of d 2, so 1<1(.>12) = <a2; -). Also, 
din d 2 = .W - {XI' Xl} which is a tree, so it has a deformation retraction 
to a point and 1<1 (d I n d 2) has only the trivial generator 1. Thus by the 
Seifert - Van Kampen theorem 

1T I(d) = 1T I (.W I u,<41 ) = <al,az;-) 

Similarly, if d is the bouquet of m circles, then 1Tl (d) is the free group of 
rank m. 

Now if r 1 is a path in the bouquet d and we want to identify it with the 
boundary of a disc9&t. the result can be obtained by first adding a neighbour­
hood ,N 1 of r 1 to form the open set .<4 u % I' then adding the interior 
int(9& 1) of 9& l' ,N1 will consist of points distant < e from the boundary of 9& I 
together with" whiskers" -small half-open segments from the circles which 
meet r1 at the vertex of the bouquet (Figure 148). We take the basepoint for 

Figure 147 

1', 

Figure 148 
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the fundamental group to lie in the intersection (d u % I) rl int(.@I), which 
is the open annulus of points distant > 0 but < e from the boundary of.@ I' 

d is a deformation retract of the open set d u % I' so 

1t1(d u %1) = 1t1(d) = (at> ... , am; -). 

int(.@I) has a deformation retraction to a point, so 

1t1 (int(.@I» = {1} 

and 1t1«d u %1) rl int(.@I» is the infinite cyclic group generated by the 
centerline of the annulus, which is equal to the element r l in 1t1(d U % I) 
and 1 in 1t I (int(.@I»' The openness of the various sets permits the Seifert­
Van Kampen theorem to be applied and we have 

1t1(d U.@I) = 1t1«d U %1) U int(.@I» 
= (a l , ••• , am; rl = 1). 

Successive attachment of discs.@; to the paths r; for i 2 2 adds the relations 
r; = 1 by a similar argument (using the obvious neighbourhood .K; of r; 
in d U.@ 1 U ... u .@;_ I)' 0 

Of course the discs .@; must all be disjoint and free of self-intersections 
except for points on their boundaries which are identified with the same 
point of d. As a result, it is not usually possible to embed the complex which 
realizes a given group in ordinary space. The simplest example is the cyclic 
group of order 2, (al; ai). The process of sewing the boundary of.@1 twice 
around al (Figure 149) cannot be completed in R3 since the result is a 
projective plane. 

Figure 149 

EXERCISE 3.4.4.1. Give a criterion for a relator r I to yield a closed surface when the above 
construction is applied. 

EXERCISE 3.4.4.2. Show that 1[1(5 2 ) = {I}. Generalise the argument to 5"+1. 

3.4.5 Free Products 

The Seifert-Van Kampen theorem gives a natural interpretation to the 
free product construction for finitely presented groups. Given 

G = (a l , ..• , am; r l ,···, rn) 

H = (b l , ... , bp ; SI' ... , Sq) 
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then 

is called the free product of G and H. 
The free product is well defined, because if we choose another presentation 

(a~, ... , a;".; r'l' ... , r~. > for G, there is a finite sequence of Tietze trans-
formations (0.5.8) which convert it to (at, ... , am; rt, ... , rn>, and the same 
transformations will convert (a~, ... , a;"" b1 , ••• , bp;r't, ... , r~.; St, ... , Sq> to 
(at, ... , am, bt , ... , bp; rt, ... , rn , SI' ... , Sq> if one takes care not to give 
different generators the same name at any stage. Thus G * H does not depend 
on the presentation of G, nor on the presentation of H (similarly). 

U sing the infinite Tietze transformations of Exercise 0.5.8.2 one can extend 
this argument to define free products of infinitely presented groups, and even 
the free product *; G; of an infinite collection {GJ of groups, by taking 
the union of presentations of the G; on disjoint sets of generators. 

G * H has a natural realization in terms of surface complexes .91, f!4 such 
that 1tl(d) = G, 1tt(f!4) = H. Namely, one identifies a vertex of .91 with a 
vertex of f!4. (To apply the Seifert-Van Kampen theorem enlarge .91, f!4 to 
open sets .91', f!4' by adding a small simply connected neighbourhood of the 
vertex.) This yields the following group-theoretic result: 

There are natural embeddings of G and H in G * H 

Let G * H be realized as 1tl(d u f!4), where .91, f!4 are complexes, with a 
single common point P, such that 1t1 (d) = G, 1t1 (f!4) = H. 

Consider a path p in .91 for which there is a homotopy h: 9t -+ .91 u f!4 
which sends the top edge of the rectangle ~ to p and the other three edges to 
the point P. If we compose h with the retraction 

p:duf!4-+d 

which is the identity on .91 and maps all 14 to P then we get a homotopy 
ph: 9t -+ .91 which again sends the top edge to p and the other three edges to P. 
In other words, if [pJ E 1tl(d) and [pJ = 1 in 1t1(d u f!4), then, in fact [pJ 
= 1 in 1t1 (d), so the homotopy classes of paths in .91 represent a natural 
embedding of 1t 1 (d) in 1t 1 (.91 u 14). 

In group-theoretic terms, the subgroup of elements of G * H generated by 
the generators of G is isomorphic to G. Similarly for the subgroup generated 
by the generators of H. 0 

EXERCISE 3.4.5.1. Give a combinatorial proof that G, H embed in G .. H by finding a 
group-theoretic equivalent of the retraction map p. 

EXERCISE 3.4.5.2. Let Gi = (ail' ai2, ... ; r il • ri2, ... ) be realized by a surface complex 
sfi . Let rt' be the complex formed by attaching each sfi by an edge e i to a new vertex P 
(Figure 150). Prove a special case of an infinite Seifert-Van Kampen theorem to show 
that 
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p 

Figure 150 

(The edges ej are not strictly necessary, but they make it impossible for a path to enter 
infinitely many sd j .) 

3.5 Direct Products 

3.5.1 Product Spaces 

The cartesian product (or simply, product) of two spaces C(j I and C(j 2 , C(j I X C(j 2 

is defined as a topological space by letting its points be the ordered pairs 
(XI' X2) such that XI E C(j I and X z E C(j 2 and letting the neighbourhoods of 
(Xl, X2) be unions of the sets 

'¥I x JV2 = {(YI, Y2):YI E JVI and Y2 E ,¥z}, 

where ~¥" 1 is a neighbourhood of Xl and JV 2 a neighbourhood of X 2 · 

The best known example of a product is the torus, which can be viewed as 
51 X 5 I. If we let e, ¢ be the angular coordinates on the two circles, the 
ordered pair (e, ¢) fixes a point on the torus by "longitude" and" latitude." 
With small arcs as a basis for the neighbourhoods on 51 we get small 
"square" patches, homeomorphic to the disc, as neighbourhoods on the 
torus (Figure 151). Finitely many such patches exhaust the whole torus 
surface and, when divided by their diagonals, yield a triangulation which 
reaffirms the identity of the torus as a simplicial complex. 

Figure 151 
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A similar argument shows that the product of any two simplicial com­
plexes is a simplicial complex. 

More importantly, the product j{ I X j{ 2 of manifolds j{ I, j{ 2 is itself 
a manifold. By hypothesis, each point in J{ I has a neighbourhood homeo­
morphic to the open m-dimensional ball, which in turn is homeomorphic 
to Rm, while each point in j{ 2 has a neighbourhood homeomorphic to R". 
Each point in j{ I X j{ 2 therefore has a neighbourhood homeomorphic 
to Rm x R" = Rm+", which is homeomorphic to the (m + n)-dimensional 
ball. Thus utI I x j{ 2 is an (m + n)-dimensional manifold. 

3.5.2 The Direct Product of Groups 

The direct product G x H of groups G, H is defined by componentwise 
multiplication: 

on the set of ordered pairs <g, h) such that 9 E G, h E H. A convenient fact is: 

1I1(~1 x (1&'2) = 1I1('6' 1) x 1Il(~2)' 

It suffices to observe that a path P in ~ I X ~ 2 can be viewed as a pair 
<PI' P2)' where PI C ~I and P2 C ~2' This is because a continuous map 
I: § -+ ~ 1 X ~ 2 sends each t E § to an ordered pair <'fl (t), lit», where 
II : § -+ ~ I and 12: § -+ ~ 2 are also continuous. 

Thus each journey I in (I&' I x ~ 2 decomposes into a pair of journeys in the 
two factors, paths and path classes decompose in turn, and products are 
formed componentwise. The elements of 1I1 (~1 X ~ 2) are therefore ordered 
pairs <[PI], [P2]), where [PI] E 1!1(~ 1) and [P2] E 1!1 (~2), with component­
wise multiplication, which means that the group is precisely 1!1 (~I) x 
1!1«(1&'2)' 0 

This theorem gives an independent computation of the fundamental 
group of the torus, since 

1!1(S1 x SI) = 1!ICS I) X 1!1(SI) 

= (infinite cyclic) x (infinite cyclic) 
= free abelian of rank 2. 

The theorem is not generally useful for computing fundamental groups, 
since most complexes are not nontrivial products, however it provides a 
very quick computation for those that are. 

For example, SI x S2, SI X S3, ... all have infinite cyclic fundamental 
group, like SI, because 
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The fact that the 4-dimensional manifold Sl x S3 has infinite cyclic funda­
mental group will be useful later in constructing 4-dimensional manifolds 
with prescribed fundamental groups. 

EXERCISE 3.5.2.1. Show that G x H results from G * H by adding relations gh = hg 
for each generator 9 E G, h E H. 
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4.1 Poincare's Method for Computing Presentations 

4.1.1 Introduction 

What we describe as Poincare's method for computing the fundamental 
group was given by Poincare 1895 only in terms of a few special examples. 
These examples were mainly 3-dimensional manifolds obtained from a solid 
cube by identifying its faces in various ways. However, they clearly exposed 
the fact that one finds generators from the I-dimensional cells of the complex, 
and relations from the 2-dimensional cells. Let us take Poincare's example of 
the cube in which each face is identified with its opposite by translation 
(Figure 152). 

(/1 

a2 
(/1 

u" a, 

a, a, 
(11 

(12 

(/1 

Figure 152 

It is easily checked that all eight vertices become identified with 0, the 
neighbourhood of which is filled in by eight" corner chips" of the cube to 
become a topological ball. Similarly. each edge becomes identified with the 
three other like-labelled edges, and the neighbourhood of a point on the 
edge is filled in by four" edge chips" to become a topological ball also. It is 
obvious that points in the faces and interior of the cube also have 3-dlmen­
sional ball neighbourhoods, so this complex is indeed a 3-dimensional 
manifold. 

Poincare then assumes that any closed curve can be deformed onto the 
edges, so the curves ai' a2' a3 (which, one notes, are closed) are generators 
of the fundamental group. Likewise, any deformation is based on elementary 
deformations which consist of pulling the curve from one side of a face to 
the other. Formally, this means equating the perimeter of each face to the 
identity, that is, 
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These relations simply say that all generators commute with each other, so 
we have the free abelian group of rank 3. 

Tietze 1908 gave a more formal discussion of Poincare's method, general­
ising it to n dimensions and allowing for more than one cell in the complex. 
Tietze takes care of the possible multiplicity of vertices by using an approach 
path Wi from the chosen basepoint P to each vertex Pi. Each edge P;Pj is 
then associated with the closed path w;P;PjWj-l, and these paths suffice 
to generate the group. Tietze observes that in this general setting it is the 
2-dimensional cells alone which determine the relations of the group. 

The purpose of this section is to prove, using the Seifert-Van Kampen 
theorem, that the generators and relations obtained by the Poincare method 
indeed determine the fundamental group as we have defined it in 3.1.6. This 
result is mainly of theoretical interest, showing that any finite simplicial 
complex has a finitely presented fundamental group. It would be tedious in 
practice to actually use a simplicial decomposition to compute a presenta­
tion, and the reader who wishes to see examples of direct computation may 
wish to skip ahead to Section 4.2. 

EXERCISE 4.1.1.1. Show thaI the manifold discussed above is homeomorphic to 
SI x SI X Sl 

4.l.2 I-complexes (Graphs) 

We already know (from Exercise 3.3.2.1) that any graph has a collapse 
to a bouquet of circles, via a deformation retraction of a spanning tree, 
and hence that its fundamental group is free. However, in order to find 
explicit generators in the original graph, we sketch a fresh approach from 
first principles. 

Given a graph qj, construct a spanning tree :Y, and for each edge e; = 

PjPk construct a path 

where Wj is the unique reduced path in :Y from P to Pj' and Wk is the unique 
reduced path in :Y from P to P k , where P is the chosen basepoint. We can 
now show by an argument like that in 3.2 that any path p in qj is homotopic 
to a product of e;'s and their inverses, whence any closed path is homotopic 
to the corresponding product of a;'s (cf. 2.1.7). The a;'s therefore generate 
n 1 (qj), and we obtain a subset which freely generates by taking only those 
a/s which correspond to e;'s not in ,OJ (the remaining a;'s can be set equal to 
1 since they are in fact closed paths in :Y). D 
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4.1.3 2-complexes (Surface Complexes) 

We now study the result of attaching discs !?2 to a graph '§. The construction is 
like 3.4.4 except that the boundary of ~ is no longer an element of nl(~§) 
necessarily, but may be an arbitrary closed path given by a product of 
edges 

This adds the relation 

a'la~l ... a'" = 1 
11 12 III 

to the group. 

The only departure from the construction in 3.4.4 is to take an approach 
path w from P to r, namely the unique reduced path <fj from P to the initial 
point of r. As in 3.4.4, we first attach a neighbourhood ./t" of r to '§, then add 
the interior of f!j), int(f!j)). The intersection of these two open sets is an open 
annulus whose centreline is homotopic to r, so if we take the basepoint 
to lie in the annulus the relation r = 1 will be added to the group. 

When we shift the basepoint back to its original position P, at the initial 
point of w, r will be replaced by wrw - 1. But 

since e~:e;; ... e~: is closed and w is the unique reduced path in .'7 from P 
to its initial point. Hence with P as basepoint the relation added to the 
group is 

aL'a~~ .. . af: = 1. D 

The argument is the same (except for suitable reinterpretation of the 
"neighbourhood of r") when '§ is already a surface complex instead of a 
graph, hence successive attachment of discs adds the relations which corres­
pond to their boundary paths in the above manner. 

4.1.4 The n-sphere for n ?: 2 

We know that the n-sphere S" is obtained from two n-balls S" by identifying 
their boundaries, which are S" - 1. But 8" has a deformation retraction to a 
point, so n 1(8") = {I}, and since sn-1 is path-connected for n?: 2, the 
Seifert-Van Kampen theorem gives nl(Sn) = {I}. (Expand the two 8"'s 
slightly to open sets which intersect in a neighbourhood of S"- 1.) 
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4.1.5 Attaching an n-ball to a Complex for n ;:::: 3 

When the boundary S"-1 of the n-ball B" is identified with part of a complex 
C{;', 

7T I(ct'U B") = 7T j (ct'). 

The construction is exactly the same as the special case B2 = f2 treated 
in 4.1.3. We find open sets whose union is ct' u B", which have deformation 
retractions to ct' and a point respectively, and whose intersection is a neigh­
bourhood JV of w u S" - I, where w is an approach path to the boundary 
S"-I of B"-I. But then JV has a deformation retraction to S"-I which, 
unlike S I, has trivial fundamental group, so the Seifert-Van Kampen 
theorem gives 

o 

4.1.6 The Method 

Any simplicial complex can be constructed by first assembling the 1-sim­
plexes (giving the I-skeleton), then attaching the 2-simplexes (giving the 
2-skeleton), then attaching the 3-simplexes, and so on. The result of 4.1.5 
shows that the fundamental group is already determined by the 2-skeleton. 
By 4.1.2 and 4.1.3, the manner of determination is the following: construct a 
spanning tree :T of the I-skeleton by the method of 2.1.5, and for each vertex 
PI construct an approach path WI from the basepoint P to PI> namely the 
unique reduced path in :T. For each edge ei = PjPk there is then a generator 

which can be set = 1 when ei is in :T. And for each face in the 2-skeleton, 
with boundary ei;ef; .,. ef:: we have a relation 

Furthermore, the same is true for cell decompositions which are not 
necessarily simplicial, since we made no assumption about the way the 
boundary of B" was mapped continuously onto the complex. In particular, 
if one can find a one-cell decomposition with a single vertex-as in the 
Poincare example-then the generators are just the edges and the relators 
are the perimeters of the faces. 

EXERCISE 4.1.6.1. If j{ 1 and ..4{ 2 are n-dimensional manifolds, the connected sum ..4{ 1 # 
j{ 2 is constructed by removing a small open n-ball gi from each. IIi and then identifying 
CI{I - 6',) and (tl2 - g2) along their boundary (n - I)-spheres. When n? 3 show 
that 
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4.1. 7 Infinite Complexes 

If~ is an i'1finite simplicial complex then the above construction is also valid 
for obtaining a presentation of 1tl(~)' 

Let G be the group whose presentation is obtained by applying the con­
struction of 4.1.6 to the complex ~. We first show that there are connected 
finite complexes 

~1 C ~2 C ~3 C .. 

such that 

and that there are "nested" presentations of 1tl(~l)' 1tl(~2)' ... whose 
"union" is the presentation of G. 

Let fI be a spanning tree of the I-skeleton of~, obtained, as in 2.1.5, as 
the union of 

where any vertex one edge away from fl. is in fl. + l' Then since ~ is locally 
finite, fl. is finite and hence so is 

~. = union of simplexes of ~ incident with fl •. 

fl. + 1 is a spanning tree of the I-skeleton of ~n' so ~. is connected, and 
Un ~n =~. 

Taking P as the vertex of fl l, the approach paths in fT to vertices of~. 
are in fI.+ l, so the generators aj of 1tl(~n) obtained by using fTn+l as its 
spanning tree are among the generators of G. These aj correspond to edges 
ej in the I-skeleton of~n' and since any face in ~n bounded by these ej is a 

fortiori in C€, the relations of 1tl(~n) are among those of G. Conversely, any 
edge or face of~ is in some ~n' so each generator and relation of G eventually 
appears in some 1t 1 (C€ n)' 

Now a closed path p based at P is compact and hence must lie in some 
~n' It can then be expressed in terms of the generators of 1t1(C€n) and hence 
in the generators of G. Thus the generators of G generate 1tl(~)' If P is also 
null-homotopic then its deformation rectangle, being compact, also lies in 
some ~m' In that case p = 1 in 1tl(~m) and hence in G, so the relations of G 
imply all relations of 1tl(~)' The relations of G are certainly true in 1tl(C€)' 
therefore 

D 
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4.2 Examples 

4.2.1 Finite Surfaces 

The classification theorem of 1.3 can be interpreted as giving the following 
constructions for closed finite surfaces: 

(i) Orientable surface of genus n. Take a bouquet of circles aI' b I , .•. , an' bn 
and attach a disc with boundary identified with the path albIajlbjl ... 
an bn a;; Ib;; 1. 

(ii) Nonorientable swface of genus n. Take a bouquet of circles aJ, ... , an 
and attach a disc with boundary identified with the path at ... a;. 

(iii) Sphere. Attach two discs to a circle a. 
It is then an immediate consequence of 3.4.4 that their fundamental groups 

are 

(i) (aI' bl , ... , an' bn; a1b1aj Ibjl '" anbna;; Ib;; I) 
(ii) (a I , ... , an; ai ... a;) 
(iii) {I}. 

The topological distinctness of these surfaces can now be proved rigor­
ously by showing that the groups are all different. This is not difficult to do, 
but we shall postpone it until it can be placed in its true setting (homology 
theory and abelianization, Chapter 5, in particular 5.3.3). 

We also saw in 1.3 that any bounded finite surface is homeomorphic to 
a disc with strips attached-double strips corresponding to handles, Mobius 
strips to crosscaps, and single strips for any extra perforations. Such a 
surface (Figure 153) obviously has a deformation retraction onto a bouquet 
of circles passing through the strips, hence its fundamental group is free, 
of rank equal to the number of strips. A more general result, which does not 
depend on normal forms, is given in the following exercise. 

Figure 153 

EXERCISE 4.2.l.l. Let 'f/ be a connected subcomplex of a triangulated finite surface ff. 
If 'f/ #- ff show that 'f/ collapses onto a graph, so that 1t 1 ('f/) is free. 
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4.2.2 Infinite Surfaces 

Thefundamental group of an infinite surface isfree (Johansson 1931). 

To find free generators for 7t1 (,'F), where :IF is an infinite surface, we shall 
refine the idea of 4.1. 7 so as to get finite bounded surfaces 

such that 

:IF = U :IF n n 

and such that the free generators of 7t1 (:IF n+ I) include those of 7t1 (:lFn). 

First, enumerate the triangles ~I' ~2' ~3' ..• in a simplicial decomposition 
of ,CY; in such a way that ~n+ I is incident with one of ~1' ... , ~n for each n. 
This can be done by first enumerating the triangles in the neighbourhood 
star of P cyclically, then the triangles one edge distant from P, then those 
two edges distant from P, and so on. If we now take a small disc neighbour­
hood .K(Pk ) of each vertex Pk in the triangulation and let 

~~ = ~n U .K(Pnl ) U .K(PnZ ) U .K(Pn3 ), 

where Pnl' Pn2 , Pn3 are the vertices of ~n' then 

~~ U"· U ~~ = ~~ 

is a bounded surface for each n. 
In general, if a union ou of triangles ~ j is connected then the union OU' of 

the corresponding ~j is a surface. ou' is a subcomplex of the surface :IF, so 
any of its edges is incident with at most two surface pieces. A vertex Pk of 
OU has a disc neighbourhood, namely .K(Pk) while a vertex PI, not of ou 
has a disc or semidisc neighbourhood according as it meets two or one of 
the triangles ~i (Figure 154). 

It follows that :IF is a union Un :IF n of finite surfaces 

--------

Figure 154 
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however, to ensure that the free generators of 1[1 (~n) remain free in 1[1 (31' n+ I) 
we have to control the construction as follows, to prevent the appearance 
of curves which contract in 31' but not in 31' n' 

Step 1. Set 31' 1 = ~~. Because 31' - SI is an infinite surface it contains no 
disc spanning the boundary of ~II' 

Step n + 1. Assume inductively that 31'. has been constructed as a connec­
ted union of elements ~j which include all of ~~, ... , ~~ and so that there is 
no disc in ,'i' - .?n spanning any of its boundary curves. If .~~+ 1 is already 
contained in ffn' then ffn+ 1 = 31' •. Otherwise, ~.+ 1 is constructed by first 
attaching ~~+ 1 to ffn (they have a common point by hypothesis on the 
enumeration of ~I' ~2' ... ) then, if any of the new boundary curves which 
result is spanned by a disc E0 in ~ - (~n U ~~+ d, attaching E0 also. 

E0 is attached by taking the union with the minimal set of Aj which suffice 
to cover E0, and it then follows by induction that ffn+1 has properties 
analogous to those assumed for 31' •. Since ~~ c ffn we have 

ff=U~ n' 
n 

To prove the claim about 1[1(~n+l) we examine the six possible ways 
that ~~+ 1 can be attached to ffn (Figure 155). The polygon represents an 
arbitrary boundary curve of ~n' with bumps corresponding to the JV'(Pk ) 

neighbourhoods, and the shaded triangle is ~.+ I' The case of all three edges 
of ~n+ 1 lying on ffn is excluded by the induction hypothesis. 

In Cases (1), (2), (3) the new boundary curve cannot be spanned by a 
disc III JJ' - (.~ n U ~~+ 1), otherwise the old one would be spanned by a disc 
in ~ - 31' n' So in these cases the construction of 31' n + 1 is complete and the 

---_._-

Figure 155 
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free generators of 1! \ (.¥" n) are also free generators for 1! \ (.'ji' n + 1), for in each 
case there is a deformation retraction of .¥ n + \ onto Y; n' 

In Cases (4), (5), (6) the old boundary curve is replaced by two or three 
new ones, some of which may be spanned by discs in ,¥" - (.¥"n U 8~+ I)' 

When these discs are added the result is replacement of the old boundary 
curve by (a) one, (b) two, or (c) three new ones. In Case (a) the free generators 
of 1! 1 ($' n) are also free generators for 1! 1 ($' n + I) by the same argument as 
above. 

In Case (b) we get one new generator. Recall that free generators for 
1!\($'n) are found by collapsing ·'ji'n onto a bouquet of circles @n. It is clear 
that $'n+ 1 can be collapsed onto {J6n plus one new edge (corresponding 
to 8~ + \), hence the free generators of 1! \ (.qj' n) will serve as free generators for 
1!\($'n+ \) in conjunction with one new generator which passes through 
8~+ \. In Case (c), which can only arise from (6), we get two new generators 
passing through 8~+ I' 

This completes the proof of the claim. 
It follows that there are nested free presentations of 1! 1 (.1' d, rr 1 (.1' 2)' 

rrl('~3)' ... , and hence a free presentation of 1!1(~)' by the concluding 
argument of 4.1. 7. 0 

EXERCISE 4.2.:U. Construct surfaces to realize the free groups on 1, 2, 3, ... and a 
countable infinity of generators. 

4.2.3 Wirtinger Presentation of Knot Groups 

A knot % is a simple closed polygonal curve in R3 .. ~. of course need not be 
ab actual polygon, but only the image of one under a homeomorphism of all 
R3 (this is to exclude wild embeddings, see 4.2.6). During the nineteenth 
century the study of knots and their classification was pursued on an ex­
perimental basis, but with the advent of the fundamental group decisive 
results could be obtained for the first time. The key observation is that when 
Jf' is a trivial knot (isotopic to the circle in RJ) the group of its complement is 
infinite cyclic. Thus if we can show that the knot group 1! \ (R J - .Jf') is not 
infinite cyclic for a particular knot .Jf' we have a topologically sound proof 
that .x is not trivial. 

The first method for computing knot groups was introduced by Wirtinger 
around 1904 in his lectures in Vienna, but not given wide circulation until 
its publication in Tietze 1908. We begin with intuitive explanation of the 
method. 

Any knot Jf can be given by a projection on the plane with no mUltiple 
points which are more than double, and with indication being given, at 
each double point, which branch of % is uppermost. Figure 156 shows a 
projection of the trefoil knot. The double points are called crossings. If we 
break the lower branch at each crossing we obtain a finite set of arcs (1i, 
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Figure 156 

and it is intuitively clear that 1t 1 (R 3 - %) is generated by loops aj which 
pass around these arcs. Thus we have as many generators as there are 
crossings. We choose an orientation for the knot %, and then orient the 
generators aj around the arcs (Xj by the right-hand screw convention (Figure 
157). It is also convenient to order the subscripts to follow a circuit round 
%, so that the lower arc (Xj into a crossing is followed by the arc (Xi+ lout of 
the crossing. Referring to Figure 158, we see that for the crossing of type (1) 
the curve ajaj-1aj-+\aj contracts to a point, hence we have the relation 

ajaj-laj~llaj = 1 or ajaj = aj+ lUi' 

For the crossing of type (2) we have 

(The other two possibilities correspond to the opposite orientation of %, 
and hence give relations of one of these two forms.) 

p 

Figure 157 

Figure 158 
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4.2.4 Proof of the Wirtinger Presentation 

We now give a rigorous derivation of the presentation using the Seifert-Van 
Kampen theorem. 

We can assume that each arc IJ.j of the knot X lies in the plane z = 1 
except for a vertical segment at each end which goes down to z = O. The 
final point of:Xj can then be joined to the initial point of IJ.j+ 1 by a segment 
{3j in the plane z = 0 passing under the upper arc of the crossing IJ.j' to 
complete the knot X. We now remove from R3 the "tunnel" neighbourhood 
JV of X swept out by a cube of side B which travels with its midpoint on 
X and faces parallel to the axes, where B is small enough to ensure that 
R3 - .A' is a deformation retract of R3 - X (Figure 159). R3 - JV can 
now be expressed as the union of open sets ,r;1 and (JB which reflect the genera­
tors and relations, respectively, of 1l: 1(R3 - JV). 

Figure 159 

d = {z > O} - AI has a deformation retraction onto a bouquet of 
circles ai' ... , an, where aj is a loop passing under the tunnel d j containing 
0(;. The reader may become more convinced of this by first deforming d 
so that the "hollows" (JBj containing the {3j are pressed down to z = 0, 
then pulling the tunnels d j into parallel with each other, as in Figure 160 
(cf. the cube with holes in 3.3.2). 
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Figure 160 

Hence 1t1(d) = (ai, ... , an; -). 
fJ6 = {z < e/2} -.At is an open half-space with "trenches" containing 

the segments fJ6 j dug out of it. It is clearly simply connected, so 1t1 (fJ6) = {I}. 
d n fJ6 = {O < z < e/2} - JiI is an infinite plate with n holes in it (the 

upper halves of the trenches), hence 

1t1(d n fJ6) = free group of rank n. 

The typical generator of 1t1(d n fJ6), a circuit round a trench (Figure 
161), has the form aja;lai/taj in 1t 1(d) (or ajajaj~\a;1 for the second 
type of crossing) and 1 in 1t I (fJ6). Thus the Seifert-Van Kampen theorem 
gives precisely the Wirtinger relations for 

1t 1(d u fJ6) = 1t 1(R3 - JiI) = 1t 1(R 3 - f). 0 

Figure 161 

EXERCISE 4.2.4.1. Show that anyone Wirtinger relation is a consequence of the re­
mainder. (Suggestion: Instead of using !J6 to seal the tunnels !J6 j at the bottom of .91, 
use a separate open set ct'j to seal each !J6 j , where ct'j is an open cube with !J6 j removed 
from its top. Then show 

1t1(R3 - %) = 1t 1(d U ct'l U ... U ct'.) 

= 1t 1(du ct'l u ···U ct'i-I U ct'i+1 U ···u 'If.).) 
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EXERCISE 4.2.4.2. Generalize the Wirtinger method to compute 7t 1(R3 - ~), where '!I is 
any graph embedded in R3. Show in particular that the relation at a vertex of degree 
n has the form 

when Xi,. Xi, • .... Xi" is the clockwise sequence of edges into the vertex. 

4.2.5 The Simplest Knot and Link 

We now compute the groups for the trefoil knot and the two-crossing link. 
(i) The two-crossing link (Figure 162). At X we read off the relation 

'X) 

Figure 162 

and at Y we find the same relation. Thus the group of the two-crossing 
link is 

or the free abelian group of rank 2. The group of (R 3-two unlinked circles) 
is the free group of rank 2 (why?) and hence we have a proof of the non­
triviality of the link. 

(ii) The trefoil knot (Figure 163). At X we read off 

ala3"laz1a3 = 1. (1) 

AtY 
-1 -1 

a3 a 2 a 1 a2 = 1. (2) 

At z 
-\ -\ 

a2 a l a3 al 1. (3) 
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Figure 163 

Solving (1) for at and substituting the result in (2) and (3) we find that each 
yields the equation 

(4) 

It follows that 

which we write 

(5) 

by setting a = a2 a3 a2, b = a3 a2' But a2 = ab - t, a3 = b2a - t so a, b 
are in fact generators and (4) is a consequence of (5). Thus we have the 
presentation 

G2 ,3 = <a, b; a2 = b3 ) 

for the group of the trefoil knot. 
We now investigate whether GZ• 3 is infinite cyclic. Notice that the group 

S 3 of permutations on three symbols is also a model of the relation a2 = b3, 

namely, take 

a = (1 2), b = (123). 

Hence any relation in G2 ,3 is also valid in S3 under this interpretation of 
a, b. It follows that ab = ba is not a relation of G2, 3, since ab ¥- ba in S3, 
and therefore GZ• 3 is not infinite cyclic because all elements commute in 
the infinite cyclic group. (The representation of G2 • 3 by S3 is due to Wirtinger, 
who used it to construct a covering of 53 branched over the trefoil knot, see 
1.1.4. The same covering had already been considered by Heegaard 1898, 
who made the surprising discovery that the covering manifold is also 53.) 
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Figure 164 

EXERCISE 4.2.5.1. Show that the eube with holes shown in Figure 164 has a deformation 
retraction onto the torus, and hence gives an alternative derivation of the group of 
the two-crossing link. 

4.2.6 The Fox~Artin Wild Arc 

A simple polygonal arc /$ in RJ has the property that 7[ 1 (R3 - ;;1) = {1}. 
Fox and Artin 1948 call a simple arc d in R3 wild if there is no homeomor­
phism of R3 which maps .91 onto a polygon, in particular if 7[1(R 3 - .91) #­
{I}. Figure 165 shows an example of a wild arc (the limit points P and Q are 
included in the arc). 

The generators wc shall use for 7[j(R 3 - .91) are loops an. hn , Cn for all in­
tegers n, placed as shown in Figure 166. R3 - .91 is the union of sets <en 
obtained by removing cubes centred on P. Q at the positions shown in 

Figure 165 
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Figure 166 

~ 

~ , 
P ~an 

i -

Figure 167 

Figure 167. The generators of1tl(~") are am, bm, Cm for -n :s; m :s; n and the 
relations are 

am + 1 = C;;;! 1 Cm Cm + I} Wirtinger relations at the crossings; 

bm = C;;;!l amcm+l 

Cm+l = b;;;lbm+1bm -n :s; m:s; n 

together with relations 

at the ends (shrinking the cubes to points and using Exercise 4.2.4.2). 
By removing a small tunnel neighbourhood of the arc (of diameter which 

tends to 0 as n -+ (0) we can replace ctn by a finite simplicial complex, so it 
follows from 4.1. 7 that the generators of 1tl (R 3 - d) are an, bn , CII as claimed, 
and the relations are (for all integers n) 

Cnan = bn 

an + 1 = C;;+ll CnCn + 1 

bn = c;;+\a"c" + 1 

C,,+l = b"-lb"+lb,,. 

Substituting (2) in (l) and (3) gives 

and 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 
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Substituting (5) in (4) gives 

or 

(7) 

which is the same as the result of eliminating bn between (5) and (6). Thus 
we can use the c's as generators, with the defining relations (7). 

It can then be verified that these relations hold in the nontrivial group 
generated by the permutations (1 2345) and (1 4235) when Ln is interpreted 
as (12345) for n odd and (14235) for n even, hence 1[1(R3 - d)"# {I} 0 

In constructing the wild arc .'7/ we have also constructed a wild ball (the 
tunnel neighbourhood of s:1) and wild sphere (the boundary of the wild 
ball). The first examples of such objects were given by Antoine 1921, based 
on an even more paradoxical object. a wild Cantor set in R3. The ordinary 
Cantor set, obtained by the" middle-third" construction on the unit interval, 
has a simply connected complement in R3. However, a wide variety of 
descending sequence constructions lead to homeomorphic images of the 
Cantor set; the one used by Antoine iterates the construction of linked solid 
tori inside a solid torus (Figure 168). Four linked tori are constructed again 
within each inner torus, and so on. The intersection of all these tori is a 
Cantor set in R3 called Antoine's necklace. Antoine showed geometrically 
that its complement is not simply connected, and this was confirmed by 
calculation of the fundamental group by Blankenship and Fox 1950. 

Figure 168 

Fox and Artin 1948 also showed the wildness of the arc d' obtained by 
altering d so that the crossings are alternately over and under. d' is in 
fact the" chain stitch" of knitting, infinitely extended in both directions. Its 
group is calculated similarly, but turns out to be slightly more complicated 
than that of d. It is interesting to note that the infinite chain stitch was 
pictured in the first ever paper on knot theory, Vandermonde 1771. 
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Figure 169 

EXERCISE 4.2.6.1 (Fox 1949). Show that the group of the simple closed curve in Figure 
169 is generated by ho, bl , b2 , .•. subject to the relations 

blbob~1 = hzh1bi l = b3 bzh;1 = ... 

and find a permutation representation which shows it is nonabelian. 

4.2.7 Torus Knots 

Consider a solid cylinder '6' with m line segments on its curved face, equally 
spaced and parallel to the axis. If the ends of '6' are identified after a twist of 
2n(n/m), where n is an integer relatively prime to m, we obtain a single curve 
'X'm. n on the surface of a solid torus .'1 (Figure 170). Assuming that .'1 lies 

-
Figure 170 
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in R3 in the "standard" way, which means among other things that 
n 1(R 3 - ,0/) is infinite cyclic, the curve ,x m,n is called the (m, n) torus knot. 
We now compute n 1(R 3 - Jt'm,n), following the method of Seifert and 
Threlfall 1934. 

If we drill out a thin tubular neighbourhood ,Ai' of ,xm,n from R3 , the 
effect on :Y is to gouge out a narrow channel from its surface, and similarly 
on the surface of R3 - ,0/. ,0/ - ,v and (R 3 - ,0/) - cA' then meet along an 
annulus !Em,n which. like ,x'm,n' results from m parallel strips on the cylin­
der being joined up after a twist of 2n(n/m) (Figure 171). n 1 CY) m. n) is infinite 
cyclic and generated by the centre line 1m , n of fi'm, n' n 1 (0/ - A) is also 
infinite cyclic and generated by the axis u of f. Since lm,n results from /1l 

circuits of:Y we have 

I = urn m.n 

in ntC,Y- - A'). Similarly, n1«R3 - ,3') - ,t') is infinite cyclic, generated 
by a loop b through the" hole" in ,'Y, and 

in n 1C(R 3 - ,3') - A} 
Then if we expand ,3' - , V and (R 3 - .0/) - ,t· slightly across fi'm, n 

to open sets sd, fJB which intersect in a neighbourhood of f£ m,n' the Seifert­
Van Kampen theorem becomes applicable, and we obtain the presentation 

Gm,n = <u,b;am = b") 

for the group of the (m, n) torus knot. o 

Figure 171 
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EXERCISE 4.2.7.1. Show that the (m, n) torus knot is the same as the (n,m) torus knot. 

EXERCISE 4.2.7.2. Let J'f" be the solid body (handlebody) bounded by an orientable 
surface of genus 11 which is standardly embedded in R3, so that 7r 1(R3 - .Yf") is the 
free group of rank 11. Show that if ,Jf" is a simple curve on the surface of :ff" then 
7r 1(R3 - %) has a presentation with 11 + 1 generators and 11 relations. (Hint: Attach a 
thin handle .Yf to .tt" which follows % just above the surface of .Yf" and has its ends 
at neighbouring points on ,;f: Show that Jr" u .Yf is a standardly embedded handle­
body J'f" >1' then cut J'f,,+ 1 so as to obtain a body whose complement is homeomorphic 
to R3 - f) 

4.2.8 Lens Spaces 

The (m, n) lens space is a 3-dimensional manifold introduced by Tietze 
1908, by means of the following construction. On the surface of a solid ball 83 

one draws an equatorial circle and m equally spaced meridians, dividing 
the upper hemisphere into triangles Alo ... , Am and the lower hemisphere 
into triangles Sl' ... , A:n, where A; is below Ai (Figure 172). The upper 
hemisphere is then identified with the lower after twisting it through 2n(n/m), 
that is, a point P with latitude and longitude (8, ¢) is identified with the point 
P' with latitude and longitude (- e, ¢ + 2n(n/m», where (p + 2n(n/m) is 
reduced mod 2n. Thus Ai is identified with A;+n after inversion (i + n 
reduced mod m). 

Figure 172 

It is evident that if m, n have a common divisor d then the result is ex­
pressible more simply as the (m/d, n/d) lens space, so we may as well assume 
that m, n are relatively prime. Likewise, there is no point in taking n ~ m. 

Many properties of the (m, n) lens space will come to light in Chapter 8, in 
particular the fact that it is a manifold and the reason for the name "lens 
space." For the moment we wish only to compute its fundamental group. 

By virtue of 4.1.5, we can forget about the interior of 8 3 , and just compute 
n1 of the surface complex which results from identification of the two 
hemispheres. Since each point below the equator is identified with a point 
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a 

Figure 173 

above, it suffices in turn to find out what becomes of the upper hemisphere 
when the identifications on its boundary, the equator, are carried out. 

Since m, n are relatively prime, the numbers 

1, 1 + n, 1 + 2n, ... 

run through all values 1, 2, ... , m when reduced mod m. This means that 
corresponding points on the bases of any two triangles are identified (Figure 
173) or that the equator is wrapped m times round a circle corresponding 
to the base of a triangle. Thus our surface complex is a disc with boundary 
identified with the path am round a circle a. Its fundamental group is therefore 
(a; am), the cyclic group of order m, by 3.4.4. 0 

4.3 Surface Complexes and Subgroup Theorems 

4.3.1 Surface Complexes and Groups 

A surface complex §' consists of three sets {Pi}, {ej}, and {Ad of elements 
called vertices, edges, and faces respectively, subject to certain incidence 
relations. The vertices and edges constitute a graph t§ (see 2.1.2) called the 
I-skeleton of §', and each face Ak is incident with a certain closed path bk 

in t§ called its boundary path. 
There is no harm in thinking of §' being realized by actual points, line 

segments, and discs embedded in some euclidean space, where Ak is a disc 
with its boundary identified with a closed path bk and different edges and 
discs are disjoint except where identifications force boundary points into 
coincidence. Comparison with 4.1.3 will then show that the group we are 
about to define combinatorially is the familiar fundamental group of §'. 
However, the purely combinatorial approach will suffice for the results 
we wish to derive, and no appeal will be made to general continuity con­
siderations. Thus the situation is comparable with Chapter 2; the geometric 
language could in principle be dispensed with, but it seems to convey the 
most natural explanation of certain group-theoretic results. Indeed, it 
could be said that those results follow from viewing groups themselves as 
surface complexes. 



4.3 Surface Complexes and Subgroup Theorems 157 

The (combinatorial) fundamental group of~. 1t1(~) is the group defined 
by extending the path product operation to equivalence classes of closed 
edge paths from some vertex P. Paths P. p' are equivalent if one can be con­
verted to the other by a finite sequence of operations of the following types: 

(i) insertion or removal of spurs; 
(ii) insertion or removal of boundary paths of faces. 

Paths which are equivalent by operations (i) above will be called freely 
equivalent. The equivalence class of p will be denoted [p]. 

We know from 2.1.7 that generators for all edge paths based at P can be 
found by constructing a spanning tree!T of~. and for each edge ej = PmPn 
taking the closed path 

where Wr denotes the unique reduced path in !T from P to Pr. In fact. any 
closed path p(eJ from P is freely equivalent to the corresponding product of 
the a/so p(aj). 

For each boundary path 

bk(ej) = ef:ef; ... ei: (where ej = ± 1) 

of a face ,1.k we have a relation 

(k) 

because bk(aj) is freely equivalent to the path wbk(ej)w- I • where w is the unique 
reduced path from P to the initial point of bk(eJ Conversely. any relation in 
1t 1 (.#") is a consequence of the relations (k), because the result of insertion 
(deletion) of bk(ej) in a closed path p(ej) from P is freely equivalent to the 
result of insertion (deletion) of bk(aj) in the path p(aJ 

It follows immediately that any group ~ can be realized as the combina­
torial fundamental group of a surface complex ~, by taking a bouquet of 
circles a I. a2 • ••. and attaching a face ,1.k with boundary bk for each relation 
bk(aJ = 1 of G. Furthermore, some of the useful topological properties of 
the (topological) fundamental group have combinatorial counterparts. We 
now establish some for use in later sections. 

(a) 1t1(~) does not change under elementary subdivisions of ~ or their 
inverses (1.3.8). 

Subdivision of an edge means replacing some ej by e;e;' and aj by ala;' 
accordingly. But if we extend the spanning tree !T to reach the new vertex 
it must include exactly one of ei, e7. say e;'. Then a;' = 1 and all we have 
done to 1t1 (~) is to change the presentation by replacing aj by ai. 

When a face is subdivided we can assume that the new edge e, begins at 
the initial vertex of the boundary path rk (since a defining relator can be 
replaced by a cyclic permutation of itself). Then if 'k = r~ r~ is the subdivision 
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effected by el the boundary paths of the new faces are r~ el- 1 and el r~, so that 
the original relation 

is replaced by two relations 

r~(ai)al- 1 = 1, 

But the latter are equivalent to the former in conjunction with the definition 
al = r~(a;) of the new generator, so we have the same group. D 

This is the essence of the theorem of Tietze 1908 that the combinatorial 
fundamental group is invariant under combinatorial homeomorphisms. 
It implies in particular that the fundamental group of a finite surface is equal 
to that of its standard form (1.3.7), a fact we shaU use in 4.3.7. 

(b) An elementary collapse across afree edge ej corresponds to elimination 
of the generator a j (so collapsing preserves the fundamental group). 

Since the edge ej is free it occurs in only one face 1\k, and only once in 
the boundary rk of 1\k' By cyclic permutation, if necessary, we can express 
the relation corresponding to rk as 

ajp(ai) = 1, 

where p(aJ does not involve aj. Hence we can eliminate aj' since it equals 
(p(ai))-l, and with it the relation rk(a;) = 1. But this is precisely what happens 
when we coUapse the face 1\k across the edge ej. D 

4.3.2 Coverings of Surface Complexes 

A surface complex §; is said to cover a surface complex Ji' if there is a map 
cP: §; ~ Ji' from the vertices, oriented edges, and faces of §; onto the vertices, 
oriented edges, and faces of.'Y' respectively, with the foUowing properties: 

(I) The restriction of cf> to the I-skeleton ?§ of §; is a covering cP I?§: ?§ ~ '§ 

of the I-skeleton '§ of Ji' (cf. 2.2.1). 
(2) cf> preserves boundaries, that is, if bk is the boundary path of 3.k in ;j; then 

cP(bk ) is the boundary path of cP(3.k ). 

(3) For each distinct pair <1\, b), where 1\ is a face of Ji' and b covers the 
boundary path b of 1\ there is a distinct face 3. with boundary b in Ji', 
covering 1\, and aU faces of .~ arise in this way. 

Condition (3) is stronger than we need to prove the subgroup property 
(4.3.5), which requires only (3'): boundary paths lift to boundary paths. It 
is designed to secure a local homeomorphism property for topological 
applications. The motivating example is the covering of the projective plane 
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Figure 174 

by the sphere: suppose we realize the projective plane ff' by a vertex P, 
edge a, and face A with boundary path a2 . Then if we cover the I-skeleton 
of ff' by the graph with vertices 1'(1), pm and edges ii(l), a(2), as shown in 
Figure 174, there are two distinct paths covering a2 , namely ii(1)ii(2) and 
ii(2)ii(l). We therefore need two faces ~(l) and 3(2) in .~ with ii(1)ii(2) and 
ii(2)ii(1) as their respective boundary paths. Thus ff; is the sphere. 

The above definition of covering is essentially that given by Reidemeister 
1932 in the first systematic treatment of covering complexes. Reidemeister 
does not explicitly say that faces of ff; arise only as required by (3), however 
he uses this assumption in proving that a covering of a closed surface is 
itself a closed surface (cf. 4.3.4). 

We continue with the notational convention of using 2 to denote any 
element of g- which covers a particular element X in !)', adding super­
scripts if different instances 2(1), 2(2), ... have to be distinguished. 

4.3.3 Neighbourhoods 

To extend our geometric language to a concept of neighbourhood we imagine 
the face A with boundary 

divided into sectors A(ett'), A(e;','), ... , A(ei:) associated with the successive 
oriented edges in b. The same edge ei (possibly with different exponents) 
may of course have several different sectors associated with it. The sectors, 
from all faces, incident with ei constitute the neighbourhood of ei (also the 
neighbourhood of ei- 1) and they may be visualized as a "book" with n 
triangular "leaves," where n is the number of times ei occurs, positively or 
negatively, in boundary paths offaces (counting an occurrence in a boundary 
path b as many times as there are faces bounded by b). See Figure 175. 

We define the neighbourhood of a vertex P by considering all pairs 
{e;, ej} such that 

P = final point of ei = initial point of ej. 
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Figure 175 

These may include lei} if ei is a loop at P, in which case we take the neighbour­
hood of lei} to be that of e;, just defined. The neighbourhood of a proper pair 
lei' ej}, which is also the neighbourhood of {ej-l, ei- I}, is the set of sector 
pairs corresponding to occurrences of eiej in boundary paths of faces 
(Figure 176), where boundary paths are written cyclically and, as above, an 
OCCurrence in a given boundary path b is counted as many times as there are 
faces bounded by b. 

Because we assume that distinct faces do not meet except along common 
edges, it is reasonable to say that the neighbourhoods of all edge pairs 
incident with P determine the neighbourhood of P. 

We then define neighbourhoods of edges to be homeomorphic, in the com­
binatorial sense, when they have the same number of leaves, and define 
neighbourhoods of vertices to be homeomorphic if there is a one-to-one 
correspondence between their incident edges such that corresponding 
pairs have neighbourhoods of the same number of leaves. 

Figure 176 

4.3.4 The Local Homeomorphism Property 

It is now possible to prove that 

If ¢: §; --> !F is a covering, then the neighbourhood of an edge ei covering ei 
is homeomorphic to the neighbourhood of ei' and the neighbourhood of a vertex 
P covering P is homeomorphic to the neighbourhood of P. 
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Suppose an edge ej has a neighbourhood of n leaves, so that there are n 

occurrences of ej in boundary paths of faces in .? We want to match these 
occurrences wilh the occurrences of a covering edge ej in the boundary 
paths of faces of fr. 

First consider a boundary path b in .fF which bounds only a single face 
11. Let 6(11, FPl, ... be the paths in .j; which cover b and contain the edge 
ej • By (3), these are exactly the boundary paths of faces which cover 11 and 
are incident with ej • We characterize each occurrence of ej in b by its position, 
that is, by the number ofletters in the initial segment of the \Vord for bending 
at the occurrence in question; then the corresponding positions in [}(1), 
6(2), ... have the following properties: 

(i) ej does not fill the same position in two different paths 6ul. 
(ii) Each position filled by ej in b is filled by ej in some [}UI, and conversely. 

Both of these are immediate consequences of the unique lifting of paths 
in graph coverings (see (1) of 4.3.2 and 2.2.1). (i) holds because if ej is in the 
same position in [}UI, 6(k), then [}UI = [}(k) since both cover b, and (ii) is ob­
tained by lifting the cyclic permutation of b which starts a1 the position in 
question, with ei being chosen as the initial edge. Then applying the inverse 
permutation to the covering path yields a [}UI with ej in the required position. 
Projection by ¢ gives the converse. 

Since 6(l), fPl, ... are exactly the boundary paths of faces 3. which cover 
11, (i) and (ii) give a one-to-one correspondence between the occurrences of 
ej in the boundary path of 11 and the occurrences of its cover ej in the bound­
ary paths of faces which cover 11. 

If b bounds several faces in /?, then each multiple occurrence of ej in b 
is matched by an occurrence of ej of equal multiplicity in some 6U). Finally, 
adding the contributions from different boundary paths b 1, b2 , ... we reach 
the same number of occurrences for both ej and ej, hence these edges have 
homeomorphic neighbourhoods. 

The argument is completely analogous when one considers neighbour­
hoods of a pair {ej, t:'j}, hence we likewise find that each vertex of .J has a 
neighbourhood homeomorphic to that of the vertex it covers (bearing in 
mind that there is already a one-to-one correspondence between the incident 
edge sets by (1) and 2.2.1). D 

The most important consequence of this result is that a covering of a 
closed surface is itself a closed surface, since a closed surface is simply a 
surface complex in which each edge has a two-leaved neighbourhood and 
each vertex has an umbrella neighbourhood (1.3.1). It is easily verified that a 
neighbourhood homeomorphic to an umbrella is itself an umbrella. 

Another consequence is that the sheet number, which can be defined for 
the covering of the I-skeleton by 2.2.1, is also equal to the number offaces 
in .# which cover a given face in .? 
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EXERCISE 4.3.4.1. Show that a cover of a bounded surface is itself a bounded surface. 

EXERCISE 4.3.4.2. Show that for each positive integer i the closed orientable surface of 
genus n ;::: 1 has an i-sheeted cover, and that any such cover is a closed orientable 
surface of genus i(n - 1) + 1. 

EXERCISE 4.3.4.3. Show that a closed finite non orient able surface has a unique 2-sheeted 
covering surface. 

4.3.5 The Subgroup Property 

A covering ¢::# -+.¥ induces a monomorphism ¢*: nl(.Y) -+ nl(g;-). 
Furthermore, the classification of closed path classes based at P in g;- according 
to thejinal points of the covering paths from afixed Pin:# is exactly the right 
coset decomposition of n 1 (g;-) modulo n 1 (:#), so that the sheet number of the 
covering equals the index ofn 1C:#) in nIC?'). 

Equivalent closed paths p, p' based at P lift to equivalent paths p, P' 
based at P, since spurs lift to spurs by (1) and 2.2.2, and boundary paths of 
faces lift to boundary paths of faces by (3). Conversely, spurs and boundary 
paths in :# project to spurs and boundary paths in g;-, by (1) and (2), so 
there is indeed a one-to-one correspondence ¢* induced by ¢ between the 
closed path classes based at P and certain closed path classes based at P. 

Since ¢ maps products to products and inverses to inverses by (1), ¢* 
is a homomorphism, and hence a monomorphism 

¢*: nl('.7) -> niP'} 

The coset decomposition now follows exactly as in the case of graph 
coverings, 2.2.2. 0 

4.3.6 Realization of Subgroups 

Given a group 

G = <el' e2, ... ; r1 , '2, ... ) 

we realize it as n 1 (g;-), where g;- is a surface complex consisting of a single 
vertex P, edges e" e2, ... and faces ~1' ~2' ... bounded by the closed paths 
'I' r2, .... Then any subgroup H of G can be realized as n 1 (#), where :# is 
a surface complex covering g;-. 

The I-skeleton of,~ is a graph ~ covering the bouquet of circles <'1' e2 , ... 

which is the 1-skeleton of g;-. We take a vertex p(j) covering P for each right 
coset of G modulo H then, as in 2.2.3, ~ is uniquely determined by the 
condition that the outgoing edge labelled ej from the vertex corresponding 
to H[P] must end at the vertex corresponding to H[pe;J. :# is completed 
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by adding a face Lik bounded by i\ for each path rk which covers an rk in ff. 
(Observe that an rk always lifts to a closed path, because H[p] and H[prk] 

are the same coset for any p.) 
The closed paths p based at some fixed P in ,j; are exactly those which 

cover elements of H, since H[p] = H just in case [p] E H. Thus the canonical 
monomorphism 

D 

The above construction is readily generalized to the case where ,fF is 
an arbitrary surface complex realizing G if one first proves the corresponding 
generalization for graph coverings (Exercise 2.2.3.1). Then one has that the 
coverings of an arbitrary surface complex ff realize exactly the subgroups 
of 1[1 (ff), which gives the full force of the parallel between coverings and 
subgroups discovered by Reidemeister 1928. Reidemeister first proved the 
result in terms of coverings of manifolds (three or more dimensions), then 
rephrased it in terms of surface complexes for his book Reiclemeister 1932. 

It is also possible to show this parallel in a theory of covering spaces 
based on general continuous maps rather than the combinatorial maps ¢ 
used above. The local homeomorphism property is then part of the definition 
of covering, and effort must instead be applied to prove that paths lift 
uniquely and that homotopic paths lift to homotopic paths. This is not 
difficult to do using the methods of chapter 3 and may be seen in many texts, 
for example Massey 1967. It is certainly the best approach when covering 
spaces are being studied for their own sake, however one does not want to 
make inessential use of continuity in deriving purely combinatorial results, 
especially when there is no appreciable gain in simplicity. 

In this book we deal only with the combinatorial conseq uences of cover­
ing space theory, notably the results in the three sections which follow. 

To illustrate the construction of ,9; in the theorem we realize the com­
mutator subgroup H of the modular group G = <a, b; a2.b3 ). H consists 
of all elements for which the exponent sum of a = 0 mod 2 and the exponent 
sum of b = 0 mod 3. 

There arc six right co sets of G modulo H, represented by the elements 
1, b, b2 , a, ab, ab2 . The I-skeleton of !J; is then easily seen to be the graph 
(1) in Figure 177, which is in fact the Cayley diagram of GIH. We have 
labelled the vertices by the corresponding coset representatives. 

To show how the faces of ,9; fit on we view a 3-dimensional form of the 
graph (2). The vertical faces cover the face bounded by a2 in ff, and are 
double, while the horizontal faces cover the face bounded by b3 in ff and 
are triple. It will not affect n 1 (!J;) if the multiple faces are replaced by single 
ones, then a collapse of the faces to lines yields the graph (3), whose fundamen­
tal group is the free group of rank 2. Hence by 4.3.1 (b) 

H = 1[1(.9;) = free group of rank 2. o 
This result was first proved algebraically, by Magnus 1931. 
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a 

h '''[J] 
Figure 177 

EXERCISE 4.3.6.1. Show that a subgroup Fl of index i in a group 

G = (e 1, •.. , em: /"1"'" rn> 
has a presentation with im - i + I generators and ill relations. 

EXERCISE 4.3.6.2. Define a suitable notion of rigid motion for surface complexes and 
show that if .C; realizes a normal subgroup H of G then the covering motion group is 
G/H (ef. 2.2.7). What is the I-skeleton of.f; in this case') 

EXERCISE 4.3.6.3. The covering ,J;" of .F corresponding to the subgroup { I : of IT 1 (F) is 
called the universal corer of .F. Show that it covers any other cover of .'ji. 

4.3.7 Subgroups of Surface Groups 

We say that G is a sur}{lCI! group if G = 1[1CF), where.F is a closed surface. 
Thus the surface groups are those whose presentations are given in 4.2.1 
and the free groups on 1,2, 3, ... , or a countable infinity of generators (by 
exercise 4.2.2.1). Then we have the result: 

Every subgroup of a surface group is itself a surface group. 

H G = 1[ 1 (,F) and § is a finite surface. then .F is in fact the surface complex 
realization of the standard presentation of G (4.2.1). But any covering of a 
closed surface is itself a closed surface (4.3.4); in particular the §: constructed 
in 4.3.6 to realize an arbitrary subgroup of G is a closed surface. 

If § is not finite, then G = 1[1(§) is a free group of at most countable 
rank by 4.2.2. Then so is any subgroup H of G by the proof of the Nielsen­
Schreier theorem (2.2.4), which means H is also a surface group. 0 

More exhaustive results detailing the possible subgroups of individual 
surface groups, and their relations with genus and orient ability are easily 
derived by simple arguments about covering surfaces (for example, in Reide­
meister 1928). The remarkable fact is that this geometrically transparent 
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theorem, known to Fricke and Klein 1897, was not given a purely algebraic 
proof until 1971 (Hoare, Karrass, and Solitar 1971), and then only by means 
of the Reidemeister-Schreier process which, as the next section will show, is 
merely the covering complex construction stripped of its geometric garb. 

4.3.8 The Reidemeister-Schreier Process 

Exercise 4.3.6.1 shows that a subgroup H of finite index in a finitely presented 
group G is also finitely presented. If His" given" in the sense that the corres­
ponding covering is obtainable, then generators and relations for H can 
be computed by the method of 4.3.1. Like its special case, the Schreier method 
for finding free generators for a subgroup of a free group (2.2.6), the method 
can be given a purely algebraic formulation. 

We realize Gas 1[1(3"), where.? is a surface complex with a single vertex 
P and H as 1[ 1 (~), where ~ is a covering of iff', with basepoint P(O) covering 
P. We can use the same letter p to denote a path in ~ from PO) and its 
projection in 3", since the covering path is uniquely determined by p and 
P(O). Finally, we let J5 denote the unique reduced path from P(O) to the final 
point of p in some fixed spanning tree .r of .j;, and let Wj be the path so 
determined from plO) to a given vertex p(j). 

Then for each edge from p(j) labelled e i we have a Schreier generator 
Wjei(I1'jeJ-l, and the rule for expressing a closed path 

in terms of Schreier generators is to replace each efi by the corresponding 
Schreier generator, namely 

In particular, the relations of 1[ 1 (~) result from writing the boundary 
bk of each face of .¥ in this way. But the resulting path is freely equivalent 
to wjrk Wj- 1, where rk is the boundary path in .? (that is, the relator of 1[1 (3"» 
which lifts to bk , and W j is the approach path to the initial vertex of bk . Thus we 
obtain the relations of 1[ 1 (~) from the expressions 

as rk runs through the relators of 1[ 1 (.?) and W j runs through the red uced 
paths from P(O) in .r, by rewriting them in terms of the Schreier generators. 

Recalling that the Wj can be interpreted as Schreier coset representatives 
(2.2.6), and - as the function which sends an element of G w its coset repre­
sentative, the above process for obtaining generators and relations of 1I 
becomes purely algebraic. 0 
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The first process for computing presentations of subgroups was given by 
Reidemeister 1927, where it was used to compute invariants which dis­
tinguish certain knots. His process was essentially that described above 
except that the coset representatives were more arbitrary. Schreier's special 
coset representatives appeared in Schreier 1927, where the spanning tree 
interpretation was also given. The following year, as was pointed out in 
4.3.6, Reidemeister became aware of the full parallel between covering 
spaces and subgroups, and the corresponding interpretation of the Reide­
meister-Schreier process. It was then apparent that what had first appeared 
to be a contribution of group theory to topology was equally a contribution 
of topology to group theory. (Ironically, when Reidemeister wrote his 1927 
paper he was unaware that the same results on knots had already been 
obtained by Alexander in 1920, by direct consideration of covering spaces. 
See also 5.3.4 and 7.2.) 

The method is clearly effective when H is given as the kernel of a homo­
morphism of G onto a finite group, because if one knows the images of the 
generators of G the coset of any element can be computed immediately, 
and coset representatives selected. This in fact was Reidemeister's assump­
tion. The more challenging case where H is known to be of finite index, but 
is given by generators only, can be handled by the Todd-Coxeter coset 
enumeration algorithm (0.5.9). 

4.3.9 The Kurosh Subgroup Theorem 

If the reader reviews the brief introduction to free products in 3.4.5 it will be 
evident that subgroups Hi of groups Gi yield a subgroup * iHi of the free 
product * iGi' We wish to know to what extent the converse holds. The 
commutator subgroup of the modular group (4.3.6) shows that free sub­
groups can arise even though none of the factors Gi in the free product 
contain an infinite cyclic group. It is also evident that a subgroup Hi of 
Gi can appear in *i Gi conjugated by an arbitrary element g of *i Gi , 

that is, as gHig- l . However, this is as far as it goes, because the Kurosh 
theorem states: 

If G = *i Gi and H is a suhgroup of G, then H is thefree product of a free 
group (possibly trivial) with a free product of conjugates of subgroups of the Gi . 

Let .. '?I i be a surface complex with a single vertex P j which realizes Gj • 

Then *j Gi is realized by the complex :Y obtained by joining each P j to a 
new vertex P by an edge ej (Figure 178). Let ff be a covering of :Y which 
realizes the subgroup H. :J- consists of disjoint pieces dVJ which cover the 
Sl'ii, together with edges ej covering the ej. We take some p(O) covering P as 
the base point for 7rl(:Y)' 

We construct a spanning tree !!T for ff by first taking a spanning tree 
!!TV) in each dP), then adding just enough of the edges ej to connect these 
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trees into one. The point in siP) which is then connected to j5(O) by the 
shortest reduced path in :Y will be called j5F). Note that the reduced path 
from j5(O) to any other vertex in siP) passes through PF), otherwise :Y would 
not be a tree. 

The Schreier generators of 7<1 (.~) divide into sets AF) corresponding to 
edges in si~;) and a set E corresponding to the edges ei . Since none of the 
generators in E corresponds to an edge in the boundary of a face, they 
generate a free group. 

The edges corresponding to generators in AF) bound faces in siP) only 
and the relations involving these generators are therefore 

wrkw- I = 1, 

where w is an approach path to a face and rk the boundary. We can factor 
w into w\J)w', where w\J) is the reduced path in :Y from j5(O) to j5?) and w' is 
the approach path in .9i;(j) itself. The generators in Aji) can similarly be written 
as Schreier generators within siji), conjugated by wP). 

Thus if we take out the conjugating factor wji) we have precisely the 
generators and relations derived from the covering dF) of d i, in other words, 
a subgroup of Gi . The subgroup actually determined by the generators in 
AF) is therefore conjugate to a subgroup of Gi , with wP) as the conjugating 
factor. 

Since the generating sets E and AF) are disjoint and satisfy only relations 
among themselves, the group they generate collectively is equal to the free 
product of the groups they generate individually, by 3.4.5. D 

The first proof of this theorem, by Kurosh 1934, used a cancellation 
argument. The proof by covering a surface complex is due to Baer and Levi 
1936. 

EXERCISE 4.3.9.1. Use a suitable form of the Axiom of choice to justify the construction 
of the spanning tree.'7 of §; by first taking a spanning tree .'7~jJ in each djiJ, then adding 
just enough of the edges cj to connect these trees into one. 
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5.1 Homology Theory 

5.1.1 Introduction 

With hindsight. one can say that homology theory began with the Descartes­
Euler polyhedron formula (1.3.8). It took a further step with Riemann's 
definition of the connectivity of a surface, and the generalization to higher­
dimensional connectivities by Betti 1871. All these results have to do with 
the computation of numerical invariants of a manifold by means of decom­
position into" cells"; the computations involve only the numbers of cells 
and the incidence relations between them, and it is shown that certain 
numbers are independcnt of the particular cellular subdivision chosen. 

However. these results remained isolated until they were forged into a 
theory of homology by Poincare 1895. Poincare felt that many branches of 
mathematics were clamouring for such a theory, but his immediate objec­
tives were to gencralize a duality relation observed by Betti, and to give a 
completely general version of the Euler formula. The Betti numbers, as 
they have been called since Poincare introduced the term, generalize the 
notion of connectivity number (genus) for an orientable surface. If n is the 
maximum number of closed cuts which can be made in a surface without 
separating it, then such a maximal system of curves aI' ... , an constitutes a 
basis in the sense that for any other curve p some" sum" of aI' ... , an bounds 
a piece of surface in combination with p. The latter property of n, made 
precise, is meaningful for manifolds .It of possibly higher dimension than 
2, and it serves to define the one-dimensional Betti number B l' One imme­
diately generalizes to the k-dimensional Betti number Bk when curves are 
replaced by suitable k-dimensional submanifolds of .It. Betti had observed 
that Bl = B2 when the dimension m of At was 3. 

The appropriate notions of "sum" and "boundary," and the correct 
choice of k-dimensional manifolds admissible as basis elements, were found 
only after considerable trial and error. "Appropriate" initially meant 
satisfying the relation Bk = Bm - k , since this was the relation Poincare 
tried to prove in his 1895 paper. Heegaard 1898 showed this work to be in 
error by constructing a counterexample. Poincare then changed the definition 
and proved the theorem again in Poincare 1899, inventing the tool of 
simplicial decomposition for the purpose. He also made a thorough analysis 
of his error, uncovering the important concept of torsion in Poincare 1900, and 
exposing the breakdown of his earlier proof as failure to observe torsion. 

Torsion is present when an element a does not form a boundary taken 
once, but does when taken more than once. An example is the curve a in 
the projective plane pj> which generates n 1 (.0/). Then a2 is the boundary of 
a disc, though a itself does not separate .:1. Poincare justified the term 
"torsion" by showing that (m - I )-dimensional torsion is present only in 
an m-manifold which is nonorientable, and hence twisted onto itself in 
some sense. 
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In his first topology paper, Poincare 1892 showed that the Betti numbers 
alone did not determine a manifold up to homeomorphism. By 1900 he 
was hoping that torsion numbers would supply the missing information, 
and his paper of that year contains a decomposition of the homology in­
formation in each dimension k into the Betti number Bk and a finite set of 
numbers called k-dimensional torsion coefficients. Since Noether 1926 it 
has been customary to encode this information in an abelian group H k 

called the k-dimensional homology group, and Poincare's construction can 
in fact be seen as the decomposition of a finitely generated abelian group 
into cyclic factors (see the structure theorem 5.2). The word "torsion," 
which appears so inexplicably in most algebra texts, entered the theory of 
abelian groups as a result of the derivation of the one-dimensional torsion 
coefficients by abelianization of the fundamental group in Tietze 1908 (see 
5.1.3. and 5.3). 

The insufficiency of homology theory to solve the main problems of 
topology became evident when Poincare 1904, in the climax to his brilliant 
series of papers on topology, showed that the Betti and torsion numbers 
do not suffice to determine even the 3-sphere. He then conjectured that the 
3-sphere is characterized, among finite 3-manifolds, by having a trivial 
fundamental group. This question, now known as the Poincare conjecture, 
is still open. It must be admitted that the fundamental group is also an in­
adequate invariant (even for 3-manifolds, as was proved by Alexander 
1919a), however, it is far more discriminating than HI' and for manifolds 
of dimension :$; 3 it contains essentially all the information available from 
homology. 

This fact is one reason for the short shrift given to homology theory in 
this book. The other reason is that, as history shows, homology theory is 
loaded with subtleties, and an inordinate amount of preparation is required 
for correct definitions and the desired theorems. This prepa.ration is largely 
wasted in the low dimensions which are our main concern, since most of the 
results can be derived rigorously from the fundamental group with far less 
preparation. (We have the classification of surfaces particularly in mind, 
see 5.3.3.) 

For further information on the history of homology theory the reader is 
referred to Bollinger 1972. Among the texts which deal with homology 
theory, a reasonably concrete one is Cairns 1961, and Giblin 1977 may be 
recommended to readers who wish to encounter homology theory in the 
familiar context of surfaces. 

5.1.2 Foundational Questions 

One of the difficulties of homology theory above dimension 1 lies in its 
intimate relationship with foundational questions, namely, the very nature 
of dimension, boundary, and separation. We have already noted the difficulty 
involved in proving that a simple closed curve separates the plane into two 



172 5 Homology Theory and Abelianization 

regions (the Jordan curve theorem). Another theorem we omit with regret is 
the result that nonorientable closed surfaces do not embed in R3. 

It is not difficult to see that a surface which bounds a polyhedral sub­
region fit of R3 receives a coherent orientation from one of i3i, and fit is 
certainly orientable as a triangulated subset of R3. Thus a polyhedral 
surface which separates R3 must be orientable. But proving that any closed 
surface in R3 separates it is a generalization of the Jordan curve theorem 
(due to Brouwer 1912b), difficult to prove even in the polyhedral case. 

Such results are best proved in a comprehensive treatment which deals 
with foundations and homology theory simultaneously (for example, the 
book of Cairns 1961). The separation and nonembedding theorems then 
fall out of a result known as the Alexander duality theorem (Alexander 
1923a), while the topological invariance of dimension (Brouwer 1911) and 
boundary also occur naturally in the development. 

5.1.3 The First Homology Group 

We shall define the first homology group of a complex rt, H 1 (rt), as the 
abelianization of 1t 1 (rt), that is, the result of adding relations aj a j = a jaj for 
all generators aj, aj of 1tl('?i'). We postpone until 5.3 the proof that the 
abelianization is independent of the presentation of 1t1('?i'). In the normal 
development of homology theory 

HI ('?i') = abelianization of 1t 1 ('?i') (*) 

is a theorem (first proved by Poincare 1895) rather than a definition, but 
since we are using the fundamental group as our foundation, we shall merely 
sketch the intuitive connection between homology and homotopy to show 
that the definition is reasonable. With a little refinement, the argument 
which follows will serve as a proof of(*) when HI ('?i') is defined independently. 

A I-chain c is a sum ej, + ej2 + ... eirn of oriented edges in '?i', where + 
is a purely formal commutative operation. Since we are now using additive 
notation the two orientations of ej will be denoted +ej and -ej. The bound­
ary o( + ej) of the oriented edge + e j from P j to P k is the formal sum P k - P j' 
o( -ej) = -o( + e;), and 

a(eit + ej2 + ... + ejrn) = a(ej,) + a(ej,) + ... + a(ej,"). 

A I-chain c is called closed, or a I-cycle, if oc = O. Thus oc = 0 if c is the sum 
of oriented edges in a closed path, and it is not hard to see in general that a 
i-cycle c can be decomposed into 

c1 + C2 + ... + c" 

where each Cj is the sum of edges in a closed path pj. The pj do not necessarily 
all emanate from the same vertex P, however we can replace each Pi by 
WjpjWj-l, where Wi is an approach path from P to Pi' without changing the 
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formal sum of edges, so each 1-cycle c dqes in fact correspond to a closed 
path p. Because the formal + is commutative, all paths p' which result from 
p by allowing generators of 7t1('/&') to commute yield the same I-cycle c. 

A I-cycle c is called null-homologous or bounding if there is a 2-chain r 
whose boundary is c. A 2-chain r is a formal sum I::!.it + I::!.j, + ... + I::!.jn of 
faces, the boundary iJl::!. of a I::!. is the formal sum of oriented edges in its 
boundary path, and 

iJ(l::!.it + I::!.j, + ... + I::!.jJ = iJl::!.j, + iJl::!.j, + ... + ol::!.jn· 

Thus if c is null homologous it can be decomposed into 

C 1 + c 2 + ... + cn , 

where each Cj = ol::!.h' so the product of the corresponding closed paths 
WjpjWj-1 based at P is null-homotopic, since each pj is the boundary path 
of a face. It follows that a closed path p based at P corresponds to a null­
homologous I-cycle just in case it can be converted to a null-homotopic 
path by allowing the generators of 7t 1 ('/&') to commute. 

The first homology group is the quotient of the free abelian group of 1-
cycles by the subgroup of null-homologous 1-cycles. From what we have 
just said, the same group is obtained from the free group on the generators 
of 1t 1('t&') by allowing these generators to commute and equating null­
homotopic elements to the identity-that is, by abelianizing the fundamental 
group. 

5.1.4 Geometric Interpretation of Null-homologous Paths 

If P is a null-homologous path in a complex rtf, then p is the boundary of a 
singular perforated orientable surface in rtf. That is, there is an orientable 
surface iF, with a single perforation bounded by a curve c, and a continuous 
map f: iF --+ rtf such that f(c) = p. 

To avoid cumbersome notation we suppress the distinction between a 
path p and its homotopy class [p]. If p is null-homologous then by definition 
p is in the commutator subgroup of 1t 1 (rtf). This is the normal subgroup 
generated by the commutators aba - 1 b - I, where a, b E 7t 1 (rtf), and hence by 
0.5.4 p is expressible as 

n n b -lb-I -I 
Wjaj jaj j Wj • 

j= 1 

Then the closed path p-I n WjQjbjQj-lbj-lWj-l is null-homotopic and 
hence the boundary of a singular disc in rtf (by Exercise 3.1.5.1.). 

More precisely, there is a disc £i} with boundary divided into successive 
segments labelled 
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and a continuous map h: f!) ..... C(i' such that the like-labelled segments become 
identified by h with observation of orientation. (Of course h may have to 
make more identifications than these since, for example, different a;'s and 
b;'s may actually stand for the same curve in Cfi'.) 

But there is already a continuous map 9 of f!) onto a perforated orientable 
surface JF whose boundary is the image of the segment labelled p, namely 
the map which identifies like-labelled segments with observation of orienta­
tion. For we have seen in 1.3 that a schema in which each edge label occurs 
twice, with opposite exponents, is always an orientable surface. Hence it 
will suffice to factor h: f!) ..... Cfi' into g: f!) ..... $' and a continuous map 
f: JF ..... Cfi'. 

If x is a point on $' we let g-I(X) denote the set of its preimage points in 
f!). It is then meaningful to define 

j(x) = h(g-I(X)) 

because h identifies all points identified by g. A sufficiently small b-disc 
neighbourhood of x is the g-image of a b-disc neighbourhood of 9 -lex) 
when 9 -lex) is a point in the interior of f!) (necessarily single), and the g­
image of a (finite) union of b-semidisc neighbourhoods when g-I(X) consists 
of points on the boundary of f!). Continuity of h implies that h maps these 
neighbourhoods into a given c;-disc neighbourhood of h(g- lex»~ in (fo for 
b sufficiently small, which means that f(x) = h(g-I(X) defines a continuous 
function f 

(Readers who have not done Exercise 3.1.5.1 should note that it can be 
done by similarly factoring the continuous map h: rectangle ..... Cfi' into 
g: rectangle ..... disc, where 9 identifies three sides of the rectangle to a point, 
and f: disc ..... Cfi', where f(x) = h(g- I(X».) 0 

This theorem appeared in Seifert and Threlfall 1934. Their proof makes 
use of the fact that any element in the commutator subgroup is a product of 
commutators (see Exercise 5.1.4.1). 

An example of a null-homologous path which is not null-homotopic is 
the boundary path p of the" handle" Yf (Figure 179). In terms of the genera­
tors of n I (Yf), 

Figure 179 
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so p is certainly null-homologous, however, this element does not equal 1 
in 1l1(Jt"), since 1l1(Jt") is the free group generated by a, b. 

EXERCISE 5.1.4.1. Show that waba - 'b - 'w -, is freely equivalent to a product of com­
mutators, so that the commutator subgroup of a group G is in fact generated by the 
commutators of G. 

Give an example to show that the commutators of generators of G do not in general 
suffice to generate its commutator subgroup. 

EXERCISE 5.1.4.2. If P is the boundary of a singular perforated orientable surface in <(j 

prove that [P] is in the commutator subgroup of 7t](ct). 

5.2 The Structure Theorem for Finitely Generated 
Abelian Groups 

5.2.1 Introduction 

The fundamental theorem for finite abelian groups appears in Kronecker 
1870. In this paper, Kronecker gives what we would recognize as the abstract 
definition of a finite abelian group-a finite set closed under a commutative, 
associative binary operation f, with the property that a' =F a" implies 
.l(a, a') =F f(a, a")-then proves that such a group is a direct product of 
cyclic groups. Kronecker's proof is so brief and lucid we shall reproduce it 
almost verbatim below. 

A different proof, using matrices, was discovered by Poincare 1900. 
Poincare's method is actually intended to compute the Betti number and 
torsion coefficients (of given dimension) of a complex, but this is tantamount 
to decomposing a finitely generated abelian group into certain cyclic factors, 
the number of infinite cyclic factors being the Betti number, and the orders 
of the finite factors being the torsion coefficients. His result is therefore a 
generalization of Kronecker's-what we now know as the structure theorem 
for finitely generated abelian groups-however, we shall see how Kronecker's 
proof can be augmented to deal with elements of infinite order. (This seems 
to have first been done by Noether 1926.) 

Kronecker's proof begins with the following remarks. 

(1) The exponents k of all powers ak equal to 1 for a fixed element a 
are integer multiples of some positive integer n called the period of a. 

(2) If n is a period, so is any divisor of n. 
(3) If a', a" have periods n', n" which are relatively prime, then a'an has 

period n'n". 
(4) If n1 is the lowest common multiple of the periods of elements in 

the group, then there is in fact an element of period n]. For if 
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is the prime factorization of nl' there must be periods n containing 
pa, qP, rY, ••• as factors, and hence by (2), elements a', an, am, ... of 
periods p', qP, rY, ••• respectively. Then by (3) the element a' aNa'" ... 
has period p.qPrY ... = n!. 

It will be seen from the proof which follows that Kronecker is implicitly 
using coset decompositions and coset representatives, however, the direct­
ness of his argument is more obvious if these terms are not mentioned. 

5.2.2 Kronecker's Theorem 

If A is afinite abelian group, then A = Al X A2 X ... x As, where AI> A 2 , ... 

are cyclic groups of orders n l , n2, ... and each ni+ I is a divisor ofn;. 

Let n1 denote, as in (4), the maximal period among elements of A. Then 
nl is a multiple of the period of each element a, and we have 

for an arbitrary a E A. 
If al is an element with period nl , we shall call elements ai, aN equivalent 

relative to a1 if 

a'ai = aN for some k. 

This is indeed an equivalence relation, and the equivalence classes form 
a finite abelian group under the obvious multiplication (it is, of course, the 
quotient of A by the cyclic subgroup generated by a!). The properties (1)-(4) 
relativize to corresponding properties of equivalence. In particular, there is 
an equivalence class of maximal period n2, which means that for any repre­
sentative a* of the class, (a*)"2 is the least of its powers equivalent to 1. 
Since (a*)"l equals 1 and is a .fortiori equivalent to it, the relativized version 
of (1) says that nz is a divisor ofn!. 

Now if (a*)n2 = a; and one raises both sides to the power n!/n2 then 

so when k/n2 is set equal to m we have 

am"1 -1 -

from which it follows, since n1 is the period of aJ, that m is an integer. 
The equation 

then defines an element a2 equivalent to a* whose n2th power is not merely 
equivalent to 1, but equal to it. 
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We now call elements a', a" equivalent relative to ai' a2 if 

a' a~ a~ = a" for some h, k 

and similarly obtain a group of equivalence classes whose maximal period, 
n3' divides n2' and a representative a3 of the class of maximal period such 
that a~' = 1. 

The procedure terminates when we have a set of elements at. a2, ... , as 
such that any a is equivalent to 1 relative to a I' a2' ... , as> that is, when any 
a is expressible as 

It also follows that the expression is unique, for the equivalence classes 
relative to at. ... , as-I must constitute a cyclic group with as as a representa­
tive generator. An element a is therefore uniquely determined by the in­
tegers hi,"" hs - I , which determine it relative to an equivalence class 
representative, and the integer hs which determines the equivalence class 
representative itself, a~s. 

Thus A is the direct product At x A2 X •.• x A., where Ai is the cyclic 
group generated by ai' and the order ni of Ai is such that ni + t divides ni' 

o 
Note that the orders nt, n2, ... , n. of factors in a representation of A as a 

direct product of cyclic groups are uniquely determined by the require­
ment that ni+ t divides ni' For in a group At x A2 X ..• x As in which the 
orders ni of Ai have this property, n l is indeed the maximal period of an 
element, n2 the maximal period in the quotient modulo the subgroup 
generated by an element of order nt, etc. 

One can actually factor further into cyclic subgroups whose orders are 
prime powers-for example, the cyclic group of order 6 is the direct product 
of cyclic groups of orders 2 and 3 - however, the numbers nl> n2' ... , ns 
are those most suitable to describe the" torsion" in the group. If A is the 
first homology group of a complex, n l represents the maximum number of 
times a nonbounding curve has to be traversed before it becomes bounding, 
n2 is the maximum when curves are considered" relative to a curve of period 
nt," and so on. 

5.2.3 A Factorization Theorem 

!f A is an abelian group and B a subgroup SUCI1 that AlB is free abelian, then 

A 
A=Bx-

B 

(Note: in what follows we understand" free generators," "nontrivial relation," 
and so on in the context of abelian groups. For example, ata2 al 1ai l = 1 is 
now a trivial relation.) 
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Let XI' X2, ••• be free generators of A/B and for each i choose a Ci E A 
such that ep(cD = Xi, where ep: A --+ A/B is the canonical homomorphism. 
Then the Ci freely generate a subgroup C of A, isomorphic to A/B, since any 
nontrivial relation between the c;'s would yield the corresponding relation 
between the x;'s under the map ep. 

It follows that any a E A has a unique factorization a = bc, where b E B, 
c E C. For c must satisfy ep(c) = ep(a), and there is exactly one such c by the 
construction and freeness of C; and b is then uniquely determined as ac - I. 

The latter IS indeed an element of B, since ep(ac- I) = ep(a)(ep(c»-I. 
Now if al = hlc l, az = b2C2 we have a l a2 = (b l b2)(C I C2), so multiplica­

tion takes place componentwise on the Band C factors. In other words, 
A = B x Cor B x A/B, since C is isomorphic to A/B. 0 

5.2.4 Free Abelian Groups of Finite Rank 

II zn denotes the abelian group Ireely generated by ai' ... , an' then any set 
allree generatorsjor zn has n elements. Also, any subgroup oIzn islree abelian, 
with ::;; n generators. 

The typical element a = a11a~2 ... a~" of zn can be represented by the 
integer vector a = (k I, k2' ... , kn) and the product operation in zn then 
corresponds to vector sum. 

By elementary linear algebra, a set of> n such vectors is linearly dependent 
with rational, and hence in fact integer, coefficients (multiplying through by 
a common denominator). This means there is a nontrivial relation between 
any set of > n members of zn; so any set of free generators has ::;; n members. 
Conversely, if b l , ... , bm generate zn, then the elements ai' ... , an in par­
ticular must be products of them. In other words, the vectors ai' .... an are 
linear combinations of the b l, ... , bm • Since ai' ... , an are linearly indepen­
dent, m :2: n by the same argument. Hence m = n. 

The number n is the number of factors in the decomposition of zn into 
the direct product of infinite cyclic groups, so we have now shown that this 
decomposition is unique. 

To show the second part of the theorem, suppose that C is a subgroup 
of zn. We observe that a subgroup of Zl is certainly free, on s:; one generator, 
and continue by induction on n as follows. 

The projection n: zn --+ Z I which sends each ai to al maps C onto a free 
subgroup C I of Zl. Then by the factorization theorem 

where BI is the kernel of the projection C --+ CI, that is, a subgroup of the 
free abelian group generated by a2, ... , an' By induction we can assume that 
B I is free abelian on ::;; n - 1 generators, that is, the direct product of ~ n - 1 
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infinite cyclic groups, and then C is the direct product of ~; n infinite cyclic 
groups. 0 

EXERCISE 5.2.4.1. Prove that finitely generated abelian groups are finitely presented. 
(Of course, this result will follow from the structure theorem, but it is of interest to see 
what it really depends on.) 

5.2.5 Torsion-free Abelian Groups 

An abelian group A is called torsionjree if it has no elements of finite order. 
A finitely-generated torsion-free abelian group is free. 

Let ai' ... , an be a maximal subset of the generators of A which generate 
freely. Then for each i > n the generator ai enters a nontriv:ial relation with 
ai' ... , an, which we may assume to be 

Thus if B denotes the free abelian group generated by at> ... , an we have 
a~i E B for each i > n. Let k be a common multiple of the k;'s and consider 
the homomorphism fjJ: A --+ B which sends each ai to a7. Since no ai has 
finite order the kernel is trivial and hence we have a monomorphism. The 
image subgroup of B is free by 5.2.4, so A itself is free. 0 

We mention in passing that an infinitely-generated torsion-free abelian 
group may not be free-an interesting example is the group D of rationals 
of the form p/2Q (p, q integers) unde"r addition. Exercise 5.2.5.1 develops 
some of the properties of this group, which actually occurs in topology (see 
Rolfsen 1976, p. 186). 

For the theory of infinitely-generated abelian groups, which is quite well 
developed, see Fuchs 1960. 

EXERCISE 5.2.5.1. (1) Show that any finite set of elements pd2Qj , ... , Pn/2Qn of D with q, s 
... S qn generate an infinite cyclic subgroup containing no element < 1/2Q•• Deduce 
that D is not finitely generated and that any finite set of ~2 elements satisfy a nontrivial 
relation. 

(2) Show that D has a presentation 

(3) Show that every proper subgroup oF {I} and containing the element a, of D 
is infinite cyclic. 

(4) Show that D/Z, the result of adding the relation a, = 1 to D, is an infinite group 
whose proper subgroups are all finite cyclic. 

EXERCISE 5.2.5.2. Show that the positive rationals under multiplication constitute an 
infinitely generated free abelian group. 
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5.2.6 The Torsion Subgroup 

Suppose A is any finitely-generated abelian group, and let T be the subgroup 
of elements of finite order. T is called the torsion subgroup. Then T is a 
finite abelian group and A = F x T where F is afree abelian group. 

Let Zk be the free abelian group on the generators of A and let B be the 
subgroup of Zk which maps onto T under the canonical homomorphism 
¢: Zk ...... A. By 5.2.4, B is finitely generated, so the images of its generators 
give a finite set of generators for T. But a finitely generated abelian group in 
which every element has finite order is obviously finite, hence T is a finite 
abelian group. 

Now consider the coset decomposition of A modulo T. If any coset is 
of order m this means xm E T for any of its representatives x. But then xm is 
of finite order, hence so is x and the coset in question can only be T itself. 
Thus A/T is torsion-free and hence free by 5.2.5. 

It then follows by the factorization theorem that A = F x T where F 
is the free abelian group A/T. 0 

The proof of the structure theorem is now complete. We have decomposed 
the given finitely generated abelian group A into the direct product of a free 
abelian group A/T and a finite abelian group T. This decomposition is 
unique because in any abelian group F x T, where F is free and Tis finite the 
torsion subgroup is obviously T. The free abelian group AjT decomposes 
uniquely into the direct product of n infinite cyclic groups by 5.2.4, while 
T decomposes uniquely into cyclic groups of orders nl"'" n" where nj+l 

divides ni' by Kronecker's theorem and the remark following it in 5.2.2. 
A is therefore uniquely determined by the number n (Betti number) and 
the numbers 111' ... ,11., (torsion coefficients). 

5.2.7 Computability of the Betti Number and Torsion Coefficients 

The above proof of the structure theorem does not make clear how to 
actually compute the decomposition of a given finitely-generated abelian 
group A into cyclic factors. The proof using matrices is quite explicit in 
this respect (see for example Cairns 1961), however, we can also obtain an 
algorithm for computing the decomposition from its mere existence by the 
following cheap trick: 

Given a presentation of A, systematically apply all possible Tietze trans­
formations until an abelian presentation of the form 

where each l1i+ 1 divides nj, is obtained. Then n is the Betti number of A 
and 111, ..• , I1s are its torsion coefficients. The structure theorem implies the 
existence of such a presentation, so we must be able to reach it in a finite 



5.3 Abelianization 181 

sequence of Tietze transformations by the Tietze theorem (0.5.8). The unique­
ness of n, n1' ... , ns guarantees that the first presentation found to have the 
required form will give the correct numbers. 

EXERCISE 5.2.7.1. Use the connected sum (Exercise 4.1.6.1) to construct a 3-dimensional 
manifold .It with 

and hence with arbitrary finitely generated first homology group. (nj(.It) is not required 
to be abelian.) 

5.3 Abelianization 

5.3.1 Presentation Invariance 

The group which results from 

G = < a 1, ... , am; r 1, ... , r n) 

by addition of the relations aiaj = ajai-the abelianization of G-is indepen­
dent of the presentation of G. 

The resulting group will be the same if we add relations gh = hg for all ele­
ments g, h E G, since all elements commute if the generators do. But then 0.5.6 
tells us we are factoring G by the normal subgroup [G, G] generated by all 
commutators ghg - 1 h - 1 in G (the commutator subgroup), and the latter 
definition is independent of the presentation. D 

In future we shall use G/[G, G] to denote the abelianization of G. The 
notation [G, G] for the commutator subgroup is an extrapolation of the 
notation [g, h] often used for the commutator ghg-1h- 1. 

EXERCISE 5.3.1.1. Use Tietze transformations to give an alternative proof that the result 
of adding relations aiaj = ajai is independent of the presentation. (Tietze 1908 actually 
introduced his transformations for this purpose, though his version of the proof was 
to show that Betti numbers and torsion coefficients were invariant.) 

5.3.2 Rank of a Free Group 

The rank of a finitely generated free group is independent of the choice of free 
generators. 

IfG = <aI' ... , am; -), then G/[G, G] is thefree abelian group ofrank m. 
But rank is presentation invariant for free abelian groups (5.2.4), hence it is 
invariant for G also. 0 
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This is the proof of invariance of rank given by Schreier 1927.* Compari­
son with the proof of Nielsen 1921 (Exercises 2.2.4.1-2.2.4.3) shows the power 
of elementary linear algebra in this context. Abelianization erases just enough 
of the group's structure to simplify the problem, while preserving the in­
formation necessary for its solution. A similar example is given in the follow­
ing exercise. 

EXERCISE 5.3.2.1. Show that if G has a presentation with m generators and < m relations, 
then G is infinite. 

5.3.3 Surface Groups 

If G = 7r 1 (,~), where !F is a closed finite surface, then we know from 4.2.1 
that 7r 1(!F) has one of the following forms, according as :!i' is orient able 
or non orient able of genus n ~ 1. 

(i) G = <ai' bl, ... , an, bn; alblallbll ... anbna;; Ibn-I), 
(ii) G = <£II"'" an; aTa~ ... a;). 

It follows that the respective abelianizations are 

(i)' G/[G, G] = free abelian of rank 2n, 
(ii)' G/[G, G] = (free abelian of rank n - 1) x (cyclic of order 2), 

For (i)' we observe that alblallbll ... anbna;;lb;;l = 1 is true in 
any abelian group, hence G/[G, G] is free abelian on the 2n free generators 
aI' b l , ... , an' bn· 

For (ii)' we first make the following Tietze transformations to obtain a 
more convenient presentation: 

G/[G, G] = <£11'"'' an; ai .. · a~ = 1, ajaj = aA) 

= <£11' ... , an; (£11'" an)2 = 1, ajaj = ajaj) 

= <£11, ... , an, an+ 1; a;+ I = 1, al .,. an = an+ 1, ajaj = ajaj) 

= <a2, ... , an' an+1; a;+1 = 1, ajaj = aja;). 

Any element can now be represented uniquely in the form 

These forms multiply componentwise, with the a2,"" an components 
being free, while an + 1 is of order, 2, hence G/[G, G] is the direct product of 

• On the other hand. the rank of an infinitely-generated free group is invariant on purely set­
theoretic grounds, since the cardinality of any set of free generators is equal to the cardinality 
of the set of all words. This implies that the number of edges omitted from a spanning tree .r 
in a graph of infinite connectivity is independent of .r (cf. 2.1.7, 2.1.8)-a result which does not 
seem to have a direct graph-theoretic proof. 
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the free abelian group of rank n - 1 generated by a2' ... , an with the cyclic 
group of order 2 generated by an + 1. 0 

Thus the orientable surfaces are topologically distinguished from each 
other by first homology groups of different rank (Betti number), while the 
nonorientable surfaces are likewise distinguished from each other by dif­
ferent Betti numbers, and from the orient able surfaces by the presence of a 
torsion coefficient 2. 

This completes the topological classification of surfaces which was begun 
in 1.3. We note that the one-dimensional homology invariants suffice to 
distinguish the different normal forms obtained in 1.3, and that the 2-sphere 
is characterized as the only closed finite surface with Betti number 0 and no 
torsion. 

We also have a proof of the Hauptvermutung for finite triangulated 2-
manifolds, since the classification theorem of 1.3.7 reduces these to normal 
forms by elementary subdivisions and amalgamations, and we now know 
that the normal forms are topologically distinct. Thus if two finite triangula­
ted surfaces are homeomorphic, they have the same normal form, and 
hence a common simplicial refinement. It also follows that the Euler charac­
teristic (1.3.8) and orientability character are topological invariants of these 
manifolds, since we already know that they are combinatorial invariants. 

EXERCISE 5.3.3.1. What is the relationship between Betti number and Euler charac­
teristic? 

EXERCISE 5.3.3.2. Prove that the surface groups (i) and (ii) are not free. 

5.3.4 Knot Groups 

Since abelianization destroys some of the structure of the group (unless it 
is already abelian) we should not expect it to always be a source of informa­
tion. Its most conspicuous failure occurs in the case of knot groups, where 
abelianization always collapses the group to an infinite cyclic group. 

We know from the Wirtinger presentation (4.2.3, 4.2.4) that any knot 
group can be given by generators ai' ... , am and relations of the form either 

for i = 1, ... , m and indices reduced mod m 
or 

Under abelianization, these relations simply say that 

so all the generators become one, with no relations, and we have an infinite 
cyclic group. 0 



184 5 Homology Theory and Abclianization 

It was this difficulty which stimulated Reidemeister 1927 to find a pro­
cedure for finding presentations of subgroups (4.3.8) which, as he pointed 
out, marked the first step beyond abelianization as a means of extracting 
information from group presentations. When abelianization is applied to 
the subgroups obtained, the result is not always trivial and it can in fact be 
used to distinguish a large number of knots. Abelianization of a subgroup 
of course corresponds to the one-dimensional homology of a covering space, 
and Alexander's anticipation of Reidemeister's results was obtained by this 
direct route (see 7.2). 

The groups of infinite knots such as the Fox-Artin wild arc (4.2.6) also 
collapse under abelianization. If .91 denotes the Fox--Artin arc the relations 
ofn1(R3 - sl)are 

so we simply get en = 1 by abelianization, and hence 

H 1(R 3 - d) = {l}. 

It is actually a consequence of the Alexander duality theorem that the com­
plement of a simple arc has trivial homology, so homology groups are not 
sensitive enough to detect wildness. 

EXERCISE 5.3.4.1. If G is the group of a link of m curves, show that G/[ G. G1 is free abelian 
of rank 111. 
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6.1 Dehn's Algorithm 

6.1.1 Introduction 

The fundamental problem in the topological classification of curves on sur­
faces is to decide whether a given closed curve contracts to a point. We shall 
call this the contractibility problem. Jordan 1866b recognized that the 
problem could be expressed in algebraic terms, but his work contained 
errors. He showed that each curve could be deformed into a product of 
certain canonical curves-essentially the generators of the fundamental 
group-and realized that the canonical curves satisfied certain relations. 
However, he seemed not to notice that he actually had a group (surprisingly, 
in view of the subsequent appearance of his pioneering treatise on group 
theory, Jordan 1870), and failed to get the right relations. 

The problem was solved, at least from a geometric point of view, with 
the introduction of the universal covering surface in the 1880s. If a curve p 
on the surface :#' is lifted to a curve p in the universal covering surface fj; 
then p contracts to a point on :#' if and only if p is closed. The reason is 
simple: if p can be contracted to a point it can be contracted with its base­
point fixed; this contraction lifts to a contraction of p to a point with both its 
endpoints fixed, which is possible only if the endpoints coincide. Conversely, 
if p is closed, it contracts to a point, since J; is the plane or sphere. By perform­
ing the contraction in one polygon of J; at a time, it can be projected to a 
contraction of p to a point on :#'. 

If p is "given" in an effective way, say as a sequence of edges in the canon­
ical polygon for:#', then one can effectively construct the lift p of p by building 
a large enough portion of !J;, and then see whether p is closed. Bearing in 
mind that the polygons which tessellate !J; do not have to be congruent, this 
algorithm is perfectly concrete and combinatorial. It is admittedly not very 
convenient because of the very dense packing of polygons required even for 
genus 2 (see Figure 111). Nevertheless, around the tum of the century the 
algorithm was considered sufficiently obvious not to require more than a 
passing mention (for example, in Poincare 1904 and Dehn 1910). 

It was Dehn who first appreciated the algebraic significance of the prob­
lem and found a practical solution. He observed that the labelled net of 
polygons on the universal covering surface was in fact the Cayley diagram of 
n1(:#'), and that the contractibility problem was therefore the same as the 
word problem for n1(:#')' Furthermore, geometric properties entailed an 
algebraic process for solving the word problem without actual construction 
of the net. This process is now known as Dehn's algorithm. His first proof 
depended on the metric in the hyperbolic plane (Dehn 1912a), but he then 
saw how the algorithm could be justified by purely topological properties 
of the net (Dehn 1912b). 
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The topological argument of Dehn 1912b is actually designed to solve 
the more difficult conjugacy problem (deciding whether two elements are 
conjugate) and a far less intricate argument suffices for the word problem. 
We present this argument in 6.1.3, 6.1.4 after dealing with the trivially 
solvable cases of the word problem in 6.1.2. 

6.1.2 Some Special Cases 

To free ourselves from distractions in the proof of Dehn's algorithm, we 
first deal with the" small" surfaces to which it does not apply. 

(1) The sphere 52. 11:1(52) = {I}, so every word = 1. 
(2) The projective plane fY. 11:1 (fY) = <a; a2 ) so the word am is 1 just in case 

m IS even. 
(3) The torus.Y. 11:1(5") = <a, b; ab = ba). It is immediate from the Cayley 

diagram (Figure 180) that each word has a normal form amb", and that 
ambn = 1 just in case m = n = O. 

(4) The Klein bottle PA. 11: 1(.qa) = <a,b;abab- 1 ). The Cayley diagram is 
Figure 181 (obtained by constructing the universal covering surface 
from copies of the rectangle in Figure 182 so that the neighbourhood of 
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. 
Figure 182 

each vertex has a, b both incoming and outgoing.) Then the most con­
venient way to solve the word problem is to actually trace the path in the 
Cayley diagram, though an algebraic algorithm is not hard to find. 

EXERCISE 6.1.2.1. Formulate an algebraic algorithm which solves the word problem in 
the Klein bottle group. 

EXERCISE 6.1.2.2. Show that there are no nontrivial elements of finite order in the Klein 
bottle group. 

6.1.3 The Sub path Property 

We can now assume that our surface ~ has a canonical polygon with 
2n sides, where n 2 3. The Cayley diagram of 1tl(~) is therefore a planar 
net of 2n-gons which meet 2n at each vertex (cf. the construction of the 
universal covering surface in 1.4.2). 

Then if p is any closed path in the net, p contains either a spur or a subpath 
consisting of more than half the edges in the boundary of a polygon in succession. 

We construct the net in the euclidean plane as in 1.4.2, using concentric 
circles of increasing radius ~ 1, ~ 2, ~ 3, •••• Each circle will be subdivided 
into arcs called circumferential edges of the net, and all other edges in the 
net will be line segments between ~i and ~i+ 1, called radial edges. 

Thus ~ 1 will be subdivided into 2n arcs to form the first canonical polygon. 
Each vertex P on ~ 1 will emit 2n - 2 radial edges to ~ 2, so as to arrange 
that 2n polygons meet at P. 

These radial edges divide ~ 2 into 2n(2n - 2) arcs, each of which is further 
subdivided by new vertices so as to convert each region between ~ 1 and ~ 2 

into a 2n-gon. (A region with one vertex on ~ 1 therefore requires 2n - 3 
new vertices, a region with two vertices on ~ 1 requires 2n - 4.) 

Each vertex on ~ 2 then emits radial edges to ~ 3; 2n - 3 if it is the end­
point of a radial edge from ~ l' 2n - 2 otherwise, and so on. See Figure 183. 

Now consider a closed edge path p in the net starting at a vertex on ~ 1. 

Assume all spurs have been removed from p and let c be its outermost cir­
cumferential portion, on ~k say. This portion must then be a "turning 
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Figure 183 

point" of p, where p reaches ~k on a radial edge e from ~k-1' runs along 
~k for some distance, then returns to ~k on another radial edge as in Figure 
184 (leaving aside the trivial case k = 1). But then some initial segment of 
ec tra verses the perimeter of some polygon f!/J with the exception of at most two 
edges, sincef!/J can have at most two vertices on ~k-l' Since we assume thatf!/J 
has at least six edges, p has therefore traversed more than half the edges of 
f!/J in succession. 0 

Despite appearances, the above proof is purely topological, because we 
can define the ordering of the discs bounded by ~ 1, ~ 2, ~ 3, ... by set inclu­
sion, rather than in terms of the lengths of their radii. 

c 

Figure 184 
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6.1.4 Dehn's Algorithm 

It is immediate from the subpath property that if w is a word in n 1 (.'1') which 
equals 1 then w can be shortened either by cancellation (removal of a spur) 
or by replacing a subword Pl which is more than half some cyclic permuta­
tion r* of the defining relator by the complementary word pi 1, where 
P1PZ = r*. (This corresponds to pulling the subpath Pl across the polygon 
f!J> to the position pi 1 on the other side, cf. 1.4.3.) 

Then any w which equals 1 in nl(~) will actually be reduced to 1 in a 
finite number of steps by this process, while a w "# 1 will have a reduced 
form =# 1 which cannot be shortened. This is Dehn's algorithm for the word 
problem in 1tl(~)' As we have seen, it applies to any ~ whose canonical 
polygon has :2: 6 sides, and hence to all but the small surfaces already dealt 
with in 6.1.2. 

6.2 Simple Curves on Surfaces 

6.2.1 Poincare's Model of the Hyperbolic Plane 

We mentioned in 1.4.2 that Poincare used the hyperbolic plane in order to 
obtain a tessellation of the universal covering of an orientable surface ~ 
of genus g > 1 by congruent canonical polygons. Furthermore, Poincare 
1883 introduced a particular model of the hyperbolic plane which permits a 
convenient euclidean interpretation of noneuclidean "polygons." The 
"plane" is the open unit disc ~, "lines" are circular (or straight) arcs in ~ 
orthogonal to its boundary, and "points" are points of~. It can be verified 
that there is exactly one line between any two points, and a distance is 
definable so that the line is the shortest curve between any two points. 
It turns out that "angle" coincides with the euclidean angle (between 
curves) so a polygon with given angles is determined by circular arcs ortho­
gonal to the boundary of ~ which meet each other at the given angles. 

All the axioms of plane geometry, except of course the parallel axiom, 
are satisfied in this model. For further details, see for example Magnus 
1974. 

Regular tessellations in the Poincare model are well-known in complex 
function theory, and had in fact been introduced by Schwarz 1872. Schwarz's 
example was the tessellation by the triangle with angles 1t15, 1t/4, n12, shown 
in Figure 185. However, it was Poincare who first observed that the polygons 
in such tessellations could be regarded as congruent when a suitable metric 
was introduced. 

EXERCISE 6.2.1.1. Give a straight-edge-and-compass construction of the right-angled 
pentagon in the centre of the Schwarz tessellation. 
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Figure 185 

6.2.2 Simple Curves on the Torus 

To provide some guidance in the use of the hyperbolic plane as universal 
covering surface, we first explain what happens when fJ' is covered by the 
euclidean plane, that is, when fJ' is the torus and the covering tessellation 
consists of rectangles. We then find that the closed simple curves are just the 
(m, n) torus curves with m, n relatively prime (cf. 4.2.7). 

Let a curve p be given as a product of the canonical curves a, b and let p 
be the covering path from a fixed P(O), ending at P<l) say (Figure 186). Tnen 
the straight line PO) P< 1) is homotopic to P and covers a path p(P) homotopic 
to p. In a natural sense p(p) is a geometrically reduced form of p, and we shall 
now show that it serves as a test case for the existence of simple curves 
homotopic to p. 

The totality of paths covering pep) is obtained by drawing lines I equal 
to PO) P(l) in length and direction out of each vertex in the tessellation. If 
any of these lines meet at a point Q other than an endpoint, then the under­
lying point Q on fJ'is a point where pep) meets itself; thus p(p) is simple just 

j5" I 

a 

p"" b 

Figure 186 
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in case this does not happen. Equivalently, the only vertices on P(O) p(1) are 
P(O), p(1) themselves, which means that if 

then m, n are relatively prime, and p(P) is the (m, n) torus curve of 4.2.7. 
Conversely, if another vertex P(2) falls on pO) p(1) we have to show that 

any curve p' homotopic to p intersects itself. Assume for simplicity that P is 
fixed under the homotopy and let P'~O) be an infinite path in the plane con­
structed by first lifting p' to a P'(O) beginning at pO) (and hence ending at 
p(1) and attaching further lifts successively at each end. Let ff'J,2) be the infinite 
covering path constructed in the same way but beginning at P(2). It will suf­
fice to show that ff'J,°) intersects P'(2J, . 

Consider the infinite straight line !l' through P(O), P(l). Translation along 
this line through distance p(O) p(1) maps ff'~O) onto itself while translation 
through distance P(O) P(2) maps ff'J,°) onto ~2). It follows that ff'J,°), ff'J,2) both 
have the same maximum distances to left and right of !l' (the distances 
are well-defined since they are determined by the compact sets jl(O) and 
p(O) p(1) and hence they must intersect. For fJ'J,2) cannot lie to the left of 
ff'J,°) at a point where ff'J,°) achieves its maximum distance to the left of !l', nor 
to the right of p~O) at a point where p~O) achieves its maximum distance to the 
right, yet by the Jordan curve theorem p~2) must lie on just one side of P'~O) 
if they do not meet. 

Exactly the same argument applies if the homotopy shifts the basepoint 
of p, since a shift of the basepoint from P to Q corresponds to a translation 
of the whole plane by the vector P(O)Q(O). D 

An equivalent condition for p to be homotopic to a simple curve is that 
p =1= qS for any s > 1. Poincare 1904 showed that this is the condition for 
the homology class of p to contain a simple curve, whatever the genus of 
~ (see 6.4.7). However, for genus> 1, where homology and homotopy no 
longer coincide, the condition for the homotopy class to contain a simple 
closed curve is more complicated, as we shall see. 

EXERCISE 6.2.2.1. Show that the homology class of a curve p on the perforated torus 
contains a simple curve iff p '" q', s > 1. 

EXERCISE 6.2.2.2. What is the minimum number of double points of a curve homotopic 
to ambn, when m, n are arbitrary integers? 

6.2.3 Poincare's Algorithm 

Given a curve p on an orientable surface ff of genus g > 1 we construct the 
tessellation of the unit disc by 4g-gons which meet 4g at each vertex and are 
regular and congruent in the Poincare metric. We interpret the tessellated 
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~~~c in the natural way as the universal covering surface $;, and lift the curve 
p to a curve p on'" from vertex p(O) to p(l) say. Then replace J1bythe "straight 
line" pO) P(1) (that is, the arc of the unique circle through P(O), P(l) which is 
orthogonal to the boundary circle.) A similar straight line I is constructed 
for each lift Pi) of p to §;. Then p is homotopic to a simple curve just in 
case none of these lines meet, except at endpoints (Poincare 1904). 

Since the line p(O) P(1) has the same endpoints as p it is homotopic to p 
on §; and covers a path pep) homotopic to p on !F. The totality of lines I 
then comprise all the lifts of pep), and any double point of pep) will lift to a 
point where two of these ['S meet (not counting meetings at endpoints). 
Thus if none of the l's meet, p is homotopic to the simple curve p(P). 

Conversely, if two of the l's, say 11 and 12 , meet they must either overlap or 
cross (Figure 187). In Case (1), where 11, 12 overlap, we consider the infinite 
(in the Poincare metric) line 2 which is their common prolongation. By 
considering translations along the line 2 one shows exactly as for the torus 
that any curve p' homotopic to p must intersect itself. 

Figure 187 

In Case (2) we consider the infinite prolongations 2 1, 22 of 11,12 respec­
tively. Since 11 and 12 cross, the limit points AI, Bl of 21 on the boundary 
circle separate the limit points A 2 , B2 of 2 2 , 

Now let p' be any curve homotopic to p on !F, with the initial point P 
fixed for simplicity. Let P'~I) be the infinite covering path constructed by 
first lifting p' from the initial point P(1) of It> then attaching further lifts 
successively at each end. Clearly all the endpoints of successive lifts lie on 
2 1, so p'J,l) has the same limit points Al and B1, on the boundary circle as 
2 l' Let p'~2) be constructed similarly by first lifting p' from the initial point 
P(2) of 12 ; then P'~2) has the same limit points, A2 and B 2 , on the boundary 
circle as 2 2 , Since Ab Bl separate A 2 , B2 it follows from the Jordan curve 
theorem that fr'J,l) intersects P'~2), and since the point of intersection cannot 
be the endpoint of lifts of p' on both se 1, se 2 (otherwise se 1, se 2 would be 
identical) it must cover a point where p' intersects itself. 

The same argument applies when the homotopy shifts P to another point 
Q, since this corresponds to a translation of the whole hyperbolic plane. 

o 
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EXERCISE 6.2.3.1. Give an algorithm for deciding whether two curves on :l' are homo­
topic to disjoint curves. 

6.2.4 Effectiveness of Poincare's Algorithm 

There are two problems to be resolved before Poincare's algorithm can be 
considered fully effective. Firstly, we cannot actually construct infinitely 
many lines t. However, as Poincare points out, every polygon ;J)i in the 
tessellation carries a similar, finite, set of arcs P(Pi) (corresponding to segments 
of the curve p(p) cut off by the canonical curves on IF), so it suffices to con­
struct them for just one f!lJ. Then p(p) is simple just in case none of the arcs 
P(Pi) intersect. 

The second problem is that our dependence on the metric seems to 
require an infinitely accurate geometric construction. However, translation 
into analytic geometry shows that the coordinates of all points of inter­
section are algebraic numbers (we have in fact a straight-edge and compass 
construction), so we can use known theorems about the solution of poly­
nomial equations to decide in a finite number of steps whether two arcs 
actually intersect. Dehn 1912a made this observation in a similar context, 
and Calugareanu 1966 salvaged Poincare's algorithm by working out the 
algebra explicitly. The algorithm can also be extended to nonorientable 
and bounded surfaces incidentally, as was shown by Reinhart 1962. 

Complete removal of the metric from the algorithm, in the spirit of 
Dehn's solution of the word problem, was first achieved by Zieschang 1965. 
Zieschang's argument depends on a deep theorem of Whitehead 1936 on 
automorphisms of free groups, and a simple approach has not yet been 
found. Poincare's approach remains the most intuitively transparent and 
serves to remind us that topology has a lot to gain from nontopological 
methods. 

The methods of Poincare, in particular the use of the unit disc and the 
characterization of homotopy classes by limit points on the disc boundary, 
were perfected by Nielsen in the 1920s and 1930s. His results on mappings 
of surfaces (see for example Nielsen 1927) remain among the deepest we 
know in combinatorial topology, and in some cases nonmetric proofs have 
still not been found. 

EXERCISE 6.2.4.1. Show that there are two nontrivial simple closed curves on the Mobius 
band, up to homotopy. 

EXERCISE 6.2.4.2. Show that a, b, ab, b2 are the only nontrivial simple closed curves on 
the Klein bottle, up to homotopy (without fixed basepoint). 
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6.2.5 Baer's Theorem 

If p and q are homotopic (without a fixed basepoint) simple curves on an 
orientable surface Ji', then p and q are isotopic on Ji' (Baer 1928). 

To avoid Hauptvermutung-type problems, we assume p, q are polygonal, 
that is, edge paths in a simplicial decomposition of Ji'. Any overlapping of 
p, q can then be removed by small isotopies, so that p, q have only finitely 
many points of intersection. 

The result is obvious if Ji' is the sphere, otherwise we lift p, q to paths 
pO), p1), ... and []<D), i/.o), ... in the universal covering plane. The pi) unite 
into disjoint simple curves Po, P1' ... each of which consists of infinitely 
many pi)'S joined end to end. Similarly, the q(i) unite into disjoint infinite 
simple curves qo, ill, .... A Pj may meet a qk however, namely at points lying 
over the points of intersection of p and q. 

Special case: p and q do not meet, or have only a single point P in common. 
If the former, deform p isotopically until p, q just touch at a point P. Now 
let Po, qo be infinite covering curves which pass through some point P(O) 

over P, meeting again at other points p(l) over P (since p, q are homotopic, 
lifts ofthem beginning at pm both end at pl+ 1), as shown in Figure 188). No 
other Pj or qj enters the shaded region between Po and qo, as this would 
imply further points of intersection between p, q on Ji'. Therefore, an isotopic 
deformation of Po into qo which is periodic with respect to the tessellation 
of the universal covering plane (as can easily be arranged) projects to an 
isotopy between p and q on Ji'. 

Figure 188 

General case: p and q have more than one point of intersection. We 
again take a Po and qo which pass through a P(O) over P, and hence meet at 
other points p(l) over P. Since p, q meet at points other than P, qo may have 
intersections with Po other than the pm, and other f5/s may also meet qo. 
Since we assume p, q have only finitely many points in common, there are 
only finitely many intersections in the interval between a pm and P(l+ 1), 

and hence one which is "innermost" in the following sense: either the Pj in 
question just touches qo (Figure 189) or else Pj accounts for two successive 
points of intersection on qo (Figure 190). In either case, an isotopy of P j , 

which projects to an isotopy of p, reduces the number of points of inter­
section (Figure 191), so after a finite sequence of such isotopies we return to 
the special case. 0 
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pO+l) 

Figure 189 

pO+ 1) 

Figure 190 

Figure 191 

The special case shows that a simple curve which is null-homotopic on 
ff in fact bounds a (nonsingular) disc-a nice demonstration of the way the 
universal covering surface can make facts leap to the eye. 

The idea of finding a place where the nature of the intersection between 
two figures can be simplified by an isotopy has also been applied to surfaces 
in 3-manifolds, and some similar theorems have been obtained. For further 
information, see Laudenbach 1974. 

EXERCISE 6.2.5.1. Extend the proof of Baer's theorem to nonorientable, bounded, and 
infinite surfaces. 

6.3 Simplification of Simple Curves by 
Homeomorphisms 

6.3.1 Introduction 

In this section we study simple closed curves on a closed orientable surface 
ff. (Some suggestions on extending the results to nonorientable surfaces 
are contained in the exercises). If such a curve p is nonseparating then it is a 
consequence of the classification of bounded surfaces (1.3.9) that there is a 
homeomorphism h: ff ~ ff which maps p onto a canonical nonseparating 
curve h(P). For example we can take h(p) to be a "meridian" curve m on 
one of the handles of ff (Figure 192). 
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Figure 192 

Simply observe that when we cut:!!' along p the result :!!" has the same 
number of boundary curves (two), Euler characteristic, and orientability 
as the surface :!!''' obtained by cutting:!!' along the meridian m. Since these 
invariants define a bounded surface up to homeomorphism we have a homeo­
morphism f: :!!" ---+ :!!,". 

Now if we identify the two edges p + and p - of the cut p by any homeo­
morphism g: p + ---+ p - , and the edges m + and m - of m by the corresponding 
map fgr 1: m + ---+ m -, then the identification spaces of .i1" and :!!''' both 
become :!!', and the homeomorphism h:.l7 ---+ :!!' induced by f::!!" --+ :!!''' 
maps ponto m. 0 

Since we depend on triangulations to define Euler characteristic and 
orientability, and to prove the classification theorem (which can be viewed 
as the construction of a homeomorphism between triangulated surfaces 
with the same invariants), the above proof requires p to be polygonal. The 
result is in fact true in general, but we need it only for polygonal curves, and 
these will be our only concern in this section. Thus until further notice a 
curve will be an edge path in some simplicial decomposition of the surface. 

A similar proof shows that if p is a simple, separating curve, then we can 
map it onto a canonical separating curve h(p) by a homeomorphism, the 
curve in question being determined by the Euler characteristics of the two 
components into which p divides :!!'. The obvious choice for canonical 
separating curves on an orientable .17 are those shown in Figure 193. Of 
course, having proved these theorems we can see that there is no preferred 
decomposition of :!!' into "sphere" plus "handles," and that any simple 
curve is just as "canonical" as another. Any set of closed curves a 10 b 10 ... , 

an, bn which produce the canonical polygon for:!!' (1.3.7) when cut may be 
called a canonical curve system, and the process of cutting along them is 
called a handle decomposition of :!!'. 

Figure 193 
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EXERCISE 6.3.1.1. Verify that the separating curves shown above do in fact partition:7 
in all possible ways, as far as the Euler characteristic is concerned. 

EXERCISE 6.3.1.2. Find canonical separating and nonseparating curves on the sphere 
with n crosscaps. 

6.3.2 Twist Homeomorphisms 

For applications to 3-manifolds in Chapter 8 it is convenient to be able to 
map simple curves onto canonical curves by homeomorphisms which 
affect the surface less radically than the cut- and-paste homeomorphisms 
used in proving the classification theorem. The twist homeomorphisms of 
Max Dehn are suitable for this purpose. 

A twist homeomorphism relative to a simple closed curve c on $' is 
determined by taking an annular neighbourhood JVe of c (always possible 
since $' is orientable), cutting JVc from $' as in Figure 194(1), then pasting 
it back after one of its boundaries has been given a full twist relative to the 
other as in Figure 194(2). As a result, a transverse segment AB of ,Ne be­
comes an arc which makes a full circuit of ,Ne' The fact that points which 
are close together before the cutting and pasting are close together after it 
is easily formalized to show that the operation defines a homeomorphism 
of $'. 

Dehn's work on simple curves on surfaces was done in the early 1920s 
but not published by him at the time. The first appearance of twist homeo­
morphisms in print seems to be Goeritz 1933. They are often known as 
Dehn twists, and since their revival by Lickorish 1962 it has been tempting 
to call them" Lickorish twists." 

(1) (2) 

A 

Figure 194 

EXERCISE 6.3.2.1. Let ta , th denote the twist homeomorphisms of the torus relative to 
the canonical curves a, b. Find a combination of ta , tb which maps a onto a curve isotopic 
to b. 

6.3.3 Curves Which Meet at a Single Point and Cross 

lfp, q are simple closed curves on an orientable surface.ff' with a single common 
point, where they cross, then p can be mapped onto q by a twist homeomorphism 
followed by an isotopy. 
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Figure 195 

Figure 196 

Figure 197 
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Given the curves p, q construct the strip % shown in Figure 195 which 
includes a small segment AB of p, all but a small segment of q, and elsewhere 
follows close to p. Then a twist of .Af' maps p into the curve p*, shown in 
Figure 196, which is obviously isotopic to q (Figure 197). D 

EXERCISE 6.3.3.1. Show that a curve P satisfies the hypothesis of the theorem if and 
only if it is a nonseparating curve. 

EXERCISE 6.3.3.2. Let Ph Pl' ...• Pln be simple closed curves on an /7 of genus n with a 
single common point, where they cross each other. Show that the result of cutting .'1' 
along Pl. P2, ...• P2n is a disc. Is this necessarily a handle decomposition (6.3.1)') 

EXERCISE 6.3.3.3. Let p, q be simple closed curves on a nonorientable surface which meet 
at a single point and cross. Under what circumstances is there a homeomorphism 
mapping ponto q') Find a twist homeomorphism which (together with an isotopy) 
realizes the mapping in this case. 

6.3.4 Removal of Intersections 

We shall assume that all points of intersection between two curves p, q are 
crossings. If not, a small isotopy of p near a point where it touches q removes 
the contact point altogether (Figure 198). When p, q are oriented, p can 
cross q from right to left (1), or from left to right (2), as shown in Figure 
199. Assigning + 1 and -1 respectively to these two types of crossing, 
we obtain the algebraic intersection of p with q by summing the values 
obtained in a circuit around p. We shall now prove: 

If p, q are simple closed curves on :F, then there is a combination of twist 
homeomorphisms and isotopies which maps p onto a curve p* which meets q 
at most twice, with zero algebraic intersection. 

Figure 198 

Figure 199 
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If p, q have only one point of intersection we can use the twist homeo­
morphism of 6.3.3 to obtain a p* disjoint from q, as Figure 196 shows. 

Wc can therefore assume there are at least two points where p intersects q 

with the same algebraic value. Without loss of generality we can assume 
they occur as successive points of intersection on q (Case 1), or as first and 
third in a sequence of three successive intersections on q (Case 2). 

Case 1. Let A, B be successive points of intersection on q, where p passes 
from left to right, say (Figure 200). The curve c shown follows p after its 
exit at X, stays close to p without crossing it, and hence returns on the 
right-hand side of p at Y (since ff is orientable) after traversing part of p 
just once. It therefore has fewer intersections with q than p has (since A, B 
have been replaced by D) and exactly one with p itself. By 6.3.3 we can then 
map ponto c by a twist homeomorphism and isotopy. (Sliding the portions 
of c near p back onto p by an isotopy we can in fact get a curve which departs 
from p only in a narrow neighbourhood of q, but has fewer intersections 
with q.) 

Case 2. Let A, B, C be the successive points of intersection (Figure 201). 
Assume that the path d which exits at X and follows p returns first at Y, 
rather than on the middle branch of p. (If not, construct d so that it exits on 
the bottom branch of p. It must then return on the top branch, and a similar 
argument applies.) We then perform a twist homeomorphism using a 
neighbourhood of d, which maps p onto the curve p' shown in Figure 202 
which is isotopic to the curve p" shown in Figure 203 and in turn isotopic 
to the curve p'" in Figure 204 which has fewer intersections with q. (Notice 
also that pOI departs from p only in a narrow neighbourhood of q, shown 
dotted in Figure 204.) 

Since the construction of a c or pOI reduces the number of intersections 
with q, after a finite number of steps we obtain a p* (= c or pm) for which 
neither Case 1 nor Case 2 holds, and which therefore satisfies the conditions 
of the theorem. 0 

'I 

A p 

............ ~: ..... X 

D.' 

y' .~. . ··z B p 

Figure 200 
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Figure 202 

The above proof is due to Lickorish 1962, who notes the corollary that 
if q I' ... , qr are disjoint simple curves on ff, then any simple curve p can be 
mapped by twist homeomorphisms and isotopies onto a simple p* which 
meets each qi at most twice, with zero algebraic intersection. For since the 
above construction produces a p* which departs from p only in a narrow 
neighbourhood of q (though possibly omitting some portions of p entirely) 
we can remove the intersections between p and any qi without affecting its 
intersections with other q/s, eventually obtaining a p* with the property 
described. 

Lickorish uses this corollary to continue the simplification of p as follows. 
We continue to denote each successive modification of p by p*. 
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Figure 203 

q 
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p 

Figure 204 

6.3.5 Taking a Curve off the Handles 

Given a particular handle decomposition of :F, choose a "meridian" qi and 
a "base curve" qj on each handle as in Figure 205. If p* does not meet qi 
we shall say p* is "off" the handle in question. (It may of course still pass 
"through" the handle, meeting the base curve on each side.) Using twist 
homeomorphisms and isoto pies, we can obtain a p* which is off all the 
handles. 

Take the meridian and base curves to be the q l' q 2, ... , qr mentioned in 
the corollary at the end of 6.3.4, and let p* be the curve obtained in its 
conclusion. 
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Figure 205 

Figure 206 

We can view the portion pT of p* on a given handle as a simple closed 
curve on the torus by cutting the handle from JF along qj and closing qj 
with a disc, closing pt by an arc on the disc between its intersections with 
qj (if they exist), as in Figure 206. We then have a simple closed curve on the 
torus, and the known types of these curves (6.2.2), plus the fact that p* 
meets qi and qj at most twice, with zero algebraic intersection, allow us to 
conclude that p~ is either null-homotopic or homotopic to qi itself. In 
either case an isotopy will pull pt, and hence p*, away from qi' so that p* 
is off the handle. 0 

EXERCISE 6.3.5.1. Consider the handlebody Jff obtained by taking fJ' together with its 
interior when fJ' is "standardly embedded" in R3. Show that a simple closed curve 
which is off the handles of fJ' bounds a disc in Jff. 

EXERCISE 6.3.5.2. Give an algorithm for deciding whether a given simple curve on fJ' 
bounds a disc in Jff. (Hint: consider the universal covering space of Jff.) 

6.3.6 Mapping onto a Canonical Curve 

The construction of 6.3.5 not only takes p* off the handles, it also arranges 
that p* passes at most once "through" each handle, since p* meets each base 
curve at most twice, with zero algebraic intersection. We can then map p* 
onto a canonical curve by twist homeomorphisms and isotopies. 
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Figure 207 

Figure 208 
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Figure 209 

Figure 210 
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Case 1. p* passes through no handles. That is, all its intersections with 
base curves qj can be removed by isotopies (Figure 207). Then p* can be 
viewed as a curve on the" sphere part" of ff and deformed into a semicircle, 
for example see Figure 208. This is obviously the same as the canonical 
separating curve on ff' previously pictured as in Figure 209. 

Case 2. p* passes through a handle. This corresponds to the case where 
the portion pt on the torus constructed in 6.3.5 is not null homotopic. Then 
pt, and hence p*, has a single point in common with a suitable latitude 
curve I, which in turn has a single point in common with a meridian m 
(Figure 210). Hence by two applications of 6.3.3 we can map p* onto the 
canonical curve m. 0 

EXERCISE 6.3.6.1. Show that the mapping in Case 2 can also be achieved by an isotopy. 

6.4 The Mapping Class Group of the Torus 

6.4.1 Introduction 

Just as we can construct a discrete group 7tl(~) from closed paths in a 
complex ~ by factoring out .. topologically uninteresting" paths, we can 
construct a discrete group M(CC) from the self-homeomorphisms of CC by 
factoring out topologically uninteresting maps. We could take topologically 
uninteresting maps to be those homotopic to the identity, or isotopic to the 
identity. In the case where CC is a surface ff' these concepts coincide (as 
Baer's theorem suggests), but we take the isotopy relation for definiteness, 
and call M(ff') the homeotopy, or mapping class, group of ff'. 

Thus the homeotopy group of ff is the quotient of the group of self­
homeomorphisms of ff', under composition, by the normal subgroup of 
isotopies. 

The easiest nontrivial case is the mapping class group of the torus !Y, 
which was known implicitly in the theory of elliptic functions as far back as 
Clebsch and Gordan 1866, p. 304. It was not described as a group until later, 
in Klein and Fricke 1890, and the topological interpretation appeared in 
Tietze 1908. Tietze's interpretation yielded the important insight that 
M(!Y) is the automorphism group of 7t 1(!Y), a result whose extension to 
other surfaces ff (Baer 1928) reduces the computation of M(ff) to a purely 
algebraic problem concerning 7tl(ff). The details of this extension may be 
inferred from Baer's theorem and the argument for the torus we shall give 
below, however we omit them because they yield little information about 
M(ff) except its relation to 7tl(~)' 

EXERCISE 6.4.1.1. Why do the isotopies constitute a normal subgroup among the group 
of self-homeomorphisms? 
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6.4.2 Canonical Curve Pairs on the Torus 

It follows immediately from the classification of bounded surfaces (cf. 
6.3.1) that the canonical polygon for the torus (Figure 211) can be produced 
by cutting the torus along any two simple closed curves a, b which meet, 
and cross, at a single point. For under these circumstances a, b must both be 
nonseparating; a cut along a will produce a surface with two boundary 
curves, a+ and a-, homeomorphic to an annulus, and b will be a "crosscut" 
from a+ to a- which reduces the surface to a disc. The four edges of the 
disc must then be identified as in the canonical polygon in order to recover 
the torus. 

Thus from an intrinsic point of view any pair of simple curves a, b which 
meet, and cross, at a single point can be considered canonical, and choosing 
one pair as generators to express all other curves is analogous to an arbitrary 
choice of coordinate axes. 

The curves a, b shown in the standard picture of the torus (Figure 212) 
which we call a meridian and latitude curve respectively, can be distinguished 
from other canonical curve pairs only relative to an embedding of the torus 
in R3. Namely, if we take the solid torus, or ring, fJIi consisting of the surface 
:Y and the region "inside" it, then a is determined up to isotopy as the curve 
which is not null-homotopic on :Y but bounds a disc in fJIi. 

Figure 211 

Figure 212 
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{ h { h { • • 

Figure 213 

A quick way to see this is to consider the universal covering space ii 
of fJt, which is an infinite solid cylinder (Figure 213). By the standard argu­
ment, a curve which contracts to a point in fJt must lift to a closed curve in 
ii. The only curves which do so are those of the form am, and a is the only 
simple nontrivial curve among these. The latitude curve is not determined 
up to isotopy, even on the solid torus. One can either choose an arbitrary 
curve which crosses a once as the latitude, or else impose a further condition, 
such as requiring it to bound a surface in the region "outside" 5, which 
does determine the latitude curve for a given embedding. 

These facts will not be used in the remainder of this chapter, but they are 
very much to the point in 7.1, when we study knotted embeddings of the 
solid torus in R3. 

EXERCISE 6.4.2.1. What types of curve cross a at a single point? 

EXERCISE 6.4.2.2. If the solid torus .0£ is embedded in R3 in a knotted way, no nontrivial 
curve on .Y will bound a disc in R3 - d. Why must there be a nontrivial curve on .Y 
which bounds a surface in RJ - .U'l 

6.4.3 Classification of Canonical Curve Pairs 

An (ml' nl ) torus curve and an (m2' n2) torus curve in standard form (that is, 
projections of straight line segments through the origin in the universal covering 
plane) have a single common point if and only if 

mln2 - m2nl = ± 1. 

They necessarily cross at this point. 

Suppose that the net generated by a, b on the universal covering plane has 
its vertices at the lattice points (i, j) where i, j are integers. Then the condition 

or 

is precisely the condition for the linear transformation 

{
X' = mix + nlY 

T: , 
y = m2 x + 1l2Y 
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Figure 214 

to map the set of lattice points one-to-one onto itself. This transformation 
maps the net of squares with (vector) sides Q, b onto the net of parallelo­
grams with sides mlQ + nib, m2 Q + n2b. For example, Figure 214 shows 
the net generated by Q + b, - a - 2b. The fact that T is one-to-one means 
in particular that no vertex falls in the interior of either vector m I a + nib, 
m2 Q + n2b from the origin. Thus the corresponding (mb nl ) and (m2' n2) 
curves on the torus have only a single common point, at which they cross. 

Conversely, suppose we have (m l , n l ) and (m2, n2) torus curves in stan­
dard form, with a single common point. Thc above argument about the 
vectors mla + nib and m2a + n2b and the net of parallelograms they 
generate can then be reversed, showing that the transformation T is one-to­
one on the set of lattice points, and hence of determinant ± I. 0 

EXERCISE 6.4.3.1 Show that the sct of transformations T with determinant ± I is iso­
morphic to the group of automorphisms of the free abelian group of rank 2. 

EXERCISE 6.4.3.2. Show that 

in general is the algebraic intersection (6.3.4) of the (mj, n j ) curve and the (m2' n2) 
curve. 

6.4.4 Generating Homeomorphisms for Transformations of 
Canonical Curves 

A homeomorphism of the torus maps the canonical pair a, b onto another 
canonical pair and hence by 6.4.3 onto an (ml, nl) curve and an (m2' n2) 
curve, with 
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Any such transformation of canonical pairs can be realized by a combination 
of isoto pies with the reflection which sends a, b to a-I, b and the twist homeo­
morphisms ta , tb determined by a, b. 

We first find generators for the linear transformations 

T:{X: = mIx + nIY with Im i nIl = ±1 
y = m2 x + n2 Y m2 n2 

then interpret the generators as homeomorphisms of the torus. 
T can be represented by the matrix 

(:: ::) 
with determinant ± 1 and in fact the group GL(2, Z) of such matrices is 
generated by 

R = (- ~ ~), A = (~~), B = G ~). 
This idea is to work backwards from 

(:: ::) 
to (6 ?). First we get a matrix ofthe form (h D using right multiplication by 
A-I, B- 1 to perform the euclidean algorithm on the bottom row, then 
observe that i, j = ± 1 because the determinant remains ± 1 throughout. 
Now multiply by Rand/or (AB- I )3 = C 6 _ Y) to get (6 n, which equals 
Aj, and can therefore be multiplied by A - j to get C6 ?). 

The matrix R obviously represents the reflection which sends a, b to 
a - I, b. The transformation with matrix A can in fact be realized by the twist 
homeomorphism tao For 

( mi nl)(l 1) = (mi ml + nI) 
m2 nz 0 1 m2 m2 + n2 

and recalling the construction of an (m, n) curve by drawing m lines on a 
cylinder, then joining the ends after a twist of 2n(n/m), we see that the extra 
twist of 2n given by ta changes an (m, n) curve into an (m, m + n) curve. 
The effect of ta on the pair represented by the matrix 

is therefore to produce the pair with matrix 

as required. 

( mi ml + n I ), 

m2 m2 + n2 
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Similarly, tb realizes the transformation with matrix B. Of course t a , tb do 
not realize linear transformations of the plane, however it is easy to deform 
them into linear transformations by isotopies. 0 

EXERCISE 6.4.4.1 (Tietze 1908). What are the generating homeomorphisms for the solid 
torus? 

EXERCISE 6.4.4.2. What are the generating homeomorphisms for the Klein bottle? 
Show that there is only one twist homeomorphism, and that its square is isotopic to the 
identity. 

6.4.5 Homeomorphisms Are Determined up to Isotopy by the 
Transformation of the Canonical Curves 

The proof of this result in the general case requires point set subtleties such 
as the 10rdan-Schoenflies theorem, however the general idea is the following, 
which can easily be developed into a formal proof in the case of simplicial 
homeomorphisms. 

Suppose h l : ff --+ ff and h2 : ff -+ ff are homeomorphisms which 
map a, b onto pairs of canonical curves which are the same, up to isotopy, 
as a standard (ml,nl), (m2, n2) pair. We want to show that hl is isotopic to h2· 

It is clear that the covering curves of hl(a), h1(b) in the plane can simul­
taneously be isotopically straightened into the straight line segments from 
(0,0) to (ml, nt) and (m2, n2); see Figure 215. By breaking the isotopy 
down into a series of isoto pies which take place within sufficiently small 
parts of the plane we can induce a series of isotopies on ff, the result of which 
is to reduce ht(a), hl(b) to a standard (m1' nl), (m2, n2) pair. Thus ht is 
isotopic to a map h; which maps a, b onto this standard pair, and similarly 

)ft. 
(o.O)~········· 

Figure 215 
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172 is isotopic to an 172 which maps a, b onto the same pair. We then have 
that 

I = 17'. h2- • : Y --+ y 

is a homeomorphism which maps a, b onto themselves. 
To show 171, h2 are isotopic it will then suffice to show I is isotopic to the 

identity. The required isotopy can be constructed in the following steps 
(successive improvements of f will still be denoted f). 

Step 1. Deform f into the identity on a, b using the fact that any orienta­
tion-preserving homeomorphism h: S I --+ S 1 is isotopic to the identity. 

Step 2. Deform f into the identity on strip neighbourhoods d, go of a, b 
(Figure 216). 

Figure 216 

Step 3. Observe that ff - (d uf16) is a disc, and f can be deformed into 
the identity on it because any homeomorphism of the disc which is the 
identity on the boundary is isotopic to the identity on the whole disc. A 
clever proof of this fact is due to Alexander 1923b: for 0 ::; t ::; 1 and x the 
vector from the centre to an arbitrary point on the disc define 

fr(x) = Jtx (1 ) 
if -x 

t 

for Ixl Z l 

for t > Ixl > 0 

when t > 0, and let Io(x) = x. This function j; is an isotopy between II = I and 
fo = identity. 0 

A more general result was proved by Baer 1928. Baer's theorem (6.2.5) 
in fact generalizes to canonical systems of curves on any surface :J', then a 
similar argument shows that a homeomorphism h::J' --+ :J' is determined 
up to isotopy by the image of the canonical curve system on :J'. 

EXERCISE 6.4.5.1. Prove that any orientation-preserving homeomorphism h: Sl -> Sl 
is isotopic to the identity. 
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EXERCISE 6.4.5.2. Give a rigorous version of the above proof, assuming hi' h2 are 
simplicial maps. 

EXERCISE 6.4.5.3. Prove Baer's generalized theorem. 

6.4.6 The Mapping Class Group 

Now that we know a homeomorphism h:!Y ...... !Y is determined up to 
isotopy by the images heal, h(b) of the canonical curves, and thus by the 
matrix 

where h(a), h(b) are curves of type (ml' nl), (m2' n2) respectively, we can 
associate the mapping class of h with this matrix, which has determinant 
± 1. Since composition of mappings corresponds to right matrix multiplica­
tion (6.4.4) we in fact have a homomorphism ¢ of M(!Y) onto the group 
GL(2, Z) of 2 x 2 integer matrices with determinant ± 1. This homomor­
phism is one-to-one, since a mapping which sends a, b to a pair not homo­
topic to a, b is afortiori not isotopic to the identity, hence M(!Y) is in fact 
isomorphic to GL(2,Z). 

This matrix representation gives quite a clear picture of the group (for 
example one has an immediate solution of the word problem by multiplying 
out the matrices), however, it is also possible to give a finite presentation 
(see Nielsen 1924b, which also solves the much harder problem for 3 x 3 
integer matrices with determinant ± 1). 

EXERCISE 6.4.6.1. Show that a. }), c: ?), (7 ~) also generate GL(2, Z). 

EXERCISE 6.4.6.2. What is the mapping class group of the Klein bottle? 

6.4.7 Automorphisms of H 1(:#'') when ff Is Orientable 
of Genus > 1 

The simple construction of the mapping class group of the torus !Y can be 
attributed to the fact that 7t 1(!Y) = HI(!Y) and the automorphisms of 
abelian groups are relatively easy to determine. When § is of genus 9 > 1 
and 7t 1(§) ¥ H 1(§) the representation of a mapping by a matrix reflects 
only the homology class of the image curves, not their isotopy class. Further­
more, not every automorphism of H 1(§) = Z2g can actually be realized 
by a homeomorphism. Those that can constitute a subgroup of the group 
GL(2g, Z) of 2g x 2g integer matrices with determinant ::1: 1, called the 
svmplectic group over the integers. 
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Nevertheless, the mere fact that the matrix of an automorphism of z2e 
must be integral enables us to prove that the homology class of a simple 
curve is not a multiple of any other homology class. 

Let ab bl, ... , ag , by be the canonical generators of n:1(~) and H I(~)' 
An element 

p = ai'b~' .. ·a;"b=· 
of H I(~) can be represented by the vector (ml' nl, ... , mg , ng). By 6.3.1 
there is a homeomorphism h: ~ --+ ~ which maps p onto the curve a l 

represented by the vector (1, 0, ... ,0). 
This homeomorphism induces an automorphism of 1CI(~) (3.1.7) and 

hence an automorphism A of H I (~). We can interpret A as a 2g x 2g 
integer matrix such that 

A(ml, nl , ... , my, ng)T = (1,0, ... , O)T, 

where T denotes the transpose. But then the greatest common divisor d of 
ml, nl, ... , mg, ng must be 1, since A(mt/d, nt/d, ... , my/d, ny/df is an integer 
vector which equals (lid, 0, ... , 0). 

Thus (mlo nl, ... , mg, ng) is not a multiple of any other homology class. 
o 

When combined with its converse, this theorem yields the Poincare 1904 
characterization of homology classes which contain simple curves. A quick 
proof of the converse using twist homeomorphisms has been given by 
Meyerson 1976, and it is developed in the following exercise. 

EXERCISE 6.4.7.1. Take generators lXI' /31 ..... lXg , /3g for HI(JF) on a handle decomposi­
tion oL? as shown in Figure 217 and denote the element p = IXj'/3'j' ... :x;"/3;' of H I (.'1') 
by (m" Ill' ...• mg. I1g). 

(1) Show that twists about :Xi. fli send ( .... mi. l1i • ... ) to ( .... mi ± nil ni, ... ) and 
( ... , mi. l1i, ... ) to ( ...• mi. ni ± mi • ... ) respectively. where ± depends on the direction 
of twist. 

Figure 217 
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Figure 218 

(2) Deduce that these twists can be used to send (ml' n l , ... , mg, ng) to (d l , 0, d2, 

0, .... dq , 0), where di = gcd(mb nJ 
(3) Let Yi' I :::: i < g, be the curve shown in Figure 218. Show that a twist about ri 

sends ( ... , mh ni' n1i+l' t1 i + 1, .. .)to ( ... , m i ± ni ± ni + 1, ni' mi+l ± ni ±: n i + h ni+l, ... ). 

(4) Deduce that (d l , 0, d2 , 0, ... , dg , 0) can be sent to (d, 0, ... ,0) by ex, fl, Y twists, 
where d = gcd(d l , ••. , dg ). 

(5) Conclude that if p is not a multiple of any element of H I ($'), then p is homologous 
to a simple curve. 
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7.1 Dehn and Schreier's Analysis of the Torus Knot 
Groups 

7.1.1 Introduction 

We have seen (4.2.7) that the (m, n) torus knot has group 

Gm•n = <a, b; am = bn). 

It is obvious that Gm,n = Gn,m' which reflects the less obvious fact that the 
(m, n) torus knot is the same as the (n, m) torus knot. Gm, n does not reflect the 
orientation of the knot in R3 , since the knot and its mirror image have 
homeomorphic complements and hence the same group. Since Listing 1847, 
at least, it has been presumed that there is no ambient isotopy in R3 between 
the two trefoil knots (Figure 219) and the same applies to the general (m, n) 
knot. 

Figure 219 

However, apart from this the torus knots are completely classified by 
their groups (Schreier 1924) and a brilliant argument of Dehn 1914 even 
allows us to distinguish a knot from its mirror image by deeper study of the 
group. Dehn did not use the above presentation of Gm, n but a more compli­
cated presentation like Wirtinger's, and Schreier's analysis of Gm,n was 
intended, among other things, to simplify Dehn's argument. 

7.1.2 The Centre of Gm,n 

By definition, the centre C of Gm, n is the subgroup of elements which commute 
with all other elements of Gm,n' C is equal to the subgroup generated by am. 

The element am certainly commutes with a, and since it equals bn it also 
commutes with b. Then am commutes with every element of Gm• n and hence 
belongs to the centre. 

Now since am commutes with every element of Gm• n , the elements 
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{a±kmlk = 0, 1,2, ... } constitute a normal subgroup N, and Gm,nlN is 
obtained by adjoining the relation am = 1, that is, 

Gm,nlN = (a, b; am = bn, am = I) 
= (a, b; am = 1, bn = I). 

We shall write this group as (a, n; zr = 1, fjn = I) to emphasize the inter­
pretation of the generators as cosets: 

a = Na, 5 = Nb. 

To show that N is the centre C of Gm,. it will suffice to show that Gm,nlN 
has no nontrivial elements in its centre. Since am = 1 and 5n = 1, any element 
of Gm.nlN has a unique normal form 

where 

o ~ Xl < m,O < Xi < m for i > 1, 

o ~ Yp < n, 0 < Yi < n for i < p, 

are integers. But such an expression commutes with a only if it has a at 
both ends, and with 5 only if it has 5 at both ends, so a nontrivial element 
cannot commute with both a, 5. 0 

7.l.3 Elements of Finite Order in Gm nlC 

Elements of finite order in Gm.nlC are conjugate to a power of i.i or a power of'6· 

Let 9 be an element of order r and let aX1 ••• 5Yp be its normal form. Since 
no shortening of the word 

(normal form of g)' 

is possible unless the normal form begins and ends with the same letter, we 
must have one of Xl' Yp equal to O. In the case p = 1 this makes 9 a power of 
a or 5, so the assertion is a fortiori true for p = 1. 

Now suppose p is arbitrary and the assertion is true for all values < p. 
If, say, yp = 0, then 

(*) 

But if 9 is of order r, so is aXpga- Xp, and hence so is ro, the right-hand side of 
(*), which means it is conjugate to a power of a or 5, by induction. The same 
is then true of 

(Analogously when Xl = 0.) o 



220 7 Knots and Braids 

7.1.4 Presentation-Invariant Determination of {m, n} from Gm,n 

7.1.2 tells us that we can define the group (a, lJ; am = 1, on = 1) independently 
of a presentation of Gm, n' namely as the quotient of Gm, n by its centre C. Now 
let 

E b 1· . . f Gm n = a e IaDlzatlOn 0 C. 
E is obviously a group of order mn, so we have determined the number mn 
from Gm•n in an invariant manner. 

Now 7.1.3 tells us that no element of finite order in Gm,,JC can have order 
greater than that of a or O. The number max(m, n) is therefore invariantly 
determined as the maximum finite order of an element in Gm, n/C. The 
number min(m, n) is then determined as mnlmax(m, n), so we have determined 
the pair {m, n} independently of the presentation of Gm• n' 

It follows that if {m, n} i= {m', n/}, then Gm,n and Gm',n' are nonisomorphic 
groups. 

An immediate consequence ofthis theorem is that if {m, n} i= {m', n/}, then 
the (m, n) and (m', n') torus knots have nonhomeomorphic complements, 
hence they are distinct knots. In particular, this proves that there are infinitely 
many knots, 

The group <a, 0; am, on) is of course the free product of cyclic groups of 
orders m and n, so Schreier has incidentally derived four important properties 
of such groups: 

(1) Normal form of elements (hence a solution of the word problem). 
(2) The centre is trivial. 
(3) An element of finite order is conjugate to a power of a generator. 
(4) The orders {m, n} of the factors are uniquely determined by the group. 

The particular free product <a, b; a2 , b3 ) had already been studied by 
Klein and Fricke 1890 in its realization as the group of transformations 
generated by 

a(z) = 
z 
, b(z) = -z + 1 

(these are the transformations J(z) = (pz + q)/(rz + s) where p, q, r, s are 
integers such that ps - rq = I-the modular group). In this case the order 
of procedure was different since initially only the generators were known. 
The normal form was derived first and then used to show that the relations 
a2 = b3 = I sufficed to define the group (since they suffice to obtain the 
normal form). 

EXERCISE 7,1.4,1. Show that the transformations a(z), b(z) above define the group 
(a, b; a2 , b3 ) (For more help, see Magnus, Karrass, and Solitar 1966, p. 44.) 

EXERCISE 7.1.4.2. Construct the Cayley diagram of (a, b; a2 , b3 ). 
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7.1.5 Latitude and Meridian Curves on a Knotted Ring 

We now adapt Dehn's train of thought on the two trefoil knots with the 
Schreier analysis of Gz, 3 in mind. The two knots are represented by knotted 
rings i~I,:Itz in R3 and we take generators ai' b l for 7r1(R3 - .<JiI I ) and a2' b2 
for 7r1(R3 - :It2) as shown in Figure 220 (a2' b2 are the mirror images of 
ai' bl)' 

On the torus surface :1 I of :It I we choose latitude and meridian curves 
CI' dl which serve to determine a right-hand screw in R3 (Figure 221). We can 
specify the meridian d I up to isotopy and orientation as a simple closed curve 
which is null-homotopic in iJt l but not on :11 (6.4.2). A latitude is then a 
simple closed curve on :1 I which meets d I exactly once. Such curves are not 
unique up to isotopy, and we shall choose the one most simply expressed in 
terms of the generators of 7r I (R3 - iJt I), namely 

a-I 
I 

Figure 220 

Figure 221 

Figure 222 
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It is clear from the diagram above that ai can be deformed onto a latitude 
curve on :Y I' Figure 222 shows that 

d l = alibi' 

EXERCISE 7.1.5.1. Draw a picture of the latitude curve corresponding to af. 

7.1.6 Group-Theoretic Consequences of an Ambient Isotopy 
Between the Two Trefoil Knots 

Ifsuch an isotopy exists, the generators a2, h2 of n l (R3 - ~ 2) can be regarded 
as elements az(a l , bl)' hz(a j , bl) ofn l (R3 - ,0il I ).ln fact, since 

<ai' hi; ai = hi) = n l (R 3 - ;j~\) = n l (R 3 - ·gjlz) = <a 2 , hz ; a~ = b~), 

the correspondence 

defines an automorphism of the group. 
We now see how the latitude and meridian are expressed in terms of 

az , hI' Since the meridian dl is unique up to isotopy and orientation, in terms 
of aI' bI it can only be 

ill = (al lb2)±I. 

By sliding the meridian and making a rotation of ·Jil 2 , if necessary, we can 
arrange that d l = dz = a21b2 (see Figure 223). The latitude Cl must then 
have the orientation of Q2 z in order to determine a right-hand screw with 
d l , and its most general possible form is therefore 

('I = aizd~ (cf. 6.4.3) 

= a2 2(ai lb2}"· 

Figure 223 
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When we substitute a2 = a2 (a l , bl ) and b2 = bzCa l , bl) in these expressions 
for c I' d I and compare with 

from 7.1.5, we must get equations 

ai = az2(azlb2t (1) 

alibi = azlbz (2) 

which are valid in G2 , 3 = <ai, bl ; ai = bf)· 
We now have a purely algebraic question: is there an automorphism 

al l---->a2' bl l---->b 2 OfG 2 ,3 which satisfies the Equations (1), (2)? Dehn was 
able to answer this question in the negative by explicitly linding all auto­
morphisms of Gz, 3' The task is made much easier by Schreier's analysis, 
which we now resume. 

7.1.7 Automorphisms of Gm,n/C 

ahen m of- n all the automorphisms are given by a I----> t- I art, b I----> l- I hSl, where 
r is prime to m and s is prime to n. 

Since Gm,nlC = <a, b; am, hn) the above substitutions certainly determine 
automorphisms. We have to show there are no others. Each automorphism 
must send a and 1) to elements a' and b' of orders m and n respectively, and 
hence conjugate to powers of generators by 7.1.3. They cannot be conjugate 
to powers of the same generator, because the other generator would then 
have exponent sum 0 in each product of a' and 1)1, and hence would not 
appear in the group they generate. By further consideration of exponent sums 
we find that the powers rand s of a and h which occur must be respectively 
prime to m and n. Then since m of- n the only way ai, hi can have periods m, n 
respectively is if 

a' = p-Iarp, 

for some elements p, (J of Gm.nle. 
Now if a I----> p-Iarp, bl---->(J-lhs(J determines an automorphism, we can 

compose it with the inner automorphism a I----> (Ja(J - I, hI----> (J5(J - I to obtain 
the automorphism 

a I----> r-Iarr, b I----> b" 
where r = p(J-I, and it will suffice to show that the latter has the required 
form. Well, since a must be generated from r-Iarr and 5s, r can only have the 
form aXbY (otherwise sufficient cancellation is not possible) and then the 
automorphism is 

b I----> bS = h-YbW 

and so we have the required form a I----> r-Iarl, hI----> t-Ibsl. o 
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7.1.8 Automorphisms of Gm •n 

l+hen m "# n all automorphisms are given by a f-+ t-Ia't, b f-+ t-Ib"t, where 
c = ± 1 and t is an arbitrary element ofGm,n. 

Because the centre C is an invariantly defined subgroup of Gm •• , any 
automorphism of Gm,n maps C onto itself and induces automorphisms of C 
and Gm.n/C The only automorphisms of the infinite cyclic group Care 
am f-+ a±m, b" f-+ b±n so we must have 

if a f-+ a', b f-+ b' is an automorphism of Gm,n' 
By 7.1.7, the automorphism af-+a', Df-+D' induced in Gm.n/C must have 

the form a' = [-Iart, 5' = l-15sl. Now a' = i-Iart = i-ICart = {t-Iar+hmt}, 
where h = 0, ± 1, ±2, .,. and t is a representative oft, so a' is therefore some 
particular t-Iar+hmt. Similarly, b' = t-Ibs+knt for some integer k. Then it is 
easy to see, by considering exponent sums, that 

only if r + hm = L = S + kn. o 
EXERCISE 7.1.8.1 (Schreier 1924). Show that the automorphism group of Gm. n for m i= n 
has presentation 

where rt., fl, and yare 

a f--> a, 

respectively. 

7.1.9 Nonexistence of an Ambient Isotopy between the Two 
Trefoil Knots 

Knowing that the automorphism a l f-+ az, bl f-+ bz of 1t 1(R3 - 9l 1 ) has the 
form 

we can now write Equations (1), (2) of7.1.6 as 

ai = (t- la~ t) - 2(t- 1 a l 'tt- 1 b1 t)n 
= t-laIZ'(al'bDnt, 

a II b I = (t - I a~ t) - I (t - 1 b~ t) 

= t- Ia l'b1t. 

(1) 

(2) 
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Since the defining relation of n l (R 3 - !3i\) is 1 = aib13 , it follows that in 
any expression equal to 1 

exponent sum of a l = 2k 

exponent sum of bl = -3k 

for some integer k. Applying this to (2) we find 8 = 1, then applying it to (1) 
after 8 = 1 is substituted, we get n = -12, so that (1) becomes 

(3) 

But (3) is not true in n l (R 3 - %'1) = GZ,3; it is not even true in G2,3/C, in 
which 

iff 

iff 

1 = (a11bl )-12 

~which is clearly false. 
This contradiction completes the proof that the two trefoil knots are not 

equivalent. In his proof, Dehn drew on a solution for the word problem for 
G2 ,3 which he had already found in Dehn 1910. The method can be gener­
alized to show that no torus knot is equivalent to its own mirror image. The 
exercise below shows that some knots are equivalent to their mirror images~ 
such knots are called amphicheiral following Listing 1847 --and hence are 
not torus knots. 

EXERCISE 7.1.9,1. Show that the knot in Figure 224 is amphicheiral. 

Figure 224 

7.2 Cyclic Coverings 

7,2.1 Introduction 

Knot groups in general have not proved to be nearly as tractable as the torus 
knot groups. A solution of the word problem for all knot groups was obtained 
by Waldhausen 1968b, and the isomorphism problem has been solved 
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recently by an extension of the same methods (Waldhausen 1978), but both 
are very intricate. In trying to distinguish knots the approach has therefore 
been to use less discriminating, but easily computable invariants. 

The most important of these are the homology invariants of cyclic covering 
spaces. As we mentioned in 1.1.4, there are good reasons for generalizing the 
notion of Riemann surface to branched covers of S3, in which case the branch 
set becomes a set of closed curves which may be knotted or linked. Heegaard 
1898 was the first to observe that knots and links give rise to interesting 
3-dimensional manifolds in this way, in particular lens spaces (though they 
had not yet received that name). 

Heegaard's examples in fact suggest that torsion is a convenient distin­
guishing feature of the covering spaces. He found that the 2-sheeted cover 
of S3 branched over the trefoil is the (3, 1) lens space, so this distinguishes the 
trefoil knot from the circle, whose branched covcrs are evidently S3 itself. 
However, Heegaard was not intercsted in distinguishing knots, nor had he 
quite isolated the concept of torsion (which was left to Poincare), so the 
potential of his discovery remained unfulfilled until Alexander revived it 
about 20 years later. 

7.2.2 The 2-sheeted Cover of 53 Branched over the Trefoil Knot 

Heegaard gives a rather complicated method for reducing the branched cover 
to what we now call its Heegaard diagram (see next chapter), then merely 
quotes the results of applying it in a few special cases. We shall demonstrate 
his result for the 2-sheeted cover of the trefoil-the (3, 1) lens space-by 
comparing it with the lens space definition given in 4.2.8. 

Rather than use Heegaard's cone construction, we span the trefoil knot .:[ 
by a nonsingular surface in S3 (an idea due to Seifert 1934) which serves as a 
"door" through which we pass to the second sheet. The simplest such surface 
is a Mobius band 011 with three half twists (Figure 225). It is important to 
remember that when we cut S3 along 011 there are "two sides" to the cut, 

Figure 225 
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which meet along f. These two sides form a twisted annulus (the double 
cover of the Mobius band) whose edges are sewn together along X", and the 
part of 53 it encloses is a solid ring with f as a (2, 3) torus curve on its 
surface (Figure 226). Notice how a latitude curve Ion this ring transfers back 
to the original surface, namely Figure 227. When we press this curve through 
to the other side of the cut, to see how it looks on the boundary surface of the 
second sheet, we get Figure 228-a (1,3) torus curve. Thus we have that each 
sheet is an 53 with a solid ring drilled out of it, but the boundary tori are 
identified in such a way that a (1, 0) latitude curve on one is mapped to a (1,3) 
curve on the other. 

Figure 226 

Figure 227 

or 

Figure 228 
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But for any unknotted ring fJl, S3 - .~ is itself a ring fJl', and an (m, n) curve 
on {II becomes an (n, m) curve on .~' (see Exercise 7.2.2.1 below), so another 
way to describe the covering space is: the union of two rings fJl'l' i!li2 glued 
together so that a meridian on one is identified with a (3, 1) curve on the 
other. As we shall see in 8.3.2, this determines the manifold uniquely, but for 
the present we are content to show that the (3, 1) lens space can also be 
described in this way. 

Take a lens-shaped solid with upper and lower faces divided into three 
equal sectors, and identify the upper sectors with the lower after a twist of 
2rr/3 (Figure 229). Now if we take the" core" out of the lens and draw a curve 
p round its middle (Figure 230) the result is a solid ring (since top and bottom 
faces are identified) with a meridian curve p. The remaining portion of the 
lens is split into three wedges by vertical cuts x, y, z through the boundaries 
of the sectors (Figure 231). The arcs identified with the three pieces of pare 
also shown. We now identify the 1,2,3 regions on the wedges, giving Figure 

Figure 229 

Figure 230 

4;q+;9 
Figure 231 
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®u.u.u.~uu , ~ 
....... l> ............. . 

Figure 232 

232, which becomes a solid ring when x, y, z are rejoined, and the arcs join 
up to form a (3, 1) torus curve! 0 

EXERCISE 7.2.2.1. Viewing S3 as the (1, 0) lens space, use the core construction to show 
that it is the union of two solid rings, ~l' {~2 and that an (m, n) torus curve on the 
boundary of f:!!\ is an (n, m) torus curve on the boundary of.~ 2. 

EXERCISE 7.2.2.2. What space is obtained as the 2-sheeted branched cover over the 
(2,2n + I) torus knot? Deduce that there are infinitely many knob. 

7.2.3 Alexander's Results 

Heegaard's result lay dormant (although noted by Tietze 1908) until the 
publication of the French translation of his thesis in 1916. The translation 
was checked for mathematical soundness by J. W. Alexander, fresh from 
his work on homology groups, and we may surmise that the collision of these 
ideas led to the fruitful discoveries which were to follow. Alexander must 
also have read Tietze 1908 at this time, because in short order he disposed 
of two of the most important of Tietze's conjectures: Alexander 1919a shows 
that there are nonhomeomorphic lens spaces with the same group, while 
Alexander 1919b proves that any orient able 3-manifold is a branched cover 
of 53. Later in 1920 he finally took the cue from Heegaard's example and 
looked for torsion in cyclic covers of 53 branched over various knots. 

The torsion of a cyclic cover is obviously an invariant of the knot used as 
branch set so, with the known computibility of the homology groups, one 
had the first computable knot invariants. 

With hindsight, and especially with the simplifying device of Seifert 
surfaces, it is not hard to see how the twisted position of a knot in 53 might 
induce torsion in its cyclic covers. Nevertheless, the extent to which different 
knots induce different torsion is remarkable. Alexander found that by using 
just 2- and 3-sheeted covers he was able to distinguish all knots with up to 
eight crossings. His results were delivered in a paper to the U.S. National 
Academy of Sciences in 1920 but not published until Alexander and Briggs 
1927. 

Alexander computed the first homology group HI from a cell decom­
position of the cover obtained by cutting 53 along a surface rather like the 
Heegaard cone. The computation of HI from a cell decomposition is just 
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Figure 233 

like the computation of 1[ 1 (4.1.6) except that one allows the generators to 
commute. 

It should be mentioned that not all knots have torsion in their cyclic 
covers, so Alexander's method does not invariably distinguish knots, even 
from the trivial knot. Examples with no torsion are "doubled knots" such 
as that shown in Figure 233 (see Rolfsen 1976, p. 157). The doubling back and 
twisting of the thread cancels the torsion induced by its trefoil-like shape. 

7.2.4 Reidemeister's Subgroup Method 

It is perhaps fortunate that Alexander put off publication of his results, 
because of the way Reidemeister 1927 came to rediscover them. Reidemeister's 
method differs from Alexander's in two small but significant ways: 

(i) The knot % is removed from the space so that one has an unbranched 
cover of the knot complement S3 - ./f. 

(ii) The fundamental group 1[1 of the cover is computed first, then abelianized 
to give HI' 

Since (ii) is a quite unnecessary detour it is clear that Reidemeister was 
primarily interested in handling noneommutative groups, while the fortunate 
choice of an unbranched cover meant that 1[1 of the cover was in fact a 
suhgroup of 1[ 1 (S3 - f). Thus the stage was set for Reidemeister's subgroup 
method, and its covering space interpretation. 

Reidemeister gives the method first (essentially the Reidemeister-Schreier 
process of 4.3.8, without the Schreier condition on coset representatives), 
then the following geometric interpretation. To form the m-sheeted cover of 
S3 - % we take m copies of it, say (S3 - )t')I' ... , (S3 - %)m' joined 
along copies Cfj I' ... , 'f) m of the Heegaard cone Cf,', which serve as doors from 
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Q.l 

Figure 234 

one sheet to the next (Figure 234). The Wirtinger generators a 1, a2,'" can 
be viewed as the basic routes for passing from the sheet (53 - %)i 
to (53 - %)i+ l' or from (53 - %)m to (53 - %)1' It follows that the 
closed paths in the covering space (53 - %) are exactly those which cover a 
path 

in 53 - % whose exponent sum e1 + e2 + ... + ek is an integer multiple 
ofm. 

It is clear that the null-homotopic paths in (S3=Jh are exactly those --which cover null-homotopic paths in 53 - %, so 7t1 (53 _ %) is in fact 
isomorphic to the subgroup of 7t 1(53 - %) generated by the above elements. 
This subgroup is just the kernel of the homomorphism 

</1: 7t 1(5 3 - %) -+ Zm, 

where Zm is the cyclic group of order m and </1 is defined for any element x 
by taking the exponent sum of x and reducing it mod m. This situation is 
indeed ripe for the Reidemeister-Schreier process, since coset representatives 
are readily computed. 

EXERCISE 7.2.4.1. Define the above homomorphism 4> independently of the presentation 
of7t I CS 3 - %). 

EXERCISE 7.2.4.2. Show that 7tl of the m-sheeted cyclic cover of S3 branched over % 

is obtained from 7t1(ST- %) by adding the relation 

Al = 1, 

where Al is the element of7t I CSJ"- :i) corresponding to a';' in 7tICS3 - %). Show also 
that this relation implies 

Ai= 1 i = 2, 3, ... , 

where Ai is the element corresponding to ar. 
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7.2.5 The Knot Problem 

As mentioned in 0.1.1, the homeomorphism problem for knot complements 
has been solved only recently, and with great difficulty; a full presentation of 
the result would be a book in itself. A key ingredient in the algorithm is a 
method of Haken 1961 for manipulating surfaces inside 3-manifolds. In 
particular, to recognize whether a knot X- is trivial, Haken spans it by a 
surface /:I', then tries to reduce the genus of /7 as far as possible. Haken's 
method guarantees that an //* with minimal genus will eventually be found; 
then X- is trivial if and only if genus (/7*) = O. A simplification of Haken's 
l30-page proof was given by Schubert 1961, but it is still difficult. 

One of the few others to master the method was Waldhausen, who used 
it in Waldhausen 1968b to solve the word problem for all knot groups. 
Waldhausen's algorithm applies uniformly to al1 knot groups, so one can 
use it to decide whether a given knot group is abelian; namely, see whether 
al1 commutators of generators equal 1. This fact also implies an algorithm 
for the trivial knot, because of a classical criterion of Dehn 1910: a knot X­
is trivial if and only if 1[1(53 - X-) is abelian. De.hn's criterion depends on 
the notorious" Dehn's lemma," a result about manipulating surfaces in 
3-manifolds which first revealed how difficult such questions were. One of 
Dehn's manipulations was incorrect, and the result was not reinstated until 
finally proved by Papakyriakopoulos 1957. 

The step to the general knot problem, strangely enough, depended on 
further progress in 2-manifold topology. This was finally achieved when 
Hemion 1979 solved the conjugacy problem for mapping class groups. The 
method for distinguishing one knot complement from another was then 
sketched by Waldhausen 1978, using a combination of Hemion's result with 
the Haken method. 

A recently announced result of Thurston offers a more elegant and classical 
method for recognizing the trivial knot and solving the word problem 
(without settling the knot problem, however). Thurston claims to have 
proved the long-standing conjecture that knot groups are residually finite. A 
group G is residually finite if, for each 9 E G, 9 of. 1, there is a homomorphism 
of G onto a finite group which does not map 9 to 1. It is easy to show that any 
finitely presented residual1y finite group has a solvable word problem, in 
fact by a uniform procedure, so we also have an algorithm for deciding 
whether a knot group is abelian (see Exercise 7.2.5.1 below). 

These results seem to vindicate Max Dehn's confidence in the knot group 
as a tool for understanding knots. 

EXERCISE 7.2.5.1. (1) Show how to effectively enumerate all homomorphisms of a 
finitely presented group G onto finite groups, using (say) groups of finite permutations. 

(2) Deduce that if G is residually finite one can effectively enumerate all words in the 
generators of G which are # I. 

(3) Deduce an algorithm for the word problem for G. 
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7.3 Braids 

7.3.1 The Closed Braid Form of a Knot 

The theory of braids was introduced by Artin 1926 as a possible approach 
to the knot problem. It had been observed by Alexander 1923c that any knot 
had a certain normal form, called a closed braid. A knot ,~. is in closed braid 
form if there is a straight line 2', called the axis, such that the vector from 2' 
to a point P on ,ff rotates in a fixed sense as P traverses ,ff in a fixed sense. 
There is always a corresponding projection of X', with 2' represented by a 
single point 0, such that the radius vector 0 P rotates in a fixed sense. For 
example, the usual projection Figure 235, of the trefoil knot has this property. 
The usual projection, Figure 236(1), of the figure-eight knot is not in braid 
form, but it has the braid form (2). Alexander proved that any knot (or link) 
has a closed braid form. Kneser (as reported in Artin's paper) observed that 
a proof of this fact also followed from the result of Brunn 1897 that every 
knot has a projection with just one, necessarily multiple, crossing. 

The following proof of Alexander's theorem includes a proof of Brunn's 
theorem, hence it may be what Kneser had in mind. 

Step 1. Represent the knot or link .X''' as a finite set of simple arcs in the 
plane connected by small" bridges" at the crossings. For example, one such 
representation of the trdoil knot is shown in Figure 237. Now make a 
"rubber-sheet" deformation of the plane which pulls the endpoints of the 
bridges onto a straight line!!:' we shall call the axis (Figure 238). 2' divides X' 
into a number of simple arcs sl l' ... , .cd m (nine in our example). 

Step 2. By slightly rotating the half-plane which contains d; about 2', 
we can move each .W i into a different half-plane without changing the knot 

Figure 235 

I ~) 

Figure 236 
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Figure 237 

.... uuum.~nnmnm.y 
Figure 238 

or link ,~'. Now that ,r;1i has a half-plane to itself, it can be isotopically 
deformed into an arc sf; consisting of three sides of a square. Looking along 
5£', we now see m line segments radiating from a single point. 

Step 3. We orient % and slightly twist the half-plane containing ,r;1; so 
that the outer edge of ,r;1; goes out of parallel with 5£' (Figure 239). The 
modified arcs ,r;1;, which we call ,r;1~, then present only a single multiple point 
when viewed along 5£, so we have proved Brunn's theorem. The direction of 
twist is chosen so that each d;' has a clockwise orientation when viewed 
from a point P on 5£ to one side of %. 

Step 4, Take a cylinder with axis5£' and radius small enough not to include 
any ,r;1;' and replace each V-shaped segment of ,x inside it by a circular arc 
on the surface of 5£'. Choose from the two possible arcs the one which presents 
a clockwise orientation when. viewed from P. Thus if d;' is followed by 
,r;1j, the two cases are Figure 240 and Figure 241. 

,0/;' n'/i,;'" 
~ , , twist 

planes 

", .. _-----

Figure 239 
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Figure 240 

Figure 241 

Since the cross-section of the cylinder containing this V -shaped segment 
contains no other part of %, the operation can be realized by an isotopy of 
% and hence does not change its knot type. When viewed from P, which is a 
finite distance away, the arcs on the cylinder will not be superimposed, and 
we shall see fJf as a closed braid. 0 

EXERCISE 7.3.1.1. Show that the closed braid form ofa knot.% can be further specialized 
to consist ofa spiral ABtogetherwith a single wandering strand of the braid, BA, which 
subtends an angle < 21t at the axis, for example Figure 242. (Suggestion: Find a suitable 
way to "comb" the braid.) This result was stated by Alexander 1932. He also noted that 
.% is trivial if BA crosses each strand of the spiral only once, and conjectured that if 
BA could not be reduced to this form by "obvious transformations," then .% was 
nontrivial. 

Figure 242 

7.3.2 Markov Operations 

It is clear that any knot $" has infinitely many different closed braid forms, 
in particular the operation in Figure 243 changes the number ofloops around 
the axis without altering the knot type. This operation and its inverse are 



236 7 Knots and Braids 

Figure 243 

called Markov operations. Markov operations differ from proper braid 
operations (to be discussed in 7.3.4) in that the braid form is not maintained 
relative to a fixed axis throughout the operation. 

Markov 1936 showed that if !!l1' !!lz are two braid forms of the same knot 
:f{", then (141 is convertible to !!lz by a finite sequence of Markov operations 
and proper braid operations. The proof is quite lengthy and the only pub­
lished version is in Birman 1975. 

With Markov's theorem, the problem of deciding whether knots Xl' ·~z 
are equivalent is the same as deciding whether their braid forms !!l1' !!lz 
(obtained, say, by the method of 7.3.1) are equivalent under Markov opera­
tions and proper braid operations. The problem of equivalence under proper 
braid operations was posed by Artin 1926, and an algorithm for it was found 
by Garside 1969, however the effect of adding Markov operations has so far 
been too difficult to handle. Artin confined himself mainly to open braids, 
which are what we usually mean by the term "braid," and found the elegant 
group-theoretic interpretation of them which follows. 

7.3.3 The Braid Group Bn 

To define a braid on n threads we take a rectangle with sets of points 
Ai> ... , An and A'l' ... ' A~ on its two horizontal sides at corresponding 
positions, as in Figure 244. EachA i is connected to Al, by a simple polygonal 
arc in such a way that 

(i) No two arcs meet (in particular, each goes to different endpoints). 
(ii) Each arc meets a given horizontal plane in at most one point. 

The arcs are called the threads of the braid. By placing one rectangle on top 
of another and then erasing the common edge we obtain a natural product of 
braids, which is obviously associative. 

Two braids are considered to be the same if one can be deformed into the 
other by an isotopy in R3. There is no loss of generality in assuming the 
figure remains a braid throughout the deformation. Such deformations 
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A, A~ 

Figure 244 

Figure 245 

enable each braid to be brought into a standard form whose projection has 
the following properties 

(iii) No multiple point of the projection is more than double (a "crossing"). 
(iv) There is at most one crossing on each horizontal line. 

Then if we denote a braid with a crossing of the ith thread over the (i + l)th 
by (1;, and one with a crossing of the ith thread under the U + 1 )th by (1;- 1, 

any braid in standard form can be described as a product of (j;'S and (1;- I,S by 
reading its crossings from the top down. 

We observe that (1;(1;-1 = (1;-1(1; = a braid with no crossings (Figure 245). 
Hence any braid p can be cancelled by its formal inverse p--l which results 
from writing p in reverse order and reversing all exponents., This yields the 
following proposition: 

The braids on n threads form a group Bn under the product operation. 
The identity element 1 is the braid with no crossings and the generators are 
the braids (1; in which the only crossing is one at which the ith thread passes 
over the (i + l)th. The inverse (1;-1 is the braid whose only crossing has the 
ith thread passing under the (i + 1 )th. 

EXERCISE 7.3.3.1. Describe the usual hair braids (Figure 246) as elemt:nts of B 3 • 

Figure 246 
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7.3.4 Defining Relations of En 

Any deformation of a braid can be realized by a series of small deformations 
of the following two types (called braid operations). 

(i) Pulling one thread across its neighbour (Figure 247): This corresponds 
to insertion of a term aiai- l or ai-Iai in the product describing the braid, 
hence it has no consequences additional to those we already know from the 
group property of braids. 

(ii) Sliding a crossing up or down (Figures 248-250): The simplest effect 
is to exchange two consecutive terms in the product (Figure 248). This is 
possible just in case k =I- i-I, i + 1. When the crossings have successive 
indices the possible situations are shown in Figures 249, 250. In both cases 
one obtains the relation 

Figure 247 

Figure 248 

Figure 249 

Figure 250 
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Since the braid operations suffice to produce all equivalents of a given 
braid, it follows that En is generated by 0"1' ... ' O"n-l with the defining 
relations 

k"# i-I, i + 1 

EXERCISE 7.3.4.1. Show that B3 is the same as the trefoil knot group. 

EXERCISE 7.3.4.2. What group results from Bn when we add the relations aT = 1 for 
i = 1, ... , n - I? 

7.3.5 Artin's Solution of the Word Problem for Bn 

In geometric terms the problem of deciding whether a word wequals 1 in 
En is just the problem of deciding whether a given braid on n threads is trivial. 
This geometric problem has an evident geometric solution, namely, see if 
each thread of the braid can be straightened by "combing." More precisely, 
take a loop tk round the kth thread and pull it through the braid from top 
to bottom. If, for each k, tk emerges at the bottom as a loop around the kth 
thread only, then the braid is trivial, and conversely. 

An elegant algebraic formulation of this process was given by Artin 1926. 
He actually closes the braid by connecting top to bottom by circular arcs, 
and throws the loops t l , ... , t. around its threads at the top. However, his 
subsequent interpretation of t I, ... , t. as generators of a free group is easier 
to defend if instead the threads of the braid are prolonged straight to infinity 
in both directions, which we shall therefore do (Figure 251). It is then easy 
to show that t 1, ••• , t. are indeed free generators for 1t1(R3 .- fJl), where fJl 
denotes the infinitely extended braid. Furthermore, free generators t'I' ... , t~ 
are obtained by throwing loops around the threads at any level. Passing 

I, 

Figure 251 
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Figure 252 

from the tj generators to expressions for them in the tj generators, then 
dropping primes, defines an automorphism of F n' the free group of rank n. 

The automorphisms which occur are generated by automorphisms a{ 
induced by pulling t 1, ... , tn past the level of a crossing (Jj. It is clear that 

a{(t) = tj if; -# i, i + I, 

(J{(t;) = tj + 1> 

and Figure 252 shows that 

The automorphism corresponding to a given braid 

is therefore 

(ar:)* ... (ai;;:)* = {3* 

and the braid is trivial just in case this automorphism sends each tk to t k . 

To decide whether this is the case, one computes (J*(tk ) for each k and then 
uses free reduction to see whether the result equals tk • In effect, Artin has 
reduced the word problem for Bn to the easy word problem for Fn. 

EXERCISE 7.3.5.1. Show that the problem of deciding whether two closed braids nc, fJ of n 
threads are equivalent is the same as the conjugacy problem for Bn , that is, the problem 
of deciding whether there is an element )' in B. such that 

rx = i'fJi,-l. 

EXERCISE 7.3.5.2 (Artin 1926). Using the closed braid representation of a knot, and a 
construction of the closed braid by identification of the ends of an open braid f3, deduce 
that any knot group has a presentation of the form 

tj = f3*(t;) i= 1, ... ,11. 

where 11 is the number of threads in f3. 

EXERCISE 7.3.5.3. Compute presentations of the groups of the 2-crossing link and the 
trefoil knot by the method of 7.3.5.2. 
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8.1 Open Problems in Three-Dimensional Topology 

8.1.1 Review of 2-manifolds 

In Chapters 1 and 6 we have seen how to solve a wide variety of problems 
concerning 2-manifolds. The success of 2-manifold topology is quite sur­
prising when compared with dimension 3, where almost no algorithms are 
known. To see the contrast more clearly, let us first review what we know 
about 2-manifolds. 

The homeomorphism problem was essentially solved by the nineteenth­
century mathematicians who thought of handles, crosscaps, and the relation 

handle + crosscap = 3 crosscaps. 

The classification theorem (1.3.7) confirms that the number of handles (or 
crosscaps, respectively) and the number of boundary curves determine the 
homeomorphism type, and also give an algorithm for computing it. A con­
venient alternative is to compute the Euler characteristic and orient ability 
character, and in particular the 2-sphere is recognizable as the only surface 
with Euler characteristic 2. 

Various equivalence relations between curves on a surface JF­
homology, homotopy, and isotopy-can be decided by solving the corre­
sponding algebraic problems in H 1(JF) and 7t1(JF) (the word problem and the 
conjugacy problem). It can also be decided whether a given homology or 
homotopy class contains a simple curve, in other words, an embedded sub­
manifold 51 of JF. Equivalence of two embeddings of 51 up to homeomor­
phism of JF is decided by the Euler characteristics and orientability character 
of the pieces into which they divide JF, and up to isotopy by the solution of 
the conjugacy problem and Baer's theorem. 

The algorithms used to solve these problems apply whether the 2-manifold 
is given as a Riemann surface, polygon schema, or simplicial complex. 

It is worth mentioning that the homeomorphism problem for 2-complexes 
can also be solved (Papakyriakopoulos 1943. A more accessible proof is 
Whittlesey 1958). This is despite the fact that any finitely presented group G 
can be realized as 7t 1 of a 2-complex, so there are 2-complexes with unsolvable 
contractibility problem. 

8.1.2 Methods of Constructing 3-manifolds 

To begin seeing 3-manifolds from a combinatorial point of view it is probably 
most convenient to consider simplicial decompositions. This is completely 
general by virtue of the Moise triangulation theorem (0.2.5). A 3-manifold is 
then a union of solid tetrahedra with disjoint interiors, with at most two tetra-
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hedra meeting at each face (exactly two for a closed manifold), and finitely 
many at each edge and vertex. Furthermore, the neighbourhood surface 
of each vertex must be a 2-sphere, so that each point in the complex has a 
neighbourhood homeomorphic to the 3-ball (see also 8.2). 

If the complex is finite, then all the above properties are decidable, so we 
have an algorithm for deciding whether a finite 3-complex is a manifold 
(and of course, for distinguishing between closed and bounded manifolds). 

As in dimension 2, we can amalgamate simplexes until we have a single 
polyhedron, homeomorphic to a ball, with faces identified in pairs. This 
cell decomposition method of constructing 3-manifolds is therefore completely 
general and could serve as an alternate definition provided we include the 
statement that the neighbourhood surface of each vertex is a sphere. 

The remaining methods of construction we shall mention yield only the 
orientable 3-manifolds, however these greatly overshadow the nonorientable 
3-manifolds in importance. (Note that the lens spaces, including the (2, 1) 
lens space or projective space, are orientable.) 

The first such method, the Heegaard splitting, decomposes the manifold 
into two pieces homeomorphic to subsets of R3 , namely handlebodies 
(Heegaard 1898, see also Dyck 1884). This is faintly analogous to the Clifford 
decomposition of an orientable surface into two pieces of R2 (1.1.3). However, 
the perforated discs of a Clifford decomposition produce only one orientable 
2-manifold, no matter how they are joined together, whereas two handle­
bodies can produce infinitely many different manifolds via different homeo­
morphisms between their boundary surfaces. It is fairly easy to show that 
every finite orientable 3-manifold has a Heegaard splitting (8.3.1), by 
starting with a simplicial decomposition. 

The second construction of orientable 3-manifolds is by surgery, the 
first example of which was given by Dehn 1910. One removes some solid 
tori !Y I , ... , !Y. from an 53 and "sews them back differently," that is, 
identifies the boundary of the hole left by !Y i with the boundary of another 
solid torus !Y; via a homeomorphism different from the one defined by the 
inclusion of !Yi in 53. To obtain all orientable 3-manifolds the!Y j have to be 
knotted or linked in most cases. In 8.4 we shall follow Lickorish 1962 in 
deriving the surgery construction from a Heegaard splitting. 

The third construction is by branched coverings of 53, which has already 
been discussed in 1.1.4 as the 3-dimensional analogue of Riemann surfaces. 
Like surgery, it is generally based on knots or links, and can in fact be derived 
from the surgery construction (Lickorish 1973, see 8.5). 

Each of the above methods yields a finite description of the 3-manifold 
which can be effectively translated into a simplicial decomposition. In fact 
the different forms of description are intertranslatable, which is often useful 
for showing that two manifolds are the same. The problem is that the same 
manifold has infinitely many descriptions, so we cannot always be sure 
whether different descriptions actually represent different manifolds. 
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EXERCISE 8.1.2.1. Give an algorithm for effectively enumerating all finite 3-manifolds 
(with repetitions). 

8.1.3 The Homeomorphism Problem 

Since we do not yet know how to recognize the simplest 3-manifold S3 
(see 8.104) it must be admitted that the homeomorphism problem is far from 
being solved. The principal obstacles seem to be 

(1) absence of plausible normal forms, 
(2) lack of bounds on the length of constructions which convert one des­

scription of a manifold to another. 

If we had plausible normal forms, comparable to handle and crosscap 
forms for 2-manifolds, a way to solve the homeomorphism problem might 
become evident. However, it should also be remembered that we had to 
discover the relation 

handle + crosscap = 3 crosscaps 

before obtaining normal forms of2-manifolds, and even if 3-manifolds possess 
a comparable set of building blocks, the relations between them may be 
unmanageable. 

This is precisely the difficulty with the methods of construction described 
above. We know for example a set of" simple" relations between Heegaard 
splittings which enable us to enumerate all splittings in a given homeo­
morphism class (Singer 1933). Such results show that, like the word problem 
for groups, the homeomorphism problem for 3-manifolds is a recursively 
enumerable problem (004) but they do not help to solve it. To do that, one 
needs to know when to stop looking for a description Dz among the infinitely 
many descriptions equivalent to a given Dl ~-it is a question of bounding the 
length of the search. For example, it may be possible to define a "complexity" 
I D I of a simplicial decomposition D for which one can compute a bound 
b( ID11, I D2 1) on the complexity ofa common refinement of D 1 , D 2 . Then one 
could enumerate all simplicial decompositions of complexity::; b( I D11, I Dzl) 
and see if they included a common refinement of Db Dz . If not, then Db Dz 
would represent nonhomeomorphic manifolds, by the Hauptvermutung. 

If the homeomorphism problem is solvable, then some such computable 
bound must exist, and it will provide a solution whether or not normal forms 
are available. 

The homeomorphism problem has been solved for the subcase of lens 
spaces (Reidemeister 1935). We shall see in 8.3 that the lens spaces are the 
3-manifolds of Heegaard genus 1, that is, they possess Heegaard splittings 
into solid tori. In general, the Heegaard genus of a 3-manifold At is the mini­
mum n for which At splits into handle bodies of genus n. We do not know how 
to compute it, and little is known about the J{ with Heegaard genus> 1. 
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8.1.4 Recognizing the 3-sphere 

The problem of recognizing the 3-sphere is particularly tantalizing in view 
of the ease with which we can recognize the 2-sphere. However, all the 
methods which apply to the 2-sphere break down. Homology invariants are 
inadequate (Poincare 1904), and so too are various methods which might 
be expected to simplify the description of a manifold until its spherical nature, 
or lack of it, became obvious. 

One such method is called shelling a simplicial decomposition: one removes 
any simplex, then tries to remove a sequence of free simplexes until only one 
simplex is left. A free n-simplex is one which meets the boundary in a piece 
homeomorphic to an (n - I)-ball, so its removal does not change the homeo­
morphism type, and hence a complete shelling guarantees that the initial 
manifold was a sphere. It is well known (and often used in proofs of the Euler 
polyhedron formula) that any triangulation of S2 can be shelled, so one way 
to decide whether a given 2-manifold is S2 is to systematically try to shell it in 
all possible ways. 

This does not work for 3-manifolds because there are unshellable tri­
angulations of S3 (W. B. R. Lickorish, private communication). The proof 
is a little long to include here, but one can get the idea of it from the construc­
tion of an unshellable 3-ball, which is easier (8.1.5). 

An algorithm for the 3-sphere needs to be at least strong enough to 
recognize the trivial knot. The reduction of the latter problem to the former is 
obtained by taking two copies of 

(S3 - tubular neighbourhood JV' of the given knot) 

and pasting them together so that meridian and latitude on one as are 
identified with latitude and meridian on the other. It can be shown (using 
Dehn's lemma for example) that the resulting manifold is S3 if and only if the 
knot is trivial. 

EXERCISE 8.1.4.1. Prove that any triangulation of the 2-sphere, or the disc, can be shelled. 

8.1.5 An Unshellable Triangulation of the 3-ball 

The first such example was discovered by Frankl 1931, and a simpler example 
has been given by Bing 1964. Bing's example shows knots once again causing 
trouble in 3-manifold topology. 

Take a cube C(l with a knotted hole and plug the top end of the hole with 
a small cube .?i', so that C(l u :?J> is a topological ball (Figure 253). We tri­
angulate C(l u :?J> as follows. Divide C(l into small cubes the same size as :?J> 
(assume the size and shape of the hole are chosen so as to make this possible), 
then triangulate each cube by dividing it into two triangular prisms and 
dividing each prism into three tetrahedra. 
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Figure 253 

Now '(f' u q> contains a knotted curve which lies in its boundary except 
for one interior edge, namely, a curve which pierces the plug but elsewhere 
travels on the surface of the solid. A curve of this description remains after 
the removal of a free simplex, and hence at each stage of shelling. But no 
such curve lies on the single simplex which is the final stage of shelling, so no 
shelling can be completed. 0 

EXERCISE 8.1.5.1. Close the Bing cube to a triangulation of 53 containing a knotted 
triangle. (The triangle is of course not the boundary of a simplex in the 53, but its edges 
are edges of the triangulation.) 

8.1.6 The Poincare Conjecture 

Certainly the most famous problem in 3-manifold topology, the Poincare 
conjecture, is not in itself an algorithmic problem. However, it has important 
implications for such problems and may be dependent on some of them 
for its solution. Poincare asked whether every finite simply connected 3-
manifold is an 53. An affirmative answer would reduce the problem of 
recognizing the 3-sphere to the problem of recognizing whether a 3-manifold 
group is trivial, and vice versa. 

On the other hand, in searching for a counterexample to the Poincare 
conjecture-an .ft such that 7r 1(.ft) = {1} and not homeomorphic to 5 3 _ 

the obstacle is precisely the lack of an algorithm for recognizing the 3-sphere. 
We can in principle enumerate all.ft such that 7r 1(.ft) = {1} (by enumerating, 
say, the simplicial decompositions which yield manifolds, computing their 
groups by 4.1.6, and seeing which presentations reduce to 1 by Tietze trans­
formations), but we do not know how to enumerate all the .ft not homeo­
morphic to 53. 

Interplay between the Poincare conjecture and the problem of recognizing 
the 3-sphere also appears when we look at 2-spheres in a 3-manifold .ft. 
Laudenbach 1974 shows that, assuming the Poincare conjecture, an 52 
which is homotopic to a point in .ft is also isotopic to a point. It then follows 
that the 52 will bound a 3-ball in.ft (Sanderson 1957), which can be decided 
if we have an algorithm for the 3-sphere. 
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8.1.7 The Word Problem for 3-manifold Groups 

Many groups are known not to be Tel of a 3-manifold, for example Z x Z x 
Z x Z (Stallings 1962), so 3-manifold groups may not be sufficiently general 
to include groups with unsolvable word problem. As mentioned in 7.2.1, 
Waldhausen solved the word problem for knot groups, and his solution in 
fact covers a large class of 3-manifold groups. The recent results of Thurston 
1977 also solve the word problem in many 3-manifold groups. Both these 
authors use geometric methods, and Thurston's are reminiscent of classical 
surface topology. 

Of course, to solve the word problem in Te I (A) we only need to construct 
the universal covering space of A. The trouble is that we do not know what 
the potential covering spaces might be in general. They include 53 and R3 , 

but also more peculiar manifolds. Alexander 1932 gives the example of the 
manifold A obtained by identifying the inner and outer surfaces of a spherical 
shell. Its universal covering space Ji is homeomorphic to the open region of 
R3 between two concentric spheres. It is not known whether all universal 
covers are homeomorphic to submanifolds of 53. 

EXERCISE 8.1.7.1. (1) Show that .It = 51 X 52. (2) Why is ]t not homeomorphic to 53 
or R3? 

8.1.8 Above Dimension 3 

It is not yet known whether all 4-manifolds can be triangulated. In any case, 
the problem of deciding whether a given 4-complex is a manifold awaits an 
algorithm for recognizing the 3-sphere, since the hard condition to check 
is whether the neighbourhood complex of each vertex is a 3-sphere. 

We do know that any finitely presented group can be realized as Tel of a 
4-manifold (Dehn 1910), so there are 4-manifolds with unsolvable con­
tractibility problem. A remarkable refinement of this result, due to Markov 
1958, shows that the homeomorphism problem for triangulated 4-manifolds is 
unsolvable (see Chapter 9). Unsolvability follows in all dimensions > 4, so 
dimension 3 is our last chance for a positive result. 

Finally, two negative results about dimensions ~ 5 may be mentioned. 
The Hauptvermutung is false (Milnor 1961) and there is no algorithm for 
recognizing 55 (S. P. Novikov, a sketch of the proof is given in Volodin, 
Kuznetsov, and Fomenko 1974). 

EXERCISE 8.1.8.1 (Seifert and Threlfall 1934). (1) Using a 4-dimensional form of the 
connected sum construction (Exercise 4.1.6.1) construct a 4-manifold .An such that 
7r[ (.An) = Fn (free group of rank n). 

(2) If p is a curve in .An' show that 7r[(.An ) = 7r[(.A. - p) and likewise = 

7r[(.An - .. f,), where ufO is a tubular neighbourhood of p, that is, the set swept out by a 
small 3-ball moving with just its centre point on p. 
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(3) Identify the boundary SiX S2 oLV with the boundary of a 8 2 x S2. Show that 
[! = I in 711 of the resulting manifold. 

(4) Deduce the construction of a 4-manifold to realize an arbitrary fimtely presented 
group. 

(5) Why does a similar 3-dimensional construction break down? 

8.2 Polyhedral Schemata 

8.2.1 Manifolds and Pseudomanifolds 

Poincare 1895 introduces the construction of 3-manifolds by identifying 
faces of simply-connected polyhedra, like the polygon schemata for 2-
manifolds. The strict analogy with a polygon schema would be 

(1) a finite set of polyhedra (topological 3-balls) called cells, with disjoint 
interiors, 

(2) faces of cells identified in pairs, with vertices corresponding to vertices, 
(3) resulting in a connected complex. 

However, Poincare observes that these conditions do not guarantee that the 
outcome will be a manifold. They do guarantee that the cells incident with 
a given edge form a closed cycle (analogous to the "umbrella" round a vertex 
in a polygon schema) so interior points of edges have 3-ball neighbourhoods, 
as of course do interior points of cells. But the neighbourhood surface of a 
vertex need not be a sphere-as we shall see in 8.2.3-and in this case the 
vertex will not have a 3-ball neighbourhood. 

A complex satisfying (1), (2), (3) is called a (finite) 3-dimensional pseudo­
manifold, and it is a manifold if and only if it satisfies the additional condition 

(4) The neighbourhood surface of each vertex is a 2-sphere. 

Poincare determines whether the neighbourhood surface is a sphere by 
computing its Euler characteristic. Visualizing the neighbourhood of points 
distant::::; [; from a given vertex P, he observes that vertices on the boundary 
surface .1F p of this neighbourhood correspond to edges containing P, edges 
on .? p correspond to faces containing P, and faces on .1F p correspond to 
"corners" at P, that is, the vertices of the polyhedron schema which are 
identified in P. 

It is then a matter of counting vertices, edges, and faces correctly by 
observing identifications in the schema. We shall not explain this in further 
detail, since it turns out to be even more convenient to compute the Euler 
characteristic of the pseudo-manifold itself. 

EXERCISE 8.2.1.1. Show that the result of removing an [-neighbourhood of each vertex in a 
pseudomanifold is a manifold with boundary. 
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8.2.2 The Euler Characteristic of a Pseudomanifold 

Let V, E, F as usual denote the numbers of vertices, edges, and faces in a cell 
decomposition of a 3-dimensional pseudomanifold .A, and in addition let C 
denote the number of cells. Then V - E + F - C is called the Euler char­
acteristic X(.A) of .A, and X(.A) = 0 if and only if .A is a manifold. 

It is clear that elementary subdivision (0.2.4) preserves the Euler char­
acteristic in three dimensions just as it does in two (1.3.8)., hence we can 
assume that the subdivision of .A is simplicial. The collection of tetrahedral 
cells, with their face identifications, will be called the schema of .A. 

Let V', E', F' be the numbers of vertices, edges, and faces in the schema, 
ignoring identifications, and let v, e, f be the total numbers of vertices, edges, 
and faces in the neighbourhood surfaces of vertices of.A (when identifications 
are taken into account). 

v = 2E (1) 

because each edge of.A accounts for two vertices on neighbourhood surfaces 
(near its two ends). 

e = E' (2) 

because if we look at a vertex of a tetrahedron of the schema we see equal 
numbers of edges from the schema (drawn heavily) and in the neighbourhood 
surface-three each (Figure 254). If we survey all vertices in the schema, then 
all schema edges will be counted twice (since in a simplicial d~composition 
each edge has two endpoints), but so will all edges in the neighbourhood 
surfaces, since they are identified in pairs. Hence (2). 

f = V' (3) 

because each face on a neighbourhood surface corresponds to the corner of a 
tetrahedron in the schema. Finally 

F' = 2F (4) 

because faces of the schema are identified in pairs. 

Figure 254 
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Now since the Euler characteristic of a closed surface is :s 2 and we have 
V neighbourhood surfaces, 

v - e + f :s 2V 

and since the boundary of each of the C cells is a sphere, 

V' - E' + F' = 2C 

Substituting v, e, f, F' from (1), (2), (3), (4) in (5) and (6) gives 

2E - E' + V' :s 2 V 

and 

V' - E' + 2F = 2C 

Then subtracting (8) from (7) gives 

2E - 2F :s 2 V - 2C 

That is, 

V-E+F-C?O 

(5) 

(6) 

(7) 

(8) 

and = holds just in case it holds in (5), namely if and only if all neighbourhood 
surfaces are spheres, which means .Jt is a manifold. 0 

The above proof is adapted from Blackett 1967. The half which says 3-
manifolds have Euler characteristic 0 can be derived more elegantly by 
Poincare's method of dual cell decomposition (Poincare 1899), designed to 
prove the more general property of Betti numbers mentioned in 5.1.1, and 
which shows in particular that any manifold of odd dimension has Euler 
characteristic O. 

The following exercise explores Poincare's construction in dimension 3. 

EXERCISE 8.2.2.1. Let .11 be a 3-manifold with a simplicial decomposition of V vertices, 
E edges, F faces, and C cells. 

(1) Construct a new cell decomposition of .11 which has a new vertex in the interior 
of each old cell. a new edge through each old face, a new face pierced by each old edge, 
and a new cell enclosing each old vertex. 

(2) Show that the new and old cell decompositions possess a common refinement. 
obtainable from either of them by elementary subdivisions. 

(3) If V*. E*. F*. C* denote the numbers of vertices. edges. faces, and cells in the new 
decomposition. then 

V* = C, E* = F, F* = E. C* = v. 
(4) Deduce that 

V - E + F - C = V* - E* + F* - C* = O. 
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8.2.3 An Example 

Consider the pseudomanifold C(/ defined by a cigar-shaped cell with four 
2-gonal faces, the top being identified with the bottom and the back with the 
front (Figure 255). C(/ has two vertices, one edge, two faces, and one cell so 
X(C(/) = 2 and it is not a manifold. The neighbourhood surface of each vertex 
is a torus, as is clear from the edge identifications when we cut the corners off 
at A and B (Figure 256). The bounded 3-manifold which results from deleting 
the neighbourhoods of the vertices is easily glued together in ordinary space 
and is homeomorphic to the space bounded by two coaxial torus surfaces. 

It is also obtained by removing a tubular neighbourhood of the two­
crossing link in 53. The easiest way to see this is to view 53 as a lens-shaped 
cell with top and bottom faces identified. A groove of semicircular cross­
section is gouged out of the lens rim, and a vertical hole is drilled through 
its centre (Figure 257). These close up to linked circular tunnels when the top 
and bottom faces are identified. Then cutting as in Figure 258 yields the 
schema above. 

A B 

Figure 255 

Figure 256 

Figure 257 
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Figure 258 

~ ,~b 
c 

Figure 259 

EXERCISE 8.2.3.1. Stretch the vertices A, B of ~ into edges a, b as in Figure 259, still 
identifying the front face with the back and the top with the bottom. Show that the 
resulting complex is an 53 in which a, b constitute the two-crossing link. 

8.2.4 Remarks 

Polyhedral schemata have never been used in a systematic way for the con­
struction of 3-manifolds, even though some interesting manifolds originally 
arose in this way (for example lens spaces, cf. 4.2.8. See also Threlfall and 
Seifert 1930, 1932 and Weber and Seifert 1933 for manifolds obtained 
from the Platonic solids). Apparently polyhedral schemata do not admit 
anything like the reductions applicable to polygon schemata, but it is not 
clear that anyone has worked very hard on the problem. Only recently, 
Thurston 1977 has found polyhedral forms of many 3-manifolds which can 
be used to tesselate hyperbolic 3-space, yielding a theory like the classical 
theory of 2-manifolds. 

8.3 Heegaard Splittings 

8.3.1 Existence 

Given a triangulation of a finite 3-manifold vIt, we decompose it into a tubular 
neighbourhood ofthe I-skeleton, and the complement ofthis neighbourhood. 
A glance at the two pieces which result from a given tetrahedral cell (Figure 
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Figure 260 

Figure 261 

260) clearly suggests how the "edge pieces" and the "interior pieces" 
respectively unite into handlebodies Jf" 1, Jf" 2' Each body is certainly the 
tubular neighbourhood of a graph tff; (i = 1, 2), and the standard ball with 
handles can be obtained by taking a spanning tree :T; of tff; and letting the 
tubular neighbourhood of :T; be the "ball part" of Jf";. 

This argument contains a hidden assumption of orientability because we 
are assuming that the tubular neighbourhood of a closed curve in J{ is a 
solid torus, and not the solid Klein bottle obtained by identifying the ends 
of a solid cylinder as in Figure 261. It is clear that any 3-manifold containing 
a solid Klein bottle is nonorientable, and the converse follows by the same 
argument used to show that a nonorientable 2-manifold contains a Mobius 
band (1.2.1). 

EXERCISE 8.3.1.1 Show that SI x SI X SI splits into handle bodies of genus 3. 

8.3.2 Heegaard Diagrams 

A manifold viI which splits into handlebodies Jf" 1, Jf" 2 is determined up to 
homeomorphism by the map h: i3Jf" 1 ~ i3Jf" 2 which identifies the handlebody 
boundaries. In fact, J{ is determined by the images h(ml), ... , h(mn) on i3Jf" 2 

(its Heegaard diagram) of the canonical meridians mb ... , mn shown on 
i3Jf" 1 in Figure 262. 
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Figure 262 

Figure 263 

We write A = £' 1 Uh £' 2 to indicate that A is obtained from £' b £'2 
by identifying J£' 1 with J£' 2 via h_ It will suffice to show that A can be 
reconstructed, up to homeomorphism, from knowledge of the h(mi) on J£' 2' 

We span the meridian mi on J£' 1 by a disc f'fi; C £' 1 and then detach a 
thin closed" plate" neighbourhood f!}Ji of f'fi; (Figure 263). ;?}; is attached to 
£' 2 by identifying its rim ;?}; (1 J£' 1 with a thin closed annular neighbour­
hood of h(m;). Assuming that the annular neighbourhoods are thin enough 
not to meet each other, the resulting bounded manifold A' is unique up to 
homeomorphism. But the piece of £' 1 which remains is a topological ball, so 
A' = A-ball, and this determines A up to homeomorphism. 0 

This construction is essentially that of Heegaard 1898. As stated in 8.1.3, 
it is not easy to determine when two Heegaard diagrams determine the same 
manifold. Waldhausen 1968a has shown that any Heegaard diagram of 53 
is isotopic to the diagram in Figure 264; however, even isotopy of Heegaard 
diagrams is not easy to recognize. The catch is that an isotopy within the 
handlebody itself cannot necessarily be achieved in ordinary space. For 
example, Figure 265(1) is isotopic to Figure 265(2) but not in ordinary 
space. (Why?) The isotopy can be discovered if the embedding of Figure 
265(2) in R3 is changed to that shown in Figure 266. 

Figure 264 
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(I) 

Figure 265 

Figure 266 

EXERCISI: 8.3.2.1. Find the isotopy just claimed. 

EXERCISI: 8.3.2.2. Give an algorithm which decides when a set of n disjoint simple closed 
curves on a handlebody ff of genus n is a Heegaard diagram. 

8.3.3 Reading a Presentation of the Fundamental Group 

The fundamental group of a handlebody //f' of genus n is the free group F n 

of rank 11, generated by loops ai through the handles. If Pi denotes the element 
of 7r 1 (.y() corresponding to the curve hem;), then attaching a plate to an 
annular neighbourhood of hem;) introduces the relation Pi = 1. These facts 
are immediate from suitable deformation retractions and the Seifert-Van 
Kampen theorem. Since attachment of the ball which completes .If does not 
change 7r 1 (4.1.5), it follows that 

7rl(~) = (al"'" an; Plo···, Pn)· 

In particular, any 3-manifold group has a balanced presentation-one 
with equal numbers of generators and relations. It also follows that the 
minimum number of generators required to present 7rl(..#) is a lower bound 
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on the Heegaard genus (8.1.3) of uIt. For example, we can construct an ultn 

with n 1 (ult n) = F n by taking the hem;) to be curves which are already trivial 
in n 1 (Yf 2), such as standard meridians. Then 

Heegaard genus of ultn ::;; n 

but since there is no presentation of Fn with < n generators (Exercise 2.2.4.3, 
or 5.3.2) we have 

Heegaard genus of JI/ n = n. 

(Papakyriakopoulos 1957 proved, assuming the Poincare conjecture, that 
./1/ n is the unique finite 3-manifold whose n 1 = F n.) 

EXERCISE 8.3.3.1. Show that Jt 1 = 51 X 52. 

EXERCISE 8.3.3.2. Show that 51 x 51 X 51 has Heegaard genus 3. 

8.3.4 Lens Spaces 

To find the Heegaard diagram of the (m, n) lens space we use the core dis­
section of 7.2.2. The di'ilgram turns out to be a solid torus with an (m, n) curve. 

Realize the (m, n) lens space as a lens-shaped cell with its faces divided into 
m equal sectors, the top face being identified with the bottom after a twist of 
2n(n/m) (Figure 267). The identifications are indicated by the numbers (which 
are assumed to be reduced mod m) and it is convenient to imagine that the 
top and bottom face meet at angle 2n/m when m > 1. 

We now remove a vertical core from the lens and draw m equally spaced 
vertical lines on it, connecting the ends of the sectors (Figure 268). After the 
twist of 2n(n/m) required to identify the top and bottom faces, these vertical 
lines join up to form an (m, n) torus curve p. 

The remainder of the lens is divided into wedges of angle 2n/m by vertical 
cuts through the boundaries of the sectors (Figure 269). When the regions 
numbered 1,2, ... ,m on the wedges are identified the result is a cylinder with 

~m~-11+2 

Figure 267 
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m 2 

m-/1 /1/-/1 +1 111-/1+2 

Figure 268 

Figure 269 

Figure 270 

the curve p as the edge at each end (Figure 270). The cut marks follow the 
same cycle Xl' X l - n , X I - 2n , •.. (indices mod m) on both ends, so when the 
cuts are rejoined the cylinder ends close to form a solid torus, with p as a 
meridian curve. 

The impression of p on the core torus, an (m, n) curve, is therefore the 
Heegaard diagram of the (m, n) lens space. 0 
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If we associate a "(0, 1) lens space," to which the lens construction 
obviously does not apply, with the (0, 1) Heegaard diagram (p = meridian 
on both tori) then the lens spaces exhaust all Heegaard diagrams on the torus. 
Thus the lens spaces are precisely the manifolds of Heegaard genus 1. 

EXERCISE 8.3.4.1. What is the (0.1) lens space 0 

EXERCISE 8.3.4.2. Show that the ends of the cylinder formed by the wedges in the above 
construction have to be joined after a twist of 27[(n'im). where 

I/'n 0= - 1 mod m. 

Deduce that the (m. 11) lens space and the (m. n') lens space are homeomorphic when 

/)'/1 0= ± 1 mod m. 

EXERCISE R.3.4.3 (Hotelling 1925). Consider the 3-manifold .It consisting of all unit 
tangents to the sphere ,2 + \,2 + :;2 = 1 in R-' (Figure 271). Show that the submanifold of 
tangents t to points P in a given hemisphere is homeomorphic to a solid torus. and deduce 
that. II is the (2, 1) lens space. 

I' 

Figure 271 

8.3.5 Alexander's Proof that the (5, 1) Lens Space and the 
(5, 2) Lens Spaee Are not Homeomorphic 

We have seen (4.2.8) that the (5, I) and (5. 2) lens spaces have the same 
fundamental group. Tietze 1908 conjectured that they are not homeomorphic. 
This conjecture was proved by Alexander 1919a as follows. 

Suppose on the contrary that the (5, I) space and the (5, 2) space are 
homeomorphic, so their Heegaard diagrams can be viewed as different 
decompositions of one and the same space .II. 

The diagram of the (5, 1) space corresponds to a decomposition into solid 
tori ,X), Yt"2 with a meridian on .11) identified with a (5, I) curve p = ab 5 

on ,)f2 (Figure 272). When p is traversed in the direction shown its points of 
intersection 1, 2, 3, 4, 5 with the meridian a are encountered successively. 

On the other hand, for the (5, 2) space the decomposition is into solid tori 
,X'!. £'2 with a meridian on ,)f'J identified with a (5,2) torus curve p' on 
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Figure 272 

Figure 273 

£2' The corresponding intersections of p' with a meridian are encountered 
in the order 1, 3, 5, 2, 4 as p' is traversed. 

Now £ 1 can be shrunk in cross-section, and £2 subjected to a comple­
mentary expansion, while retaining the same Heegaard diagram. Further­
more, the new £ 1 can be an arbitrarily thin neighbourhood of any curve 
inside the old £ 1 and isotopic to its axis. Similarly, we can shrink down £2 
and deform it enough to miss the shrunken £1' Thus there is no loss of 
generality in assuming that ,tt2 is disjoint from £ 1, that is, inside .tt 2' 

£2 may lie inside £2 in a complicated way, for example as in Figure 
273, the important point is that the curve p' on it must be nullhomotopic in 
.A - Jf"2, since it bounds a disc in £'1' and hence homotopic to p, which 
bounds a disc in £ l' A fortiori then, p and p' will be null-homologous in 
.A - £2, and we shall now compute the consequences of this relation by 
describing both curves in terms of a meridian a' on £2 and the latitude b 
on£2' 

H 1 (£ 2) is freely generated by b hence H 1 (£ 2 - £2) is freely generated 
by a', b (cf. 5.3.4) and consequently H 1 (.A - £2) is generated by a', b with 
the relation p = 1, where p is described in terms of a', b. The last follows by 
an "abelianized" Seifert-Van Kampen theorem, since .A - £2 is obtained 
by glueing a plate to £2 - £2 along the curve p, then attaching a ball. 

Now let e be the number of times £2 winds around £2 in the b direction 
( = the algebraic sum of the signed intersections of £2 with a meridian disc 
in £2' For the example shown, e = 2). Then 

(1) 
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in H I(X 2 - X~), because a typical meridian disc of X 2, bounded by a, 
contains 8 meridian sections of X~, hence a = a,e in HI (JIf' 2 - X~). The 
defining relation p = 1 of HI (j{ - X~) is therefore 

(2) 

On the other hand 

(3) 

for some k, because when we describe p' in the positive sense we traverse five 
arcs which meet a' at the points 1,3,5,2,4 in turn, so each arc winds around 
.ll'~ "k + ~" turns in the a' direction, for some fixed integer k. At the same 
time, we make ± 58 circuits inside X 2 in the b direction. 

It follows from (2) and (3) that if p' = p = 1 in HI (j{ - .Yf'~), we must 
have 

a'5k+ 2b±5U = (dubS)" for some n 

and equating exponents we get 

Hence 

Sk + 2 = n8 

±S8 = Sn 

8 = ±n 

and if we substitute this in (4), we get 

Sk + 2 = ±n 2 . 

(4) 

(5) 

But this is impossible, since all squares are of the form Sk or Sk ± 1. D 

EXERCISE 8.3.5.1. Prove the number-theoretic result used in the last line of the proof. 

EXERCISE 8.3.5.2. Show that .Yf 2 - .Yf~ is the complement of a two-component link in 
53, hence the claim that Hj(.Y{z - ff~) is free abelian is a consequence of Exercise 
5.3.4.1. 

8.3.6 Heegaard Diagrams of Bounded 3-manifolds 

Every set of disjoint simple closed curves on a handlebody determines a 
bounded 3-manifold JIf, namely, the j{ obtained by glueing plates to annular 
neighbourhoods of the curves. 

Conversely, every finite orientable bounded 3-manifold j{ is obtained in this 
way. 

We begin by splitting j{ into two handle bodies yt I- f{z where Xl is a 
tubular neighbourhood of the I-skeleton of .. # and ·#2 = .. # - if l' 
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Figure 274 

Yt'l and .j{ 2 are not identified along their whole boundaries, indeed the 
points where OYt'l, oYt' 2 are not identified constitute oAt. 

We glue Yt' 2 onto ,Yf I in the following steps. 
Step 1. Render £2 simply connected by removing suitable meridian 

plates f!Ji' Since the pieces of oj{ on o£ 2 are topological discs (from the 
middle of faces in the triangulation of At) we can place the (lJi so that they do 
not meet oAt, by pushing their rims away from these discs where necessary. 
The f!Ji are then attached to £ I along their rims according to the identifi­
cation map between oYf I, oYf 2' 

Step 2. Yf~ = Yt' 2 - U j .?J>i is a topological ball which meets oAt in certain 
discs ~j' For all but one of these discs, cut a plate (lJj from Yf~ which has 
9IJj as its top face, and glue f!Jj to off 1 along its rim, which is an annulus 
common to oYf I , OYf2 (Figure 274). 

Step 3. Yf~ = Yt'~ - U j f!Jj is a ball which meets oAt in a single disc . 
. ,/{ - Yf~ is therefore homeomorphic to At and we can throw Yf~ away. 0 

EXERCISE 8.3.6.1. Construct a Heegaard diagram of the solid torus with the toroidal 
hole shown in Figure 275. 

o 
Figure 275 

S.3.7 Fundamental Groups of Bounded 3-manifolds 

As with ordinary diagrams, one can read off a presentation of n I (At) directly 
from the Heegaard diagram of a bounded 3-manifold At, with the number of 
generators equal to the genus of the diagram. 
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Moreover, since any set of disjoint simple closed curves on a handle body 
determines a bounded 3-manifold, we can easily state a geometric criterion 
for a finitely presented group G to be 1t1 of a bounded orientable 3-manifold. 
Namely, G must have a presentation 

<a1, ... , an; P1, ... , Pr> 

such that the P1, ... , Pro when interpreted as products of canonical generators 
al> ... , an for 1tl (handlebody of genus n), can be realized by disjoint simple 
closed curves. 

8.3.8 Heegaard Diagrams of Knot and Link Complements 

The general construction of 8.3.6 is not very economical with respect to 
Heegaard genus, and a more efficient method in the case of knot (or link) 
complements is to find a handlebody Yf'n, standardly embedded in 53, 
with the knot as a curve % on iJYf' n' We replace this curve by a thin handle Yf' 
just outside Yf' n except at two neighbouring discs where it meets iJYf' n' so that 
cutting Yf' n by meridian discs produces a solid torus in the form of the given 
knot. On the other hand, we can unravel Yf' from Yf' n by dragging one of its 
ends round the curve ,i', producing a standard handle body Yf' n + l' In the 
process, the meridian curves on Yf' n are dragged into positions on Yf' n + 1 

which bound discs cutting Yf'n+ 1 into the solid torus of knot $'. (This was 
in Exercise 4.2.7.2.) 

The complementary handlebody in 53 can be viewed as a ball with holes, 
one of which (corresponding to Yf') is knotted. Instead of cutting, we glue 
on plates to seal off unknotted holes, so it is a matter of seeing what happens 
to the plate rims P when the knotted hole is unravelled. 

Some examples clarify this process. 

EXAMPLE 1. The two-crossing link (Figure 276). On a standard handle body 
of genus 2, p looks like Figure 277, which we can read as p = a 1 a 2 a11a2'1, 

thus obtaining the standard presentation of the group. 

Figure 276 



8.4 Surgery 263 

Figure 277 

EXAMPLE 2. The trefoil knot (Figure 278). In terms of generators ai' a2 
(clockwise round the right and left holes respectively), 

which gIves a standard presentation of the trefoil knot group (cf. 4.2.5), 

<ai, a2; ala2 a l = a2 a \a2)' 

Figure 278 

EXERCISE 8.3.8.1. Show that the figure-eight knot complement, Figure 279( 1) has a 
Heegaard diagram Figure 279(2) and deduce that its group has a presentation 

Figure 279 

8.4 Surgery 

8.4.1 Dehn's Construction of the Poincare Homology Sphere 

Poincare 1904 constructed a 3-manifold with trivial homology but non­
trivial fundamental group, the so-called Poincare homology sphere. His 
construction was a Heegaard diagram of genus 2. Different constructions 
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were later given by Dehn 1910 (surgery on a trefoil knot, see below), Threlfall 
and Seifert 1930 (identifying opposite faces of a dodecahedron with a ! 
twist) and Weber and Seifert 1933 (2-fold cover of 53 branched over a (3, 5) 
torus knot), though it was not at first realized that these manifolds were 
identical. A quick pictorial proof that the Poincare and Dehn constructions 
are equivalent may be found in Rolfsen 1976, along with many other con­
structions of the Poincare homology sphere. 

Dehn's construction is noteworthy as the first example of surgery on 3-
manifolds, and it is the most directly convincing as far as the trivial homology 
is concerned. Surgery in general is the process of removing a solid torus fJIl 
from a manifold .A, and identifying the boundary of the hole with the 
boundary of another solid torus fJIl', via a homeomorphism different from the 
one defined by the inclusion of .~ in j( (often called "sewing fJIl back dif­
ferently"). Dehn takes !J1I in 53, knotted in the form of a trefoil knot. Then 
we know from 5.3.4 that HI (53 - fJIl) is the infinite cyclic group generated 
by a 1 (Figure 280); on the other hand, since fJIl is knotted there are many 
curves in 53 - fJIl which are homologous to al but not homotopic to it. 
It we take such a curve p embedded in i3f7t, then remove fJIl and glue back 
another solid torus f7t' with its meridian identified with p, we obtain a 
homology sphere .A. 

For fJIl' can be attached by first glueing a plate along its rim to p, then 
attaching a ball. The abelianized Seifert ~ Van Kampen theorem says that 

HJjt) = <al; a1 = P = 1) = {1} 

while the ordinary Seifert~ Van Kampen theorem says that 1[1 (uN) is obtained 
by adding the relation p = 1 to 1[ 1 (5 3 - fJIl), where p is expressed as an 
element of 1[1(5 3 - .~). 

Figure 280 

Figure 281 
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We can ensure that nl(vIt) ¥- {I} by suitable choice of p. It is necessary, 
and in fact sufficient, for p not to bound a disc in !!It, though we shall verify 
this fact only for the simplest such p, which is shown in Figure 281. 

~.4.2 The Fundamental Group of Poincare's Homology Sphere 

We use the Wirtinger generators al> az for n l (S3 - !!It) so that 

nl(S3 - !!It) = <ai' az; alaZal = aZalaZ)' 

The expression for p is ala~ala;3, so it follows by the Seifert-Van Kampen 
theorem that 

nl(vIt) = <ai' az; alaZa l = aZalaZ' ala~ala;3), 

which the substitution b = alaZ reduces to 

nl(.At) = <az, b; (azb)Z = b3 = a~) 
-a group which is nontrivial because it has a nontrivial subgroup of the 
icosahedral group as homomorphic image. The details follow. 

To find the expression for p we deform it as shown in Figure 282 and read 
the sequence of undercrossings in terms of the Wirtinger generators: 

p = alaZ(aZ ala;l)a;2 

= ala~ala23 

(Notice incidentally that p is homologous to ai' since al and az are homolog­
ous.) Thus we have 

nl(vIt) = <ai' az; alaZal = aZalal' ala~ala;3). 
Now substituting b = alaZ so that a 1 = bail we get 

nl(vIt) = <az, b; bla;l = azb, ba2ba;4) 
= <az, b; bla;l = alb, b(bZa;1)a;4) 
= <al,b;bza;l = azb,b3 = a~) 
= <az, b; b3 = (azb)Z, b3 = aD 
= <az, b; (alb)Z = b3 = a~). 

Figure 282 
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These relations can be modelled by the group of rigid motions of the 
icosahedron generated by az = rotation of 2n/5 about a diagonal through 
a vertex P and b = rotation of 2n/3 about a diagonal through a face with 
vertex P. Since the latter group is nontrivial, so is n\(.4r). 0 

Poincare 1904 found the homomorphism into the icosahedral group, and 
Dehn 1910 found the complete Cayley diagram of n 1 C.lt), showing that it 
had order 120. To this day, this is the only known homology sphere =I 53 
with finite fundamental group. Dehn did not point out that he had the same 
group as Poincare, let alone the same manifold. The latter was proved around 
1930 by a combination of results by Kneser (showing that the Dehn homology 
sphere equals dodecahedral space), Threlfall and Seifert. See Threlfall and 
Seifert 1930, 1932 and Weber and Seifert 1933. 

Dehn observed that the homology spheres obtained by other surgeries 
on the trefoil knot (that is. other choices of the curve p) had infinite funda­
mental groups. A proof that these groups are all distinct is given in de Rham 
1969. 

8.4.3 Construction of Finite Orientable 3-manifolds by Surgery 

Era} fillite orient able 3-manifold .If is obtainable by remm'illY (/ {illite 
number of disjoint solid tori from 53 and sewing them back differently. 

The proof is by induction on the Heegaard genus n of .11. If 11 = 0, then .11 
is already 53 and no surgery is necessary. Suppose then that 11 > 0 and con­
sider a splitting of. If into handJebodiesYf1,f( 2 of genus 11 which identifies 
the meridians m l' ... , mIl on c.:ft 1 with curves hem 1)' ... , 17(111,,) on (' j( 2' 

The latter are disjoint simple curves so hCmd in particular may be mapped 
onto a canonical latitude curve on rut 2 (Figure 283) by a homeomorphism 
t of (-.f( 2 which is a composite of twist homeomorphisms and isotopies 
(6.3.6). 

Figure 283 
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A 

Figure 284 

The homeomorphism t will not in general extend to Yf' 2 itself (although 
the isotopies will), but we can extend it to (.Jfl' 2 - a finite set of disjoint solid 
tori) as follows. Given a twist homeomorphism tc about a curve c we excavate 
a "tunnel" below c by removing a thin solid torus f!llc (Figure 284). The twist 
homeomorphism tc can then be extended to Yf' 2 - f!llc by extending the twist 
of the annular neighbourhood of c inwards as far as the roof of the tunnel. 
The twist in the roof of the tunnel leaves its boundary looking as in Figure 
285. The meridian through AB has been transformed into a (1,1) torus curve, 
while the latitude retains its form. Sewing back f!llc so that its meridian and 
latitude are identified with these two curves on o(Yf' 2 - f!llc) recovers Yf' 2, 

but with oYf' 2 transformed by the twist homeomorphism tc' 
To extend the whole homeomorphism t to (Yf' 2 - some solid tori) we 

excavate a tunnel under each twist curve in turn, halving the depth and cross­
section of each successive tunnel so that it just misses its predecessors. When 
the necessary isotopies are combined with the twists the result is an extension 
of t to 

(Yf' 2 - finite set of disjoint solid tori) = Yf'~ 

and them!) is a canonical latitude curve on Yf'z. 

Figure 285 
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If £2 denotes the result of sewing back the tori (JIic into £2 in the ordinary 
way, then £2 is a handlebody which yields £ 2 by surgery. If we perform this 
surgery on the manifold vitI! obtained by attaching £ 1 to £2 via th, the 
result is therefore vIt. 

But the manifold vitI! has Heegaard genus :s: n - 1, because we can 
simultaneously reduce £ 1, £2 to handlebodies of genus n - 1 by trans­
ferring a meridian plate corresponding to ml in £ 1 to a neighbourhood of the 
latitude th(m 1 ) on £2' It follows by induction that vitI! is obtainable by 
surgery on 53, and hence vIt is also, since the result of two successive surgeries 
is itself a surgery. (The tori can be made arbitrarily thin and deformed so as 
to miss each other, cf. 8.3.5). D 

The above theorem was first proved using differential topology by Wallace 
1960. The above proof is essentially that of Lickorish 1962, with some 
simplifications due to Hempel 1962. Hempel also notes that any knotting 
in the tori used for surgery can be removed by further surgery. It suffices to 
observe that any polygonal curve can be unknotted by changing finitely 
many crossings from over to under, and then to prove the following lemma, 
which we leave as an exercise. 

EXERCISE 8.4.3.1. Let % be a knot and %' the knot which results from reversing one 
crossing of %. Sh~w that the manifold 53 - % may be changed to 53 - %' by 
surgery using a single unknotted torus. (Hint: consider Figure 286.) 

EXERCISE 8.4.3.2. Show that any bounded orientable 3-manifold is obtainable by surgery 
on a submanifold of 53. 

Figure 286 

8.4.4 The Role of Knots and Links 

All the surgeries used in the Lickorish proof are of the same type-a solid 
torus ~ is removed, then sewn back with its meridian identified with a (1, 1) 
curve on the tunnel boundary and its latitude preserved. This also applies 
to the surgeries used for unknotting the tori in the main proof; in this case 
one removes a solid torus around a crossing, then cuts the cylindrical" neck" 
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Figure 287 

containing the crossing and rejoins it after a full twist, again converting a 
meridian to a (1,1) curve (Figure 287). We may call these Lickorish surgeries. 

Since we assume the tori are unknotted, any single Lickorish surgery 
yields 53, since 53 is the (1, 1) lens space. The point is that surgery on one 
solid torus changes the embedding of the tori linked with it, so that although 
they remain in 53 they may become knotted. It is easy to construct examples 
by reversing crossings as above. Lickorish surgery on a knotted solid torus 
can definitely produce a nonspherical manifold. In fact, Dehn's construction 
of the Poincare homology sphere can be described in precisely this way. For if 
one removes the trefoil-knotted solid torus with the curve p shown in Figure 
281, unknots it and spreads it out, p is seen to be a (1, 1) torus curve. 

The crossing-reversing trick can be used to produce the trefoil knot in 
many different ways, yielding numerous surgery constructions of the Poincare 
homology sphere. For example, one can use the link in Figure 288, known 

Figure 288 

Figure 289 
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as Whitehead's link: Lickorish surgery on the horizontal torus, with suitable 
orientation, changes the embedding of the other torus to that shown in Figure 
289, which is easily seen to be a trefoil knot. Therefore Lickorish surgery 
on both components will produce the Poincare homology sphere. 

EXERCISE 8.4.4.1. (Rolfsen 1976). Show that the Poincare homology sphere may be 
constructed by Lickorish surgery on the" Borromean rings" (Figure 290). 

Figure 290 

8.5 Branched Coverings 

8.5.1 Wirtinger's Construction of the Lens Spaces as Branched 
Covers of S3 

Tietze 1908 reports the following unpublished result of Wirtinger: 

The (m, n) lens space is an mjold cover of S3 branched over the two-crossing 
link. 

We define the (m, n) lens space as usual by identifying top and bottom 
faces of a lens-shaped solid after a twist of 2n(n/m). Top and bottom faces 
are divided into m equal sectors by meridians, and the lens can be decomposed 
into m tetrahedra by vertical cuts through these meridians (Figure 291). 
The picture shows the typical tetrahedron 7; = AjBjCjD j. The construction 
of the (m, n) lens space requires us to identify AjBjCj with Ai+nBi+nDj+n 
(vertex by vertex), and BjCjD j with A j+ 1 C j + lD j + 1 (vertex by vertex), where 
indices are taken mod m. 

Di 

Figure 291 
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c 

B 

D 

Figure 292 

This schema gives an m-fold covering of the manifold determined by the 
single tetrahedron ABCD (Figure 292) with ABC identified with ABD and 
BCD with ACD, branched over the curves corresponding to the edges AB 
and CD. Since we pass from ~ to ~+ 1 in a circuit around CD, the associated 
permutation of the sheets is the cyclic permutation (1 2 ... m), and since we 
pass from T; to ~+n in a circuit around AB, its associated permutation is 
(1 + n 1 + 2n ., .). 

The manifold determined by ABCD is easily seen to be 53 (cf. Exercise 
8.2.3.1), with the branch curves AB and CD forming the two-crossing link. 0 

This result is a prototype of a general representation of orientable 3-
manifolds as branched covers of 53 found by Lickorish 1973. The first such 
general representation was found by Alexander 1919b, but with rather 
arbitrary branch curves. In the Lickorish representation the branch curves 
are linked, but unknotted, circles which lie inside the solid tori of the surgery 
representation (8.4.3). 

EXERCISE 8.5.1.1. (Tietze 1908). Show that S3 is an m-sheeted unbranched cover of the 
(m, n) lens space (Hint: glue m copies of the lens together) and deduce that S3 can be 
viewed as an m2-sheeted cover of itself. branched over the two-crossing link. 

8.5.2 Constructing a Branched Cover from a Surgery 
Representation 

The surgery theorem of 8.4.3 says that any orientable 3-manifold Jf contains 
certain disjoint solid tori ft" ... , ftn such that Jf - (ftl U ... u ftn) is 
homeomorphic to 53 - (~1 U ... U ~n) where (JAt, ..• , .tJll. are solid tori in 
53 which are unknotted but may be linked. Suppose the homeomorphism is 



272 8 Three-Dimensional Manifolds 

Then a branched covering f: vii --+ 53 is constructed by dividing vii into the 
following pieces: 

(1) vii - (.E?1 U ... u .E?n), 
(2) for each i = 1,2, ... , n, a shell neighbourhood.Al j of a.E?j lying inside .E?j, 
(3) the solid torus r!J j = .E?j - .Al j • 

Then we map 

(1) vH - (.El) u ... u .in) onto 53 - (£?l1 U··· U rYln) by h, 
(2) .Al j onto £?lj as a branched double cover, 
(3) &j homeomorphically onto the solid torus 53 - rYl j • 

If we are able to find the required double cover, and make the three pieces 
of the map match on the boundaries, this will give an (n + I)-fold cover of 
53 by vii, branched over curves in the rYl j • 

The double cover is not hard to find (8.5.4), but matching the boundary 
maps requires a careful choice of canonical curves on the tori, which we now 
discuss. 

8.5.3 Choice of Canonical Curves 

Since £?lj is unknotted in 53, its meridian and latitude are determined up to 
isotopy and sign as curves which bound discs in rYl j and 53 - £?lj respectively. 
For our purposes this gives sufficient determination of the (1, 1) curve on 
a£?lj which is the h-image of the meridian m on !'2 j according to the surgery 
theorem. If we choose the curve I shown on .E?j as the other canonical curve, 
we find that the latitudinal twist of surgery transforms it into the meridian 
of £?lj (Figure 293). We now extend the map h across.Al j in the natural way, so 
that h(.Al j ) is a shell neighbourhood of a£?lj in rYl j and if m', I' are the natural 
projections of m, Ion the "inner" boundary of .Al j , hem') and h(n are the 
projections of hem), h(l) on the inner boundary of h(.Alj). 

To obtain the required branched cover f:.Al j --+ £?lj we compose hl.Al j 

with a branched cover g: h(.AlJ --> £?lj which is the identity on arYl j and maps 

rigure 293 
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mner boundary of h(.V,) 

Figure 294 

the inner boundary of h(.,1/ j ) onto (J:11l j in such a way that it can be extended 

to a homeomorphism 2J j --+ S3 - _~j_ For the latter it is necessary and suffi­

cient that the meridian m' on ,eJP j map to a meridian gh(m') on S3 - :11l j , 

that is, a latitude on :11l j _ We shall in fact construct 9 to behave as shown in 
Figure 294. Thus 9 gives the inner boundary of h(.%;) a meridian twist 
relative to the outer boundary, a:11l, 

EXERCISE 8.5.3.1. Verify the claimed effect of the latitudinal twist on I. 

8.5.4 A Branched Cover of (Disc x S 1) by (Annulus x S 1) 

Let.qj) denote the disc and.s1 the annulusEZ! - fj)', where EZ!' is a disc in the interior 
of EZ!. Then there is a branched covering map g:.91 x S 1 --+ § X S 1 with the 
following properties: 

(1) There is a single branch curve, a circle which winds twice around the 
interior ofEZ! x SI and is unknotted whenEZ! x SI is standardly embedded 
in S3 

(2) Assuming meridians on the two torus boundaries af!} x SI and (Jfj)' x SI 
of .s1 x S 1 are chosen to lie ill a cross-section.s1 x e, then g is the ident ity 
on a'!2 x S 1 and performs a meridian twist on (JEZ!' x S 1 . 

First note the branched double cover of!?2 by ,cd obtained by cutting 
and cross-joining two copies of EZ! (Figure 295). If we do this for each cross­
section g x 0 in two copies of!?2 x S 1 we obtain a branched double cover 

(]D' ·:.a \ .. 
. . 
: i 

j tb 

Figure 295 
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Figure 296 

of (0 x S' by ,<;/ X SI. Furthermore, we can rotate the cut as 8 runs from 
o to 2n so that it sweeps out a Mobius band in the interior of 01 x S', the 
single edge of which is the branch curve of the covering (Figure 296). The 
twisting of the cut through n imparts a meridian twist of 2n in one boundary 
of ,<;/ x S' relative to the other, because a turn of the cut through ¢ occurs 
in the two covering discs, and hence turns one boundary of ,<;/ through 2¢ 
relative to the other. 

In particular, if we keep df?t fixed in each cross-section of the covering, 
the covering map 

g: oW x S' -> '!l X S' 

will be the identity on aqy x S' and will perform a meridian twist on 
a'!iJ' x SI, o 

This completes the proof that orientable 3-manifolds can be represented 
as branched covers of S3, and makes a fitting conclusion to the journey we 
began in Chapter 1 with the representation of orientable 2-manifolds as 
Riemann surfaces. 

EXFRCISE X.S.4.I. Describe the permutations of the 11 + 1 sheets about the branch curves 
in (he above construction. 
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9.1 Computation 

9.1.1 Turing Machines 

The concept of a Turing machine was introduced in 0.4.1, as a machine that 
controls a read/write head moving on an infinite tape. We shall now explain 
the concept in more detail and give a few examples that illustrate how Turing 
machines compute functions and solve problems. 

A Turing machine consists ofa finite alphabet set d = {blank, Sl' ... , Sm}, 
a finite state set fl = {q l' ... , qn}, and a response function Bf: d x fl ~ d x 
{left, right} x (fl u {halt} ). Since the response function is also a finite set it can 
be described completely by listing its members. Each member is traditionally 
written, without commas and brackets, as a quintuple 

which is understood to mean: "in state qi' if the scanned symbol is Sj' replace 
it by SF' move one square to the left (or right, respectively), and go into state 
qi' (where qi' = halt is allowed)." 

Thus we can simply define a Turing machine M to be a finite list of 
quintuples with the property that no two quintuples start with the same two 
symbols qiSj' The latter condition expresses the single-valuedness of the 
response function, also called determinacy of M -the uniqueness of response 
to a given symbol when in a given state. It is usual to save space by omitting 
quintuples commencing with a pair qiSj for which no response is required. 
One can assume some standard response, for example, 

for all such pairs. 
Since nothing is said about a state qi other than the responses it makes to 

symbols Sj' it is possible (and useful) to regard qi as merely a label for a set of 
commands to the read/write head. The formalism of Turing machines is then 
nothing but a language for programming a read/write head on an infinite tape 
divided into squares. It is probably the simplest programming language, 
though unfortunately not the most readable. Apart from the read/write 
and movement commands, the language includes nothing but the two things 
most detested by modern programmers-line numbers (the SUbscripts i) and 
GOTO commands (the qJ 

One appreciates their detestation of these features as soon as one tries to 
read a Turing machine program written by someone else. It helps to write 
comments next to the quintuples, but only slightly. Readers are encouraged to 
study the following examples and then to try some of their own. 

Example 1. Adding a one to a block of consecutive ones. 
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It is assumed that the tape is initially blank except for finitely many ones on 
consecutive squares. The machine starts on the leftmost of these squares in 
state ql' 

ql I I R ql Move right as long as the scanned symbol is 1 

ql 0 1 R q2 Write I in the first blank square 

Note the obvious notation D for the blank square. The machine halts after 
writing the extra 1, since no action is specified for state q2' 

This machine M illustrates a standard input/output convention for Turing 
machines. A positive integer n is input as a block of n ones on an otherwise 
blank tape, and M starts on the leftmost one in state q I' The output is the 
number of ones on the tape when M halts, at which time the tape is blank 
except for a block of ones. M may then be considered to compute the function 
f(input) = output, in this case fen) = n + 1 for positive integers n. 

Example 2. Doubling a block of ones. 

Under the same input/output convention as in Example 1, this machine 
computes fen) = 2n. It does so by "copying" the input block one symbol at a 
time, "marking" the copied symbols as it does so. To follow the program it is 
important to realise that q 1 is not just the initial state. It is a state that recurs 
each time the head returns to the input block after copying a symbol. The 
program is written with this general situation in mind. 

ql 1 l' L q2 Mark the leftmost 1 in the input block with '. 

q2 l' l' L q2 Move left across any l' (copied part of input block), 

q2 IlL q2 and 1 (these are in the copy). 

q2 0 1 R q3 Write 1 in the first blank square. 

q3 IlL q3 Move right across any I, 

q3 l' I' R ql and l' (at which point the initial state is resumed). 

qll'l'Rql 

ql 0 D L q4 If each symbol in the input block is now marked, 

q4 l' 1 L q4 move left across the input block, erasing marks. 

Example 3. Deciding whether a number is even. 

This example shows how machine states playa role like mental states. The 
machine has a state qYES that "remembers" when an even number of ones have 
been scanned and a state qNO that "remembers" when an odd number of ones 
have been scanned. The initial state is qYES and, as usual, the machine starts 
on the leftmost one of the block. 
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qYES lOR qNO 

qNO lOR qYES 
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The machine halts on the first blank encountered, in state qYES if the number 
of ones in the block is even and in state qNO otherwise. 

Thus the final state answers the question implicit in the input n: is n even? 
If we take a problem, as in 0.4.1, to be a set of questions, then this machine 
solves the problem of deciding evenness. Many other conventions for answer­
ing questions are possible, and they are equivalent in the sense that the same 
sets of questions are answerable. In the case of questions with a YES/NO 
answer we shall compute the characteristic function of the problem using the 
output convention of Examples 1 and 2. If the problem consists of questions 
Qi then its characteristic function is 

f(Q.) = {I if the answer to Qi is YES 
, 0 if the answer to Qi is NO 

In particular, the characteristic function for the evenness problem is computed 
when we add the following quintuple to the preceding machine 

qYES 0 1 R q3' 

(This is why the original machine was made to erase all ones on the tape. A 
blank tape signifies output 0.) 

EXERCISE 9.1.1.1. Construct a Turing machine that copies an arbitrary block of as and 
bs. 

EXERCISE 9.1.1.2. Explain how to convert an arbitrary Turing machine M to a machine 
M', which produces tape expressions the same as those produced by M except for "end 
markers" [ and] on the nonblank portion of tape. 

EXERCISE 9.1.1.3. Construct a Turing machine to erase the tape between [ and ]. 

9.1.2 Church's Thesis 

The simple examples of computation given in 9.1.1 fall far short of justifying 
the claim, made in 0.4.1, that the concept of Turing machine is a general 
definition of computer. This claim is known as Church's thesis after Alonzo 
Church, who first proposed a mathematical definition of computability in 
1933. Church's definition, called ).-definability, was not at first very compell­
ing, but it gained credibility with the work of Turing 1936. The Turing 
machine, with its read/write head and internal states, distilled the essence of 
computation as experienced by a human being-the eye that scans and 
recognizes, the hand that writes, and the mental states that direct the actions 
of eye and hand. It was therefore reasonable to expect that it could realize any 
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proposed model of computation. Turing 1937 showed immediately that this 
was true of A-definability, and it has proved to be true of all subsequent 
definitions of computability. In particular, all known programming languages 
can be written in the language of Turing machines. 

All this is extraordinarily impressive-G6del 1946 called it a "kind of 
miracle"-but it does not give us a theorem that computability = Turing 
machine computability. It is better to regard Church's thesis as an axiom, 
not a "self-evident" fact. Human computational processes are surely never 
going to be as narrow, simple, and laborious as Turing machine processes, 
hence Church's thesis will probably stand in need of eternal verification. 
However, we can make verification easier by devising programming languages 
that better reflect broader notions of computation and contain single com­
mands for the most common routines. This is what has happened in the 
development of "higher-level" languages, which may be seen as a movement 
toward easier verification of Church's thesis. The ultimate programming 
language, if it exists, will be one which makes Church's thesis self-evident. 

Despite the provisional nature of Church's thesis, we cannot avoid as­
suming it in proving un solvability of algorithmic problems. An algorithmic 
problem is a set of questions and it is solvable if the answers are a computable 
function of the questions. Thus to prove such a problem unsolvable we have 
to prove that the answer function is not computable-and hence, by Church's 
thesis, not computable by Turing machine. This is the only way the statement 
to be proved becomes mathematically definite. 

On the other hand, as long as we have to use Church's thesis we may as 
well enjoy it. It is a wonderful shortcut in proving the existence of Turing 
machines-if something is computable there is a Turing machine that com­
putes it-so we shall use it as a shortcut whenever possible. 

9.1.3 The Halting Problem 

The simplest way to devise a problem unsolvable by a Turing machine is to 
consider questions about Turing machines themselves. Assuming only that 
each machine M has a description rMl that can be given as input and any 
fixed convention for answering YES and NO, then no machine can correctly 
answer all the following questions. 

QM: Does M, given input rMl, eventually answer NO? 

A Turing machine S may be deemed to have received question QM when it is 
given input rMl, since rMl contains all the necessary information. But S 
cannot correctly answer Qs! If S eventually answers NO, then the correct 
answer to Qs is YES, and if S eventually answers YES then the correct answer 
to Qs is NO. 

If we use the YES/NO convention of 9.1.1, according to which YES is 
signaled by haIting on a tape with 1 on it and NO by halting on a blank tape, 
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then we call the problem the self-halting problem because it consists of the 
questions 

QM: Does M, given input rMl, eventually halt on a blank tape? 

All that is now required to make the halting problem mathematically definite 
is to delimit the class of Turing machines M and define their descriptions rMl, 

Without loss of generality we can assume that each machine alphabet is a 
finite subset of {D, 1, 1', I"" .. } and that each state set is a finite subset of 
{q, q', q", ... }. Each quintuple can therefore be written in the finite alphabet 
{q, D, 1, " R, L} by viewing' as a whole, rather than part, symbol. The quintu­
ples of any machine can be concatenated into a single word without ambiguity 
if qi is translated as q(i) (i primes). For example, Example 1 of 9.1.1 has 
quintuples 

q'l 1 R q' 

q'D 1 R q" 

and the quintuples can be recovered from the single word q' 1 1 R q' q' D 1 R q". 
Thus if we define a standard Turing machine M to be one whose alphabet is a 
subset of {D, 1, 1', I", ... } and whose state set is a subset of {q, q', q", ... } then 
we can describe M with a single word on the alphabet {q, D, 1,', R, L}. 
Finally we can rewrite this word in the standard alphabet by replacing 

o with D, 

1 with 1, 

, with 1', 

q with I", 

L with 1 "', and 

R with 1"". 

The resulting word is what we call the standard description rMl of M. 
With this definition of rMl, the questions QM comprising the self-halting 

problem have a mathematically precise meaning. Thus the self-halting problem 
is a mathematical prohlem, not solvahlE' hy a Turing machine and henCE', by 
Church's thesis, not solvable by any algorithm. The mathematics of the self­
halting problem is admittedly remote from group theory and topology, never­
theless they can be connected. We shall start building a bridge between them 
in 9.1.5. In the meantime, we shall look at some variant halting problems. 
These are useful for technical reasons and as an illustration of the idea of 
reducing one problem to another. 

The first variant is actually more natural than the self-halting problem. It 
is the general halting problem, consisting of the questions 

QM,[: Does M, given input I, eventually halt on a blank tape? 



9.1 Computation 281 

Of course, now that we know that the self-halting problem is unsolvable, it is 
obvious that the general halting problem also is. The questions QM.I include 
the questions QM (for I = rMl), hence any machine for answering the QM,I will 
answer the QM' and we have shown that no such machine exists. We say that 
the self-halting problem reduces to the general halting problem. In general we 
say that problem PI reduces to problem Pz when a solution of PI can be 
computed from a solution of Pz. It follows that if PI is reducible to P2 , and PI 
is unsolvable, then P2 is unsolvable. 

Reduction of one unsolvable problem to another is the most common 
method of proving unsolvability. In fact, the self-halting problem is the only 
problem we shall need whose un solvability has to be proved directly. Un­
solvability extends from the halting problem to the homeomorphism problem 
by a series of reductions, as we shall see in the remainder of this chapter. 

EXERCISE 9.1.3.1. Use reduction (and Church's thesis) to show that there is no algorithm 
that correctly answers all the questions 

Q:u.,l: Does M, given input 1, eventually halt? 

9.1.4 Universal Turing machines 

The halting problems discussed in 9.1.3 involved all Turing machines, and it 
is less clear that there is a single machine with an unsolvable halting problem. 
Such a machine comes to light when we reflect on the process of reconstructing 
a machine M from its standard description rMl. 

First we separate rMl into its quintuples and find those beginning with 
the initial state ql = q'. Then, given a standard description rJl of M's input 
I, we can "simulate" the computation of M on I by reading and marking the 
leftmost symbol of rIl, marking the quintuple of rMl that deals with this 
symbol, and thereafter moving from marked quintuple to marked symbol, 
carrying out the required action, and updating the marks accordingly. It is 
clear that a human computer can simulate the action of M on I in this way 
and hence, by Church's thesis, so can a Turing machine. We call such a 
machine a universal Turing machine. The existence of universal machines was 
first pointed out by Turing 1936. 

Since the coding of I into rIl replaces 0 with 0 (see 9.1.3), if M eventually 
converts I into a blank tape, then the universal machine will convert rMl rJl 
to rMl (assuming marks are removed after the simulation is completed). 
Therefore, if we construct a special universal machine T that erases rMl only 
after it finishes simulating a computation of M that halts on a blank tape 
then 

T, given input rMl rIl, eventually halts on a blank tape 

=- M, given input I, eventually halts on a blank tape. 
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Thus the unsolvability of the general halting problem (9.1.3) implies the 
unsolvability of the halting problem for T, even on the special inputs rMl rJl. 
This in turn implies the unsolvability of the general halting problem for T, 
consisting of the questions 

QE: Does T, given input E, eventually halt on blank tape? 

We do not actually need this strong unsolvability result for the main 
results of this chapter, the unsolvability of the isomorphism problem and the 
homeomorphism problem. However, an explicit universal machine is needed 
to produce an explicit group with unsolvable word problem, so some readers 
may wish to do the following lengthy exercise. 

EXERCISE 9.1.4.1. Construct a universal Turing machine. 

9.1.5 Z2-Machines 

The difficulty in proving the homeomorphism problem unsolvable lies in 
reducing the halting problem to the word problem for groups and, to a lesser 
extent, reducing the word problem to the homeomorphism problem. In this 
section we shall pave the way for the reduction to the word problem by viewing 
computation as the composition of functions on subsets of Z2. 

At any instant in the computation of a machine M, the future actions of M 
are determined by a word 

Sku··· Sk2Sk, qiSj, Sh··· Sjv 

we shall call the complete state of M. Here Sku ... Sk2Sk, Sj, Sh ... Sjv is the 
expression on the marked portion of tape; qi is the current (internal) state of 
M; and Sj, is the scanned symbol. (Thus the position of the q symbol in the 
complete state gives the position of the read/write head.) The computation of 
M can be identified with the sequence of complete states, and the transforma­
tion of one complete state to its successor (resulting from the response of M 
to qiSj) is called a step of computation. 

We now replace the complete state with the pair 

(Sku··· Sk2 Sk,qi. Sjv···ShSit ) 

obtained by splitting the complete state at the scanned symbol and writing 
the right-hand portion backward. This pair, which obviously carries the same 
information as the complete state, is called the complete state pair. Its advan­
tage over the complete state is that a step of computation changes only the 
right-hand ends of the elements of the pair, and these changes are easy to 
express arithmetically when we interpret the symbols 0, Sl' ... , Sm, q l' ... , qn 
as the digits for 0, 1, ... , m + n + 1 in base b = m + n + 2 numerals. 

Before looking at changes in the complete state pair, note the unobtrusive 
way in which extra blank tape is conjured up by the numerical interpreta-
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tion. Since 0 is interpreted as 0, the blank tape to the left of Sk and to the 
right of Sjv is represented by the unwritten zeros to the left of the numerals 
Sku'" Sklq1 and Sjv·,·ShSit· 

Now let us see what steps of computation look like when complete state 
pairs are interpreted as pairs of numerals. A "left-moving" quintuple qjSjSj'Lqj' 
transforms the complete state 

Sku'·' Sk2 Ski qjSjSj,.'. Sjv 

into 

Sku'" Sk 2 qj,Sk l Sj'Sh'" Sju 

and hence transforms the complete state pair 

(Sku··· Sk 2 Ski qj, Sju··· Sh S) 

into 

(Sku··· Sk 2 qj', Sju··· ShSj'SkJ 

More concisely, the quintuple qjSjSj'Lqj' induces the transformation of com­
plete state pairs (qjSj): (USk, qj, VSj ) f--+ (U qj', VSj'Sk) for any digit Ski and any 
"q-free" numerals U = Sku .. ' Sk 2 and V = Sjv'·· Sh. 

These transformations can be expressed in terms of multiplication by band 
b2 and addition of one- and two-digit numbers as follows: 

(qjSj): (b 2 U + Sk,qj, bV + S)f--+(bU + qj', b2 V + Sj'Sk) 

where U, V E Z are positive integers whose base b numerals have the special 
form. In fact, there is no harm in allowing arbitrary U, V E Z, A pair with a 
negative U (respectively, V) component transforms into another pair with a 
negative U (respectively, V) component, and a positive pair with more than 
one q-symbol transforms into another positive pair with more than one 
q-symbol. Hence, a complete state pair cannot arise from a noncomplete state 
pair. 

This leads us to associate qjSjSj' Lqj' with a set of transformations of pairs 
of integers we call1-transformations. They are defined for all U, V E Z and are 
of the form 

(I) 

where Al = Sk, qj, BI = Sj' CI = qi', DI = Sj'Sk]. Since Sk, can take m + 1 differ­
ent values there are m + 1 different transformations associated with a given 
"left-moving" quintuple qjSjSj' Lqi" Similarly, we associate each "right­
moving" quintuple with a set of r-transformations of the form 

(r) 

where U, V E Z are arbitrary and {I} and {r} are disjoint sets of indices. 
Corresponding to each Turing machine M we now have a finite set ZM of 

l- and r-transformations that "simulate" M in the following sense. The pairs 
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(X, Y) of integers whose base b numerals form the successive complete state 
pairs of M are produced by successive application of 1- or r-transformations, 
and exactly one such transformation applies to each (X, Y) in the sequence 
except the last-corresponding to halting of M -to which no transformation 
applies. We call ZM a Z2-machine. (It is a slight variation of the "modular 
machine" of Cohen and Aanderaa t 980.) 

EXERCISE 9.1.5.1. What are the values of Ar, Br, Cr, Dr in the transformations (r) 
corresponding to the quintuple q;SjSj'Rq;,? 

9,1.6 The Halting Problem for Z2-Machines 

The simulation of Turing machines by Z2-machines naturally reduces the 
general halting problem, or the general halting problem for the universal 
machine T, to a halting problem for Z2-machines. A direct reduction, however, 
does not lead to the most simply stated problem, since the final complete state 
of ZT involves the final state qf of T (which could be anyone of several states), 
Namely, 

T halts on a blank tape in state qf 

~ the final pair produced by ZT is (q.r, 0), 

In order to avoid mention of qr we modify T and ZT as follows. 
Introduce a new state qQ and add the quintuple qfODRqQ to T for each 

state qf in which T can halt on a O. This creates a universal machine T*, 
which halts on a blank tape in state qo if and only if T halts on a blank tape. 
Then 

T halts on a blank tape 

~ the final pair produced by ZT* is (qQ, 0). 

Now add extra I-transformations to ZT*' which convert (qo, 0) to (0,0) and 
which apply only after (qQ, 0) has been created, namely, 

(*) (b 2 U + SkIqQ, bV) ........ (bU + SkI' b2 v). 

If we now allow Z2-machines to include transformations (*) and denote the 
thus expanded ZT* by Z~., then 

T halts on a blank tape 

~ the final pair produced by Z~. is (0, 0). 

The general halting problem for T is thereby reduced to the following 
problem about integers, which we call the halting problem for Z2-machines: 
for each (X, Y) E Z2 decide whether (X, Y) is convertible to (0, 0) by the set Zf. 
of /- and r-transformations, The latter problem is therefore unsolvable. 
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EXERCISE 9.1.6.1. Show unsolvability of the following problem without appealing to 
the existence of a universal machine. Given a set S of /- and r-transformations, and 
(X, y) E Z2, decide whether S converts (X, Y) to (0, 0). 

9.2 HNN Extensions 

9.2.1 Representation of Computation in Groups 

In 9.1.5 we showed that computation could be realized by transformations 
of subsets of Z2 (1- and r-transformations). The next step is to encode 
pairs (X, y) E Z2 by elements p(X, Y) of a certain group K, and 1- and 
r-transformations by certain isomorphisms of subgroups of K. This seemingly 
roundabout realization of computation, due to Cohen and Aanderaa 1980, 
supersedes earlier more direct approaches. In the direct approach, complete 
states of a Turing machine are represented by words, and quintuples by rela­
tions, in a relatively obvious way. The trouble is that symbols in a group are 
necessarily subject to relations with no computational counterpart, such as 
qjqi' = 1, and enormous ingenuity is required to prevent these relations crea­
ting "fake computations." The most important outcome of the direct approach 
was an appreciation of the value of the HNN construction, due to Higman, 
Neumann, and Neumann 1949. This construction was found to be the key to 
the success of Novikov 1955 and other early proofs of the unsolvability of 
the word problem. (For more historical information, see Stillwell 1982.) It is 
also crucial in the work of Cohen and Aanderaa, which leads to the unsolva­
bility of the word problem much more easily. 

Cohen and Aanderaa begin with the group 

K = <x, y, z; xy = yx) 

and they encode the pair (X, Y) E Z2 by the element p(X, Y) = y-Y x-XzxXyY E 

K. This is not the simplest encoding of pairs one can imagine, but simpler ones 
lack certain properties that will be essential later. For the moment we only 
wish to observe how an I-transformation 

(I) 

can be reflected in K. 
The corresponding transformation of group elements, 

p(b 2 U + AI' bV + BI) I-> p(bU + Cl> b2 V + DI), 

is induced by 

p(AI' BI)I-> p(C" DI), 

which defines a map ,pI of the subgroup of K generated by X b2, yb, p{A" B1) 
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onto the subgroup generated by Xb, yb1
, p(C/, DJ We shall in general denote 

the group generated by gl, gz, ... , gm by <gl,gz, ... ,gm)' hence in this 
notation 

rP/: (X h2 , yb, p(A[, B/» -> (x b, yb', p(C" D/». 

The map rP[ is in fact an isomorphism (see 9.3.2). There is a similar isomorphism 
rPr: (x b, yb 2

, p(Ar, Br» -> (X b2, yb, p(Cr, Dr» for each r-transformation. 
This is where the HNN construction makes itself useful. Given any group 

G and pairs of elements bi , Ci E G such that bi I-> Ci defines an isomorphism 
between the subgroups ({ bd) and ({ cJ), respectively, we can embed G in a 
group H in which the isomorphism bi I-> ci is induced by conjugation by an element 
t E H - G, that is, C1bJ = ci . In fact, H has a presentation consisting of the 
presentation of G, plus a generator t, plus the relations C1b;t = Ci. We abbrevi­
ate this definition of H by 

H = G u (t; {t-1bit = Ci}) 

and call H an HNN extension of G with stable letter t. 
According to the preceding result, which will be proved in 9.2.3, K can be 

embedded in a group in which the isomorphisms rPI and rPr are induced by 
conjugation by letters tl and tr. That is, if rPl sends p(X, Y) to p(X', Y') then 
tilp(X, Y)t/ = p(X', Y'). and similarly for rPr. Since rPl sends p(X, Y) to 
p(X', Y') only if (X, Y) goes to (X', Y') by transformation (/), we have finally 
arrived at a group in which steps of computation are reflected by equations 
between words. 

The crucial properties of the HNN construction are the embedding prop­
erty already mentioned and a property of the stable letters called Britton's 
lemma. The embedding property says that, after any number of HNN exten­
sions starting from G, elements of G are equal only if they were already equal 
in G. In particular, an element p(X, Y) E K will remain unequal to p(X', Y') 
for (X, Y) -# (X', Y'). and continue to be a faithful representative of the com­
plete state pair (X, Y). Britton's lemma says, roughly, that words are only 
equal for "obvious" reasons, and hence that only the "intended" equations 
reflecting computations are true. To be specific, an equation expressing halting 
on a blank tape is true only if halting on a blank tape really occurs. This 
enables us to reduce the halting problem to the word problem and hence 
conclude that the word problem is unsolvable. 

In 9.2.2-9.2.4 we shall prove these properties of HNN extensions. We shall 
then be in a position to prove the basic unsolvability results about groups in 
9.3. 

EXERCISE 9.2.1.1. Show that K is an HNN extension of the free group (x, z; -). 

EXERCISE 9.2.1.2. Show that the surface group (cf. 4.2.1) 

is an HNN extension of the free group (b l • a2 , h2' ...• an, bn; -). 
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EXERCISE 9.2.1.3. Check that tPt sends p(b2 U + At, bV + Btl to p(bU + Ct, b2 V + Dt) 
for any U, V E Z. 

9.2.2 Normal Forms 

Suppose G is a group and </J: B -.. C is an isomorphism of subgroups. Corre­
sponding to </J we have the following HNN extension of G with stable letter t: 

H = G u <t; {e1bt = </J(b)lb E B}). 

If B has a finite generating set {b;}, as will be the case in all our work, then H 
is defined by adding the finitely many relations C 1b;t = </J(bJ to G. We now 
study the elements of H, following the exposition in Stillwell 1982. 

A typical word in H looks like 

where each Gj = ± 1 and each gj is a word in the generators of G (possibly 1). 
Each gj can be factored into an element of B or C and a "residue," that is, a 
coset representative of gi modulo B or C. Writing the relation e 1bt = </J(t) as 
t</J(b) = bt or t- 1b = </J(b)e1 , we see that an element </J(b) E C can always pass 
to the left across t, becoming b on the other side, while b E B can always pass 
to the left across t- 1 , becoming </J(b) on the other side. This suggests nor­
malizing the word by draining off elements of Bar C to the left, leaving residues 
stuck between the ts. 

To make this process precise (though not necessarily computable), we chose 
specific coset representatives; gB of the coset Bg, gC of the coset Cg, with 1 as 
the representative of both Band C. Then we work from right to left as follows. 

If Gk = - 1 we factorize gk into Bkg:, where Bk E B, so that 

tEkgk = t- 1 Bkg: = </J(Bk)t-1g: = </J(Bk)t"kg:' 

Similarly, if Gk = + 1 we factorize gk into Ckgf, where Ck E C and 

tEkgk = tCkgf = </J-I(Cdtgf = rl(Cdtekgf. 

(Since </J is an isomorphism, r l is well defined.) We now have either gk-I </J(Bk) 
or gk-l </J-l (Ck) between t£k-1 and t Ek. We factorize it similarly, according to the 
sign of Gk-l' and continue passing elements of Bar C to the left, leaving coset 
representatives behind. If at any stage t and C l appear with only 1 between 
them, they are canceled. The final result is a word of the form 

(\=±1 
where g~ is an arbitrary element of G, <5 j = - 1 = g; is a coset representative 
of G mod B, <5i = + 1 = g; is a coset representative of G mod C, and t, t- I do 
not occur as consecutive letters. This word is still not unique, because g; can 
be any word from the equivalence class [g;] in G. Let us denote the class of 
words that results from replacing g; with other representatives of [g:] by 
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[go] t~1 [g;] t~2 ... t~e [g~] 

and call this class a normal form of the element of H it represents. 

EXERCISE 9.2.2.1. Viewing (aI' hi, a2 , b2; a,b,aILbl'a2b2azlh;') as an HNN exten­
sion, as in Exercise 9.2.1.2, check that the word al bl all hlla2b2a'21h;1 has normal form 
[1 J. 

9.2.3 Uniqueness of Normal Forms 

The normal form of an element of H is unique. 
We shall faithfully represent H as a group of permutations of the set N of 

normal forms. For each h E H we shall define a mapping <l>h: N -+ N with the 
properties 

(i) <1>1 is the identity, 
(ii) <l>hl <1\2 = <l>h lh2' and 

(iii) <l>normalform h(1) = normal form h. 

From (i) and (ii) it follows that h H <l>h is a homomorphism, in particular 
<l>h<l>hl = identity, so <l>h is invertible, hence a permutation. From (iii) it follows 
that normal forms are unique, because <l>h l' <l>h2 for different normal forms 
hI' h2 send 1 to different places, so that <l>h l, <l>hz are different permutations 
and hence represent different elements hI' h2. 

The mapping <l>h is defined to be "multiply on the left by h and reduce to 
normal form, one letter of h at a time." Then (i)-(iii) are clear, but since the 
word for an element h E H is not unique, the problem is to show that <l>h is 
well defined. This requires showing that equivalent words determine the same 
permutation, in other words, that each defining relator of H determines the 
identity permutation. For a relator 9 of G this is clear, because 

<l>9([gO]tdl ... tbe[g~]) = [ggo]tOI ... tde[g~] = [gO]tdl ... to'[g~] 

since 9 = 1 in G. (Although we are supposed to apply 9 one letter at a time, 
it is clear that these letters just accumulate to the left of go, since no interaction 
with t is possible. We shall similarly present just the end results of letter-by­
letter accumulations later.) 

The relators involving tare u- l , CIt and t-lbt!fJ(b)-I. We check just the 
last of these, since the first two are similar, but easier. 

<I>,-lb,ql(WI ([go] t dl [g;] t d2 ... ) 

= <I>,-I<I>b<l>,<I>ql(b) 1([gO]t,)1 [g;]t 02 ... ) 

= <D,-I <Db<D,([!fJ(b)-lgO] t OI [y;]t 02 ... ) 

= <Dt-,<Db(normal form oft[!fJ(b)-Igo]tO'[g;]t02 ... ). 
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There are now three cases to consider: 

(a) [~(b)-lg~] = 1, i.e., ~(b) = g~, and 61 = -1; 
(b) [~(b)-lg~] = 1, i.e., ~(b) = g~, and 61 = + 1; and 
(c) [~(b)-Ig~] # 1. 

In case (a), t and till cancel and we continue with 

<l>r-I<Pb([g~]til2 .. . ) 

= <P,,([by~]til2 ... ) 

= normal form of C 1 [by~]til2 ... 

= [~(b)J t- I [g~] till. .. since g; is a coset representative 

= [g~] till [g;] t"2. . . since ~(b) = g~, 61 = - 1 by hypothesis. 

In casc (b) we continue with 

<P, ,<Pb(t[1]t[g;]t il2 ... ) = <p,_,([b]t[l]t[g;]t il2 ... ) 

= normal form of t- 1 [h]t[l]t[y~]til2 ... 

= normal form of [~(b)]t-lt[l]t[g;]til2 ... 

= [~(b)]t[y;]til2 ... , canceling Cit 

= [y~]till[g;]t,j, ... since ~(h) = g~, 61 = 1 by hypothesis. 
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In case (c) we let ~(b)-lgb = ~(bO)-lgS, where ~(bO)-1 E C and gS is the coset 
representative, and continue with 

<P,-,<Pb(normal form of t[~(borlyS]till ... ) 

= <P,-I <Pb ( [bOI J t [gSJ t dl ... ) 

= <P,-t([bba l Jt[ggJt ill ... ) 

= normal form of r- 1 [bbal ] t[gS] till ... 

= normal form of [~(bbol )]C1t[yg]tdl ... since bba 1 E B 

= [~(hhal)gS]tdl ... , canceling/-It 

= [~(b)~(bo)-Igg]till... since ~ is a homomorphism 

= [y~]t,jl... since ¢(bO )-IY6 = ~(b)-Iyb by definition. 

Thus <P,-lb'<PIWI is indeed the identity. D 

Since each [g] EGis identical with its normal form, the proof shows in 
particular that distinct [g\], [Y2] E G are also distinct in H. That is, G embeds 
in H (Higman, Neumann, and Neumann 1949). 
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9.2.4 Britton's Lemma 

II w is a word involving t that equals 1 in H, then w contains either a sub word 
Clbt, where b E B, or a subword tct-I, where c E C = rP(B) (Britton 1963). 

The normal form of w is 1, hence ts must be canceled in the normalization 
process. Suppose, for example, that C 1bt is a subword of w whose ts get 
canceled in the normalization process. Normalization inserts a word bE B 
between band t, and the ts cancel only if bb E B, because only then can bb be 
moved to the left, leaving no residue. But bb E B~b E B. 

Similarly, iftct- I is a subword ofw whose ts are canceled during normaliza-
tion, then c E C. 0 

This result is Britton's lemma for an HNN extension H of G with a single 
stable letter t. It easily generalizes to any group Hn that is nth in a sequence 

HI = G u (t l ; {til dt 1 = rPl(d)ld E Dd> 

Hn = Hn- 1 u (tn; {t';-l dtn = rPn(d)ld E Dn} > 

of HNN extensions with stable letters t 1 , ••. , tn' Britton's lemma for such 
an extension Hn (which we call an HNN extension oI G with stable letters 
t l' ... , tn) reads: 

!f w is a word involving tiS that equals 1 in Hn, then w contains a subword 
ti1diti where di E Di, or a subword tieitil, where ei E E; = rPi(D;). 

If we consider the ti of highest index in w, and view w as an element of the 
HNN extension Hi of Hi-I' then this result is immediate from Britton's lemma 
for extensions with the single stable letter t i • 0 

EXERCISE 9.2.4.1. Derive an algorithm for the word problem for the group (ai' b l , .•. , an' 
bn;alblailbll ... anbna;lb;;l) by viewing it as an HNN extension and applying 
Britton's lemma. 

9.3 Unsolvable Problems in Group Theory 

9.3.1 Faithful Representation of Complete State Pairs 

The Cohen and Aanderaa representation of computation by groups was out­
lined in 9.2.1. We shall now use properties of HNN extensions to show that 
this representation is "faithful" in a certain sense, and hence gives a reduction 
of the halting problem to the word problem. The first step is to show that 
p(X, Y) = y-y x-x zxx yY faithfully represents the pair (X, Y). 
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The group K = <x, y, z; xy = yx) containing the elements p(X, Y) is the 
HNN extension 

<x, z; -) u <y; y-l xy = x) 

of the free group <x, z; -), with stable letter y inducing the identity isomor­
phism of the subgroup <x). This yields the following result, which shows how 
faithfully (X, Y) is represented by p(X, Y). 

The elements p(X, Y) = y-Yx-XzxXyY for X, Y E Z are free generators of 
a free subgroup of K. 

Since p(X, Y)i = y-Yx-XzixXyY, any reduced word on generators p(Xj , Yi) 
can be written in the form 

which simplifies to 

by commuting x, y and canceling. The fact that w is a reduced word on the 
p(Xj, 1';) means in particular that no consecutive powers of the same p(Xj, Yi) 
occur, and hence each term xx,-,-X'yY,-,-y, between powers of z has either 
Xi - 1 - X j " 0 or 1';-1 - Yi " O. Thus the simplified w is freely reduced as a 
word on x, y, z and hence, by Britton's lemma, w = 1 only if it contains a 
subword y-l xiy or yxjy-l. This is not the case, since z appears between any 
consecutive occurrences of y±!. Hence w" 1 and therefore the elements 
p(X j , Yi) are free generators. 0 

This result means in particular that p(X, Y) = p(X', Y')=-(X, Y) = 
(X', Y'), not only in K, but also in any HNN extension of K (by the embedding 
property, 9.2.3). More generally, p(X, Y) is in the subgroup generated by a set 
{p(Xj, Yi)} =- p(X, y) = p(Xj, 1';) for some i, since the p(Xj, Yi) are free genera­
tors. We shall call this property faitliful representation of (X, Y) by p(X, Y) in 
K and its HNN extensions. 

The following exercise shows that certain simpler methods of encoding 
pairs in groups are not faithful in the same sense. 

EXERCISE 9.3.1.1. If p(X, Y) = XX yY in the free group <x, y; -), show that p(X, Y) = 

p(X + 1, Y)p(i + 1, y)-l p(i, Y) for any i E Z. Show that the same relation holds if 
p(X, Y) = XXzyY in the free group <x, y, z; -). (An attempted simplification of the 
Cohen and Aanderaa construction in Stillwell 1982 fails because of this relation.) 

9.3.2 Representation of /- and r-Transformations 

Cohen and Aanderaa realize an I-transformation 
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of the subgroup <xb', l, p(A" B,» onto the subgroup <Xb, yb\ p(C" D,». We 
now prove the result claimed in 9.2.1: 

r/J, is an isomorphism. 

I t suffices to show that Xb2 f--+ X, yb f--+ y, peA"~ B,) f--+ Z and xb f--+ X, l2 f--+ y, 
p(Cl, Dl)f--+z are both isomorphisms onto <x, y, z; xy = yx). (Compose the 
first with the inverse of the second to get r/Jl') 

Since p(A" B,) = y-B'x-A'zxA'yB" conjugation by x-A'y-B, is an isomor­
phism Xb2 f--+ Xb2, yb f--+ yb, p(A" B,) f--+ z of <xb\ yb, peAl, B,» onto <Xb2, yb, z). 
And since <Xb2, yb) is the free abelian group generated by Xb2, yb, we also have 
the isomorphism Xb2 f--+ x, yb f--+ y, Z f--+ z of <Xb2, yb, z) = <Xb2, yb) * <z) onto 
<x, y, z) = <x, y) * <z). 

The composite of these two isomorphisms is X b2 f--+ x, yb f--+ y, p(A" B,) f--+ z. 
We similarly show that x b f--+ x, l2 f--+ y, p( C" D,) f--+ z is an isomorphism, as 

required. 0 

There is a similar proof that the map r/Jr: 

p( Ar, Br) f--+ p( C" Dr) 

realizing an r-transformation is an isomorphism of <xb, yb\ p(A" Br» onto 
<Xb2, l, p(Cr, Dr»' 

It follows that we can make an HNN extension K z of K by adding 

generator t" relations t,l xb't, = Xb, 

t,l ybt , = yb\ 

t,lp(Al' Bl)t, = p(C" Dl), 

for each transformation (/) or (r) making up a Z2-machine Z. 
By construction, K z has the property that if a complete state pair (X', Y') 

results from a complete state pair (X, Y) by transformation (I) then 

t,lp(X, Y)t, = p(X', Y'). 

Because if transformation (I) applies to (X, Y) we must have 

(X, Y) = (b 2 U + A" bV + B,) for some U, V E Z, 

in which case 
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til p(X, Y)l[ = t l- 1 p(b2 V + AI' b V + B[)tl 

= til y-bV X- b1U p(A[, BI)X b1U ybV t[ 

= y-b1V x-bUp(CI, D[)X bUy b2V 

= p(bV + CI, b2 V + D[) 

= p(X', Y'). 
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Similarly for a transformation (r). Thus steps of computation of Z are repre­
sented by equations in K z . In 9.3.3 we shall show that equations of this form 
hold only if the corresponding computational steps exist, and hence that the 
representation is faithful. 

9.3.3 Faithful Representation of Computational Steps 

If ti1p(X, Y)t[ = p(X', Y') in K z then there are V, V E Z such that 

X=b 2 V+Af, Y=bV+B[, 

X' = bV + Cf, Y' = h2V+ DI • 

That is, the equation reflects an actual computational step of z. 

Rewriting the equation as 

t;-1p(X, Y)t[p(X', YT 1 = I, 

we see from Britton's lemma in K z that p(X, Y) belongs to the subgroup 
(xY, yb, p(Af, Bd) of K. It is clear that this subgroup contains all elements of 
the form p(b2 V + AI' bV + B[) for V, V E Z. Conversely, the general element 
of (X h1 , yb, p(AI' B1) has the form 

y-n,hx-m,hlp(AI' BI)I'xmlbl yn 2bp(A[, Bd[' ... p(Af, B[)[kxmk+lblynk+lb. 

By rewriting the x, y term between p(A[, B[)[' and p(A[, B[y2 as 
Xm1b1 ynlb.x-(ml-ml)bl y-(n , -n2)b we create the term 

y-nlbx-mlb2p(AI' B[)llxrn1b1yn1b = p(b2ml + AI' bn1 + BI)[', 

and by successively rewriting the x, y terms from left to right in a similar way 
the general element takes the form 

(r; p(b 2 Ui + A[, bV; + BI))xrnb2ynh. 

Since this equals p(X, Y) by hypothesis, it follows by Britton's lemma 
in K (cf. argument in 9.3.1) that m = n = 0 and the product of terms 
p(b2 Vi + AI' b V; + B[) is freely equal to the single term p(X, Y). Thus 

p(X, Y) = p(b2 V + AI> hV + B[) for some V, V, 
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and hence 

Y = bV + Br 

by the faithful representation of pairs (9.3.1). 
It now follows from the defining relations of K z (9.3.2) that 

tIl p(X, Y)tr = tIl p(b2 U + AI' b V + B/)t/ 

= p(bU + Cl, b2 V + D/) 

and hence 

whence 

X' = bU + Cr, 

by the faithful representation of pairs again. o 
We similarly prove the corresponding result for at,: 
If t;lp(X, Y)tr = p(X', Y') in Kz then there are U, V E Z such that 

X=bU+A r, Y=b 2 V+Br, 

X' = b2 U + Cr , Y' = bV + Dr. 

Thus conjugation by a t/ or tr faithfully reflects a transformation (I) or (r). 
However, it is equally true that conjugation by tIl or t;l does not reflect a 
transformation (/) or (r) but, rather, its inverse: 

tlP(bU + C" b2 V + Dl)tl l = p(b2 U + Ar, bV + Br), 

or 

trp(b2 U + Cr, b V + Dr}t;l = p(bU + A" b2 V + B,), 

This corresponds to a fake backward computational step: 

(bU + Cr, b2 V + D/)H(b2 U + Ar, bV + Br) 

or 

(b 2 U + C" bV + Dr)H(bU + A" b2 V + Br). 

In 9.3.4 we shall show that backward steps cannot create a path from (X, Y) 
to (0, 0) unless there is a path from (X, Y) to (0, 0) by forward steps alone. In 
this sense K z contains a faithful representation of halting computations. 

9.3.4 Faithful Representation of Halting Computations 

A halting computation of a Z2-machine Z (cf. 9.1.6) with initial complete state 
pair (X, Y) is a series of steps Sl, ... , Sk-l: 

(X, Y) = (Xl' YI }:!. (Xz• Yz) ~ ... ~ (Xk , Yd = (0, 0), 
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where each Si is a transformation (I) or (r). Now suppose we admit backward 
steps from (Xi' 1';) to (Xi +l , 1';+1)' writing (Xi' 1';):"" (Xi+I' 1';+1) to indicate that 
(Xi+1' 1';+1) is a pair (not necessarily unique) such that (Xi+I' 1';+1) ~ (Xi' 1';). 
Then we have the following result. 

If (X, Y) is a complete state pair convertible to (0, 0) by forward and back­
ward steps, then (X, Y) is convertible to (0, 0) by forward steps alone. 

If (X, Y) is convertible to (0,0) then we can obtain a sequence (X, Y) = 
(Xl' Yd, (X2' Y2), ... , (Xk' lie) = (0,0) without repetitions such that each 
(Xi +l , 1';+1) results from (X;. 1';) by a forward or backward step. It suffices to 
omit any segments of the original sequence between repeated terms. I claim 
that all steps in a nonrepeating sequence are forward. 

This is because any pairs accessible from a complete state pair are them­
selves complete state pairs, except (0, 0), which occurs only as the last pair in 
the sequence by hypothesis, and which only results from the forward step 
(qQ, 0) -+ (0, 0) by definition of Z2-machines (9.1.6). Thus there is at least one 
forward step in the sequence, namely, (Xk - I , lIe-d -+ (Xk' lie) = (0, 0), and all 
the terms (X I, YI), ... , (Xk - I , lie-I) are complete state pairs. It follows that 
any backward step occurs in a context (X;_I' 1';-1) +- (X;, 1';) -+ (X;+I' 1';+1) 
where (X;. 1';) is a complete state pair, and hence that (Xi-I, 1';-1) = 
(X i+1 , 1';+1) by the determinacy of machines. This contradicts the absence of 
repetitions. 0 

Combining this result with 9.3.3 we get: 
A Z2-machine Z converts a complete state pair (X, y) to (0, 0)- p(X, Y) = 

w-Ip(O, O)w in K z , where w is a word on the letters t l±1 and t;l. 
Thus we have reduced the halting problem for Z2-machines (9.1.6) to a 

problem about special equations in K z . With the help of Britton's lemma, the 
latter is easily reduced to the generalized word problem for K z . 

9.3.5 The Generalized Word Problem 

The halting problem for a Z2-machine Z is reducible to the generalized word 
problem for K z . 

In fact we shall show that 

Z converts a complete state pair (X, Y) to (0, 0) 

- p(X, Y) E <p(O, 0), {t l }, {tF }). 

The direction (=) is immediate from the (=) direction of the result at the 
end of 9.3.4 (which is essentially the fact that conjugations by t l , tF reflect 
computational steps of Z). 

Toprove(<=),supposep(X, Y) E <p(O, 0), {td, {tF }). This means p(X, Y) = 
TI p(O, O)j, T2 ... 7;,p(O, OYk7;,+I' where each Ii is a word on the t, and tF , and 
hence 
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By Britton's lemma for K z the left-hand side of (*) must contain a subword 
of one of the following forms 

(i) t1Iwt" where w E <x b', yb, p(AI' BI), 
(ii) tIWt l- l , where w E <Xb, yb', piC/> Dd), 

(iii) tr Iwtr' where w E <Xb, yb', p(Ar' Dr)' 
(iv) trwt;\ where w E <-,Y, yb, p(Cr, Dr)' 

Since thc terms '1; in (*) consist entirely of letters tl±1 and t~l, w must in fact 
be prO, O)jt, in which case (i) and (iii) simplify to the form p(u, v)j" where 
(0,0) ..... (u, v) in Z, and (ii) and (iv) simplify to p(u', V')I" where (0, 0) +- (u', v') 
inZ. 

Repeating this argumcnt until all letters tl±l and tr±1 are eliminated, (*) 
simplifies to the form 

where each (u i , vd is obtainable from (0, 0) by a series of backward or forward 
computational steps by Z. It then follows, since the elements p(Ui> v;) are free 
generators (9.3.1), that TI i p(u j , vY; freely reduces to the single term piX, Y), 
and hence (X, Y) itself is obtained from (0,0) by backward or forward compu­
tational steps. In other words, (0, 0) is obtainable from (X, Y) by forward or 
backward steps and hence, by 9.3.4, by forward steps alone. 

This shows that the halting problem for Z is reducible to the general­
ized word problem for K z . That is, the problem of deciding, given words 
WI' ... , wp and w' whether w belongs to the subgroup < WI' ... , wp ) of K gener­
ated by WI' ... , wp. Thus if we choose a machine Z for which the halting 
problem is unsolvable, such as the machine Z:t* of 9.1.6, we find: 

There is a finitely presented group Kz with unsolvable generalized word 
prohlem. 

EXERCISE 9.3.5.1. Show, without assuming the assistance of a universal machine, the 
unsolvability of the general generalized word problem: given a finitely presented group 
G, and words WI' ... , wp , w, decide whether W E <WI' ... , wp ) in G. 

9.3.6 The Word Problem 

A group K z with an unsolvable generalized word problem is easily extended 
to a finitely presented group Gz with unsolvable word problem by a trick of 
Boone 1959. Namely, let 

Gz = K z u <k; k- I prO, O)k = pro, 0), {k- I tlk = td, {k- I trk = tr}). 

This is an HNN extension of K z , with stable letter k inducing the identity 
isomorphism of <p(O, 0), {tl}' {tr})· 
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The generalized word problem for K z is reducible to the word problem for 
Gz (hence the latter is unsolvable when Z has an unsolvable halting problem). 

Since k commutes with p(O,O), {tl} and {tr}, a word p(X, Y) E 

<p(O, 0), {t l }, {tr } > satisfies 

kp(X, Y) = p(X, Y)k. 

Conversely, if this equation holds we have 

kp(X, Y)k-lp(X, y)-l = 1. 

Since the only occurrences of k, k-1 on the left-hand side are those explicitly 
shown, Britton's lemma for Gz tells us that p(X, y)E (p(O,O),{tl}' {tr }>. 
Hence 

p(X, Y)E(p(O,O),{tl},{tr}> ¢;> kp(X, y)k-1p(X, Y)= 1. 

This equivalence reduces the generalized word problem for K z (or, rather, the 
special case of it equivalent to the halting problem by 9.3.5) to the word 
problem for Gz . 0 

A presentation for a Gz with unsolvable word problem can be constructed, 
in principle, from a universal machine Z. It would obviously be enormously 
complicated. In fact, no really simple or natural group with unsolvable word 
problem is yet known. However, one can use the existence of Gz to show that 
the generalized word problem for F2 x F2 (direct product of free groups of 
rank 2) is unsolvable. This surprising result was discovered by Mikhailova 
1958, and her argument is outlined in the following exercises. 

EXERCISE 9.3.6.1. Let G=(a\, ... ,ap;r[, ... ,rq) and let Fp=(a\, ... ,ap;-). Re­
calling from 0.5.6 that 

w = 1 in G ¢> W = n gkrj~ekgk\ in Fp, show that 
k 

EXERCISE 9.3.6.2. Deduce that the word problem for G is reducible to the gene­
ralized word problem for Fp x Fp. 

EXERCISE 9.3.6.3. Using 2.2.7.3 or otherwise, reduce the generalized word problem for 
Fp x Fp to the generalized word problem for F2 x F2. 

EXERCISE 9.3.6.4. Give a finite presentation of F2 x F2 • 

9.3.7 The Isomorphism Problem 

To obtain our final unsolvable problem in group theory, we shall reduce the 
word problem for Gz (9.3.6) to the isomorphism problem. The reduction 
depends only on the following fact: each w#-I in Gz is of infinite order. This 
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is certainly true of the group K = (x, y; xy = yx) * (z) we started with. Ele­
ments of K retain their orders under successive HNN extensions, by the 
embedding property of 9.2.3. And each element involving a stable letter is 
easily seen to be of infinite order by applying Britton's lemma to the powers 
of its normal form. 

Now for each word W in the generators of Gz, which we rename al , .•• , ap ' 

we construct the group (which is not necessarily an HNN extension) 

Gz(w) = Gzu ({k;}; {kilWki = ail). 

Then the reduction of the word problem for Gz to the isomorphism problem 
is immediate from the following result. 

W = 1 in G ¢> Gz(w) ~ (k l , •.. , kp; -) ~ Fp. 

The direction (=» holds because 

W = I =>a; = kilk; = I=> Gz(w) = (k l , •.. , kp; -). 

Conversely, if W # 1 in Gz then W is of infinite order, as is ai . Hence W H a; 
is an isomorphism and Gz(w) is an HNN extension of Gz . In particular, Gz 
embeds in Gz(w) by 9.2.3, and hence Gz(w) has an unsolvable word problem. 
Then Gz(w) cannot be a free group Fp, because the word problem for Fp is 
solvable for any set of generators. (If Gz(w) ~ Fp with free generators Xl' ... , 

x p' let ai(xj), k;(x) be words expressing the generators a;, k; of Gz(w) in terms 
of Xl' ... , xp. Replace the letters ai' ki of a given word W by ai(xj), k;(xj), and 
hence decide whether W = 1 by free reduction of the XjS, as in 2.1.4). 0 

Since Gz was chosen to have an unsolvable word problem, this reduction 
brings us to our goal: the isomorphism problem for finitely presented groups is 
unsolvable. 

EXERCISE 9.3.7.1. Without assuming the existence of a universal machine Z, prove the 
unsolvability of the general word problem: given a finitely presented group G and a 
word w, decide whether w = 1 in G. 

EXERCISE 9.3.7.2. Deduce the un solvability of the isomorphism problem-given finitely 
presented groups F and G, decide whether F ~ G-without assuming a universal 
machine. 

9.4 The Homeomorphism Problem 

9.4.1 Manifolds with Given Fundamental Group 

A natural way to prove unsolvability of the homeomorphism problem is to 
show that the isomorphism problem is reducible to it. A reduction would be 
immediate if we had a construction of complexes C(&') from presentations &' 
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with the following properties 

(i) Group(@» = Group(@>') => C(@» homeomorphic to C(@>') 
(ii) n 1 (C(@») = Group(@», 
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where Group(@» denotes the group with presentation @>. This is because 
complexes with different fundamental groups are not homeomorphic, hence 
(i) and (ii) give the equivalence 

Group(@» = Group(@>') ¢> C(@» homeomorphic to C(@>'), 

which yields the required reduction. 
Unfortunately, the known methods of constructing complexes from presen­

tations can give nonhomeomorphic C(@», C(@>') for different presentations @>, 
@>' of the same group. Tn particular, the surface complex constructed in 3.4.4 
to realize the group <at, ... , am; rt , ... , rn> as fundamental group actually 
depends on the generators aI' ... , am and relators r1 , ••• , rn- This is why we 
are now taking special care to distinguish between a presentation @> and the 
group it defines, Group(@». We shall continue to use the notation <aI, ... , 
am; r 1 , •.. , rn> for the group, but write the presentation simply as at, ... , am; 
rt , ... , rn' It is then appropriate to describe the surface complex of 3.4.4 as 
S(at, ... , am; rt , ... , rn)· 

Now, to see that the complex S(@» depends on the presentation @>, consider 
the two presentations at; at and at, a2 ; at, a2 of the trivial group. S(at; at) 
is a disc, while S(at, a2 ; at, a2 ) is the union of a pair of discs with a single 
common point (Figure 297). These are nonhomeomorphic because, for exam­
ple, Seal' a2 ; at, a2 ) is disconnected by the removal of a single point and 
S(at; ad is not. 

Figure 297 

This difficulty was first overcome by Markov 1958, using the Seifert and 
Threlfall construction of a 4-manifold with given finitely presented funda­
mental group (Exercise 8.1.8.1). A second approach, based on an idea of Dehn 
1912a for construction of a 4-manifold with given fundamental group, was 
developed by Boone, Haken, and Poenaru 1968. Both these approaches yield 
the unsolvability of the homeomorphism problem restricted to closed 4-
manifolds. We shall be content to get unsolvability for open 5-manifolds, in 
order to avoid detailed high-dimensional constructions, but we shall follow 
Boone, Haken, and Poenaru part of the way. Readers familiar with manifolds 
of dimension > 3 should find it easy to strengthen the proof so as to obtain 
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unsolvability for closed 4-manifolds. (The results of Markov and Boone, 
Haken, and Poenaru are also stronger than ours in a few more technical 
aspects. However, our proof is substantially simpler than theirs.) 

The idea of Dehn 1912a is to embed the surface complex S(&'), for a finite 
presentation.OJ in R5. Since S(.OJ) can obviously be triangulated, this is possible 
by 0.2.3. Then the e-neighbourhood 

MJ:Ji') = {P E R 51 distance(P, S(&'» < B} 

is an open set, and hence a 5-manifold, and for F. sufficiently small it has a 
deformation retraction to S(3)). Assuming F. is chosen sufficiently small we 
therefore have 

ndM,(::Ji'» = nl(S(3») = Group(2P). 

It is unfortunately still not true that M,(3)) is homeomorphic to M,(.OJ') 
whenever Group(:OJ) = Group(::Ji") (see 9.4.2), but the situation is better than 
with S(::Ji') and S(.CY'). The counterexample for S(.OJ) where 3> is a1 ; a 1 and .OJ' is 
ai' a2 ; (/1' (/2 is not a counterexample for M,(3)), since the F.-neighbourhoods 
of S(a l ; ad and S(al' (/2; £II' (1 2 ) are homeomorphic (each to an open 5-ball 
in fact). Figure 298 indicates these neighbourhoods in R5 schematically. One 

Figure 298 

way to recognize the homeomorphism is to view M,(:OJ') as a neighbourhood 
(of points at distances between e/2 and e) of the topological disc D shown in 
Figure 299, which is e/2 larger than S(&"). A homeomorphism D ~ S(&') can 
then be extended to a homeomorphism of their neighbourhoods. 

Figure 299 

It is hoped that readers will be content with sketchy descriptions of homeo­
morphisms, like the example just given. We need only three, intuitively simple, 
homeomorphisms (see 9.4.5), so it seems a waste to develop a detailed theory 
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of high-dimensional manipulation for their sake. Nevertheless, readers who 
are aware of such details will be in a better position to do the following 
exercise, which is the key to obtaining the unsolvability result for closed 
4-manifolds. See also Boone, Haken, and Poenaru 1968. 

EXERCISE 9.4.1.1. Show that the frontier of M,(fJI) is a closed 4-manifold with the 
same fundamental group as M.(fJI). 

9.4.2 Reducing Isomorphism to Homeomorphism 

If (!jJ and (!jJ' are different presentations of the same group, then we know from 
0.5.8 that there is a sequence of Tietze transformations, Tt±t or Tl\ converting 
(!jJ to (!jJ'. Thus the dream of9.4.1, of finding complexes C(£JP) such that 

Group«(!jJ) = Group«(!jJ') => C«(!jJ) homeomorphic to C((!jJ'), 

could come true if the C((!jJ) were "invariant under Tietze transformations." 
That is, if C((!jJ) were homeomorphic to C«(!jJ') whenever (!jJ' resulted from (!jJ by 
a Tietze transformation. 

Since the known constructions of complexes from presentations all fail to 
give homeomorphic C((!jJ), C((!jJ') for certain (!jJ, fJj)' defining the same group, 
they necessarily fail to be invariant under certain Tietze transformations. The 
examples of S(a t ; az) and S(a t , az; at, az) show that the surface complex S«(!jJ) 
fails to be invariant under Tz (adding a generator). M.«(!jJ) in fact is invariant 
under Tz (see 9.4.5), but not under Tj (adding a consequence relator). 

Consider, for example, the presentations at; a land a l ; at> a l of the trivial 
group. M.(a l ; at) is the c-neighbourhood ofa disc in R5, hence a 5-ball, while 
M.(a j ; a l' al ) is the c-neighbourhood of a sphere. These are not homeomor­
phic because M.(a l ; at, ad contains a noncontractible sphere and M.(a t ; a l ) 

does not. 
Further study of the M.«(!jJ) reveals that addition of redundant relators, as 

in this case, is the whole trouble. Since it may be necessary to add redundant 
relators to convert (!jJ to a .9" which has more relators than &, this trouble 
cannot be entirely eliminated. However, it turns out that we can preempt it 
by adding redundant relators to (!jJ in advance. Given a (!jJ' that may define the 
same group as (!jJ, we can find, from the size of (!jJ and (!jJ', a bound t on the 
number of relators that must be added in the course of converting (!jJ to []P'. If 
we then add t trivial relators 1 to (!jJ at the beginning, it turns out that we can 
convert the enlarged (!jJ to (!jJ' (plus some trivial relators 1) by special Tietze 
transformations under which M,«(!jJ) is invariant. 

Following Markov 1958 and Boone, Haken, and Poenaru 1968, we denote 
the result of adding t trivial relators to []p by (!jJ * t. Then the reduction of the 
isomorphism problem to the homeomorphism problem may be described as 
follows. 

Given presentations (!jJ and (!jJ', compute t and t' such that (!jJ * t is convertible 
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to :?}' * t' by special Tietze transformations if Group(.o/» = Group(&'). Then 
construct the manifolds M.(&> * t) and M.(:?}' * t'). Since 

Group(&) = Group(& * t) = 1!1 (M.(:?J> * t)), 
and similarly for :?J>', t', and since M.(:?} * t) is homeomorphic to M.(:?}' * t') 
whenever & * t is convertible to :?J>' * t' by special Tietze transformations, we 
have 

Group(:?J» = Group(0") ¢> Group(gp * t) = Group(gp' * t') 
¢> M.(.OJ * t) is homeomorphic to M.(:?J>' * t'). 

Since M.(:?J> * t), M.(.OJ' * t') are computable from 0', 0", this equivalence gives 
the desired reduction. 

The details of t, t' and the special Tietze transformations will be worked 
out in 9.4.3 and 9.4.4. The invariance of M.(:?J» under the special Tietze 
transformations will be shown in 9.4.5, to complete the proof. 

The only other point worth stressing right now is that the manifolds 
M.(9 * t), M.(9' * t') have natural finite descriptions, so it is valid to assume 
that a (hypothetical) algorithm for the homeomorphism problem is applicable 
to them. M.(&» can be described by a list of vertices, edges, and faces of the 
triangulated complex S(9) in RS, plus the number E. Since the coordinates of 
the vertices can be taken to be rational, without loss of generality, as can c, 
this is a finite description. 

9.4.3 Special Tietze Transformations 

The special Tietze transformations we shall use are T2 and four "small" 
transformations Til' T 12 , T 13 , T 14 , which replace T I . The latter are chosen to 
be "small enough" that their effect on M.(P) is apparent (see 9.4.5), yet 
comprehensive enough to reconstruct any relator that could be added by T1 • 

Unlike T I , however, Til' T 12 , T 13 , TI4 can add consequence relations only 
when given sufficient "room," in an enlargement of ,JjJ to the equivalent 
presentation 0' * t with t copies of the trivial relator 1. 

We shall begin by defining TIl' T 12 , T 13 , TI4 for an arbitrary finite presenta­
tion ai' ... , am; r l , ... , rn , then work out the amount of "room" they require 
to add a single consequence of r l , .•. , rn to the presentation. 

Til: Replace rj by ajaj-I rj or aj-I a /;, 

T12 : Replace rj = uvw by a cyclic permutation vwu, 

T13 : Replace rj by rj-
I 

T14 : Replace rj by rjrj with j #- i. 

These transformations differ from T] not only in being "small," but also in 
replacing a relator rather than adding one. T ll , T 12 , T13 obviously give a 
presentation P' defining the same group as flJI. TI4 does also, thanks to the 
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restriction j #- i, which allows ri to be recovered from the new relator rirj and 
the relator rj still present. The fact that Tll , T12 , T13 , TIt!. replace relations 
rather than adding them is the secret of their success in keeping M.(fffJ' ) 
homeomorphic to M.(fffJ), as we shall see in 9.4.5. At the same time, it is the 
reason they need an enlargement fffJ * t of f1J> to work on. 

If fffJ is the presentation ai' ... , am; r1 , ••• , rn and f1J>' is the presentation 
ai' ... , am; r l , ... , rn, s, where s is a consequence of r1, ... , r., then fffJ * 2 may 
be converted to fffJ' * 1 by Tll , T12 , T13 , TIt!. and their inverses. 

By 0.5.6, any consequence s of r1 , ... , r. has the form 

where gl, ... , gk are words on ai' ... , am. The idea is to construct the factors 
gl rllg!l, g2rllu:;\ ... successively in the place of the last 1 in 9P * 2, and to 
build up s in the place of the first 1 by successive applications of S14. In more 
detail, the manipulation of the sequence of relators goes as follows. 

r I, ... , r., 1, 1 

-+ rl , ... , rn, 1, rj, by T14 

--+ rl , ... , r., 1, rll by TI3 (if necessary) 

1 -1 +1 --+rl,···,r., ,ai, ai,rI-; 

-+rl, ... ,r., l,ai,rlla~1 

by Tll (where ai, = last letter of Ul) 

by Tt2 

(where a i2 = second last letter of g 1) 

-+ r l , ... , rn, 1, gl rllu!1 by Til' T12 repeatedly 
+1 -I +1 -I b 'T' --+r1,···,rn,Ul r[; Ul ,gl r/-; gl y 114 

by Till, T12 repeatedly 
(reversing earlier steps) 

--+ rl , ... , ri;l, ... , r., glrllg!\ rll 
+1 ±1 -1 +' ±1 --+rl,···,rj, , ... ,r.,glrj , gl ,rj, rj , 

by T13 (if necessary) 

by T14 
+1 +1 -1 1 -+rl,···,rj, , ... ,r.,gl r/; gl , 

--+ r1, ... , rj" ... , rn , glrl 1g!l, 1 

--+ r1, .. . , rn , g 1 rllg!1 , g2r/~lg:;1 

by T12 , Til! repeatedly 

by TI3 (if necessary) 

by Til' T12 , T13 , T14 
(as used to construct glrllg!l) 

(as used to restore gl rllg1 to 1) 

-+ r1 , ••• , r., s, 1. o 
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9.4.4 Presentation of the Same Group 

If gIl(m generators, n relators) and gIl'(m' generators, n' relators) are presentations 
of the same group, then gil * (n + n' + 1) may be converted to gil' * (n' + n + 1) 
by Til' T12 , T13 , T14, T2 and their inverses. 

We imitate the proof of Tietze's theorem (0.5.8), using the construction of 
9.4.3 to add consequence relations. Because of the existence of inverse trans­
formations it suffices, as in 0.5.8, to convert both gil * (n + n' + 1) and 
gil' * (n' + n + 1) to the same presentation Y'''. As in 0.5.8 we let IX; be a word on 
a I' ... , am representing a;, and let IX; be a word on a ~, ... , a;". representing a;. 
We also abbreviate the list ai' ... , am by a;, the list a~, ... , a;", by a;, etc .. Thus 
a;; rj*(n + n' + 1), for example, stands for the presentation a l , .•. , am, rl , ... , 

rn , 1, 1, ... , 1 with n + n' + 1 relators 1. 

a;; r)a;) * (n + n' + 1) 

by 9.4.3, n' times 

by T2 , m' times 

---> a;, a;; r)a;), rl(a;), a; = IX; * (n + 1) by 9.4.3, n' times, and 9.4.3 
inverse n times (alternately adding the consequence rl(a;) of rl(IX;) 
and a; = IX;, and subtracting the relator rl(a;)) 

---> a;, a;; ria;), rl(a;), a; = IX;, a; = IX; * 1 by 9.4.3, n times. 

This presentation r!J>" is symmetric with respect to primed and unprimed 
symbols, hence r!J>' * (n' + n + 1) is also convertible to r!J>", as required. D 

9.4.5 Invariance Under Special Tietze Transformations 

If gil' results from f!jJ by Tll , T12 , Tn, Tl4 or T2 then M,(gIl) is homeomorphic to 
M,(gIl'). 

If the transformation is Tl2 (cyclic permutation ofa relator) or Tl3 (inversion 
of a relator), then M,(gIl) is certainly homeomorphic to M.(gIl'). In fact the 
surface complexes S(r!J» and S(gIl') are identical in this case. 

In the remaining three cases 8(gIl) and 8(gIl') are not homeomorphic, but 
their a-neighbourhoods M&(gIl) and M&(gIl') are. The extra thickness of M&(r!J» 
allows us to "slide" and "squash" part of it to form M,(r!J>') as follows. 

Tll : Replace r; with ajaj-lr; (aj-lajr; is similar). 

Let:?J>- be f!jJ minus the relator r; (which is also r!J>' minus the relator aja;lrJ 
Then S(gIl) is the result of attaching a disc D to the curve r; in 8(.'r), and 8(gIl') 
is the result of attaching a disc D' to the curve aj aj- 1r;. Then D meets the frontier 
of M&(gIl-) in a simple closed curve d (since D, by construction of S(gIl), has 
identified points only on its boundary) and D' meets the frontier of M&(gIl-) in 
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Figure 300 

a simple closed curve d', which is close to d except for a "tongue" at distance 
~e from the path ajaj- 1 (Figure 300, a schematic view of the situation in R5 ). 

Now M.(.o/') is the union of Me(pr) with the e-neighbourhood De of a closed 
disc with boundary d, while Me(i?J') is the union of Me(£r) with the e­
neighbourhood D~ of a closed disc with boundary d' (the discs being subdiscs 
of D and D', respectively). We obtain a homeomorphism between Me(&') 
and M.(&,') by sliding d to position d' -extending the "tongue" in the 
e-neighbourhood of aj • 

T14 : Replace ri with rirj , j #- i. 

In this case M.(i?J) is the union of M.(f?r) with the c-neighbourhood De of 
a closed disc with boundary d, a simple closed curve at distance ~e from rio 
And M.(2P') is the union of Me(er ) with the e-neighbourhood D; of a closed 
disc with boundary d', a simple closed curve at distance ~e from rirj (Figure 
301, which incidentally illustrates how d is a simple curve, even when ri is not). 
Since j #- i, the curve rj is in ,0/'-, and since rj is a relator the curve is spanned 
by a disc. We can slide d across the e-neighbourhood of this disc in M.(gr), 
thus obtaining a homeomorphism between Me(i?J) and M.(&"). 

T2 : Add generator am+! and relator am+! W, where w is a word in ai' ... , am' 

Figure 301 

The new generator am+1 adds a "handle" to M.(&')-the e-neighbourhood 
of the arc of am+! outside M.(i?J). S(&") is formed by attaching a disc to S(&') 
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along am+l w. Suppose this disc meets the frontier of M.(£?P) plus handle in the 
simple closed curve dm+1 d, where d is the intersection with M.(£?P) and dm+l the 
intersection with the handle (Figure 302). Then M.(£?P') is formed by attaching 
the e-neighbourhood D, of a disc bounded by dm +1 d. By contracting this disc 
we can "squash" the handle and D, down to M.(£?P), thus showing Me(£?P') to be 
homeomorphic to M,(f¥J). D 

I 
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Figure 302 

This result finally justifies the reduction ofthe isomorphism problem to the 
homeomorphism problem that was outlined in 9.4.2: 

Group(£?P) = Group(g>') 

<¢> Group(£?P * (n + n' + 1» = Group(£?P' * (n' + n + 1» 

<¢> Mr.UJI * (n + n' + 1» homeomorphic to M.(fJ" * (n' + n + 1». 

Since the isomorphism problem is unsolvable by 9.3.7, the homeomorphism 
problem is unsolvable. Readers who wish to carry their study of topology 
beyond 3-manifolds can therefore rest assured that the subject is not 
trivial. 

EXERCISE 9.4.5.1. Use Exercise 9.4.l.! to show that the homeomorphism problem is 
unsolvable for closed 4-manifolds. 
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in surface complex 139 

Arc 
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cyclic 84,225-231 
graph 97,99 
map 10,12,99,102 
motion group 98,106-107,164 
path 191-195 

regular 107 
space 54 
surface 80 
surface complex 158 
two-sheeted 87 

Index 

unbranched 64,80,84,88,230 
universal (See Universal covering) 
universal abelian 99, 101 
without automorphisms 102 

Coxeter, H.S.M. 51 
Crosscap 65, 66 

definition of 70 
equals Mobius band 65, 79 
normalization 72, 74 
relation with handle 68, 244 

Curvature of surface 77 
Curve 

branch 61-62 
canonical 84 
canonical nonseparating 196-197 
canonical separating 197 
closed 10 
definition of 7,9 
Jordan 27 
null-homotopic 17-18 
polygonal 8,26-28,30,197,268 
simple closed (See Simple closed 

curve) 
Cut and paste 9, 57,60, 72-74, 78 
Cycle 172 
Cyclic cover 

of knot complement 225-231 
of surface 84 

Cylinder 

D 

covering torus 81 
solid 208 

Deformation 
elementary 136 
of curve 8, 110 
of map 17 
of plane 9, 233 
rectangle 113, 126, 140 
retract 122 

Deformation retraction 
definition of 122 
induces isomorphism of IT 1 122 
of graph to bouquet 97, 124 
of perforated torus 124 

Degree 
Brouwer 119-121 
of unsolvability 50 
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Dehn, M. 46-47,58,69,90, 125, 
186-187,194,198,221,223,225, 
232,243,247,263-264,266,269, 
299-300 

algorithm 186,190 
lemma 232, 245 
twist 198 

Descartes, R. 54 
polyhedron formula 77, 170 

Determinacy 276, 295 
Determinant 208-210 
Diagonal argument 39 
Dimension 15 

and homology theory 171 
topological in variance 172 

Direct product 
from free product 134 
of abelian groups 175-180 
of groups 133 
of infinite cyclic groups 178-179 

Disc 
meridian 254, 259-260 
singular 10 
topological 10 

Dodecahedralspace 266 
Doubled knot 230 
Du Bois-Reymond, P. 39 
Dyck, W. 45-46,67-68,90,243 

classification of nonorientable 
surfaces 68 

theorem 45 

E 
Edge 

circumferential 188 
endpoints of 91 
final point of 91 
free 77 
initial point of 91 
of Cayley diagram 47-48 
of graph 91 
of Mobius band 62 
oriented 47,91 
path 86,93,188-189,197 
radial 188 

Elementary collapse 123 
Elementary subdivision 24-25, 75-76 
Elliptic functions 206 
Embedding 

definition 16 
of bounded surface in R3 78 
of closed surface in R4 79, 80 
offactor in free product 131 

of groups 45 
of Riemann surface in R3 57 
of SI in Rl (nonexistence) 16 
ofS I in R2 16 
of SI in R3 16 
of S2 in R3 36, 152 
of simplicial complex in Rn 22 
of surface complex in RS 300 
of tree in R2 94 
wild 144 

Endpoints 91 
Equivalence 

class of path 114 
class of schema vertices 72 
class of word 42 
free 41,94 
of journeys 111 
of paths and covering paths 100 
of paths in complex 40 
of paths in graph 92, 94, 96 
of paths in surface complex 157 
of words 41 

Euclidean algorithm 210 
Euler, L. 54, 75 
Euler characteristic 

of cover 84 
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of odd-dimensional manifold 250 
of pseudomanifold 248-250 
of surface 75-77, 79, 183, 197, 

242 
of 3-manifold 250 
topological invariance 76, 183 

Euler polyhedron formula 75, 170 

F 
Face 

boundary path of 156 
of a simplex 3 
of a surface complex 156 

Factorization theorem 177 
Figure eight knot 233, 240 

braid form 233 
Heegaard diagram of 

complement 263 
is amphicheiral 225 

Finite surface 
bounded 77 
closed 69 
fundamental group 141 

Fomenko, A.T. 247 
Fox, R.H. 150,152-153 

Artin wild arc 150-152, 184 
Frankl, F. 245 
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Free abelian group 
automorphism group of 209 
Cayley diagram 48 
generators for 178 
HI of link complement is 184, 

259-260 
subgroup of 178 

Free equivalence 41,46,94 
Free generators 57 

for free group 103-107 
for n I of graph 97 
for Z" 178 

Free group 
as subgroup of modular group 90 
automorphisms 240 
definition of 45 
every group is quotient of 46 
generated by edge labels 86 
infinitely generated 10 1, 1112 
rank 104, 1 R 1 
realized by infinite surface 142-144 
subgroups 90 

Free product 
automorphisms 223 
definition of 131 
elements of finite order 219 
embeds factors 131 
normal form for elements 219-220 
presentation in variance 131 
realization by surface complex 131 
subgroups 166 

Fricke, R. 85. 165, 206, 220 
Frontier 

definition of 6 
of component of R2-curve 33-35 
of 5-manifo1d 301 
of n-ball 12 
of open set 27 
of polygon 28-29 
point 6 

Fuchs, Laszl6 179 
Fuchs. Lazarus 85 
Fuchsian groups 84-87 
Fundamental group 

and homotopy 17 
com binatorial 96, 157 
combinatorial in variance 
commutator subgroup of 
definition 114 

110, 158 
173 

fails to distinguish 3-manifolds 171, 
258 

history 110 
independence from basepoint 96, 

115-116 

G 

invariance under collapsing 158 
invariance under deformation 

retraction 97, 122 
invariance under elementary 

subdivision 157 
of annulus 123 

Index 

of bounded 3-manifold 261-263 
of bouquet 97, 121 
of complex 40,46-47, 139 
of disc 123 
of finite surface 141 
of Fox-Artin arc complement 150-

152 
of graph 96, 137 
of graph complement 148 
of infinite complex 140 
of infinite surface 142-144 
ofknot complement 144-147 
of lens space 155-156 
of link complement 62 
of n-sphere 138 
of perforated sphere 57 
of Poincare homology sphere 265 
of product 133 
of SI 116-121 
of solid torus 123 
of surface complex 129, 138 
of 3-manifold 255 
of torus 125, 133 
of trefoil knot complement 148 
of 2-crossing link complement 148 
topological in variance 110, 115-116 

Garside, F.A. 236 
Generating path 40 
Generation 

of group 44 
of normal subgroup 43 

Generator 
addition by Tietze transformation 

49, 301, 305 
elimination by collapsing 158 
for braid group 237 
for free abelian group 178 
for fundamental group of graph 96 
for mapping class group of 

torus 210 
for modular group 220 
of group 41,47 
of semigroup 47 
Schreier 106-107 
Wirtinger 145-146,231,265 
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Genus 
Heegaard 244,256,262-263,266 
of Riemann surface 62 
of surface 58, 60 

Giblin, PJ. 171 
G6del. K. 279 
Goeritz, L. 198 
Gordan, P. 206 
Graph 

covering 99 
definition of 91 
fundamental group 96, 137 
interpretation of free groups 90 
0- 28, 30, 32 

Griffiths, H.B. 119 
Group 

H 

abelian (See Abelian group) 
automorphism 45 
centre 218 
cyclic 220, 231 
first homology 172, 181 
free (See Free group) 
Fuchsian 84-87 
fundamental (See Fundamental 

group) 
homeotopy 206 
homology 171 
homomorphism 45 
icosahedral 265-266 
infinite cyclic (See Infinite cyclic 

group) 
isomorphism 45 
knot 144, 183 
mapping class 206 
monodromy 57 
monomorphism 45, 100, 162 
presentation 42 
quotient 44 
residually finite 232 
surface 85,141,182-183 
symplectic 213 
trivial 43 

Haken, w. 232,299-301 
Half ball 12, 15, 28 
Halting problem 279-282,284 
Handle 

base curve 203 
boundary path 174 
curve passing through 203-206 
decomposition 197 
definition of 70 

meridian 196,203 
nonorientable 67 
normalization 73-74 
on 5-manifold 305-306 
relation with crosscaps 68, 244 
taking curve off 203-204 
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Handlebody 155,243,253,260-262 
universal cover 204 

Hauptvermutung 19,25,110,247 
for 3-manifolds 244 
for triangulated 2-manifolds 183 

Hawaiian earring 119 
Heegaard, P. 58,61,69,149, 170,226, 

229,243,254 
cone 61-62, 229 
diagram 226,253-263 
genus 244,256,262-263,266,268 
splitting 243-244,252-254, 266 

Hemion, G. 4,232 
Hempel, 1. 268 
Hermite, C. 57 
Higman, G. 285,289 
Hilbert, D. 37,67 
Hilden, H. 62 
HNN extensions 285-290 

normal forms in 287-290 
stable letters 286 

Hoare, A.H.M. 165 
Holes (See also Perforations) 

in ball 262 
in bounded surface 77 

Homeomorphism 5 
between surfaces with same 

invariants 197 
combinatorial 19, 25, 38 
local 10,99, 160 
of neighborhoods in surface 

complex 160 
of Klein bottle 211 
of solid torus 211 
of torus 209-213 
simplicial 211 
twist 198-206,210-211 

Homeomorphism problem 2 
dimension 2 3, 183,242 
dimension 3 3, 244 
dimension;. 4 5,247,299-306 
general 2,38-39,281-282,298 
knot complements 4, 232 
lens spaces 244 

Homogeneity 12-13 
Homology 

and homotopy 172 
and wildness 184 
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Homology (COllt.) 

groups 171. 181 
of cyclic cover 184, 226 
sphere 263-266 
theory 170 

Homomorphism 45 
canonical 45, 178 
kernel of 45 
of homology sphere group 265-266 
of knot group 231 

Homotopy 17 
and homology 172 
decomposition into "small" 

ones 117 
of curves 17, 18,57, 242 
of journeys 113 
of maps 17 
of paths 113 
of sphere in 3-manifold 246 

Hotelling, H. 258 
Hurwitz, A. 2 
Hyperrolic plane 

metnc III 186, 190, 193- 194 
motions of 94 
Poincare model 190,192-193 
tessellations of 83-85, 94 

Hyperrectangle 6 

Identification space 11,12,14,19, 
197 

Imbedding (See Embedding) 
Index 

and sheet number 100,162 
ofa subgroup 51,104-105,162,165 

Indicatrix 63 
Infinite cyclic group 121-122,144, 

149,178-179,183,264 
Interior 6, 28 

of polygon 32, 34 
Intermediate value theorem 8, 16 
Intersection 

algebraic 200-205 
removal of 195-196, 200-207 

Invariance 
of Betti and torsion numbers 110 
of boundary 172 
of dimension 172 
of Euler characteristic 76, 183 
of fundamental group (See 

Fundamental group) 
of orientability character 76, 183 
presentation 131, 172, 181 

Inverse 
of curve 18-19,40 
of equivalence class of curve 40 
of generator 51 
of letter 41 
of path 112 
of path class 115 
of Tietze transformation 49 

Isomorphism 25, 45, 225 
of subgroups 286-287,292 

Isotopy 
ambient 18,218,222 

Index 

between the two trefoil knots (non 
existence) 222 

J 

definition 18 
determination of homeomorphism up 

to 211 
of braid 236 
of disc 212 
of Heegaard diagram 254 255 
of meridian on solid torus 207 
of nonorientable handle 67 
of R2 36 
of simple curves 195, 198,200-206 
of sphere in 3-manifold 246 
of torus 210-213 

Johansson, I. 142 
Jordan, C. 26, 110, 186 
Jordan curve 

bounds bricks 32 
definition 27 
polygonal 27, 28, 29 
separates R 2 31 
theorem 26, 35, 58, 192 

Jordan-Schoenfiies theorem 16-17, 
35,211 

Jordan separation theorem 31 
Journey 111 

K 
Karrass, A. 165, 220 
Kernel 45 
Klein, F. 60,63-65,84-85,87, 165, 

206,220 
Klein bottle 

canonical polygon for 66 
construction 65 
crosscap form 66 
homeomorphisms 211 
mapping class group 213 
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perforated 67-68 
polygon schema 71 
separation into Mobius bands 67 
simple curves on 194 
solid 253 
solution of contractibility 

problem 187 
universal cover 187 

Kneser, H. 233, 266 
Knot 3,4, 16, 18 

amphicheiral 225 
as branch curve 61-62 
doubled 230 
existence of infinitely many 220, 229 
figure-eight 225, 233, 240, 263 
group 144 
problem 232-233 
projection 144, 233 
torus (See Torus knot) 
trefoil (See Trefoil knot) 
trivial 144,230,232, 245 

Kronecker, L. 175-177,180 
Kurosh, A.G. 166-167 
Kuznetsov, y.E. 247 

L 
Latitude 207,221,267,272-273 
Laudenbach,F. 246 
Lefschetz, S. 69 
Leibniz, G.W. 54 
Length 

of path 91 
of word 103 
-reducing transformation 103 

Lens space 
as branched cover 226-229, 

270 271 
as polyhedral schema 252 
definition of 155 
group 156 
Heegaard diagram 256-257 
homeomorphism problem 244 
nonhomeomorphism of(5,1) and (5,2) 

258-260 
orientability 243 

Levi, F. 167 
Lickorish, W.B.R. 198,202,243,245, 

268, 271 
surgery 269-270 

Lifting a path 100, 186 
Limit point 6, 193 
Link 

group 184 

two-crossing (See Two-crossing 
link) 

Listing, J.B. 62,218,225 
Local 

compactness 19 
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finiteness 19,20, 140 
homeomorphism 10,88,99, 100, 160 
simply connectedness 20 
i-transformations and 

M 

r-transformations 283-287, 
291-293 

Magnus, W. 85, 90, 163, 190, 220 
Manifolds 

bounded 15 
definition 13 
five-dimensional 299-306 
four-dimensional 247 - 248,299- 301, 

306 
n-dimensional 13, 20 
product of 133 
three-dimensional (See 

Three-manifolds) 
two-dimensional (See Surface) 

Map 8,10 
Mapping class group 

conjugacy problem 232 
definition of 206 
is automorphism group of n 1 206 
of Klein bottle 213 
of torus 206-213 

Markov, A.A. 5, 39, 236, 247, 299-
301 

operations 235-236 
Massey, W.S. 163 
Matrix 210,213-214 
Mechanical systems 13 
Meridian 

disc 254, 259-260 
on handlebody 253-254,262,266 
on knotted ring 221 
on solid torus 258-259 
on sphere 55, 57 
on torus 207 
on unknotted ring 272-273 
plate 254, 268 
twist 273 

Metamorphosis of handles 74 
Meyerson, M.D. 214 
Mikhailova, K.A. 297 
Milnor, J. 247 
Modular group 163, 220 
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Mobius, A.F. 59, 60 
classification of surfaces 59, 60 

Mobius band 
and Klein bottle 67 
boundary as branch curve 274 
equals crosscap 65, 79, 87 
history 62-63 
is nonorientable 22, 63 
not at boundary of surface 77 
simple curves on 194 
spans trefoil knot 226 
with handle 68 

Moise, E.E. 25-26,36,242 
Monodromy group 57,84 
Monomorphism 45, 100, 102 
Montesinos, J. 62 
Motion 85, 94, 98 
Moufang, R. 90 
Multiple point 10 

N 
n-ball 12,139 
Neighbourhood 

annular 254 
ball 6,27 
epsilon 6, 300 
in identification space 12, 14 
of edge in surface complex 159 
of path in surface complex 129, 138 
of vertex in graph 97, 99 
of vertex in surface complex 159 
plate 6, 254 
star 20,93 
strip 6,27,29,63,212 
surface 243. 248-251 
tube 6 
tubular 247,253 
tunnel 146 

Nested presentations 140, 144 
Neumann, B.H. 285, 289 
Neumann, H. 285, 289 
Nielsen, J. 90,103-104,182,194,213 

method 103- 105 
-Schreier theorem 103 
transformation 103 

Nielsen-Schreier theorem 
and surface groups 164 
covering space proof 103 
Nielsen proof 103 
Schreier proof 105-106 

Noether, E. 175 
Nonorientable 22 

complex 22 

Index 

handle 67 
surface 22, 62-63, 68, 87, 172, 183 
3-manifolds 243, 253 

Normal form 
for closed surface 75-76, 244 
for element in HNN 

extension 287-290 
for Riemann surface 57-58,60 
for word in free group 94 
for word in free product 219-220 

Normal subgroup 
and Cayley diagram 106-107 
and regular covering 107 
characterization 43, 46 
commutator subgroup is 101 
definition of 43 
generation of 44 
of isotopies 206 

Novikov, P.S. 39,47,285 
Novikov, S.P. 247 
n-sphere 12, 138 
Null-homologous path 173 

geometric interpretation 173 
in lens space 259 
on knotted ring 264 
which is not null-homotopic 174, 

264 
Null-homotopic path (or curve) 17,18, 

o 

46,114,173,196 
in covering space 231 
in lens space 259 
on solid torus 207,221 

One-sided surface (See also 
Nonorientable) 63 

Open set 6,26 
arc connected 27 
connected 27 
in Jordan curve theorem 27-28 
in Seifert - V an Kampen 

theorem 125, 129 
Orientability character 75· 77, 183 
Orientable 

closed surface 62, 76, 183 
complex 22 
3-manifold 243, 252, 266 

Orientation 20-21,91 

p 
Papakyriakopoulos, CD. 232,242, 

256 
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Partial recursive function 38 
Path 

class 114 
closed 91, 94 
definition of III 
equivalence in graphs 92, 94 
in Cayley diagram 48 
in graph 91 
in tessellation 86 
inverse 91 
product 91,94 
reduced 91-93 
uniqueness in trees, 91 

Path-connected 116 (See also Arc 
connected) 

Perforation 78-79 
Period 175 
Permutation of sheets 56,81,84 
Phase space 13 
Plane 

as universal covering surface 80, 
88 

complex 54 
hyperbolic 83-85 
noneuclidean 83 
projective (See Projective plane) 

Poenaru, v. 299-301 
Poincare, H. 47,84,87, 110, 

136,170-172,186,192,194,214, 
226,245,248,263,266 

algorithm for simple curves 192-
194 

conjecture 171, 246, 256 
criterion for homology class to 

contain 
simple curve 192,214 

homology sphere 263-266,269-
270 

method for computing 
presentations 136 

model of hyperbolic plane 190, 
192-193 

Polygon 28, 30-32 
arcs in 30, 32 
construction of covering surface 80 
enclosing Jordan arc 34 
enclosing Jordan curve 35 
schema for surface 69,71-75 

Polygonal 
arc 28, 30-31 
curve 8,26-28,30 

Polyhedra 248 
Post, E.L. 36, 39,47 
Potential theory 61 
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Presentation 42, 299 
abelian 180 
and Cayley diagram 48 
and Heegaard diagram 255 
balanced 255 
enlargement 301-302 
finite 42,50, 137, 165 
invariance ofabelianization 172,181 
invariance offree product 131 
Tietze transformations of 48-50 

Problem 38 
algorithmic 36, 38, 278-280 
conjugacy 187,232,240,242 
contractibility 186-187,242 
halting (See Halting problem) 
homeomorphism 2,38-39,242,244, 

281-282, 299-306 
isomorphism 37,50,225,297-298, 

301, 306 
of recognizing S3 245-247 
recursively enumerable 244 
unsolvable 37-39 
word (for groups, See Word problem) 
word (for semigroups) 39 

Product 
direct, of groups 133 
fundamental group of 133 
of braids 236 
of cosets 44 
of curves 17-18,40 
of closed paths 96 
of equivalence classes of curves 40 
of equivalence classes of words 42 
of manifolds 133 
of path classes 114 
of paths 112 
of simplicial complexes 133 
of spaces 132 
of words 41 
proper 103 

Projective plane 64 
canonical polygon 64 
construction 64 
crosscap from 65-66 
covering of 64, 159 
nonembedding in R3 64, 130 
solution of contractibility 

problem 187 
Pseudomanifold 248-251 

Q 
Quintuple 276, 280, 283 
Quotient group 44,106-107 
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R 
Rabin, M.a. 37 
Rad6, T. 25 
Rank 

offree abelian group 178, 181 
of free group 104, 181 
of infinitely-generated free 

group 182 
Recursively enumerable 38, 244 
Reduced 

curve on torus 191 
path 91, 96 
path in tree 91-94, 96, 105-106 
word in free group 94, 105 
word in surface group 190 

Reduction of problems 280-282, 298, 
301 

Reidemeister. K. 47,88,90, 103, 159, 
163-164. 166, 184, 230, 244 

-Schreier process 165-166, 184, 
230-231 

Reinhart, B.L. 194 
Relation 41,47 

addition by Tietze 
transformation 49,301-303 

in Seifert - Van Kampen 
theorem 126 

for braid group 238-239 
for surfacc group 86 
trivial 41 
Wirtinger 145,147,151 

Relator 41 
Residually finite group 232 
Retract 121 
Retraction 121-122 

deformation (See Deformation 
retraction) 

de Rham, G. 111,266 
Riemann, G.F.B. 4, 25, 54, 59, 170 

mapping theorem 35 
spaces 61 
surfaces 54-57,62, 84, 226, 242, 

274 
Ring 207 (See aiso Torus, solid) 

complement in S3 228-229, 273 
knotted 221 
latitude on 207,221,272-273 
meridian on 207,221,272-273 
(/11,11) curve on 228-229 

Rogers, H. Jr. 50 
Rolfsen, D. 179, 230, 264, 270 
Roman mosaics 63 
r-transformations (See 

i-transformations) 

S 
Samphier, L. 23 
Sanderson, D.E. 246 
Schema 

for bounded surface 77 
for Klein bottle 71 
for simplicial complex 19 
for sphere 71 

Index 

for sphere with cross caps 74-75 
for sphere with handles 73-75 
for surface 69 
for torus 71 
isomorphic 25 
polygon 69 
polyhedral 248-252 

Schliifli, L. 64 
Schoenflies, A. 35 
Schreier, O. 90, 105, 107, 166, 182,221, 

223-224,230 
coset diagram 107 
coset representative 105-106, 

165-166 
generators 106-107, 165 
index formula 104-105 
proof of Nielsen-Schreier 

theorem 105 
transversal 105-106 

Schubert, H. 232 
Schwarz, H.A. 80, 190 
Seifert, H. 110, 154, 174,226, 229, 247, 

264,266,299 
surface 226, 229 

Seifert - Van Kampen theorem 11, 
123-128 

abelianized 259,264 
and free products 130-131 
and Heegaard splitting 255 
and realization of groups 129 

Semidecision procedure 39, 50 
Separation 

and homology theory 171 
of open disc by arc (nonexistence) 34 
of points in set 27 
of polygon by arc 30 
of R2 by arc (nonexistence) 33-34 
of R2 by Jordan curve 31,171 
of R2 by line to infinity 35 
of Rl by open line 34 
of R2 by polygonal Jordan curve 28 
of R3 by S2 36 
of S2 by simple closed curve 35 
of semidisc by arc 28 

Sheet 
number of graph cover 100 
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number of surface complex 
cover 161 

of covering of S2 55 
of covering of S3 62 
of covering of torus 81 

Shelling 245 
Simple closed curve 

homology class of 192,214-215 
homotopy class of 191-193 
in R2 27 
on Klein bottle 194 
on Mobius band 194 
on nonorientable surface 196, 198, 

200 
on orientable surface 192-193, 

194-206 
on S2 35 
on surface 190, 194 
on torus 191 
Poincare algorithm 192-193 
Zieschang algorithm 194 

Simplex 2, 245 
Simplicial 

complex 3, 19 
decomposition 24,170,243-246 
decomposition of surface 69, 76-77 
refinement 25 

Simply connected 17, 20, 98 
Singer, J. 244 
Singular 

disc 10, 114 
rectangle 113 
surface 173 

Singularity 10 
Skeleton 23,40-41,139 
Solitar, D. 165,220 
Sommerfeld, A. 61 
Spanning tree 

and coset representatives 105 
construction 95 
for universal abelian cover 101 
gives generators for 71:1 of graph 96 
implies axiom of choice 95 
of Cayley diagram 107 
of graph of infinite connectivity 182 

Sphere 
as completed plane 54 
branched covering of 54 
five- 247 
Heegaard diagram 254 
homology 263-6 
perforated 59 
schema 71 
three- 171 

two- 3, 17, 187 
with crosscaps 65, 75 
with crosscaps and holes 77 
with handles 60, 62, 75 
with handles and holes 77 
with holes 77 
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Spur 91-92,94,96-97,100,110 
Stable letters (See HNN extensions) 
Stallings, J. 247 
Star 20,93 
Steinitz, E. 25 
Stillwell, J.e. 285,287,291 
Subdivision 24, 25 
Subgroup 

abelianization of 184 
conjugate 166 
index of 51,104-105,165 
normal 43-44 
of abelian group 177 
of free abelian group 178-179 
offree group 100-107 
offree product 166-167 
of surface group 164 
property of coverings 100, 162-163 
realization by covering 102-103, 

105-107,162-163 
torsion 180 

Subpath property 188-189 
Surface 3 

bounded 77 
classification 58,69-77, 183, 197, 

242 
closed 69 
combinatorial definition 69 
complex (See Surface complex) 
connected 57 
finite (See Finite surface) 
group (See Surface group) 
infinite 142-144 
neighbourhood 243,248-251 
nonorientable 22, 62-63, 68, 87 
orientable 62 
perforated 78, 173 
Riemann 54-57,62,69 
schema 69 
Seifert 226, 229 
spanning 226, 232 

Surface complex 129 
combinatorial 71:1 of 156 
definition 156 
fundamental group of 138 
homeomorphism problem 242 
realization of group 129,299-

300 
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Surface group 
abelianization of 182 
as automorphism group 85 
as HNN extension 286, 288, 290 
presentation 85, 141 
subgroups of 164 
word problem 186-190 

Surgery 243 
and branched covers 271-274 
construction of homology 

sphere 263 - 266 
construction of orientable 

3-manifolds 266-270 
Symplectic group 213 

T 
Tessellation 

of unit disc 90, 190-193 
of universal covering surface 82-83, 

186,192-193,209 
Three manifolds 

as branched covers 243,270-274 
bounded 248,260-263 
combinatorial 243 
Euler characteristic 249-250 
groups 247,255,265 
Heegaard diagrams 253-263 
Heegaard genus 244, 256, 262-263, 

266,268 
Heegaard splitting 243, 252-254 
Homeomorphism problem 244 
nonorientable 243, 253 
orientable 253, 266 
polyhedral 243,248-252 
surgery 243,266--270 

Threlfall, W. 154, 174,247,264, 266, 
299 

Thurston, W.P. 232,247,252 
Tietze, H. 37,47,50,62,110,137,144, 

155, 158, 171, 206, 229, 258, 
270-271 

theorem 49, 181, 30 I 
transformation 48-50,131, 

180-182,246,301-306 
Tightening a path 117 
Time-warp III 
Todd, J.A. 51 

-Coxeter coset enumeration 
method 51, 166 

Torsion 
coefficients (See also Torsion 

numbers) 171 

Index 

coefficients of abelian group 175, 
180 

coefficients of nonorientable 
surfaces 183 

definition of 170 
explanation of name 170 
-free 179 
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