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Preface

During the past twenty years many connections have been found between
the theory of analytic functions of one or more complex variables and the
study of commutative Banach algebras. On the one hand, function theory
has been used to answer algebraic questions such as the question of the
existence of idempotents in a Banach algebra . On the other hand, concepts
arising from the study of Banach algebras such as the maximal ideal space,
the Silov boundary, Gleason parts, etc. have led to new questions and to
new methods of proof in function theory.

Roughly one third of this book is concerned with developing some of the
principal applications of function theory in several complex variables to
Banach algebras . We presuppose no knowledge of several complex variables
on the part of the reader but develop the necessary material from scratch.
The remainder of the book deals with problems of uniform approximation
on compact subsets of the space of n complex variables. For n > I no
complete theory exists but many important particular problems have been
solved.

Throughout, our aim has been to make the exposition elementary and
self-contained. We have cheerfully sacrificed generality and completeness
all along the way in order to make it easier to understand the main ideas.

Relationships between function theory in the complex plane and Banach
algebras are only touched on in this book. This subject matter is thoroughly
treated in A. Browder's Introduction to Function Algebras, (W. A. Benjamin,
New York, 1969) and T. W. Gamelin's Uniform Algebras, (Prentice-Hall,
Englewood Cliffs, N.J ., 1969). A systematic exposition of the subject of
uniform algebras including many examples is given by E. L. Stout, The
Theory of Uniform Algebras, (Bogden and Quigley, Inc., 1971).

The first edition of this book was published in 1971 by Markham Pub
lishing Company. The present edition contains the following new Sections :
18. Submanifolds of High Dimension , 19. Generators, 20. The Fibers Over
a Plane Domain, 21. Examples of Hulls. Also, Section II has been revised.

Exercises of varying degrees of difficulty are included in the text and the
reader should try to solve as many of these as he can. Solutions to starred
exercises are given in Section 22.

In Sections 6 through 9 we follow the developments in Chapter I of
R. Gunning and H. Rossi, Analytic Functions ofSeveral Complex Variables,
(Prentice-Hall, Englewood Cliffs, N.J., 1965) or in Chapter III of L. Hor
mander, An Introduction to Complex Analysis in Several Variables, (Van
Nostrand Reinhold, New York, 1966).

I want to thank Richard Basener and John O'Connell, who read the
original manuscript and made many helpful mathematical suggestions and

VII



Vlll PREFACE

improvements. I am also very much indebted to my colleagues, A. Browder,
B. Cole and B. Weinstock for valuable comments. Warm thanks are due to
Irving Glicksberg. I am very grateful to Jeffrey Jones for his help with the
revised manuscript.

Mrs. Roberta Weller typed the original manuscript and Mrs. Hildegarde
Kneisel typed the revised version. I am most grateful to them for their
excellent work .

Some of the work on this book was supported by the National Science
Foundation.

Providence , R.I.
June, 1975

JOHN WERMER
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Preliminaries and Notations

Let X be a compact Hausdorff space.
is the space of all real-valued continuous functions on X .
is the space of all complex -valued continuous functions on X .
By a measure u on X we shall mean a complex-valued Baire
measure of finite total variation on X .
is the positive total variation measure corresponding to u.
is IJlI (X).
is the complex numbers.
is the real numbers.
is the integers.
is the space of n-tuples of complex numbers.
Fix n and let Q be an open subset of en.
is the space of k-times continuously differentiable functions on Q,

k = 1, 2, . . . , (f) .

is the subset of Ck(Q) consisting offunctions with compact support
contained in Q.

is the space of holomorphic functions defined on Q.

By Banach algebra we shall mean a commutative Banach algebra
with unit.
Let 21 be such an object.
is the space of maximal ideals of 21. When no ambiguity arises, we
shall write ~ for ~NI). If m is a homomorphism of 21~ e, we
shall frequently identify m with its kernel and regard m as an
element of ~.
Forfin 21, M in~,

is the value at f of the homomorphism of 21 into e corresponding
to M .
We shall sometimes write f(M) instead of J(M).
is the algebra consisting of all functions Jon ~ with f in 21. For
x in 21,
is the spectrum of x = {Ie E CIA - x has no inverse in 21}.
is the radical of 21.
Forz = (Zl, ... ,Zn)Een,

= Jlzd2 + IZ212 + ... + IZnI 2.

For S a subset of a topological space,
is the interior of S,
is the closure of S, and
is the boundary of S.
For X a compact subset of en,

1



2 BANACH ALGEBRAS AND COMPLEX VARIABLES

P(X) is the closure in C(X) of the polynomials in the coordinates.
Let Q be a plane region with compact closure Q. Then

A(Q) is the algebra of all functions continuous on Q and holomorphic
on O,

Let X be a compact space, ff a subset of C(X), and p, a measure on X . We
write p, 1- ff and say p, is orthogonal to ff if

f f du = ° for all f in s:

We shall frequently use the following result (or its real analogue) without
explicitly appealing to it:

THEOREM (RIESZ-BANACH)

Let ff be a linear subspace of C(X) and fix g in C(X) . Iffor every measure
p, on X

P,1- ff implies p, 1- g,

then g lies in the closure of !£ In particular, if
p 1- ff implies p, = 0,

then ff is dense in C(X) .
We shall need the following elementary fact, left to the reader as
Exercise 1.1. Let X be a compact space. Then to every maximal ideal

M of C(X) corresponds a point Xo in X such that M = {f in C(X)lf(xo) = O}.
Thus vH(C(X» = X .

Here are some examples of Banach algebras.
(a) Let T be a bounded linear operator on a Hilbert space H and let 21 be

the closure in operator norm on H of all polynomials in T. Impose the
operator norm on 21.

(b) Let C1(a, b) denote the algebra of all continuously differentiable
functions on the interval [a, b], with

Il f ll = max IfI + max If'l-
[a .b) [a.b)

(c) Let Q be a plane region with compact closure Q. Let A(Q) denote the
algebra of all functions continuous on Q and holomorphic in Q, with

II fll = max If(z)l·
zen

(d) Let X be a compact subset of C. Denote by P(X) the algebra of all
functions defined on X which can be approximated by polynomials in the
coordinates Zl>" " z, uniformly on X, with

Ilfll = maxlj] .
x



PRELIMINARIES AND NOTATIONS 3

(e) Denote by H OO(D) the algebra of all bounded holomorphic functions
defined in the open unit disk D. Put

1I f11 = suplj'].
D

(f) Let X be a compact subset of the plane. R(X) denotes the algebra of all
functions on X which can be uniformly approximated on X by functions
holomorphic in some neighborhood of X. Take

II!II = maxlj'[ .
x

(g) Let X be a compact Hausdorff space. On the algebra C(X) of all
complex-valued continuous functions on X we impose the norm

IlfII = maxlj[.
x

Definition. Let X be a compact Hausdorff space. A uniform algebra on X
is an algebra 21of continuous complex-valued functions on X satisfying

(i) 21 is closed under uniform convergence on X.
(ii) 21 contains the constants.

(iii) 21 separates the points of X.
21 is normed by Ilfll = maxxl!1 and so becomes a Banach algebra.
Note that C(X) is a uniform algebra on X, and that every other uniform

algebra on X is a proper closed subalgebra of C(X). Among our examples,
(c), (d), (f), and (g) are uniform algebras ; (a) is not, except for certain T, and
(b) is not.

If 21 is a uniform algebra, then clearly

(1) for all x E 21.

Conversely, let 21 be a Banach algebra satisfying (1). We claim that 21 is
isometrically isomorphic to a uniform algebra. For (1) implies that

Hence

[x] = lim IIxkll 11k = maxlf].
k- oo .At

Since 21is complete in its norm, it follows that '2r is complete in the uniform
norm on vIt, so'2r is closed under uniform convergence on vIt. Hence'2r is a
uniform algebra on vIt and the map x -> x is an isometric isomorphism from
21 to '2r.

It follows that the algebra H OO(D) of example (e) is isometrically isomorphic
to a uniform algebra on a suitable compact space.

In the later portions of this book, starting with Section 10, we shall study
uniform algebras, whereas the earlier sections (as well as Section 15) will be
concerned with arbitrary Banach algebras.



4 BANACH ALGEBRAS AND COMPLEX VARIABLES

Throughout, when studying general theorems, the reader should keep in
mind some concrete examples such as those listed under (a) through (g), and
he should make clear to himself what the general theory means for the
particular examples.

Exercise 1.2. Let \ll be a uniform algebra on X and let h be a homo
morphism of \ll--+ C. Show that there exists a probability measure (positive
measure of total mass 1) j1 on X so that

h(f) = L! du, all ! in \ll.



2

Classical Approximation Theorems

Let X be a compact Hausdorff space. Let 'll be a subalgebra of CR(X)
which contains the constants.

THEOREM 2.1 (REAL STONE-WEIERSTRASS THEOREM)

If'll separates the points of X, then'll is dense in CR(X).
We shall deduce this result from the following general theorem :

PROPOSITION 2.2

Let B be a real Banach space and B* its dual space taken in the weak-"
topology. Let K be a nonempty compact convex subset of B*. Then K has an
extreme point.

Note. If W is a real vector space, S a subset of J¥, and p a point of S, then p
is called an extreme point of S provided

p = !<PI + P2), PI ,P2 E S => PI = P2 = p.

IfS is a convex set and p an extreme point ofS, then 0 < () < I and P = ()Pl +
(l - ()P2 implies that PI = P2 = p.

We shall give the proof for the case that B is separable.
Proof. Let {L n} be a countable dense subset of B. If y E B*, put

Ln(y) = y(Ln)·

Define

II = sup LI(x).
xeK

Since K is compact and L I continuous, II is finite and attained ; i.e., 3xI E K
with LI(xd = II' Put

12 = sup L2(x ) over all x E K, with

Again, the sup is taken over a compact set, contained in K, so 3x 2 E K with

and

Going on in this way, we get a sequence x. ,x 2 ' .. . in K so that for each n,

and

In + 1 = sup Ln + .(x) over x E K with

5



6 BANACH ALGEBRAS AND COMPLEX VARIABLES

Let x* be an accumulation point of {x n } . Then x* E K.
Lixn) = Ij for all large n. So LJ{x*) = Ij for allj.
We claim that x* is an extreme point in K. For let

x* = -hI + -h2' YI,y2EK.

II = LI(x*) = !Lt(Yt) + !Lt(Y2)'

Since

Also,

12 = L 2(x*) = !L2(YI) + !L2(Y2).

Since LI(Yd = II and YI E K, L2(YI) ~ 12 , Similarly, L2(Y2) ~ 12, Hence

L2(yd = LiY2) = 12 ,

Proceeding in this way, we get

Lbl) = Lb2) for all k.

But {Ld was dense in B. It follows that Yl = Y2. Thus x* is extreme in K.
Q.E.D.

Note. Proposition 2.2 (without separability assumption) is proved in
[23, pp. 439-440]. In the application of Proposition 2.2 to the proof of
Theorem 2.1 (see below), CR(X) is separable provided X is a metric space.

Proof of Theorem 2.1. Let

K = {llE(CR(Xn*lll 1. ~ and Illlll s I}.

K is a compact, convex set in (CR(X»* . (Why?) Hence K has an extreme
point a, by Proposition 2.2. Unless K = {O}, we can choose a with Ilull = 1.
Since 1 E ~ and so

f 1 do = 0,

a cannot be a point mass and so 3 distinct points x I and X2 in the carrier of a.
Choose g E~ with g(x t ) ¥= g(X2), 0 < g < 1. (How?) Then

ga (1 - g)u
a = g . a + (1 - g)u = IIgullllguli + 110 - g)ulIll(l _ g)ull '

Also,

[go] + 110 - g)ull = fg dlul + f 0 - g) dlul = f dlul = [o] = 1.

Thus a is a convex combination of gu/ligull and 0 - g)u/II(1 - g)«]. But
both of these measures lie in K. (Why?) Hence

gu
u = --.

IIgull
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It follows that g is constant a.e. - dial But g(Xt) ¥- g(X2) and g is continuous
which gives a contradiction.

Hence K = {O} and so Jl E (CR(X))* and Jll- 21=> Jl = O. Thus 21is dense in
CR(X), as claimed.

THEOREM 2.3 (COMPLEX STONE-WEIERSTRASS THEOREM)

21 is a subalgebraof C(X) containing the constants and separating points. If

(1)

then 21 is dense in C(X) .
Proof Let :£ consists of all real-valued functions in 21. Since by (1) :£

contains Re f and 1m f for each f E 21,:£ separates points on X. Evidently
:£ is a subalgebra of CR(X) containing the (real) constants. By Theorem 2.1
:£ is then dense in CR(X). It follows that 21is dense in C(X). (How?)

Let LR denote the real subspace of C" = {(Zt, . .. , zn) E C"lz j is real, all j}.

COROLLARY 1

Let X be a compact subset of LR • Then P(X) = C(X) .
Proof Let 21be the algebra of all polynomials in Z 1> • • • , z, restricted to X.

21then satisfies the hypothesis of the last theorem, and so 21is dense in C(X);
i.e., P(X) = C(X).

COROLLARY 2

Let I be an interval on the real line. Then P(l) = C(I).
This is, of course, the Weierstrass approximation theorem (slightly

complexified).
Let us replace I by an arbitrary compact subset X of C. When does P(X) =

C(X)? It is easy to find necessary conditions on X. (Find some.) However,
to get a complete solution, some machinery must first be built up.

The machinery we shall use will be some elementary potential theory for
the Laplace operator ~ in the plane, as well as for the Cauchy-Riemann
operator

:z = ~(:X + i:J.
These general results will then be applied to several approximation problems
in the plane, including the above problem of characterizing those X for
which P(X) = C(X) .

Let Jl be a measure of compact support c C. We define the logarithmic
potential Jl* of Jl by

(2)
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We define the Cauchy transform {1 of fl by

(3)

LEMMA 2.4

The functions

and

all ( E C.

are summable - dx dy over compact sets in C. Itfollows that thesefunctions are
finite a.e. - dx dy and hence that fl* and {1 are defined a.e. - dx dy.

Since l /r;::: [log r] for small r > 0, we need only consider the second
integral.

Fix R > °with supplu] c {zllzl < R}.

y = {15 R dx dY{ II(~ zId1fll(O} = I dlfll(() {15R l:x:~I '
For (E supple] and [z] :$ R, [z - (I :$ 2R.

f dx dy f dx'dy' f2R f2rt de- - < -- = r dr - = 4nR
Izl5R [z - (I - Iz '152R [z'] 0 0 r .

Hence y s 4nR · Ilfl ll. Q.E .D .

LEMMA 2.5

Let FE Cb(C). Then

F(r) = -~II o~ dxd
y,

~ ~ n &z-(
c

Note . The proof uses differential forms. If this bothers you, read the proof
after reading Sections 4 and 5, where such forms are discussed, or make up
your own proof.

Proof Fix (and choose R > /(1 with supp Fe {zllzl < R}. Fix e > °and
small. Put nt = {llzl < Rand [z - (I > s}.

The I-form F dzlz - ( is smooth on nt and

d( F dZ) = i(~) dz 1\ dz = of dz 1\ dz.
z - ( oz z - ( oz z - (

By Stokes's theorem

J. d ( F dZ) _ r F dz
n, z - ( - Joo• z - ("
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Since F = 0 on {zllzl = R}, the right side is

I F dz f21t .
--r = - F«( + ee'8)i dO ,

I:-{I='z - '> 0

so

f
of di 1\ dz f21t .
~_ ( = - F«( + ee'8)idO.

n. uZ z - 0

Letting e -> 0 we get

i of di 1\ dz-=- = - 2niF«().
1:1 < R OZ Z - (

Since oFjoz = 0 for [z] > R and since dz 1\ dz = 2i dx 1\ dy, this gives

Jo~ dx dy = -nF(O,
OZ z - (

i.e., (4).
Note. The intuitive content of (4) is that arbitrary smooth functions can be

synthesized from functions

by taking linear combinations and then limits.

LEMMA 2.6

Let G E C6(C). Then

(5) G(O = - 2~ JJ ~G(z) loglz ~ (I dx dy,
c

Proof The proof is very much like that of Lemma 2.5. With 0, as in that
proof, start with Green's formula

JJ(u~v - v~u) dx dy = in. (u;~ - v:~) ds
!1.

and take u = G, v = loglz - (I. We leave the details to you.

LEMMA 2.7

If f.1. is a measure with compact support in C. and if fi.(z) = 0 a.e. - dx dy, then
f.1. = O. Also if f.1.*(z) = 0 a.e. - dx dy, then f.1. = O.

Proof. Fix g E CMC). By (4)

Jg(Odf.1.(O = Jdf.1.«({ -~J:;(Z):x:~J
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Fubini 's theorem now gives

(6) If ag ~ f; az(Z)Il(Z)dx dy = g du.

Since (1 = 0 a.e., we deduce that

f g du = O.

But the class of functions obtained by restrict ing to supp Il th e functions in
C6(C) is dense in C(supp Il ) by the Stone-Weier strass theorem. Hence
Il = O.

Using (5), we get similarly for g E Cl(C),

-fg du = 2
1n f Llg(z) · 1l*(Z)dx dy

and conclude that Il = 0 if Il* = 0 a.e.
As a first application, consider a compact set X c C.

THEOREM 2.8 (HARTOG5-ROSENTHAL)

Assume that X has Lebesgue two-d imensional measure O. Th en rat ional
f unctions whose poles lie off X are uniformly dense in C(X ).

Proof Let W be the linear space consisting of all rational functions
holomorphic on X . W is a subspace of C(X). To show W dense, we consider
a measure Il on X with Il .L W Then (1(z) = Jdll(W ( - z = 0 for Z i X ,
since 1/( - Z E W for such z, and Ill- W

Since X has measure 0, {1 = 0 a.e. - dx dy. Lemma 2.7 yields Il = O.
Hence Il .1 W => Il = 0 and so W is dense. Q .E.D .

As a second application, consider an open set 0 c C and a compact set
K c O. (In the proofs of the next two theorems we sha ll suppose 0 bounded
and leave the modifications for the general case to the reader.)

THEOREM 2.9 (RUNGE)

If F is a holomorphic f unction defin ed on n, there exists a sequence {R n } of
rational f unctions holomorphic in 0 with

R; -> F uniforml y on K .

Proof Let 0 1, O2 , , •• be the components ofC ","-K. It is no loss of generality
to assume that each OJ meets the complement of O. (Why?) Fix Pi E OJ'' O.

Let W be the space of all rat ional functions regular except for possible
poles at some of th e Pj , restricted to K . Then W is a subspace of C(K) and it
suffices to show that W contains F in its closure.

Choose a mea sure Il on K with Ill- W. We mu st show that Il .1 F.
Fix ¢ E Coo(C), supp ¢ c 0 and ¢ = 1 in a neighborhood N of K.
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Using (6) with g = F · ¢ we get

(7)

Fixj.

1f o(F¢) A f
~ ~(Z)f1(Z) dx dy = F¢ du.

(t(z) = f df1(()
(- z

is analytic in OJ and

dk{t -,f df1(O
dzk(P)-k . ((_p/+l' k=O,I,2, .. ..

The right-hand side is 0 since (( - pT(k+ 1) E Wand f11- W Thus all
derivatives of {t vanish at Pj and hence {t = 0 in OJ' Thus (t = 0 on C"K.
Also, F¢ = F is analytic in N, and so

o
az(F¢) = 0 on K.

The integrand on the left in (7) thus vanishes everywhere, and so

fF du = f F¢ du = O.

Thus f11- W = f1 1- F . Q.E.D.

When can we replace "rational function" by "polynomial" in the last
theorem?

Suppose that 0 is multiply connected. Then we cannot.
The reason is this : We can choose a simple closed curve fJ lying in 0 such

that some point Zo in the interior of fJ lies outside O. Put

1
F(z)= - - .

z - Zo

Then F is holomorphic in O. Suppose that 3 a sequence of polynomials
{Pn} converging uniformly to F on fJ. Then

(z - ZO)Pn - 1 -+ 0 uniformly on fJ.
By the maximum principle

(z - zo)P. - 1 -+ 0 inside fJ.
But this is false for z = Zo.

THEOREM 2.10 (RUNGE)

Let 0 be a simply connected region and fix G holomorphic in O. If K is a
compact subset of 0, then 3 a sequence {Pn} of polynomials converging uni
formly to G on K.
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Proof Without loss of generality we may assume that C"-K is connected.
Fix a point p in C lying outside a disk {zllzl :::; R} which contains K. The

proof of the last theorem shows that 3 rational functions R; with sole pole
at p with

R; -+ G uniformly on K.

The Taylor expansion around 0 for R; converges uniformly on K. Hence we
can replace R; by a suitable partial sum Pn of this Taylor series, getting

P; -+ G uniformly on K . Q.E.D.

We return now to the problem of describing those compact sets X in the
z-plane which satisfy P(X) = C(X).

Let p be an interior point of X. Then every f in P(X) is analytic at p.
Hence the condition

(8) The interior of X is empty .

is necessary for P(X) = C(X).
Let 0 1 be a bounded component of C X. Fix FE P(X). Choose poly

nomials Pn with

P; -+ F uniformly on X .

Since 00 1 C X,

IPn - Pml -+ 0 uniformly on 00 1

as n, m -+ O. Hence by the maximum principle

IPn - Pml -+ 0 uniformly on 0 1 ,

Hence P; converges uniformly on 0 1 u 00 1 to a function holomorphic on
0 1, continuous on 0 1 u 00 1, and = F on 00 1,

This restricts the elements F of P(X) to a proper subset of C(X). (Why?)
Hence the condition

(9) C""-X is connected.

is also necessary for P(X) = C(X).

THEOREM 2.11 (LAVRENTIEFF)

If (8) and (9) hold, then P(X) = C(X).
Note that the Stone-Weierstrass theorem gives us no help here, for to

apply it we should need to know that Z E P(X), and to prove that is as hard
as the whole theorem.

The chief step in our proof is the demonstration of a certain continuity
property of the logarithmic potential (J(* of a measure (J( supported on a
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compact plane set E with connected complement, as we approach a boundary
point Zo of E from C'" E.

LEMMA 2.12 (CARLESON)

Let E be a compact plane set with C"".E connected and fix Zo E oE. Then 3
probability measures a.for each t > 0 with a, carried on C"".E such that :

Let a be a real measure on E satisfying

(10)

Then

lim f a* dar(z) = a*(zo)·
r-O

Proof We may assume that Zo = O. Fix t > O. Since 0 E oE and C"".E is
connected, 3 a probability measure a, carried on C"".E such that

for 0 < r 1 < t z :s; t

and a, = 0 outside [z] :s; t.
If some line segment with 0 as one end point and length t happens to lie

in C"".E, we may of course take a, as l /t . linear measure on that segment.
(In the general case, construct a r .)

Then for all , E C we have

all " all t > O.

The last term is bounded above by a constant A independent of t and 1'1.
(Why?) Hence we have

f 10giz ~ , !dar(Z) s 10gl~1 + A,(11)

(12)

Also, as t ...... 0, a, ...... point mass at O. Hence for each fixed' #- 0,

flOg lz ~ , ldar(Z) ...... log I~I '
Now for fixed t Fubini's theorem gives

(13) I a*(z)dar(z) = f{f 10giz ~ , !dar(Z)} da(O·
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By (11), (12), and (10), the integrand on the right tends to log 1/1(! domin
atedly with respect to lal. Hence the right side approaches

flOg I~I dam = a*{O)

as t ...... 0, and so

limf a*(z) d(j,(z) = a*(O). Q.E .D .,-0
Proof of Theorem 2.11. Let a be a real measure on X with a: ..L Re{P{X».

Then

and

so that

f1m c da = fRe( - i(") d« = 0, n ~ 0,

For [zl large,

f t:« = 0, n ~ 0.

10g(1- ~) = ~ c"(z)(",

the series converging uniformly for (E X . Hence

f 10g( 1 - ~) da.(() = ~ cn(z) fc da.m = 0,

whence

f Re(10g( 1 - ~) ) da.(() = °
or

f log]z - (! da.(() - f loglz] dam = 0,

whence

f loglz - (I da(() = 0,

since IX ..L 1. Since

f loglz - (I da.(()
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is harmonic in C,,",X, the function vanishes not only for large [z], but in fact
for all z in C ,,",X, and so

a*(t) = 0, z E C,,",X.

By Lemma 2.12 it follows that we also have

a*(zo) = 0, Zo E X ,

prov ided (10) holds at z" . By Lemma 2.4 this implies that

a* = °a.e. - dx dy.

By Lemma 2.7 this implies that a = O. Hence

(14) Re P(X) is dense in CR(X).

Now choose /l E P(X'f . Fix Zo E X with

(15) fl-
1- ldl/l I(Z) < 00.

z - Zo

Because of(14) we can find for each positi ve integer k a polynomial P; such
that

(16)

and

(17) Pk(Zo) = O.

e- kPk(z ) - 1
Jk(Z) = - - --

Z - Zo

ZE X

is an entire function and hence its restriction to X lies in P(X). Hence

(18)

Equation (16) gives

whence

fJ" du = O.

Re kPk(z) - klz - zol ~ -1,

ZEX .

ZEX.

It follows that Jk(Z) -+ - liz - Zo for all ZE X ,,",{zo}, as k -+ 00, and also

4
IJk(z)l ~ I I'

Z - zo

Since by (15) l/lz - zol is summable with respect to l/ll, this implies that

by dominated convergence.
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Equation (18) then gives that

f dJ.l.{z) = O.
Z - Zo

Since (15) holds a.e. on X by Lemma 2.4,and since certainly

f dJ.l.{z) = 0
Z - Zo

for Zo E C"'X

(why?), we conclude that fi = 0 a.e., so J.I. = 0 by Lemma 2.7.Thus J.I. 1- P(X)
~ J.I. = 0, and so P(X) = C(X). Q.E.D.

NOTES

Proposition 2.2 is a part of the Krein-Milman theorem [4, p. 440]. The
proof of Theorem 2.1 given here is due to de Branges [13]. Lemma 2.7
(concerning fi) is given by Bishop in [6]. Theorem 2.8 is in F. Hartogs and
A. Rosenthal , Uber Folgen analytischer Funktionen, Math . Ann . 104 (1931).
Theorem 2.9 is due to C. Runge, Zur Theorie der eindeutigen analytischen
Funktionen, Acta Math. 6 (1885). The proof given here is found in [40,
Chap. 1]. Theorem 2.11 was proved by M. A. Lavrentieff, Sur les fonctions
d'une variable complexe representables par des series de polynomes, Her
mann , Paris , 1936, and a simpler proof is due to S. N. Mergelyan, On a
theorem of M. A. Lavrentieff, A.M.S. Transl. 86 (1953). Lemma 2.12 and its
use in the proof of Theorem 2.11 is in L. Carleson, Mergelyan's theorem on
uniform polynomial approximation, Math. Scand. 15 (1964),167-175 .

Theorem 2.1 is due to M. H. Stone, Applications of the theory of Boolean
rings to general topology, 'Trans. Am. Math. Soc. 41 (1937). See also M. H.
Stone, The generalized Weierstrass approximation theorem, Math. Mag . 21
(1947-1948).
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Operational Calculus in One Variable

Let ff denote the algebra of all functions f on - n: ~ () ~ n, with

00

f(()) = L Cne
in8

,
-00 -00

Exercise 3.1. vIt(ff) may be identified with the circle 1(1 = I and for
f = L~oo Cne

in8
, 1'01 = 1,

00

l((o) = L Cn(o·
-00

If f E ff and f never vanishes on - n ~ () ~ n, it follows thatJ =F 0 on
vIt(ff) and so that f has an inverse in ff, i.e.,

.!.. = I d ein8

f -00 n

with L~oo Idnl < 00.

This result, that nonvanishing elements of ff have inverses in:F, is due to
Wiener (see [11, p. 91J), by a quite different method.

We now ask: Fixf E:F and let a be the range off; i.e.,

a = {f(())1 - n ~ () ~ n}.

Let <D be a continuous function defined on a, so that <D(f) is a continuous
function on [ - n, n]. Does <D(f)Eff?

The preceding result concerned the case <D(z) = liz .
Levy [10J extended Wiener's result as follows: Assume that <D is holo

morphic in a neighborhood of a. Then <D(f)E ff.
How can we generalize this result to arbitrary Banach algebras?

THEOREM 3.1

Let mbe a Banach algebra andfix x Em. Let c(x) denote the spectrum ofx.
1f<D is any function holomorphic in a neighborhood ofa(x), then <D(x) E 21.

Note that this contains Levy's theorem. However, we should like to do
better. We want to define an element <D(x) E mso as to get a well-behaved
map: <D --+ <D(x), not merely to consider the function <D(x) on vIt. When mis
not semisimple, this becomes important. We demand that

(1)
~

<D(x) = <D(x) on vIt .

17
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The study of a map «1> ..... «1>(x), from H(Q) -+ m:, we call the operational
calculus (in one variable).

For certain holomorphic functions «1> it is obvious how to define «1>(x).
Let «1> be a polynomial

N

l1>(z) = L a.z",
n=O

We put

(2)

Note that (1) holds. Let «1> be a rational function holomorphic on I1(X),

P(z)
l1>(z) = Q(z)'

P and Q being polynomials and Q(z) =1= 0 for z E I1(X). Then

(Q(X))-1 Em: (why?)

and we define

(3) «1>(X) = P(x) . Q(X)-I.

We again verify (l).
Now let Q be an open set with I1(X) c Q and fix «1> E H(Q). It follows from

Theorem 2.9 that we can choose a sequence Un} of rational functions
holomorphic in Q such that fn -+ «1> uniformly on compact subsets of Q.

(Why?) For each n, fix) was defined above. We want to define

l1>(x) = lim fn(x).

To do this, we must prove

LEMMA 3.2

limn_",,fn(x) exist in m: and depends only on x and «1>, not on the choice
of { in }·

We need
*Exercise 3.2. Let x Em:, let Q be an open set containing I1(X), and let

fbe a rational functional holomorphic in Q .

Choose an open set 0 1 with

I1(X) c 0 1 C 0 1 C Q

whose boundary y is the union of finitely many simple closed polygonal
curves. Then

(4) f(x) =~f f(t) · (t - X)-1 dt.
2m y
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Proof of Lemma 3.2. Choose y as in Exercise 3.2. Then

II
fn(x) - ~f <I>(t) dt II = II~f j,,(t) - <l>(t) dt II

2m v t - X 2m y t - x

::; 2
1
n { Ij,,(t) - <l>(t)lll(t - x) -III ds

--+ 0 as n --+ 00, since II(t - x)-III is bounded on y whilej, --+ <I> uniformly on y.
Thus

(5) lim j,,(x) = ~f <I>(t) dt .
n- 00 2m y t - x

Q.E.D.

Now let {Fn } be a sequence in H(n). We write

F; --+ F in H(n)

if F; tends to F uniformly on compact sets in n.

THEOREM 3.3

Let 21 be a Banach algebra, x E 21, and let n be an open set containing a(x).
Then there exists a map r :H(n) --+ 21 such that the following holds. We write
F(x)for r(F):

(a) t is an algebraic homomorphism.
(b) If F; --+ F in H(n), then Fn(x) --+ F(x) in 21.

------(c) F(x) = F(~) for all FE H(n).
(d) If F is the identity function, F(x) = x.
(e) With y as earlier, if F E H(n),

F(x) = ~f F(t)dt.
2m y t - x

Properties (a), (b), and (d) define t uniquely.
Note . Theorem 3.1 is contained in this result.
Proof Fix F E H(n). Choose a sequence of rational functions {j,,} E H(n)

withj" --+ F in H(n). By Lemma 3.2

(6) lim j,,(x)
n-s co

exists in 21. We define this limit to be F(x) and r to be the map F --+ F(x).
r is evidently a homomorphism when restricted to rational functions.

Equation (6) then yields (a). Similarly, (c) holds for rational functions and
so by (6) in genera1. Part (d) follows from (6).

Part (e) coincides with (5). Part (b) comes from (e) by direct computation.
Suppose now that r' is a map from H(n) to 21 satisfying (a), (b), and (d).
By (a) and (d), r' and r agree on rational functions. By (b), then t ' = ron

H(n). Q.E.D.
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We now consider some consequences of Theorem 3.3 as well as some
related questions.

Let mbe a Banach algebra. By a nontrivial idempotent e in mwe mean an
element e with eZ = e, e not the zero element or the identity. Suppose that e
is such an element. Then 1 - e is another. e is not in the radical (why?),

-------so e¢ 0 on A . Similarly, 1 - e ¢ 0, so e¢ 1.But eZ = e, so etakes on only
the values °and 1 on A. It follows that A is disconnected.

Question. Does the converse hold? That is, if A is disconnected, must m
contain a nontrivial idempotent?

At this moment, we can prove only a weaker result.

COROLLARY

Assume there is an element x in msuch that a(x) is disconnected. Then m
contains a nontrivial idempotent.

Proof a(x) = K 1 U K z, where K b K z are disjoint closed sets. Choose
disjoint open sets 0 1 and 0z,

K 1 cOl' «, c Oz .

Put 0= 0 1 U Oz. Define F on °by

F = 1 on °1 , F = 0 on Oz.

Then FE H(O). Put

e = F(x) .

By Theorem 3.3,

and

on ~-l(Kl)'

on ~-l(Kz).

Hence e is a nontrivial idempotent.
Exercise 3.3. Let B be a Banach space and T a bounded linear operator

on B having disconnected spectrum. Then there exists a bounded linear
operator E on B, E 1= 0, E 1= I, such that EZ = E and E commutes with T.

Exercise 3.4 Let mbe a Banach algebra. Assume that A is a finite set.
Then there exist idempotents e 1 , ez, . .. , en E mwith e, . ej = °if i 1= j and
with L7= 1 ei = 1 such that the following holds:

Every x in madmits a representation

n

X = L Ajej + p,
i= 1

where the Aj are scalars and p is in the radical.



OPERATIONAL CALCULUS IN ONE VARIABLE 21

Note. Exercise 3.4 contains the following classical fact : If a is an n x n
matrix with complex entries , then there exist commuting matrices f3 and y
with f3 nilpotent, y diagonalizable, and

a = f3 + y.

To see this, put m = algebra of all polynomials in a, normed so as to be a
Banach algebra, and apply the exercise.

We consider another problem. Given a Banach algebra mand an invertible
element x Em, when can we find y E m so that

There is a purely topological necessary condition: There must exist f in
C(vIt) so that

x = ef on vIt.

(Think of an example where this condition is not satisfied.)
We can give a sufficient condition:

COROLLARY

Assume that rr(x) is contained in a simply connected region n, where 0 ¢ n.
Then there is a y in mwith x = e',

Proof Let <I> be a single-valued branch of log z defined in n. Put y = <I>(x).

N «1>n
I, --+ ef1J = z in H(n),
o n.

Hence by Theorem 3.3(b),

(

N «1>n)L: - (x) --> X .
o n!

By (a) the left side equals

N (<I>(x)tI----+ eY
•

o n!

as N --+ 00 .

Hence eY = x .
To find complete answers to the questions about existence of idempotents

and representation of elements as exponentials, we need some more ma
chinery.

We shall develop this machinery, concerning differential forms and the
(i-operator, in the next three sections. We shall then use the machinery to set
up an operational calculus in several variables for Banach algebras, to
answer the above questions, and to attack various other problems.
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NOTES

Theorem 3.3 has a long history. See E. Hille and R. S. Phillips, Functional
analysis and semi-groups, Am. Math. Soc. Coli. Publ. XXXI , 1957, Chap. V.
In the form given here, it is part of Gelfand's theor y [28]. For the result on
idempotents and related results, see Hille and Phillips, lococit .
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Differential Forms

N ate. The proofs of all lemmas in this section are left as exercises.
The notion of differential form is defined for arbitrary differentiable

manifolds . For our purposes, it will suffice to study differential forms on an
open subset Q of real Euclidean N-space RN

• Fix such an Q . Denote by
Xl' . . . , XN the coordinates in RN

•

Definition 4.1. C oo(Q) = algebra of all infinitely differentiable complex
valued functions on Q.

We write C OO for Coo(Q).
Definition 4.2. Fix X E Q. T; is the collection of all maps v:Coo ~ C for

which
(a) v is linear .
(b) v(f · g) = f(x) . v(g) + g(x)· v(f), f, g E C oo.
T; evidently forms a vector space over C. We call it the tangent space at X

and its elements tangent vectors at x.
Denote by fJ/fJx )x the functional f ~ (fJf / fJ x) (x ). Then fJ/fJxjlx is a tangent

vector at x for j = 1, 2, . . . , n.

LEMMA 4.1

fJ/ fJxll x' .. . , fJj fJxNlx forms a basis for Tx '

Definition 4.3. The dual space to '4 is denoted T~ .

N ate. The dimension of T~ over C is N .
Definition 4.4. A Y-form co on Q is a map co assigning to each x in Q an

element of T;.
Example. Let f E C oo . For x E Q, put

Then (df)x E T~ .

df is the I-form on Q assigning to each x in Q the element (df)x '
Not e. dx b . . . , dXN are particular I-forms . In a natural way I-forms may be

added and multiplied by scalar functions.

LEMMA 4.2

Every I-form w admits a unique representation

the Cj being scalar functions on Q .

23
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Note. For f E C oo,

N of
df= L -d dx. .

j= 1 X j

We now recall some multilinear algebra. Let V be an N-dimensional
vector space over C. Denote by N(V) the vector space of k-linear alternating
maps of V x . . . x V -> C. ("Alternating" means that the value of the
function changes sign if two of the variables are interchanged.)

Define '§( V) as the direct sum

'§(V) = AO(V) EEl A1(V) EEl ·· · EEl AN(V) .

Here A0(V) = C and A1(V) is the dual space of V. Put N(V) = 0 for j > N.
We now introduce a multiplication into the vector space ,§(V). Fix

T E N(V), a E N(V). The map

(~I' . .. , ~k ' ~k+ I ' .. . , ~k+') -> T(~ I ' .. . , ~k)a(~k+ 1, ... , ~k+ I)

is a (k + I)-linear map from V x . .. x V (k + I factors) -> C. It is, however,
not alternating. To obtain an alternating map, we use

Definition 4.5. Let T E N( V), a E N( V), k,1 ;;::: 1.

T 1\ a(~ 1 , •• • , ~k+I)

1
(k + I)! ~ (-I)"T(~,,(l)"'" ~"(k» ' a(~"(k+ I)" ' " ~"(k+I)'

the sum being taken over all permutations 1£ of the set {I, 2, . .. , k + I}, and
(-1)" denoting the sign of the permutation 1£.

LEMMA 4.3

T 1\ a as defined is (k + Ii-ltnear and alternating and so E Ak + '( V).
The operation 1\ (wedge) defines a product for pairs of elements, one in

N(V) and one in N(V), the value lying in N+ I(V), hence in ,§(V). By linearity,
1\ extends to a product on arbitrary pairs of elements of '§( V) with value in
,§(V). For TEAO(V), a E '§(V), define T 1\ a as scalar multiplication by T.

LEMMA 4.4

Under 1\, '§(V) is an associative algebra with identity.
'§(V) is not commutative. In fact,

LEMMA 4.5

If T E N(v), a E N(V), then T 1\ a = (-l)kla 1\ To

Let el , . .. , eN form a basis for AI(V).
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LEMMA 4.6

Fix k. The set of elements

25

forms a basis for /\k(V).
We now apply the preceding to the case when V = Tx , x EO. Then

N(Tx ) is the space of all k-linear alternating functions on T,." and so, for k = 1,
coincides with T:. The following thus extends our definition of a I-form.

Definition 4.6. A k-form wk on 0 is a map wk assigning to each x in 0 an
element of N(Tx )'

k-forms form a module over the algebra of scalar functions on 0 in a
natural way.

Let T
k and a l be, respectively. a k-form and an I-form. For x E 0, put

Tk 1\ al(x) = Tk(X) 1\ al(x) E N+I(Tx ) .

In particular, since dx l' . . . , dXN are I-forms,

dx, I 1\ dx., 1\ . . . 1\ dx.;

is a k-form for each choice of (i 1, • • • , ik) .

Because of Lemma 4.5,

dx, 1\ dx, = 0 for each j .

Hence dx. , 1\ .. . 1\ dx.; = 0 unless the i. are distinct.

LEMMA 4.7

Let wk be any k-form on O. Then there exist (unique) scalar functions
Ci l , . . . , ik on 0 such that

Ci l . . . ik dx i / ' • • . 1\ dXik.
i t <il < ···<ik

Definition 4.7. N(O) consists of all k-forms wk such that the functions
Ci l . . . ik occurring in Lemma 4.7 lie in COO . /\°(0) = COO .

Recall now the map f -> df from Coo -> N(O). We wish to extend d to a
linear map N(O) -> N+ 1(0), for all k.

Definition 4.8. Let wk E N(o), k = 0, I, 2, . . . . Then

wk = L Ci l ... t, dx., 1\ .. . 1\ dXik'
it < ···<ik

Define

dwk = L dCit • . . ik 1\ dx. , 1\ . .. 1\ dXik'
i t < ... <ik

Note that d maps N(O) -> N+ 1(0). We call dwk the exterior derivative
of Wk .
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For WE A1(0),

N

W = L c.a«;
i = 1

It follows that for f E Coo,

(
N Of ) ( 0 ( Of) 0 ( Of))d(df) = d .L d-.dxj = ,L. ~ ~ - -;--: --;-: dx, A dx, = 0,=1 x, , <) uXI uX) u X ) ox ,

or d2 = 0 on Coo . More generally ,

LEMMA 4.8

d2 = 0 for every k ; i.e., if wk E N(O), k arbitrary, then d(dwk
) = O.

To prove Lemma 4.8, it is useful to prove first

LEMMA 4.9

Let wk E Ak(O), Wi E A'(w). Then

d(wk A Wi) = dwk A Wi + (_I)kwk A dw'.

NOTES

For an exposition of the material in this section, see, e.g., I. M. Singer and
J. A. Thorpe, Lecture Note s on Elementary Topology and Geometry, Scott,
Foresman, Glenview, Il1., 1967, Chap. V.
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The a-Operator

No te. As in the preced ing section, the pro ofs in this section a re left as
exercises.

Let 0 be an open subset of en.
The complex co ord inate funct ion s Z 1, . • • , Zn as well as their conjugates

Zl ' ... , zn lie in Coo(O). Hence the form s

all belong to A 1(0). Fix x E O. Note that A I(Tx ) = Ti has dimension 2n
over C, since en= R2n. If Xj = Re(z) and Yj = Im(z) , then

form a bas is for T; . Sin ce dx , = 1/2(dzj + dz) and dy , = 1/2i(dzj - dz),

also form a bas is for Ti . In fact,

LEMMA 5.1

If WEll. 1(0), then
n

W = I asdz , + bjdzj ,
i > 1

where G; , hi E C'".
Fix IE C '- . Since (x l ' . .. , X n,Y l ' . .. , Yn ) a re real coordina tes in en,

n of of
df = I - dx j + - dYj

t> 1 GXj OYj

n ( of 1 of 1) ( of 1 1 of ) _= I _ .- + - .- dz , + -. - - - - di :
j ~ 1 OXj 2 oYj 2i } GXj 2 2i oYj }

Definition 5.1. We defin e operators on Coo as follows :

d~j = HO~j - io:J
Then for f E Coo ,

(1)

27
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Definition 5.2. We define two maps from Coo --+ Al(Q), 0 and a. For
f E Coo,

Note. of + Bf = df, if f E Coo.
We need some notation. Let I be any r-tuple of integers, I = (il' iz, .. . , i r ) ,

1 ::; i; s n, all j. Put

Thus dz, E N(Q).
Let J be any s-tuple (j l' . . . ,is)' 1 ::; ik ::; n, all k, and put

dZJ = dz j , 1\ .. . 1\ dzj , .

So dZJ E N(Q). Then

dz, 1\ dZJ E N+S(Q) .

For I as above, put III = r. Then IJI = s.
Definition 5.3. Fix integers r, s ~ O. N ,S(Q) is the space of all W E N+S(Q)

such that

W = L alJ dz, 1\ dz] ,
[.J

the sum being extended over all I, J with III = r, IJI = s, and with each
alJ E Coo.

An element of N,S(Q) is called aform oftype (r, s). We now have a direct sum
decomposition of each N(Q):

LEMMA 5.2

N(Q) = AO,k(Q) Ef> A1,k-l(Q) Ef> AZ,k-Z(Q) Ef> ... Ef> N ,o(Q).

We extend the definition of 0 and "8 (see Definition 5.2) to maps from
N(Q) --+ N+ l(Q) for all k, as follows :

Definition 5.4. Choose w k in N(w),

w k = L alJ dz, 1\ dzJo
[ ,J

ow k = L oalJ 1\ dz, 1\ dz] ,
[.J

and

Bwk = LBalJ 1\ dz, 1\ di] .
1,J
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Observe that, by (I), if w k is as above ,

- k k" - kow + ow = L da., 1\ dZ I 1\ dZJ = dw ,
I .J

so we have

(2)

as operators from N(Q) ~ N+ 1(Q). Note that if WE N'S, ow E N+ l,s andawE Ar.s+ 1.

j = 1,2, . . . , n.

LEMMA 5.3

a2 = 0, 02 = 0, and oa= ao= O.
Why is the a-operator of interest to us? Consider aas the map from

C oo ~ A 1(Q). What is its kernel?
Let IE COO . al = 0 if and only if

O
O! = 0 in Q,
Zj

(3)

For n = 1 and Q a domain in the z-plane, (3) reduces to

dl = 0
oz or

For 1= u + iv, u and v real-valued, this means that

ou ov
ox oY'

ov au
ox - oY'

or u and v satisfy the Cauchy-Riemann equations. Thus here

al = 0 in Q is equivalent to IE H(Q) .

Definition 5.5. Let Q be an open subset of en. H(Q) is the class of all
I E C oo with al = 0 in Q , or , equivalently, (3).

We call the elements of H(Q) holomorphic in Q. Note that, by (3), I E H(Q)
if and only if f is holomorphic in each fixed variable Zj (as the function of a
single complex variable), when the remaining variables are held fixed.

Let now Q be the domain

where R 1, • •• , R; are given positive numbers. Thus Q is a product ofn open
plane disks. Let I be a once-differentiable function on Q; i.e., df/oxj and
dfloyj exist and are continuous in Q, j = 1, . . . , n.
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LEMMA 5.4

Assume that of/OZj = 0, j = 1, ... , n, in O. Then there exist constants
A v in Cfor each tuple v = (VI, . . . , Vn) ofnonnegative integers such that

f(z) = LAvzV,

where ZV = Z~I • Z2 2
••• Z~", the series converging absolutely in 0 and uniformly

on every compact subset ofO.
For a proof of this result, see, e.g., [40, Th. 2.2.6].
This result then applies in particular to every f in H(O). We call :L Avzv

the Taylor series for f at 0.
We shall see that the study of the a-operator, to be undertaken in the next

section and in later sections, will throw light on the holomorphic functions of
several complex variables.

For further use, note also

LEMMA 5.5

If wk E N(Q) and Wi E A'(Q), then

8(wk 1\ Wi) = 8wk 1\ Wi + (_l)kwk 1\ 8wl .
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The Equation au = f

As before, fix an open set Q c en. Given f E N's+ I(Q), we seek u E N 's
such that

(1)

(2)

au =f.
Sincea2 = 0 (Lemma 5.3), a necessary condition on f is

af= O.

If (2) holds, we say that f is a-closed. What is a sufficient condition on f?
It turns out that this will depend on the domain Q.

Recall the analogous problem for the operator d on a domain Q c. R",
If wk is a k-form in N(Q), the condition

(3) dw k = 0 (w is "closed")

is necessary in order that we can find some ,k-1 in N-l(Q) with

(4)

However, (3) is, in general, not sufficient. (Think of an example when
k = 1 and Q is an annulus in R2

.) IfQ is contractible, then (3) is sufficient in
order that (4) admit a solution.

For the a-operator, a purely topological condition on Q is inadequate.
We shall find various conditions in order that (1) will have a solution.
Denote by~ntheclosed unit polydisk in en:~n = {zE enllz) :s; l,j = 1, ... ,n} .

THEOREM 6.1 (COMPLEX POINCARE LEMMA)

Let Q be a neighborhood of ~n. Fix w E i\M(Q), q > 0, with aw = O. Then
there exists a neighborhood Q* ofN and there exists w* E i\P.Q-l(Q*) such that

aw* = win Q*.

We need some preliminary work.

LEMMA 6.2

Let ¢ E C 1(R 2 ) and assume that ¢ has compact support. Put

lI>(() = -~f ¢(z)dxd
y

.
1t R2 z - (

Then lI> E C1(R 2) and 8l1>j8l, = ¢((), all (.

31
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Proof. Choose R with supp </J c {zllzl :::;; R} .

i i i dx'dy'
7t<l>(O = </J(Z)-r- dx dy = </J(( - Z')-,-

IzisR ':> - Z Iz'-'lsR Z

= f </J(( - z-/x' ~y' .
R2 Z

Since liz' E L I(dx' dy') on compact sets, it is legal to differentiate the last
integral under the integral sign. We get

tt 0<1> (0 = f ~[</J(( - z')] dx' ~y' = f o~«_z,/x' ~y'
oC R20C Z R2 OZ Z

= f o~ (z) dx s;
R2 OZ ( - z

On the other hand, Lemma 2.5 gives that

-7t</J(() = f o~(z) dxdy.
R2 OZ z - (

Hence o<l>/oC = </J .

LEMMA 6.3

Q.E.D.

Let °be a neighborhood ofS" and fix f in C <'(O) . Fix j, 1 :::;; j :::;; n. Assume
that

(5)

Then we can find a neighborhood 0 1 of !:J.n and F in COO(OI) such that
(a) of/o'j = fin °1 ,

(b) OF/OCk = 0 in °1 , k = k l , . .. , k•.
Proof Choose s > 0 so that if z = (Zl " ' " zn) E en and IZ vl < 1 + 2e for

all v, then z E 0.
Choose ljJ E COO(R2), having support contained in {zllzl < I + 2e}, with

ljJ(z) = 1 for [z] < 1 + e. Put

If dxdyF((I, .. · ,(j,"·,(n) = -- l/t(z)f((I, .. ·, ( j- l , z, ( j+I" " , (n)- -r·
7t R2 Z - ':>j

For fixed (I' .. . , (j_ l , (j+ I' . . . , ( n with I'vl < 1 + s, all v, we now apply
Lemma 6.2 with

</J(z) = l/t(Z)f((I " ", C-I,Z,(j+I "" ,(n), [z] < 1 + 2e

= 0 outside supp l/t .
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of
O~j«( I' ... , c, ... ,(n) = cP((j) = f(( I' . .. , c- I ' (j , (j+ I" . . , (n),

if K) < 1 + s, and so (a) holds with

0 1 = gEcnilCI < 1 + s. all v}.

Part (b) now follows directly from (5) by differentiation under the integral
sign.

Proof of Theorem 6.1. We call a form

L ClJ dZI 1\ dZJ
I .J

of level v, if for some 1and J with J = UI,h, ... , v), wherej, < j 2 < . .. < v,
we have ClJ # 0; while for each I and J with J = UI, '" ,js) where j , < . . .
< i, and j , > v, we have ClJ = O.

Consider first a form 0) of level 1 such that aO) = O. Then 0) E /\p,1(0) for
some p and we have

0) = Laldz i 1\ dx.,
I

for each I.

k ~ 2, all l.

k = 2, . .. , n.

Hence (oaI!ozk) dZk 1\ dZI 1\ dZI = 0 for each k and I. It follows that

oal = 0
OZk '

By Lemma 6.3 there exists for every I , AI in C OO(OI)' 0 1 being some
neighborhood of /).n, such that

~~ I = a, and oAI = 0
UZI OZk '

Put OJ = LI AI dZI E J\P.O(OI)'

- ~ "oAI _
00) = L... -;=- dZk 1\ dZI = 0).

I .k UZk

We proceed by induction. Assume that the assertion of the theorem holds
whenever 0) is of level ~ v-I and consider 0) of level v. By hypothesis
0) E Ap,q(O) and aO) = O.

We can find forms IY. and f3 of level ~ v-I so that

0) = di; 1\ IY. + f3 (why?) .

0= (0) = -dzv 1\ 81Y. + (Jf3,



34 BANACH ALGEBRAS AND COMPLEX VARIABLES

where we have used Lemma 5.5. So

(6)

Put

o: = I alJ dZI 1\ dzJ ,
I.J

Equation (6) gives

13 = I blJ dZI 1\ dz].
I ,J

(7)

Fix k > v, and look at the terms on the right side of (7) containing dz; 1\ dzk •

Because o: and 13 are the level ~ v-I, these are the terms:

di ; 1\ 0:oa!J dZk 1\ dZ I 1\ dzJ.
UZk

It follows that for each I and J,

oalJ = 0
OZk '

k » V.

By Lemma 6.3 there exists a neighborhood nl of !:in and, for each I and J,
AlJ E COO(nt> with

k> V.

Put

WI = I AlJ dZI 1\ dZJ E Ap,q-I(n l) ,
I ,J

- " oAlJ _ _
aWl = L. Y dZk 1\ dZI 1\ dZJ

I ,J,k Zk

= L alJ di ; 1\ dZI 1\ dZJ + y,
I.J

where y is a form of level ~ v - 1.Thus

aWl = dz; 1\ r:t. + y,

Hence

aWl - W = Y - 13

is a form of level ~v-I. Also

a(y - 13) = a(aw l - w) = o.
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By induction hypothesis, we can choose a neighborhood Q 2 of d" and
rE AP.q - l(Q2) with ar = y - fJ . Then

a(w l - r) = aWl - ar = W + (y - fJ) - (y - fJ) = w .

W l - r is now the desired w*. Q.E.D.

NOTES

Theorem 6.1 is in P. Dolbeaut, Formes differentielles et cohomologie sur
une variete analytique complexe, I, Ann. Math. 64 (1956), 83-130 ; II, Ann.
Math. 65 (1957),282-330. For the proof cf. [40, Chap. 2].
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The Oka-Weil Theorem

Let K be a compact set in the z-plane and denote by P(K) the uniform
closure on K of the polynomials in z.

THEOREM 7.1

Assume that C'<K: is connected. Let F be holomorphic in some neighborhood
n of K . Then FIK is in P(K).

Proof Let 5f' denote the space of all finite linear combinations of functions
I /(z - a)P, where a E e"n, p an integer ~O. By Runge's theorem (Theorem
2.9), FIK lies in the uniform closure of 5f' on K . We claim that 5f' c P(K). For
let /1 be a measure on K, /11- P(K). Then for lallarge,

f d/1(z) = - f(~~) du = O.
z - a 'i' «: 1

But the integral on the left is analytic as a function of a in C'<K and, since
e"K is connected, vanishes for all a in C'<.K. By differentiation,

f d/1(z) = 0
(z - a)P ,

Thus /11- 5f', so 5f' c P(K), as claimed. The theorem follows.
How can we generalize this result to the case when K is a compact subset

of en, n > I ?
What condition on K will assure the possibility of approximating arbitrary

functions holomorphic in a neighborhood of K uniformly on K by poly
nomials in Zl' . . . , zn?

Note that the condition "C'<K is connected" is a purely topological
restriction on K. No such purely topological restriction can suffice when
n > 1. As an example, consider the two sets in c-.

K 1 = {(eiO,O)IO::s; ()::s; 2n},

K 2 = {(eiO,e-iO)IO::S; ()::s; 2n} .

The two sets are, topologically, circles. The function F(ZI' Z2) = I/zl is
holomorphic in a neighborhood of K I'

Yet we cannot approximate F uniformly on K 1 by polynomials in ZI' Z2 '

(Why?) On the other hand, every continuous function on K 2 is uniformly
approximable by polynomials in ZI' Z2' (Why?)

To obtain a general condition valid in en for all n, we rephrase the state
ment "C '<K is connected" as follows :

36
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LEMMA 7.2

Let K be a compact set in e. C'<.K is connected if and only if for each
Xo E e ""'-K we canfind a polynomial P such that

(1) IP(xO)1 > maxlf'[ .
K

Proof If e ""'- K fails to be connected, we can choose XO in a bounded
component of C'<K and note that (I) violates the maximum principle.

Assume that C'<K is connected. Fix XO E C'<K, Then K u {XO} is a set
with connected complement. Choose points x, --+ XO and x, =1= x". Then

1
/,,(z) =--

Z - X n

is holomorphic in a neighborhood of K u {XO} . Hence by Theorem 7.1 we
can find a polynomial P; with

I
pn(Z) - _1_1<~, all ZEK u {xo}·

Z - X n n

For large n, then, P; satisfies (I) . Q.E.D.

Definition 7.1. Let X be a compact subset of en. We define the polynomially
convex hull of X , denoted h(X), by

h(X) = {z E enIIQ(z)1 :s; maxlQI
x

for every polynomial Q}.
Evidently h(X) is a compact set containing X.
Definition 7.2. X is said to be polynomially convex if h(X) = X .
Note that X is polynomially convex if and only if for every XO in en""x

we can find a polynomial P with

(2) IP(xo)1 > maxlf'[ .
x

For Xc C, Lemma 7.2 now gives that e"",-x is connected ifand onl y if X is
polynomially convex. Theorem 7.1 can now be stated : For Xc C, the
approximation problem on X is solvable provided that X is polynomially
convex. Formulated in this way, the theorem admits generalization to en
for n > I.

THEOREM 7.3 (OKA-WEIL)

Let X be a compact, polynomially convex set in en.Thenfor everyfunction]
holomorphic in some neighborhood of X, we can find a sequence {Pj} of poly
nomials in Z 1, • • . , Zn with

P, --+ f uniformly on X .

Note . In order to apply this result in particular cases we of course have to
verify that a given set X is polynomially convex. This is usually quite difficult.
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However, we shall see that in the theory of Banach algebras polynomially
convex sets arise in a natural way.

Andre Weil, who first proved the essential portion of Theorem 7.3
[L'Integrale de Cauchy et les fonctions de plusieurs variables, Math. Ann. III
(1935), 178-182J, made use of a generalization of the Cauchy integral
formula to several complex variables. We shall follow another route, due to
Oka, based on the Oka extension theorem given below.

Definition 7.3. A subset Il of C" is a p-polyhedron if there exist polynomials
PI,···, P, such that

Il = {ZE e"IIZjl ~ 1, all i. and IPk(z)! ~ 1, k = 1,2, . . . ,s}.

LEMMA 7.4

Let X be a compact polynomially convex subset of N. Let f!J be an open set
containing X. Then there exists a p-polyhedron Il with X c Il c f!J.

Proof For each x E /1"""'f!J there exists a polynomial P; with IPx(x)1 > 1
and IPxl s Ion X.

Then IPxl > 1 in some neighborhood JVx of x. By compactness of /1" "'"(!),
a finite collection JV X I " ' " JVX r covers /1" ""'f!J. Put

Il = {zE/1"llPx,(z)1 ~ 1, .. · , lPxr (z)! ~ 1} .

If Z E X, then ZEn, so X c Il .
Suppose that Z rt (!). If Z rt /1", then z rt Il, If z E /1", then ZE /1""",(!). Hence

Z E JVXj for somej. Hence IPxj(z)1 > 1. Thus Z rt Il. Hence Il c f!J. Q.E.D.

Let now Il be a p-polyhedron in en,

Il = {zE/1"IIPj(z)1 ~ l,j = 1, .. . ,r} .

We can embed Il in C"?" by the map

cD : Z -> (z,PI (z), . . . , P,(z)).

<I> maps Il homeomorphically onto the subset of /1"+ ' defined by the equations

z"+ I - Pdz) = 0, .. . , z"+, - P,(z) = O.

THEOREM 7.5 (OKA EXTENSION THEOREM)

Givenf holomorphic in some neighborhood of Il ; then there exists F holo
morphic in a neighborhood of /1"+' such that

F(z, P1(z), . . . , P,(z)) = f(z), all ZEn .

The Oka-Weil theorem is an easy corollary ofthis result.
Proof of Theorem 7.3. Without loss of generality we may assume that

X c /1". (Why?) fis holomorphic in a neighborhood (!) of X. By Lemma 7.4
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there exists a p-polyhedron n with X c n c (9. Thenfis holomorphic in a
neighborhood of n. By Theorem 7.5 we can find F satisfying

(3) F(z, PI(z), . .. , P,( z)) = f (z), ZE n ,

F holomorphic in a neighborhood of /1n +,. Expand F in a Taylor series
around 0,

F(z Z Z) - '" a ZVI z""z"" + I "" + r, n +l "' " n+r -L- \' 1 •. . n n + l "'Zn + r '
v

The series converges uniformly in /1"+'. Thus a sequence {Sj} of partial sums
of this series converges uniforml y to F on /1n+" and hence in particular on
<I>(fl). Thus

Siz, PI (z), .. " P,(z))

converges uniformly to F(z, P1(z), . .. , P,(z)) for ZEn, or, in other words ,
converges to f(z), by (3). Since Siz, P1(Z), . . . , P,(z)) is a polynomial in z for
each i. we are done.

We must now attack the Oka Extension theorem. We begin with a general
ization of Theorem 6.1.

THEOREM 7.6

Let Il be a p-polyhedron in en and 0 a neighborhood of n. Given that
¢ E Ap,q(O), q > 0, with a¢ = 0, then there ex ists a neighborhood 0 1 of n and
t/! E A P,q- 1(0 1) with at/! = ¢.

First we need some definit ions and exercises.
Let 0 be an open set in C" and Wand open set in c-.Let U = (u1, • • • , un) be

a map of W into O. Assume that each Uj E COO(W).
Exercise 7.1. Let a E C OO(O), so a(u) E C OO( W). Then

" 8a 8a _
d{a(u)} = JI 8z} u)du, + 8z} u)duj •

Both sides are forms in AI(W).
Let 0 , WI; and U be as above. Assume that each Uj E H(W). For each

I = (i l , ... , i,), J = U1' .. . , js) put

dUI = du., 1\ dUi2 1\ . . . 1\ du.;

and define dUJ similarly . Thus dUI 1\ dUJ E A',S(W).
Fix WE A"S(O),

W = L aIJ dZI 1\ dzJ •
I ,J

Definition 7.4

W(U) = L aIJ(u) dUI 1\ dUJ E A',S(W) .
I ,J
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Exercise 7.2. d(w(u» = (dw)(u) and t3(w(u» = (8w)(u).
We still assume, in this exercise, that each uj is holomorphic.

Proof of Theorem 7.6. We denote

pk(ql"'" qr) = {z E ~kllqiz)1 ~ l ,j = 1, ... , r},

the qj being polynomials in ZI' ... , Zk' Every p-polyhedron is of this form .
We shall prove our theorem by induction on r. The case r = 0 corresponds

to the p-polyhedron ~k and the assertion holds, for all k, by Theorem 6.1.
Fix r now and suppose that the assertion holds for this r and all k and all

(P, q),q > O. Fix nand polynomials PI" . . ,Pr+ 1in en and consider ¢ E ~p,q(Q),

o some neighborhood of pn(pl> ... ,Pr+ 1)' We first sketch the argument.
Step J. Embed pn(pl ' , Pr+ t> in r-: 1(P1> . . . , Prj by the map u:z -.

(Z, Pr+ I(zj). Note that PI ' .p, are polynomials in ZI' ... , Zn+ 1 which do not
involve Zn+ I ' Let L denote the image of pn(pl ' .. . , Pr+ t> under u. n denotes
the projection (z, Zn+ I) -. Z from e n+ 1 -. en. Note n ou = identity.

Step 2. Find a a-closed form <1>1 defined in a neighborhood of

r-: I(PI' . .. , Pr)

with <1>1 = ¢(n) on L .
Step 3. By induction hypothesis, 3\1l in a neighborhood of t-: 1(PI> . . . ,Pr)

with (3\1l = <1>1' Put IjJ = \Il(u). Then

81jJ = (8\1l)(u) = <l>1(U) = ¢.

As to the details, choose a neighborhood 0 1 of pn(PI' . .. , Pr+1) with
Q 1 cO. Choose A E C"'(en

), .1 = Ion Ql ' .1 = 0 outside O.Put <I> = (A ' ¢)(n),
defined = 0 outside n -I(O).

Let Xbe a form of type (P, q) defined in a neighborhood of P": l(Pl " . . , Pr)'
Put

(4) <1>1 = <I> - (zn+ I - Pr+I(Z» ' X·

Then <1>1 = <I> = ¢(n) on L.
We want to choose Xsuch that <1>1 is a-closed. This means that

8<1> = (zn+ I - Pr+l(z»8X
or

(5)
- 8<1>
8x = .

(zn+ I - Pr+I(Z»

- -
Observe that 8<1> = 8¢(n) = 0 in a neighborhood of L, whence the right-
hand side in (5) can be taken to be 0 in a neighborhood of L and is then in
C'" in a neighborhood of t-: I(PI' . . . , Pr)' Also

8{ 8<1> } = O.
(Zn+ 1 - Pr+l(Z»

By induction hypothesis, now, 3X satisfying (5). The corresponding <1>1 in (4)
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is then a-closed in some neighborhood of P"" I(PI' ... , pJ By induction
hypothesis again, 3a (P, q - 1) for 'P in a neighborhood of t-: I(PI' ... , Pr)
with a'P = <1>1' As in step 3, then, making use of Exercise 7.2, we obtain a
(p, q - 1)form t/J in a neighborhood of pn(PI' . .. ,Pr+I) with at/J = 4>.

Q.E.D .

We keep the notations introduced in the last proof.

LEMMA 7.7

Fix k and polynomials ql" '" qrin Z = (ZI" ' " Zk)' Letfbe holomorphic in a
neighborhood Wof TI = pk(ql> .. . , qr)' Then 3F holomorphic in a neighbor
hood ofTI' = pH l(q2' . . . , qr) such that

F(z, ql(z)) = f(z), all ZE TI.

[Note that if z e Il, then (z,ql(Z))ETI'.]

Proof Let L be the subset of TI' defined by Zk+ I - q I (z) = O. Choose
4> E CO'(n-I(W)) with 4> = 1 in a neighborhood of L.

We seek a function G defined in a neighborhood of TI' so that with

F(z, Zk+ I) = 4>(z, ZH I)f(z) - (ZH I - ql(Z))G(Z, ZH I)'

F is holomorphic in a neighborhood of TI'. We define 4> .f = 0 outside
n-t(W). We need aF = 0 and so

f84> = (ZH I - qI(z))8G

or

(6)

Note that the numerator vanishes in a neighborhood of L, so w is a smooth
form in some neighborhood ofTI'. Also aw = O. By Theorem 7.6, we can thus
find G satisfying (6) in some neighborhood of TI'. The corresponding F now
has the required properties. Q.E.D.

Proof of Theorem 7.5. Pt, . .. , Pr are given polynomials in ZI' ... , z, and
TI = pn(pt, . .. , Pr)' f is holomorphic in a neighborhood of TI. For j =
1, 2, . . . , r we consider the assertion

AU) : 3Fj holomorphic in a neighborhood of r-: j(Pj+ I, · . . , Pr)

such that Fiz, PI(Z)"", pJ{z)) = f(z), all Z E TI.

A(I) holds by Lemma 7.7. Assume that AU) holds for some j . Thus Fj is
holomorphic in a neighborhood of t-: j(Pj+ t, . .. , Pr)' By Lemma 7.7,
3Fj+ 1 is holomorphic in a neighborhood of pn+ j+t(pj+2, ,Pr) with
Fj+ t((, Pj+ t(z)) = FiO, (E r-: j(Pj+ I,·· ·, Pr), and ( = (z, Zn+ I' , Zn+J

By choice of Fj •

FiZ, PI (z), ... , piz)) = f(z), all Z in TI.
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Hence

F j+I(Z,PI(Z), . . . , piZ), Pj+I(Z)) = f(z) , all Z in n.
Thus AU + 1) holds. Hence A(l), A(2), ... , A(r) all hold . But A(r) provides
F holomorphic in a neighborhood of Lln + r with

F(z , PI(Z)" ", Pr(z)) = f(z), all Z in O. Q.E.D .

Exercise 7.3. Let ~ be a uniform algebra on a compact space X with
generators gl' ... , gn (i.e., ~ is the smallest closed subalgebra of itself con
taining the gj)' Show that the map

x --+ (,g 1(x), . .. ,gn(x))

maps A(~) onto a compact, polynomially convex set K in en, and that this
map carries ~ isomorphically and isometrically onto P(K).

Exercise 7.4. Let X be a compact set in en. Show that A(P(X)) can be
identified with h(X). In particular, if X is polynomially convex , A(P(X)) = X.

NOTES

Theorem 7.5 and the proof of Theorem 7.3 based on it is due to K. Oka,
Domaines con vexes par rapport aux fonctions rationelles, J. Sci. Hiroshima
Univ. 6 (1936), 245-255. The proof of Theorem 7.5 given here is found in
Gunning and Rossi [30, Chap. 1].
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Operational Calculus in Several Variables

We wish to extend the operational calculus established in Section 3 to
functions of several variables. Let'H be a Banach algebra and Xl' . .. , x , E 'H.
If P is a polynomial in n variables

it is natural to define

We then observe th at if y = P(x 1 , X 2 , , x n) , then

(1) y = P(x1, , xn) on vl!.

Let F be a complex-valued function defined on an open set Q c en. In
order to define F(x}> ... , xn) on vi! we mu st assume that Q contains

{(x1(M), .. . , xn(M))IM E vI!}.

Definition 8.1. a(xl"'" x n), the joint spectrum ofX1, . • . , X n , is {(xl(M), . .. ,
xn(M))IM E vI!} .

When n = 1, we recover the old spectrum a(x). You easily verify

LEMMA 8.1

()ol, . . . ,An) in en lies in a(x l , . . . , Xn) if and only if the equation

n

L yiXj - A) = 1
j ; 1

has no solution Yl , . . . ,Yn E ~L

We shall prove

THEOREM 8.2

Fix Xl"'" Xn.E'H. Let Q be an open set in en with a(xl" '" xn) c Q . For
each FE H(Q) there exists Y E 'H with

(2) all M E.Jt.

Remark. This result is, of course, not a full generalization of Theorem 3.3.
We shall see that it is adequate for important applications, however, When
'His semisimple, we can say more. In that case Y is determined uniquely by (2)
and we can define

F(x 1 , • . . ,xn) = y.

43
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Now H(Q) is an F-space in the sense of [23, Chap. II]. Hence by the closed
graph theorem (loc. cit.), the map

F -+ F(x 1 , • • • , x n)

is continuous from H(Q) -+ m:. Thus

COROLLARY

Ifm: is semisimple, F j -+ Fin H(Q) implies that Fix 1, • . . , X n) -+ F(x 1, .. • , x n)

in m:.
We shall first prove our theorem under the assumption that

(3)
Xl" . . , x, generate m:; i.e., the smallest closed subalgebra

of m: containing Xl" .. , x, coincides with m:.

LEMMA 8.3

Assume (3). Then u(x l , . • . , x n) is a polynomially convex subset of en.
Proof. Fix Zo = (z?, ... , z~) with

IQ(zo)1 ~ maxlQI,
a

where U = u(x l , • • • , x n).

all polynomials Q,

-----maxlQI = maxIQ(xl, ... , xn)1 = maxIQ(x1 , ••• , xn)1
(f.At .At

~ IIQ(xl, ... ,xn)JI·

Hence the map X:Q(x1 , • •• , x n) -+ Q(ZO) is a bounded homomorphism
from a dense subalgebra of m: -+ e. (Check that X is unambiguously defined.)
Hence X extends to a homomorphism of m: -+ C, so 3M°E vi! with xU) =
J(M0), all f Em:. In particular,

X(Xj) = xiMo) or zJ = xiMo), j = L,.. . ,n.

Thus ZO E a. Hence U is polynomially convex. Q.E .D .

Exercise 8.1. Let F be holomorphic in a neighborhood of tiN with

F(() = L Cv(~1 ... ('ft ·

Given that Yl, " " YN E m:, max.AtIP) ~ 1, all j. Then

converges in m:.
ProofofTheorem 8.2, assuming (3). Without loss of generality ,llxjll ~ 1 for

all j . By Lemma 8.3, U = c(x 1> • •• , xn) is polynomially convex, and U c tin.

By Lemma 7.4, 3 a p-polyhedron II with U c II c Q, II = pn(Pl, .. . , pJ
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Fix ¢ E H(Q). By the Oka extension theorem, 3<1> holomorphic in a neighbor
hood of !1n+r with

Put Y1 = Xl"'" Yn = Xn, Yn+ I = PI(X I, . • . , Xn), .. . , Yn+r = Pr(X I"" , xn)·
We verify that maxAtlyjl :::; l,j = 1,2, . . . , n + r . By Exercise 8.1,

L Cvxi' ... C~"(PI(XW"+' . . . (Pr(xW" +r

converges in 21 to an element Y, where Lvec is the Taylor expansion of
<I> at 0 and p){x) denotes p){x, . . . , xn). Then

y(M) = <I>(xl(M), .. . , xn(M), PI(x(M)), .. . , Pr(x(M)))

all ME.Jt,

since (xl(M), ... , xn(M)) E U c n. We are done.
Ifwe now drop (3), U is no longer polynomially convex. Richard Arens and

Alberto Calderon fortunately found a way to reduce the general case to the
finitely generated one.

Let X I' ... , x, E 21, let W be an open set in en containing u(x 1, . . . , xn),
and fix FE H(W). For every closed subalgebra 21' of 21 containing elements
~1"'" ~k of 21, let U'lI'(~l' . . . , ~k) denote the joint spectrum of ~1' ... , ~k

relative to 21'.
Assertion. 3CI> •• • , Cm E 21 such that if B is the closed subalgebra of 21

generated by Xl ' . . . , x, ; C1, . . ·, Cm, then

(4)

Grant this for now. Let 1t be the projection (Zl' . . . , Zn' Zn+ 1, • • • , Zn+m) ~
(Zl" '" Zn) of en+m~ en. Because of (4), UB(X1"' " Xn, C I , . . . , Cm) c
1t- I (W). Define a function ¢ on 1t- 1(W) by

Thus ¢ is holomorphic in a neighborhood of uB(XI> . . . , Xn, C I ' . . . , Cm), and
so, by Theorem 8.2 under hypothesis (3) applied to B and the set of generators
XI> • . • , Cm, 3y E B with

y = ¢(xl, ... , Xn, CI, ... , Cm)

= F(x1, . . . , xn) on .Jt(B).

If ME.Jt, then M n BE .Jt(B) and hence y(M) = F(x 1(M), ... , xiM)). We
are done, except for the proof of the assertion.

Let 210 denote the closed subalgebra generated by XI"'" x, and put
U0 = U'lIo(X 1, . .. , Xn)· If U0 c w-: take B = 210 , If not, consider' E U0 '" W
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Since (¢ O"(Xl ' ... , Xn), 3Yl" '" YnE 21 such that L'J= 1 yiXj - () = 1.
Denote by 21(() the closed subalgebra generated by Xl> " " Xn, Yl>" " Yn'
Then 3 neighborhood .AI, of ( in e such that if oe E .AI" then Lj yiXj - oe) is
invertible in 21(0. It follows that if a E .AI" then a ¢ O"'lIm(x l, .. . , x n) .

By compactness of 0"0 '" lv, we obtain in this way a finite covering of 0"0 '"W
by neighborhoods .AI, . We throw together all the corresponding Yj and call
them Cl, . . . , Cm , and we let B be the closed subalgebra generated by
Xl" '" x,; Cl, . . ·, Cm · Note that O"B(Xl"'" xn) c 0"0 ' (Why?) If o: E 0"0 "'lv,
then oe lies in one of our finitely many .AI" and so 3ul, . . . , Un E B such that
Lj UiXj - oej ) is invertible in B. Hence a ¢ O"B(Xl> " " xn). Thus O"B(Xl> " " xn)
c lv, proving the assertion. Thus Theorem 8.2 holds in general.

As a first application we consider this problem. Let 21 be a Banach algebra
and XEm:. When does X have a square root in 21, i.e., when can we find
Y E 21 with yZ = x?

An obvious necessary condition is the purely topological one:

(5) 3y E C(A) with yZ = xon A.

Condition (5)alone is not sufficient, as is seen by taking, with D = {zllzl ~ I},

21 = {fE A(D)If'(O) = O}.

Then zZ E 21, z ¢ 21, but (5) holds. However, one can prove

THEOREM 8.4

Let Wbe a Banach algebra, a E W. and assume that 3h E C(A) with hZ = a.
Assume also that anever vanishes on A . Then a has a square root in W.

We approach the proof as follows: First find az, .. . , an Em: such that
3F holomorphic in a neighborhood of O"(a, az, . .. , an) in en with FZ = zi

By Theorem 8.2, 3y E W,with Y= F(a, az, . . . , an) on A. Then yz = aon A.
If Wis semisimple, we are done. In the general case, put p = a - yZ. Then

p E rad W. Since yZ = G, yZis invertible and p/yZ E rad W. Then (yJ 1 + p/yZ)Z

= yZ(1 + p/yZ) = a, so yJl + p/yZ solves our problem provided that

Jl + p/yZ EW. It does so by
Exercise 8.2. Let W be a Banach algebra and x E rad W. Then 3( E Wwith

e = 1 + x and ( == 1 on A .
We return to the details.

LEMMA 8.5

Given a as in Theorem 8.4, 3az, .. . , an E Wsuch that if K = O"(a, az, . .. , an)
c en, then we can find H E C(K) with HZ = z1 on K .

Proof In the topological product A x A put

S = {(M, M ')lh(M) + h(M') = O},
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where h is as in Theorem 8.4. S is compact and disjoint from the diagonal.

(Why?) Let x = (M l' M~) E S. Since M~ =1= M l' 3bx E mwith b;,(M1) 

b;(M'I) =1= O. By continuity b;,(M) - b;(M') =1= 0 for all (M, M') in some
neighborhood JVx of x in S. By compactness, JVX 2 " ' " JVX n cover S for a
suitable choice of X2' .. . , Xn- Put aj = bxj,j = 2, .. . , n. Put

K = a(a, a2' .. . , an)

and fix z = (a(M), a2(M), . . . , an(M» E K .
We define a function H on K by H(z) = h(M). To see that H is well defined,

suppose that for (M, M ') E.A x .A,

(6) a(M) = a(M'), aJ{M) = aiM'), j = 2, .. . , n.

(M, M') ¢ S, for this would imply that (M , M') E JVXj for some j, denying
(6). Hence h(M) =1= -h(M'). By (6), h2(M) = h2(M'). Hence h(M) = h(M'), as
desired. It is easily verified that H is continuous on K, and that H 2 = zr

Q.E.D .

Proof of Theorem 8.4. It only remains to construct F holomorphic in a
neighborhood of K with F 2 = z t-

For each x E K and r > 0, let B(x, r) be the open ball in en centered at x
and of radius r. If x = (aI, . . . , ocn) E K , OC 1 =1= O. Hence 3r > 0 and Fx holo
morphic in B(x, r), with F; = z1 in B(x, r). By compactness of K, a fixed r
will work for all x in K. This is not enough, however, to yield an F holo
morphic in a neighborhood of K with F 2 = zr- (Why not ?) But we can
require, in addition, that F, = H in B(x, r) Il K . Put n = Ux€KB(x, r/2).
For' E n, define F(O = Fx(,) if' E B(x, r/2), x E K . To see that this value is
independent of x E K , suppose that' E B(x, r/2) (') B(y, r/2), x, y E K .

Then y E B(x, r) Il K. Hence Fx(Y) = H(y). Also, Fy(Y) = H(y). Hence F;
and F; are two holomorphic functions in B(x, r) Il B(y, r/2) with F; = F; =
Zl there and Fx = Fy at y. So F),) = Fy{O. (Why ?) Thus FE H(n) and
F2 = Z1 in n. Q.E.D .

Theorem 8.4 holds when the square-root function is replaced by anyone
of a large class of multivalued analytic functions. (See the Notes at the end of
this section.)

As our second application of Theorem 8.2, we take the existence of
idempotent elements.

THEOREM 8.6 (SILOV IDEMPOTENT THEOREM)

Let mbe a Banach algebra and assume that .A = .AI U .A2' where .A1 and
.A2 are disjoint closed sets. Then 3e E mwith e2 = e and e= 1 on .A1 and
e = 0 on .A2 •

LEMMA 8.7

3a1, . . . , aN Em such that if a is the map of .A ~ eN : M ~ (a1(M), . . . ,
aN(M», then a(.A1) Il a(.A2) = 0.
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The proof is like that of Lemma 8.5 and is left to the reader.
Proof of Theorem 8.6. By the last Lemma, 3a1' . . . , aN E~, so that a(A 1)

and a(A2) are disjoint compact subsets of CN. Choose disjoint open sets
W1 and W2 in CN with fl(Aj ) c ltj, j = 1, 2. Put W = W1 U W2 and define
F in W by F = 1 on W1 and F =°on W2 • Then F E H(W). By Theorem 8.2,
3t E ~ with Y= F(a 1, • •• , an) on A . Then y = 1 on At> Y= °on A 2 •

We seek u s rad ~ so that (y + U)2 = Y + u. Then e = y + u will be the
desired element.

The condition on u <=>

(7) u2 + (2y - l)u + P = 0,

and

where p = y2 - Y E rad ~.

The formula for solving a quadratic equation suggests that we set

2y - 1 2y - 1
u = - -2- + -2-('

where ( is the element of ~, provided by Exercise 8.2, satisfying

2 4p
( = 1 - (2y - If

We can then check that u has the required properties, and the proof is
complete.

COROLLARY 1

If A is disconnected, ~ contains a nontrivial idempotent.

COROLLARY 2

Let~ be a uniform algebra on a compact space X. Assume that A is totally
disconnected. Then ~ = C(X).

Note. The hypothesis is on A , not on X, but it follows that if A is totally
disconnected, then A = X.

ProofofCorollary 2. If Xt> X2 E X, Xl "# X2 ' choose an open and closed set
A 1 in A with Xl E A 1, X2 rt A i - Put A 2 = A"--..A i - By Theorem 8.6,
3e E~, e= 1 on A 1 and e= 0 on A 2' Thus e is a real-valued function in ~,

which separates Xl and X 2 ' By the Stone-Weierstrass theorem, we conclude
that ~ = C(X).

COROLLARY 3

Let X be a compact subset of C". Assume that X is polynomially convex and
totally disconnected. Then P(X) = C(X).

Proof The result follows from Corollary 2, together with the fact that
A(P(X)) = X.
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NOTES

Theorem 8.2 was proved for finitely generated algebras by G. E. Silov,
On the decomposition of a commutative normed ring into a direct sum of
ideals, A.M.S. Transl. 1 (1955). The proof given here is due to L. Waelbroeck,
Le Calcul symbolique dans lesalgebres commutatives, J. Math. Pure Appl. 33
(1954), 147-186. Theorem 8.2 for the general case was proved by R. Arens
and A. Calderon, Analytic functions of several Banach algebra elements,
Ann. Math. 62 (1955), 204-216. Theorem 8.4 is a special case of a more
general result given by Arens and Calderon, loe. cit. Theorem 8.6 and its
corollaries are due to Silov, loc. cit.

Our proof of Theorem 8.4 has followed Hormander's book [40, Chap. 3J.
For a stronger version of Theorem 8.2 see Waelbroeck, loe. cit., or N.

Bourbaki , Theories speetrales, Hermann, Paris , 19(i7, Chap . 1, Sec. 4.
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The Silov Boundary

Let X be a compact space and ff an algebra of continuous complex
valued functions on X which separates the points of X .

Definition 9.1. A boundary for ff is a closed subset E of X such that

If(x)1 ~ maxlj"],
E

all f E s: X EX.

Thus, for example, if D is the closed unit disk in C and f!I> the algebra of all
polynomials in z, restricted to D, then every closed subset of D containing
{zllzl = I} is a boundary for f!I> .

THEOREM 9.1

Let X and ff be as above. Let S denote the intersection ofall boundaries for
ff. Then S is a boundary for ff.

Note
(a) It is not clear, a priori, that S is nonempty.
(b) S is evidently closed.
(c) It follows from the theorem that S is the smallest boundary, i.e., that

S is a boundary contained in every other boundary.

LEMMA 9.2

Fix x E X"'-S. 3 a neighborhood U ofx with thefollowing property : If f3 is a
boundary, then f3 "'- U is also a boundary.

Proof x ¢ S and so 3 boundary So with x ¢ So . For each y E So , choose
fy E ff with J;,(x) = O,fy(y) = 2.

%y = {IJ;,I > 1} is a neighborhood of y. Then 3Y1, . .. , Yk so that %Yl U

... U % Yk :::> So · Writefj for fyi' Put

U = {Ifd < 1,.. . ,lfkl < I}.

Then U is a neighborhood of x and Un So = 0.
Fix a boundary f3 and suppose that f3"'U fails to be a boundary. Then

3f E ff maxxlfl = 1, with maxp"ulfl < 1.
Assertion. 3n so that maxxlf'1il < 1, i = 1, ... , k.
Grant this for now. Since So is a boundary, we can pick x E So with

If(x)1 = 1. By the assertion, IHx)1 < 1, i = 1, .. . , k.
Hence x E U, denying U n So = 0. Thus f3 "'U is a boundary, and we

are done.

50
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To prove the assertion, fix M with maxxl/;I < M, i = 1, ... , k. Choose n
so that (maxp".ulfDn . M < 1. Then If'Jil < 1 at each point f3 "'-.U for every
i. On U, 11"/;1 < 1 by choice of U. Hence the assertion.

Proof of Theorem 9.1. Let W be an open set containing S. For each x E

X'" W construct a neighborhood Ux by Lemma 9.2. X "'-. W is compact, so
we can find finitely many such Ux , say U I , . . • , Un whose union covers
X"'-.J.v.

X is a boundary. By choice of U l' X "'-.U 1 is a boundary. Hence (XIU 1) '" U2
is a boundary, and at last X* = X "'-.(U I U U2 u· · · u Ur ) is a boundary.
But X* ~ J.v. Hence iff E $', maxxlfl ~ sUPwlfl . Since W was an arbitrary
neighborhood of S, it follows that S is a boundary. (Why?)

Note. What properties of $' were used in the proof?
Let ~ be a Banach algebra. Then m: is an algebra of continuous functions

on A, separating points. By Theorem 9.1 3a (unique) boundary S for m: which
is contained in every boundary.

Definition 9.2. S is called the Silo»boundary of ~ and is denoted S(~).
Exercise 9.1. Let 0 be a bounded plane region whose boundary consists

of finitely many simple closed curves. Then S(A(O)) = topological boundary
ao ofO.

Exercise 9.2. Let Y denote the solid cylinder = {(z, t) E C x R\lzl ~ 1,0
~ t ~ I}. Let ~(Y) = {f E C(Y)I for each t, f(z, t) is analytic in [z] < I}.
Then S(~(Y)) = {(z, t)llzl = 1, 0 ~ t ~ I}.

Exercise 9.3. Let Y be as in Exercise 9.2 and put 2(Y) = {f E C(Y)lf(z, 1)
is analytic in [z] < I}. Then S(2(Y)) = Y.

Exercise 9.4. Let d 2 = {(z, w) E C211zj ~ 1, [w] ~ I} and ~(d2) = {f E

C(d 2 )lf E H(O), where 0 = interior of d 2}. Show that S(~(d2)) = T =
{(z, w)lizl = Iwl = I}. Note that here the Silov boundary is a two-dimensional
subset of the three-dimensional topological boundary of d 2.

Exercise 9.5. Let B" = {z E cnlII= 1 Iz;1 2 ~ I} and~(Bn) = {f E C(Bn)lfE
H(O), 0 = interior of Bn} . Show that S(~(Bn)) = topological boundary of B".

Note that in all these examples, as well as in many others arising naturally,
the complement A"'-.S(W) of the Silov boundary in the maximal ideal space
is the union of one or many complex-analytic varieties, and the elements of
2r are analytic when restricted to these varieties.

We shall study this phenomenon of "analytic structure" in A "'S(W) in
several later sections.

We now proceed to consider one respect in which elements ofm: act like
analytic functions on A "'-.S(W).

Let 0 be a bounded domain in C. We have

(1) For FE W(O), x E 0, IF(x)1 ~ maxlf'[ .
an

The analogous inequality for an arbitrary Banach algebra W is true by
definition : For fEW, x E A,

li(x)1 ~ l)1axli l.
5('21)
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However , we also have a local statement for 21(0). Fix x EO and let V be a
neighborhood of x in O. Then

(2) For FE 21(0), IF(x)1 s:: maxlf] .
iJU

The analogue of (2) for arbitrary Banach algebras is by no means evident.
It is, however, true.

THEOREM 9.3 (LOCAL MAXIMUM MODULUS PRINCIPLE)

Let 21 be a Banach algebra andjix x E A ",,- S(21). Let V be a neighborhood
ofx with V c A",,-S(21). Thenfor allf E21,

(3)

LEMMA 9.4

d(x)1 s maxlj'] .
iJU

Let X be a compact, polynomially convex set in en and V, and V 2 be open
sets in en with X c V, u V 2' If h E H(V, (\ V 2), then 3 a neighborhood W
of X and hj E H(W (\ V),j = 1,2, so that

h, - h2 = h in W (\ V, (\ V 2 '

Proof Write X = X, U X 2, where X j is compact and X, c V j,j = 1,2.
Choose I, E Cg'(V,) with 0 s f, s:: 1 and I, = 1 on X, . Similarly, choose
f2 E Cg'(V2)· Then j, + f2 2': 1 on X , and so f', + f2 > 0 in a neighborhood
V of X . In V define

Then 'I" '12 E COO(V), 'I, + '12 = 1 in V, and supp '1j c V j,j = 1,2. With no
loss of generality, V j = V j (\ V. Define functions H, in COO(V),j = 1,2 by

H, = '12h in V, (\ V 2, H, = 0 in VI "V2.

H 2 = - 'I I h in V I (\ V 2, H 2 = 0 in V 2" V I .

Then

HI - H2 = ('II + '12)h = h in VI (\ V 2·

Hence 8H , = 8H 2 in V, (\ V 2' Letf be the (0, l l-form in V I U V 2 defined
by f = 8H I in V" f = 8H 2 in V 2. Thenfis 8-closed in VI U V 2. We can
choose a p-polyhedron II with X c II c V I U V 2 ' By Theorem 7.6, then,
3 a neighborhood W of II and F E COO(W) with 8F = fin W

Puthj = H, - Fin V j (\ fY,j = 1,2. Then h, - h2 = hin VI (\ V 2 r, fY,
and 8hj = f - f = 0 in V j (\ W ; so h, E H(V j (\ W),j = 1,2. Q.E.D.
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LEMMA 9.5

Let K be a compact set in eN and Uland U 2 open sets with

53

(4)

(5)

with

(6)

Then 3F holomorphic in a neighborhood ofK with F = 1on K r, {z1 = O} n U 2

and IFI < 1 elsewhere on K.
Proof. By (5) we have in U 1 n U2,

It follows that if we define

then f E H( U 1 U U 2) ' Also

(7) f never vanishes on K "'-({z1 = O} n U2) '

Assertion. 31> > 0 such that if z E K "'-({z 1 = O} n U2), then f(z) lies
outside the disk {Iw - 1>1 :$ I>}.

Assume first that z E U2 ' Then

or z lh 2 = Co f, with C E H(U 2 ). Hence Zl = fe- Cf = f + k,p, with
k E H(U 2)' By shrinking U2 we may obtain Ikl :$ M on U2' M a constant.
Since Re Zl :$ 0 by (6), we have, at z,

o~ Re f + Re(kj2) ~ Re f - Ifl21kl

~ Ref - Mlfl 2
•

Put f(z) = w = u + iv . Then

u - M(u 2 + v2
) :$ 0,

and so

(
I ) 2 I

u - 2M + v
2
~ 4M2 '

Thus f(z) lies outside the disk :

Iw - 2~ 1<2~ '
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On the other hand, K "'"U2 is compact and f :f. 0 there. Hence for some
r > 0, If (z)1 ~ r if zE K "'"U 2. The assertion now follows.

Let D. be the disk {lw - 81 :::; I;}just obtained and put

8
F= ---.

f- 8
By choice of D.. F is holomorphic in some neighborhood of K. Also on
{z1 = O} n U 2' F = 1 since f = 0, and everywhere else on K , IFI < 1
since If - 81 > 8. Q.E.D .

LEMMA 9.6

Let m: be a Banach algebra, T a closed subset of.A and U and open neighbor
hood of T Suppose that 3¢ E m: with ([; = 1 on T, 1([;1 < 1 on U " T Then
3<1> E m: with <I> = 1 on T, 1<1>1 < 1 on .A -.T

Proof T and .A","U are disjoint closed subsets of .A. Hence 3g2, .. . ,
gn Em: such that if g:.A --. en- 1 is the map m --. (gim), . .. , gn(m», then
g(T) n g(.A ","U) = 0 . (Why?)

Put g 1 = ¢ - 1. Then g1 = 0 on T and Re g1 < 0 on U "'"T Let now
G : .A --. en be the map sending m --. (g1(m), g2(m), . . . , gn(m)). The G(y{t) =
O"(g b . .. , gn). We have

(8) G(T) is a compact subset of { Z 1 = O},

(9) G(T) is disjoint from cc«-: U) ,

(10) G(U"," T) c {Re Z1 < O}.

Choose a neighborhood d of G(T) in en with K n G(Y{I ","U) = 0 . It is
easily seen that Ban open set Do in en such that

(11) Do u d ::> G(vIt) and Do nd c [Re z, < O}.

By a construction used in the proof of Theorem 8.2, :]Cl' .. . , Cm Em: such
that if B is the closed subalgebra generated by g1 , ···, gn ' C b · .. , Cm ,
then O"B(g1 , . . . , gn) c Do U d.

Put 0" = 0"(g1' ... ' gn' C 1, • . . , Cm) c C?" ", and let a be the polynomially
convex hull of 0" in e n+ m

• Let n be the natural projection of e n+ m on en.
Since 0" c 0"ig 1, . . . , gn' C l ' . . . ,Cm) , and since the latter set is poly

nomially convex because g1' . . . ' Cm generate B, a c O"B(g1 ,··· , gn, C 1, ... ,

Cm), and so

n(a) c n(O"B(g h . .. , Cm» = 0"B(g h . .. ,gn)·

Thus n(o-) c Do U d , and so

(12) 0- c n - 1(Dol U n - 1(t1).

Becau se of (11l we have

(13) n - 1(Do)nn - 1(d ) c [Re z, < O} .
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Now d is polynomially convex and (log ZI)/ZI is holomorphic in n -I(Do) II
n-I(d). Lemma 9.4 then yields a neighborhood W of a, and hI E H(n-I(Do)
II W), h2 E H(n-I(d) II W) such that

We now apply Lemma 9.5 with (J = K, U I = n-I(Do) II ~ and U 2 =
n-I(d) II W Since (J ~ a, hypotheses (4) and (5) hold. By choice of d and (10),
G(vIt) II de {Re ZI ::;; O}, whence (J II n -I(d) c {Re ZI ::;; O}. So hypothe
sis (6)also holds. We conclude the existence of F holomorphic in a neighbor
hood of (J with F = Ion {zI = O} II n-I(d) II (d) II (J and IFI < 1elsewhere
on (J .

By Theorem 8.2, 3<1> E '11 with

<1>(M) = F(gl(M), . .. ,gn(M), CI(M), . . . , Cm(M))

for all ME vIt . For MET, the corresponding point of (J is in {ZI = O} II
n-I(d), so <1>(M) = 1. For M E vIt '"T, the corresponding point of (J is not
in {ZI = O} II n-I(d), so 1<1>(M)1 < 1. Q.E.D.

ProofofTheorem 9.3.Suppose that (3) is false . Choose Xo E V with IJ(xo)1 =
max» IJI. Then

(14)

Without loss of generality.j'(xs) = 1. Let T = {y E UIJ(y) = I}. Then Tis
compact and cU. Put 4> = 1(1 + f). Then 4> E~, 4> = 1 on T, 14>1 < 1 on

U "'T.
Lemma 9.6 now supplies <1> E~, with <1> = 1 on T, 1<1>1 < 1 on vIt"'T.

Since U c vIt "'S(~), we get that 1<1>1 < 1 on S(~). This is impossible, and so
(3) holds. Q.E.D.

Note. Some, but not all , of the following exercises depend on Theorem 9.3.
Exercise 9.6. Let ~ be a Banach algebra and assume that S(~) =1= vIt.

Show that the restriction of21 to S(~) is not uniformly dense in C(S(~)).

Exercise 9.7. Let ~ be a Banach algebra and assume that S(~) =1= vIt.
Show that S(~) is uncountable.

Exercise 9.8. Let ~ be a Banach algebra and fix p E S(~). Assume that p
is an isolated point of S(~), viewed in the topology induced on S(~) by vIt .
Show that p is then an isolated point of vIt .

THEOREM 9.7

Let ~ be a uniform algebra on a space X. Let U I ' U 2 , .. . , Us be an open
covering of vIt . Denote by 2 the set of all f in C(vIt) such that for j = 1,. .. ,
s, fluj lies in the uniform closure ofWluj' Then 2 is a closed subalgebra of
C(vIt) and S(2) ~ X.

Proof The proof is a corollary of Theorem 9.3. We leave it to the reader as
*Exercise 9.9.
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Exercise 9.10. Is Theorem 9.3 still true if we omit the assumption U c

A "-S(2!)?

NOTES

Theorem 9.1 is due to G. E. Silov, On the extension of maximal ideals,
Dokl. Acad. Sci. URSS (N.S.) (1940), 83-84. The proof given here, which
involves no transfinite induction or equivalent argument, is due to H6r
mander [40, Theorem 3.1.18]. Theorem 9.3 is due to H. Rossi, The local
maximum modulus principle, Ann. Math. 72, No.1 (1960), 1-11. The proof
given here is in the book by Gunning and Rossi [30, pp. 62-63].
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Maximality and Radri's Theorem

Let X be a compact space and '!I a uniform algebra on X . Denote by II II
the uniform norm on C(X). Note that if x, Y E '!I, then x + YE C(X), so that
[x + yll is defined.

LEMMA 10.1 (PAUL COHEN)

Let a,b E 'll . Assume that

III + a + nil < I .

Then a + b is invertible in '!I.
Note. When b = 0, this of course holds in an arbitrary Banach algebra.
Proof. Put f = a + b. We have

III + a + nil < 1,

whence

hence III + a+ b II < 1,

III + a + n+ 1 + a+ bll < 2

For all x E X, then

or k = III + Re f II < 1.

II + Ref(x)1 :;:; k .

This means thatf(x) lies in the left-half plane for all x, which suggests that
for small s > 0,

1 + ef (x )

lies in the unit disk for all x. Indeed,

11 + ef(xW = 1 + e2lf(xW + 2e Ref(x)

:;:; 1 + ee2 + Lde,

where e = IIfl12 and d = -1 + k < O. Hencefor small s > 0,11 + ef (x )1< 1
for all x, or 11 1+ ef ll < 1, as we had guessed.

It follow s that if is invertible in '!I for some s and sofis invertible. Q.E.D.

We shall now apply this lemma to a particular algebra. Let D = closed
unit disk in the z-plane and I' the unit circle. Let A(D) be the space of all
functions analytic in IJ and continuous in D. Put

'!Io = A(D)lr

and give '!Io the uniform norm on 1. '!Io is then isomorphic and isometric to
A(D) and is a uniform algebra on F. The elements of'!Io are precisely those
functions in C(J) that admit an analytic extension to [z] < 1.

57
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Illo is appro ximately one half of C(r). For the functions

ein8
, n = 0, ± I , ±2, . . .

span a dense subspace of C(r), while mo contain s exactly those ein8 with
n :?: O.

Exercise 10.1. Put g =L~ p cve
h

'
8

, where the c, are com plex constants.
Co mpute the closed algebra generated by mo and g, i.e., the closure in C(r)
of all sums

N

L avgV
,

v=o

THEOREM 10.2 (MAXIMALITY OF mol
Let B be a uniform algebra on I' with

Then either mo = B or B = C(r).
We sha ll deduce this result by mean s of Lemma 10.1 as follows. Assuming

B =I- mo, we construc t elements u, v E B with

(I) 11 1 + z . u + ziJ ll < 1,

where z = e". Then we conclude that zu + zv is inver tible in B, when z is
inver tible in B. Hence B ::::> ein8

, n = 0, ± 1, ±2, . . . , so B = C(r), as required.
To construct u and v we argue as follo ws : For each h E C(r), put

k = 0, ±1, ±2, . . ..

Exercise 10.2. Let h E C(r). Pro ve th at h E mo if and only if hk = 0, for all
k < o.

Suppose now that B =I- mo. Hence g E B with gk =I- 0, for some k < O.
Without loss of general ity we may suppose that g - I = 1. (Why? )

Choose a tr igonometric polynomial T with

(2)

We can assume T_ 1 = I, or

Il g - Til < I.

-2 N

T= L Tvz" + Z- I + L t;« .
- N 0

Hence
- 2 N

zT = L T.,.z"+ 1 + I + z L Tvz"
- N 0

= z·P + I + zQ,
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where P and Qare polynomials in z. Equation (2) gives

59

Ilzg - zT11 < 1 or II z(Q - g) + zp + 111 < 1.

Also, Q - g E B, P E B, so we have (1), and we are done.

THEOREM 10.3 (RUDIN)

Let 51! be an algebra of continuous functions on D such that
(a) The function z is in 51!.
(b) 51! satisfies a maximum principle relative to I":

IG(x)1 :s maxlGI, all xED, G E 51!.
r

Then 51! s; A(D).
Proof The uniform closure of 51! on D, written ~, still satisfies (a) and (b).
Put B = ~Ir . Because of (b), B is closed under uniform convergence on F

and by (a),~o s; B. So Theorem 10.2 applies to yield B = ~o or B = qf).
Consider the map g -> G(O) for g E B, where G is the function in ~ with

G = g on f . By (b), G is unique. The map is a homomorphism of B -> C and
is not evaluation at a point of f. (Why?) Hence B i= qf), and so B = ~o .

Fix F E~. Fir E~o, so 3F* E A(D) with F = F* on f . F - F* then E ~

and by (b) vanishes identically on D. So F E A(D) and thus ~ = A(D), whence
the assertion.

Now let X be any compact space, 51! an algebra of continuous functions
on X, and X 0 a boundary for 51! in the sense of Definition 9.1; i.e., X 0 is a
closed subset of X with

(3) Ig(x)1 :s maxlg] ,
Xo

all g E !I!, X EX .

Q.E.D.

LEMMA 10.4 (GLICKSBERG)

Let E be a subset ofXo and letf E 51! andf = 0 on E. Thenfor each x E X
either

(a) f(x) = 0, or
(b) Ig(x)1 :s sUPxo"-Elgl, all g E 51!.
Proof. Fix g E 51!. Then f· g E !I!. Fix x E X with f(x) of- O. We have

IUg)(x)\ :s maxljg] = sup Ifgl
Xo Xo"-E

s sup If I . sup Igl·
Xo"-E Xo"-E

Hence

Ig(x)1 :S K sup Igl ,
Xo"-E

where K = If(x)l - 1 • supXo"-Elf l. Applying this to gn, n = 1,2, ... gives

Ig(x)ln = Ign(x)1 :S K sup Ignl = K( sup Iglr.
Xo"-E Xo"-E

Taking nth roots and letting n -> 00 gives (b).
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Consider now the following classical result : Let 0 be a bounded plane
region and Zo a nonisolated boundary point of O. Let U be a neighborhood
of Zo in C.

THEOREM 10.5

Let f E A(O) and assume that f = 0 on 00 n U. Then f == 0 in O.
If we assume that

(4)

then Lemma 10.4 gives a direct proof, as follows.
Put X = n, 2 = A(O). Then 00 is a boundary for ffl. Put E = 00 n U.
With z; as in (4), put

1
gn(z) = --.

Z - Zn

Then gn E 2 . If 8 > 0 is small enough, we have for all x E 0 with Ix - zol < 8,

Ign(x)! > sup Ignl
oO".E

for all large n. Hence the lemma givesf(x) = 0 for all x EO with [x - zol < 8,

and so f == O. Q.E.D .

If we do not assume (4), the conclusion follows from

THEOREM 10.6 (RADO'S THEOREM)

Let h be a continuousfunction on the disk D. Let Z denote the set ofzeros ofh.
lfh is analytic on D""'Z, then h is analytic on D.

Proof We assume that Z has an empty interior. The case Z =F 0 is treated
similarly.

Let 2 consist of all sums

av E A(D) .

Iff E if, f is analytic in [z] < 1 except possibly on Z, so

(5) If(x)1 ~ maxlj"],
fvZ

all xED .

We apply Lemma 10.4 to 2 with X 0 = I' u Z, E = Z. Since h E 2 and
h = 0 on Z we get by the lemma

(6) Ig(x)1 s suplg],
r

all g e z",

if x E D""'Z, since then h(x) i= O.



MAXIMALITY AND RADO'S THEOREM 61

By continuity, (6) then holds for all XED. Thus Y satisfies the hypotheses
of Theorem 10.3, and so Y s A(D). Thus h is analytic on D. Q.E.D.

Note that Theorem 10.5 follows at once from Rado 's theorem.
For future use we next prove

THEOREM 10.7

Let ~ be a uniform algebra on a space X with maximal ideal space vii.
Let f E ~ satisfying

(a) IfI = 1 on X.
(b) 0 E f(Jlt) .
(c) 3 a closed subset r 0 ofr having positive linear measure such that for each

A. E r 0 there is a unique point q in X withf(q) = A..
Then

(7) For each 2 lED there is a unique x in vii with f(x) = 2 I .

(8) If g E ~, 3G analytic in Dsuch that

g = G(f) on f-I(D).

Proof For each measure Jl on X , letf(Jl) denote the induced measure on I";
i.e., for S c I',

f(Jl)(S) = Jl(f -I(S)) .

where f-I(S) = {x E Xlf(x) E S }.
Since by (b), f (.41) contains 0, and by (a), f(X) c r , it follows that f(vII)

~ D. (Why? See Lemma 11.1.)Fix PI and P2 in vii with

f(PI) = f(P2) = 2 1 ED .

We must show that PI = P2 ' Suppose not. Then 3g E ~ with g(pd = 1 and
g(P2) = O. Choose, by Exercise 1.2, positive measures JlI and Jl2 on X with

all h E~,

for j = 1,2.
Let G be a polynomial. Then

and similarly for Jl2' Hencej'(u.) - f ()l2 ) is a real measure on r annihilating
the polynomials. Hence f(Jld - f()l2) = O. (Why?)

Since by (c),f mapsf - I(ro) bijectively on r o, it follows that JlI and Jl 2
coincide when restricted to f - l(r0)' Hence the same holds for the measure
gJlI and gJl2'
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Put Aj = f(gj1), j = 1, 2. Then )' 1 and )02 co incide when restricted to I'O:

For a polynomial G we have

fG dAj = f G(f)g du, = G(f( Pj»g(Pj) '

Hence by choice of g,

fG d)ol = G(zd ,

f GdA2 = O.

Thus

(9) all G.

It follows that the measure (z - Zl) d()'1 - A2) is orthogonal to all poly
nomials. By the theorem of F . and M. Riesz (see [7 , Chap. 4J), 3k E HI with

(z - zd d(A I - A2) = k dz.

It follows that k = 0 on Fo- Since F0 has positive measure, k == O. (See
[38, Chap. 4].) But z - z I =1= 0 on I", so Al - )02 = 0, contradicting (9). Hence
PI = P2' and (7) is proved.

It follows from (7) that if gEm, 3G continuous on D, with g = G(f) on
f-I(D) . It remains to show that G is analytic.

Fix an open disk U with closure D c D. Let .!E be the algebra of all func 
tions

restricted to U.
Choose x E U.f -I(U) is an open subset of A with boundary f -l(oU), and

f -I(X) Ef-I(U).
By the local maximum modulus principle, if hEm,

or

IH(x)1s maxlHI
aU

if H = h(f-I) E.P. Note also that z = f(f-I) E.P.
Theorem iO.3 (which clearly holds if D is replaced by an arbitrary disk) now

applies to the algebra .!E on U. We conclude that .!E £; A(U), and so G =
g(f - I) is analytic in U for every gEm.

Thus G is analytic in D, whence (8) holds . Q.E.D.
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N OT ES

Lemma 10.1 and the proof of Theorem 10.2 based on it are due to Paul
Cohen, A note on con structive methods in Banach algebras, Proc. Am.
Math. Soc. 12 (1961). Theorem 10.2 is due to the au thor, On algebras of
continuous functions, Proc. Am. Ma th. Soc. 4 (1953). Paul Cohen's proof of
Theorem 10.2 developed out of an ab stract proof of the same result by
K. HotTman and I. M. Singer, Maximal algebras of continuous functions,
Acta M ath. 103(1960). Theorem 10.3 is due to W. Rudin, Analyticity and the
maximum modulus prin ciple, Duke M ath. J. 20 (1953). Lemma 10.4 is a
result of I. Glicksberg, Maximal algebras and a theorem of Rado, Pacific J.
Math . 14 (1964). Theorem 10.6 is due to T. Rado and has been given many
proofs. See, in particular, E. Heinz, Ein elementarer Beweis des Satzes von
Rado-Behnke-Stein-Cartan. The proof we have given is to be found in the
paper of Glicksberg cited above . Theorem 10.7 is due to E. Bishop and is
contained in Lemma 13 of his paper [8].



11

Analytic Structure

Let D denote the closed unit disk and consider the algebra A(D).
Exercise 11.1. The ma ximal ideal space of A(D) is naturally identified

with D, and the Silo v boundary of A(D) is aD.
Fix J in A(D).J(aD) is a certain compact set. Let W be a component of

C""-.. J (aD). The following facts are class ical:
(a) IfJtakes some value in Wat a point of D, then Jtakes on every value

in W.
(b) If ).0 E W, {z E DIJ(z) = Ao} is finite .
Now let ~ be an arbitrary Banach algebra, JI its max imal ideal space, and

X its Silov boundary. How can we generalize properties (a) and (b)? The
first is eas y.

LEMMA 11.1

Let J E ~ and let W be a component oj C""'- J (X ). Fix z, E W. IJ J takes the
value ,10 on At , then it takes on every value in W on At .

Proof Let

(1)

WI is open. (Why ?) Also, WI is a closed subset of W. For let ).* E Wand let
)'n E WI and An --+ A* as n --+ 00. Suppose that ,1* f/: WI. It follows that 3p* E JI
with J(P*) = ,1*. (Why ?) Also (J - )'n)-I E~. Then

ma xl(J - )'n) - II Z I(J - )'n)- I(P*)I
X

=1
1

1-+ 00
).* - )'n

But )'n --+ A* and ).* f/: J (X), and so

as n --+ 00 .

(2)

is bounded as n -+ 00 . This contradiction shows that ).* E WI.
Thus WI is an open and closed subset of W. Also ,10 f/: WI . Hence WI is

empty and so the assertion of the lemma holds.
On the other hand, condition (b) does not hold in general. (Think of an

example.)
In fact, condition (b) has extremel y stro ng impl icat ion s for th e structure

of At .
Definition 11.1. Let ~ be a Banach algebra, At its maximal ideal space,

and p E JI. Let <I> be a one-to-one continuous map from [z] < 1 into JI

64
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with <1>(0) = p such that, for every hEW, h 0 <I> is analytic in [z] < 1. We
then call the set {<I>(z)!lzl < I} an analytic disk through p.

The main result of this section is the following:

THEOREM 11.2

Let W be a uniform algebra on a space X and JIt its maximal ideal space .
Fix] e Wand let W be a component ofC""-f(X). Assume that there exists a set
of positive plane measure G c W so that

is a finite set for each ). E G.
Then each point p in

f-'(W) = {q E Jltlf(q) E W}

has a neighborhood in JIt which is a finite union of analytic disks through p.
Notation. For each subset S of W

f-'(S) = {pEJltlf(p)ES},

and for each A. E W, # f- 1
(), ) = the number of points inf-l(A.).

LEMMA 11.3

Let W be a uniform algebra on a space X and JIt its maximal ideal space.
Fixf EWand let Wbe a component ofC"'-f(X). Fix a closed disk Din W. If
J is a connected component off - '(D) such that f(J) meets D, then f(J) ::J D.

Proof For each closed set K c JIt denote by W(K) the uniform closure on
K of the restriction of Wto K. W(K) is a uniform algebra on K and K has a
natural embedding in JIt(W(K)) .

(3)

The topological boundary off- 1(D) is contained inf-'(oD). Let p Ef -'(D).
By the local maximum modulus principle we get

Hence we have

Ig(p)1 ~ max Igl,
j-l(oD)

all g in W.

(4)

(5)

Let J be a connected component off-'(D). We claim that

JIt(W(J)) = J.

Let m be a homomorphism ofW(J) --+ C. Denote by mthe homomorphism
induced by m on W. Then mE JIt. In fact, mE f-l(D). Suppose that m t J .
Since J is a connected component off - '(D), we can choose an open and closed
subset J ' off- 1(D) with J c J' and m t J '. Then 3e EW(f -l(D)) with e(m) = 1
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and e = 0 on J', (Why?) Hence we can find e' in ~with e' nearly 1 at iii and e'
nearly 0 on J'. Thus, regarding e' as an element of~(J),

Im(e')1 = le'(m)1 > maxie'] = Ile ' I I~I(J) '
J

This contradicts the fact that m has norm 1 as linear functional on ~(J). So
mE J. This yields (5). We next claim that

(6) S(~(J)) ~ f - l(aD) n J.

Otherwise, 3y in j".J -I(aD) and go in ~(J) with

Igo(y)1 > max Igol.
J n J- '( fJD)

It follows that we can take g in ~ with the same property.
We can choose a set n open and closed inf-I(D), containing J, and lying

in a prescribed neighborhood of J. In particular, we can choose n so that

Ig(y)1 > max Igl·
QnJ - '( fJD)

Since n is open and closed, we can find e E~(f-I(D)) with e = 1 on nand
e = 0 onf -I(D),,-n. Then

leg(y)1> max [eg].
Q n J- l( fJD)

Also eg = 0 onf-l(aD),,-n. Thus

leg(y)1 > max [eg].
J-1(fJD)

But egE~(f-I(D)) and so the last inequality contradicts (4). Thus (6) holds .
It follows that f maps S(~(J)) into eo. Since f(J) meets D, Lemma 11.1

applied to ~(J) gives that f maps J onto D. Since f(J) is closed,j(J) :::J D.
Q.E.D.

Notation . For j = 1,2, .. . put VJj = {z E WI # f- 1(z) = j}. Gj = G n VJj ,
where G is the set occurring in Theorem 11.2.

LEMMA 11.4

For each j, Gj is measurable.
Proof It suffices to show that H n VJj is measureable for each closed set

H c G. Fix such an H. Put ~ = {z EHI #f -I(z) '5, j} .
We claim each Vj is closed. For fix j and choose a sequence of points

XI' X2,' " in Vj with x, --+ x*. Since H is closed, x*EH and SOf -I(X*) is
finite. Let PI> . .. , PI be the elements of f -I(X*). Choose disjoint neighbor
hoods Vi of Pi for i = 1, ... , I and then choose a closed disk D centered at x*
withf-I(D) c UI=1 Vi' It follows thatf -I(D) splits into I disjoint closed
sets. For each v let J. be the connected component off - I(D) which contains
P• . Then J I' . .. , J I are mutually disjoint. For each v,x* E f(1.) and hence, by
the last Lemma, f(J.) :::J D. Hence for all large n, each J. contains a point
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Pn,v with f(Pn,J = Xn· Hence # f-l(Xn) ~ I. Since x, E Vj, this gives that
I ~ j. Hence x* E Vj .Thus Vj is closed, as claimed. Since H r, T1j = Vj <, Vj - 1,

H (\ T1j is measureable. Q,E.D .

Now G = Uf= 1 Gj and m(G) > 0, where m is two-dimensional Lebesgue
measure. It follows that for some k, m(Gk) > O. We fix such a k.

Then 3zo E G, such that Zo is a point of density of Gk • It follows that we can
find arbitrarily small r > 0 such that the circle [z - zol = r meets G, in a set
of positive linear measure. Let Ph " " Pk be the points inf-l(zo)'

Choose a closed disk D centered at Zo so small that f - l(D) splits into k
disjoint closed sets, each containing one of the Pi' and such that aD (\ Gk

has positive linear measure. Let J v denote the component off - l(D) which
contains Pv, for v = 1, ... , k.

LEMMA 11.5

(i) For each v fmaps s, (\ f -l(D) one-one onto D.
(ii) If gEm: and 1 ~ v ~ k, 3<1>v analytic on D with g = <l>v(f) on

s, (\ f-l(D).
(iii) f-l(D) s U~=1 r. .
Proof By choice of D 3 a closed set Bo on aD such that Bo c G, and Bo

has positive linear measure. Fix z E Bo.
For each vZo = f(Pv) E f(Jv)and sof(Jv) ::::l D by Lemma 11.3. Hence there

is at least one point in each J v which f maps onto z. But z E G, so there is
exactly one such point qvE J v with f(q v) = z, for each v. Since Z E aD, qvE

S(m:(Jv)). (Why ?)
Fix v. We may regard m:(Jv) as a uniform algebra defined on S(m:(J.)).

Without loss of generality, D is the unit circle. Since Bo has positive linear
measure, we can then apply Theorem 10.7 to m:(Jv) and conclude (i) and (ii).

To show (iii) we suppose that 3XEf-l(D) with x~UvJv . Let K be the
connected component off - 1(D) through x. For each v, K is disjoint from J ;
Also by Lemma 11.3, Zo E f(K) . Hence f -1(ZO) contains more than k points,
which is a contradiction. So (iii) holds. Q.E.D .

We require the following exercise.
Exercise 11.2. Let T be a bounded linear transformation of a Banach

space Y into itself. Assume that T is one-to-one, and the range of T is closed,
and the range of Thas codimension IX,where IXmay be finite or 00. Then for all
bounded linear transformations T' with liT' - Til sufficiently small, the
range of T' has codimension IX.

LEMMA 11.6

For each}" E W, # f -l(},,) ~ k.
Proof Let D be as in Lemma 11.5. Choose a compact subdisk ~ of D,

centered at Zo 0 For each v, put

U; = f-l(A) (\ J v '
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Because of (iii) in Lemma 11.5, V v is an open subset of A . Put

Then Al is compact and! i= Zo on A l ' Without loss of generality, Zo = 0
and so! i= 0 on AI '

Each x EAl has an open neighborhood V x such that II! is uniformly
approximable on V x by polynomials in! Let V X I' • • • , V XI be a finite subset
covering A I- Then, putting V k+ j = V X j'

together form an open covering of A .
For each i, denote by 2l(V i) the uniform closure on Vi of the restriction of

21 to Vi ' Denote by 2 the algebra consisting of all g in C(A) such that glViE
2l(Vi) for each i, 1 ~ i ~ k + I. Theorem 9.7 yields that 2 is a closed sub
algebra of C(A) and that S(2) c X.

Assertion. Let FE 2 and assume that F(p) = 0, I ~ j ~ k. Then F /f,
appropriately defined at the Pj' belongs to 2.

Fix i ~ k. We must show that F/fE21(VJ Since FE2, 3FnE 21 with
F; -> F uniformly on Vi' By Lemma 11 .5, (ii), 3<1>n analytic on A, continuous
on A,with

Since F;converges uniformly on Vi' and hence on Vi' <l>n converges uniformly
on d to some function <1>. Then <I> is analytic on Aand continuous on d . We
have

F = <I>(f) on V i'

Also <1>(0) = O. We can find a sequence P, of polynomials with ~{z) -> <I>(z)lz
uniformly on d . Hence Pj(f) converges uniformly on V i to a continuous
function which equals <I>(f)I! = FI ! on Vi'" {pJ. So F/! E 2l(V;), as desired.
For i = k + 1, . . . , k + I, 1/f is uniformly approximable on Vi by poly
nomials in f. Hence again FI! is in 2l(V;), as desired. Hence FI! is in 2, and
the Assertion is proved.

I t follows that if (f) denotes the ideal in 2 generated by!, then the quotient
algebra 2 1(f) has dimension k. (Why?)

If cf> E 2 , we put 11cf> 11 = maxs(~)Icf>I . In this norm, 2 is a Banach space. For
each AE W, we define the linear transformation

of 2 -> 2 . For each AE W, T;. is one-to-one and has closed range. (Why ?)
Put filA) = codimension of the range of 0.. Exercise 11.2 gives that fi is
locally constant on W. Hence fi is constant on W. Also fifO) = k. Thus we get
that 2 1(f - A) has dimension k for each AE W. This means that if AE W,
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then 3 linear functionals ctvon Sf and elements e, in Sf so that for each g E Sf
there is some G E Sf with

k

g = G · (f - A) + 2:>v(g)· ev·
v= I

Fix q E.A withf(q) = ),. Then

k

g(q) = L dq)ctv(g)
v= I

for every g E Sf. Hence q, as a functional on Sf, is a linear combination of
ctl , . .. , ctk • It follows that there exist at most k points q E.A withf(q) = A.
(Why?) This proves the Lemma .

LEMMA 11.7

lv" is an open set and W '"lv" is a discrete set.
Proof Because ofthe preceding Lemma,j - I(A )is a finite set for each ), E W

and so we may replace G by Win all the preceding results.
We have W = U7= I J¥t . Suppose m(J¥t) > 0 for some I < k. By Lemma

11.6, (with W in place of G), this implies that # f -I(A) :::; I for each A E W
But lv" is not empty, so we have a contradiction. Hence m(J¥t) = 0 for each
I < k and so m(W "" lv,,) = O. Hence each point Z E lv" is a point of density of
lv" . By Lemma 11.5, (i), (with W in place of G) some disk centered at Z is
contained in lv" . So lv" is open .

For each Z in lv" denote by PI(Z), . .. , Pk(Z) the points inf-I(z) ordered in
some fashion . Fix Z I E lv" and choose g in 21 taking distinct values at the
points PI(ZI), " " Pk(ZI)' For ZE lv" , put

Q(Z) = TI (g(Pi(Z)) - g(piZ)))2 .
i <j

Because of Lemma 11.5, (ii), Q is analytic on lv" . Also Q(ZI) ¥- O.
Let ( be a boundary point of lv" in W Then there are less than k points in

f -I(O. It follows that as Z -> (, Z E ~, Q(z) -> O. (Why?) We set Q = 0 on
W ""~ . Then Q is continuous on ~ analytic on V-IQ().) ¥- O}. Hence by
Rado's theorem (Theorem 10.6), Q is analytic in W Also Q is not identically
zero in W Hence the zero-set of Q in Wis discrete and so W ""~ is discrete.

Q.E.D.

ProofofTheorem 11.2. Fix P E f - I(W).We must construct a neighborhood
of P which is a finite union of analytic disks through P, in the sense of De
finition 11.1. If P E f - 1( lv,, ), Lemma 11.5 gives that there exists a single such
disk serving as a neighborhood of p.

Suppose next P 1= f-I(~) and put AO= f(P) . Since Q, defined above, is not
identically zero, we can find a disk D centered at Ao such that Q ¥- 0 on the
punctured disk D' = D""Po} .
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For each ZED', f -I(Z) consists of k distinct points pdz), , Pk(Z). Let
ai' .. . ,ak be the elementary symmetric functions of g(PI(z)), , g(Pk(Z)).
The aj are analytic and bounded in D' and so extend to Ao to be analytic on
all of D. We have

(7) gk - al(f)gk -l + ... + (-I)k ak(f) = 0 on f-I(D') .

Consider the multiple-valued analytic function z --+ w(z) defined on D by the
equation

(8)

Let L be the Riemann surface of this function . We may regard z and was
analytic functions on L.Then z provides a k-to-l covering map ofL n z-I(D')
on D'. In general, the map z is branched at points of Lover AO'

Fix ~ E L n z-I(D'). 3k points inf-I(D') whereftakes the value z(~) and g
assumes distinct values at these points, since Q.:f 0 in D'. In view of (7) and
(8) 3 unique y E f-I(D') withf(y) = z(~) and g(y) = w(~).

Let r denote the map : ~ --+ y of L n z - I(D') into f - 1(D'). One easily verifies
that r is continuous, one-to-one and onto.

Let AI ' . .. , As denote the connected components of L. Then each Aj is
conformally equivalent to a disk, and each Aj contains a unique point ~j

with z(O = Ao, and z maps Aj n z-I(D') in a finite-sheeted way onto D'.
As ~ --+ ~j with ~ E Aj , r(~) approaches a point q inf -I(Ao) where q depends
only onj. We define r(O = q. Thus defined, r is a continuous one-one map
of Aj intof -I(D). Alsof -I(D) = Ui=l r(AJ

It is easy to verify that for each h in m,h(r) is analytic on L n z" I(D'). Since
h is bounded, h(r) is analytic on all of L. Hence each r(Aj ) is an analytic disk
through r(O. For certain i. r(O = p. The union of all the corresponding
r(A) is then the desired neighborhood of p.

Theorem 11.2 is proved.

NOTES

Theorem 11.2is essentially contained in Section 5 of the paper by E. Bishop,
Holomorphic completions, analytic continuations and the interpolation of
semi-norms, Ann. Math . 78 (No.3), (1963). The use of Exercise 11.2 in a
similar situation is due to T. W. Gamelin.

I am indebted to Brian Cole for pointing out to me an omission in my
original version of the argument, concerning the measureability of the sets rrj .
Brian Cole, Richard Basener and R. Loy independently showed how to
handle the measureability problem.
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Algebras of Analytic Functions

Let Q be a domain in e and let 210 be an algebra of analytic functions on Q.

Assume that 210 sepa ra tes points on Q and contains the constants.
Let K be a compact set c Q and write 21for the closure of21o in the norm

II fII = max Ifl .
K

21 is thus a uniform algebra on K . Our problem is to describe the maximal
ideal space .It of21.

It can of course occur that 21 = C(K), in which case .A = K. Thi s happens,
for instan ce, if Q is the annulus al < [z] < az and K is the circle [z] = c,
where a l < c < az , and 210 consists of all analytic functions on Q . (Why?)

On the other hand, take Q again to be the annulus al < [z] < az and K to
be the circle [z] = c, but now take 210 to consist of all polynomials in z. Now
21 turns out to con sist of all those functi on s in C(K) that extend ana lytically
to the disk [z] < c. Thus .A here is the closed disk [z] ..s; c.

We shall now study the general case. For simplicity we shall assume K
to be the un ion of a finite number of simple closed analytic curves, or analytic
arcs, contained in Q .

THEOREM 12.1

L et 210 be an algebra of analytic f unct ions on Q and let K be as described.
L et 21 denote the uniform closure of21o on K and let .A be the max imal ideal
space of21.

Th en each point p in vll"' K has a neighborhood in viI which is a fi nite union
ofanalytic disks through p.

We sha ll see in Section 13 that this result admits intere sting applications to
quest ions of uniform approxima tion on compact sets in en.

We no w make the following simplifying assumption, to be removed at the
end of the proof:

(I) :J elements g I ' . . . ,gs in 21 0 which generate 21.

We shall deduce Theorem 12.1 from the follow ing theorem : For f E 21
and z E e put

f -I(z ) = {p Llf lf(p) = z }.

THEOREM 12.2

Fix f E 210 , Then the set of all z E e such that f - I (Z) is infinite has plane
measure O.

71
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We shall need
Exercise 12.1. Let Q be a plane domain and fix Zo E Q . For each compact

subset K on Q there exists a constant r, 0 < r < 1, so that the following holds :
Iff E H(Q) and If I < I on Q and iffvanishes at Zo to order A, then

IfI ~ r A on K.

Definition. Let f be a polynomial

L>I
ZI

I

in n complex variables zb .. • , Zn ' where I denotes an n-tuple (VI,V2 , .. . , vn) of
nonnegative integers and

ZI = Z~' • Z22
• • • Z~".

We call f a unit polynomial if maxllcII = 1.
We say f is of degree (d I, . . . , dn) if for all I = (VI" . . , vn), Vj ~ dj , all j.

LEMMA 12.3

Let f be a unit polynomial in one complex variable Z ofdegree k and let a be a
positive number. Put

Q = {zllzl ~ I, If(z)1 ~ ak
} .

Then m(Q) ~ 48a, where m denotes plane Lebesgue measure.
Proof Let (1" ' " (/ be the roots ofjwith modulus ~2 and (/ + I,· ··, (k the

remaining roots. Then without loss of generality

Hence for [z] = I,

It follows that the modulus of each coefficient of'j is ~ ICl3k. (Why?)
Sincefis a unit polynomial we conclude that

(2) or

Also, by (1) we have for z E Q,

ICllz - (11···lz - (/1 ~ aklI - ((,+I)-lzrl· ··II - ((k)-IZI-I

Combining this with (2) we get

[z - (11 ·· ·lz - (,1 ~ (6al for ZE Q.
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Put Qo = projection of Q on the x-axis. Put aj = Re C, 1 ~ j ~ t. Then for
x E Qo,

(3)

J1(Qo) s 2 ~ 24a. So
Q.E.D .

We now appeal to the following :

*Exercise 12.2. Let a l , . . . , at be real numbers and P(x) = (x - ad ·· ·
(x - at). Fix M and put

s = {xllP(x)1 ~ M}.

Then the linear measure of S ~ 4 · Mi lt.

Let J1 denote linear measure. The exercise applied to (3) gives

J1(Qo) s (6a)kll · 4.

For a < i, this gives J1(Qo) ~ 24a. For a ~ i,
J1(Qo) ~ 24a, and we conclude that m(Q) ~ 48a.

LEMMA 12.4

Let Q be a plane domain and K a compact subset. Let ~o be an algebra of
analytic functions on Q. Put II¢II = maxKI¢I, all ¢ E ~o.

Fix f, g E ~o. Then there exists r, °< r < 1, and c > °such that for each
pair ofpositive integers (d, e) we canfind a unit polynomial Fd,e in two variables
ofdegree (d, e) such that

II Fd,e(f, g)11 s cd
+

e . r":

Proof Choose a subregion QI ofQ, with K c QI and QI a compact subset
of Q. Choose Co > 1 with If I < co, Igl < Co on Q1' Also fix some Zo E QI '
Consider an arbitrary polynomial

d e

F(z, w) = L L cnmznwm.
n=O m=O

Put h = F(f, g).
The requirement that h should vanish at Zo of order A imposes A linear

homogeneous conditions on the Cnmand hence has a nontrivial solution if
}, < (d + 1) . (e + 1). We may assume that the corresponding polynomial
F = Fd,e is a unit polynomial. Now

dVh
dz)zo) = 0, v = 0, 1,2, .. . , A-I.

Exercise 12.1 applied to h,Q1' and Zo gives

Ihl ~ max Ihl· rA on K .
o.

n,m
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Hence, for large c,

Ilhll ~ (d + l)(e + l)c~+er.l. ~ cd+er.l. for all d, e. Q.E.D .

Proof of Theorem 12.2. Fix g E 'llo and put, for each z E C, S(z) = {w E

q3m E At with m(f) = z and m(g) = w}. Thus S(z) is the set of values g
takes onf- 1(z).

By Lemma 12.4, for each (d, e) there is a unit polynomial F of degree (d, e)
and r, 0 < r < 1, and c, independent of d, e. so that

(4) IIF(f, g) II ~ cd + e
• r" ,

Fix ro with r < ro < 1. Then there exists do with

cd + e • r" ~ ~e for d,e > do.

Henceforth we assume that d,e > do.
Fix z E C and WE S(z). Equation (4) gives

(5) IF(z, w)1 ~ ~e.

(Why?)
Now

e

F(z, w) = L Giz)wj
•

j=O

Without loss of generality we can suppose that Ilfll ~ 1, so that S(z) is
empty unless ZED = {zllzl ~ 1}.

Since F is a unit polynomial, 3j such that G = G, is a unit polynomial of
degree d.

Put
T(d, e) = {zE DIIG(z)1 ~ rod

/
2

} .

By Lemma 12.3 with (X = r~2, m(T(d, e» ~ 48r~2.

Assertion 1. If z 1 ED'" T(d, e), then 3 unit polynomial B of degree e with

IB(w)1s r~e/2 for all WE S(z1)'

For put

A(w) = F(z l' w),

where F is as above. Then A is a polynomial of degree e having one co
efficient G(z1), with

(6)

Also, by (5)

(7) IA(w)1 s r~e

Dividing A by the modulus of its largest coefficient, we get a polynomial B
with the properties claimed in Assertion 1. For each e put

He = {zlz ED'" T(d, e) for infinitely many d}.



ALGEBRAS OF ANALYTIC FUNCTIONS 75

Assertion 2. Fix e and fix z* ED . If z* E He' then S(z*) has at most e
elements.

Since z* E He> for arbitrarily large d, z* E D"'-T(d, e). Let {dj } be such a
sequence of d's, ...... 00 .

By Assertion 1, for eachj:J unit polynomial B, of degree e with

(8) IBiw)1 ::; rVel2 for each WE S(z*).

Since the B, have fixed degree e and are unit polynomials, there is a sub
sequence of {Bj } converging uniformly on D to a polynomial B*. Then B*
is a unit polynomial of degree e. Since d, ...... 00 and 1"0 < 1, (8) yields

B*(w) = 0 for each WE S(z*).

It follows that S(z*) contains at most e elements, proving Assertion 2.
It follows that for every e,

{ZE qS(z) is infinite } c D"'-He .

Assertion 3. m(D"'He) ::; 48rQ!2 .
To prove Assertion 3, observe that if z E D"'-.He, then z E T(d, e), for all d

from some point on, so

(9)

But for each fixed d,

x; x;

D"'-.He ~ U n T(d, e).
k ;do d ;k

m(T(d, e)) ::; 48rQ!2.

Since the right-hand side in (9) is the union of an increasing family of sets,
each set being of measure ::;48rQ!2, we get m(D'" He) ::; 48rQ!2 , proving the
assert ion.

PutSJ,g = {zIS(z) is infinite}.Then SJ,8 c D"'-.Hefor each e, so by Assertion
3, m(SJ,g) ::; 48rQ!2. Since ro < 1 and e is arbitrary, m(SJ.g) = O.

This now holds for each g E~o , in particular for the generators g l ' . . . , gs
of (1).

Fix Zo with f - l(ZO) infinite . Since g 1, . . . , gs together separate points, :Jj
such that gj takes infinitely many values off - 1(zo) ; i.e., Zo E SJ,gj' Thus

s

{zlf - I(Z) is infinite} c U SJ,8j'
j ; 1

Since each summand on the right has measure 0, we conclude that

m{zlf- 1(z) is infinite} = O. Q.E.D .

Proof of Theorem 12.1. Fix Po E At"'K . We shall exhibit a neighborhood
of Po in At which is a finite union of analytic disks through Po .

Assertion. There is en f « ~o so thatf(po)E C"'f(K).
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Choose II E "UO,f1 not a constant. Then

{p E KIII(P) = II (Po)}

is a finite set. Choose12 E "Uo with 12 i= I2(Po) on this set. Define

Q(z) = II (z) - II (Po).
I2(z) - I2(Po)

Restricted to K, Q, being meromorphic, omits some value '1.
Put I = II - rzf2 E "Uo· IfI(K) 3I(po), then for some z E K,

II (z) - '1I2(z) = II (Po) - '1I2(Po),

so

II (z) - II (Po) = '1(f2(Z) - I2(Po»'

If I2(z) - I2(Po) = 0, then also II (z) = II (Po), contrary to the choice of 12.
So Q(z) = 1], contrary to the choice of 1]. Hencejsatisfies the assertion.

Now let W be the component of C"-.I(K) containing j'(pg). By Theorem
12.2,f -I(Z) is a finite set for almost all z in W Theorem 1l.2 now yields that
Po has a neighborhood as desired. This proves Theorem 12.1, under hypothesis
(I). Now drop (I).

Fix IE "l10 and pick z E C"-.I(K). Suppose that I - I(z ) is infinite; i.e.,
3{Pj}j;' I in At with I (pj) = z, all j. Without loss of generality, "l10 is closed
under uniform convergence on some compact set containing K in its interior.
Then 3g E"l1o such that g separates points on {Pj}' (Why?)

Let "l11 be the algebra of all polynomials in I and g, and "U I its uniform
closure on K . Then "l11 satisfies (I). Hence the assertion of Theorem 12.1 is
valid for "l11 • This implies in particular that

A = {p EJI("l1 d II (p) = z}

is a finite set. But each Pj induces a point of JI("l1d, and since g separates the
Pj' these points are distinct. Thus A is infinite, which is a contradiction.
HenceI -I(z) was finite, and so Theorem 11.2 applies as before. Thus hypothe
sis (I) was irrelevant. Q.E.D.

NOTES

Theorem 12.1 in the special case when n is an annulus and K a concentric
circle in n is due the author, The maximum principle for bounded functions,
Ann. Math. 69, No.3 (1959). In a more general form than the one given here,
it is proved in E. Bishop, Analyticity in certain Banach algebras, Trans. Am.
Math. Soc. 102 (1962), and in Holomorphic completions, analytic continua
tions and the interpolation of seminorms, Ann. Math . 78 (1963). The proof
given here is the one in the latter paper. An independent proof of the theorem
is due to H. Royden, Algebras of bounded analytic functions on Riemann
surfaces, Acta Math. 114(1965).
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Approximation on Curves in en

Let K be a simple closed curve (homeomo rphic image of a circle) in en,
and J a Jordan arc (ho meomo rphic image of a closed inte rval) in en. We wish
to describ e the polynom ially convex hulls h(K) and h(J ).

For n = 1 this description can be given at once . (What is it?)
For n > 1 we need the noti on of an "analytic variety," which, roughly

spea king, is a subset of en locally definable by analytic equations.
Definition 13.1. Let Q be an open set in en and V a relatively closed subset

of Q. V is an analytic subvariety ofQ iffor each XO E V we can find a neighbor
hood N of X O in en and functions ¢ I"' " ¢ s E H(N) such that

V n N = {x E NI¢ix) = O,j = 1, .. . , s}.

The reader may consult the book of Gunning and Rossi [30, Chaps, II and
III], for a good introduction to the subject of analytic varieties. Here we shall
only encounter analytic varieties whose complex dimension equals 1.

Definition 13.2 Let V be as above and fix XO E V. Assume that after some
ana lytic change of coordinat es in a neighborhood N of X O to new coordinates
ZI " ' " Zn , we have for some integer k,

Vn N = {x ENIZix) = O, j = 1,2, ... , n - k }.

Then X O is a regular point on V. k is independent of the choice of coordinates
and is the dimension a! Vat x". We say that V has dimension k ifat each regular
point of V the dim ension is k.

Note that the set of regular points on a one-dimensional analytic sub
variety V constitutes a (possi bly disconnected ) Riemann surface, and that the
complement of this is in V is a discrete subset of V.

Now choose a and b with a < 1 < b and let W be the annulus a < [z] < b.
Let r be the circle [z] = 1. Let!I ' . . . I nbe functions ana lytic in W and assume
the j, together separate points on W Denote by K the image in enof r under
the map z ~ (!I(Z), . . . ,fn(z)).

A set K obtained in this way we call an ana lytic curve in en.

THEOREM 13.1

L et K be an analytic curve in en. Then h(K) '" K is a one-dimensional
analytic subvariety ofsome open set in en.

N ote. h(K)"'-K may be empty. (Give an example.)
Proof Let~ be the algebra of all polynomials in!I, ' " I n, regarded as an

algebra of functions on W Let W denote the uniform closure of Wo on r .
Theorem 12.1 then applies and yields that if AI = At (W), then every point in

77
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~"r has a neighborhood in ~ which is a finite union of analytic disks.
(Recall Definition 11.1.)

EachJj may be regarded as a continuous function on~, and theJj together
separate points on~.

The image of ~ in en under the map f :M -+ (fl (M), ... , j,,(M)) is h(K).
(Why?)

Fix x? E h(K)"K. Then 3Mo E ~"r withf(MO) = x'' . Let U be a neigh
borhood of MO in ~ which is a finite union of analytic disks, D1> • • • , Di:
Then the union ofthef(Dj),j = 1, . .. , k, is a neighborhood U* of XOin h(K).

Fix j, 1 ::; j ::; k. By the definition of an analytic disk, 3 a one-to-one
continuous map <I> from 1).1 < 1 onto Dj such that h(<I» is analytic in IAI < 1
for every hEm. Define Zi()') = };(<I>().)), i = 1, . .. , n. Then the map ). -+

(z1(A), . . . , zn(A)) is a one-to-one continuous map of IAI < 1 onto f(D j), and
each z, is an analytic function in IAI < 1.

Denote by B(x, r) the open ball in en of center x and radius r.
*Exercise 13.1. Fix j and put D = Dj. For small s > 0, f(D) r, B(xO, e)

is a one-dimensional analytic subvariety of B(xO, e).
Exercise 13.2. For small e > 0, U* n B(xO, e) is a one-dimensional

analytic subvariety of B(xO, e).
Let Q be the union of all the balls B(xO, e) obtained in Exercise 13.2 as XO

varies over h(K)"(K). We may assume that each B(xO, e) is disjoint from
K . Hence h(K)" K is a closed subset of Q, and, by choice of the B(xO, e),
h(K)" K is a one-dimensional analytic subvariety of Q. Q.E.D.

Now let W be an open neighborhood in e of the unit interval I :°::; x ::; 1,
let f1> .. . ,j" be functions analytic in ~ and assume that the Jj together
separate points on W Denote by J the image in enof I under the map
Z -+ (fl(Z), .. . ,fn(z)),

A set J obtained in this way we call an analytic arc in en.

THEOREM 13.2

Let J be an analytic arc in en. Then J is polynomially convex.

COROLLARY

Let J be an analytic arc in en. Then P(J) = C(J).
Definition 13.2. Let X be a compact set in en.Ro(X) is the set of allf E C(X)

such that 3 polynomials A and B, with B =f°on X andf = AlB on X.

LEMMA 13.3

Let X be a compact set in en such that Ro(X) is dense in C(X). Fix XO E

en"X. Then 3 polynomial F with F(xO) = °and F =f°on X.
Proof Suppose not. Then every polynomial vanishing at XO has a zero on

X. So iff = AlB E Ro(X), then B(xO) =f 0. We define a map <p :f -+ A(x° )/



A P PRO X I MAT ION 0 N CUR V E SIN en 79

B(xO) from Ro(X) -> e. ¢ is well defined and 1¢(f)1 ::;; maxylj"]. (Why ?)
¢ is then a bounded homomorphism of Ro(X) -> e and so extends to a
homomorphism of C(X) -> e.Hence 3x l E X with ¢(f) = f(x l

) , all f E C(X).
Lettingfbe the coordinate functions Zj' we conclude that XO = x' . This is a
contradiction. Q.E.D.

LEMMA 13.4

Let J be an analytic arc in en. Then Ro(J) isdense in C(J).
Proof Fix a coordinate function Zk and put S = Zk(J). Since S is the

analytic image of an interval, S has plane measure O. It follows by Theorem
2.8 that 3 rational functionsj, with poles off S and limv~ cxJv(O = '" uniformly
on S.

For each v.]; 0 Zk E Ro(J). Hence Zk lies in the uniform closure of Ro(J) on
J. By the Stone-Weierstrass theorem we get the assertion.

Proofof Theorem 13.2. Put V = h(J)"'-.J. We must show that V = 0 .
The proof of Theorem 13.1 applies to analytic arcs just as well as to

analytic curves, and so V is an analytic subvariety of an open set Q in en.
Fix a regular point X O E V. By Lemmas 13.3 and 13.4, 3 polynomial F

with F # 0 on J and F(xO) = O.
Fix a regular point XO E V. By Lemmas 13.3 and 13.4, 3 polynomial F with

F # 0 on J and F(xo) = O.
Since J is a smooth arc, J has arbitrarily small simple connected neighbor

hoods in en. (Why?) Choose such a neighborhood V with F # 0 in U.
Then 3H E C(U) with F = eH in U.

Next define v" as the subset of V consisting ofall points whose distance from
J ~ 8. v" is compact and its boundary in V lies in V , if 8 is small. Since V is a
one-dimensional analytic variety, it is easily seen that we can find a compact
set ~ with v" c ~ c V such that the boundary of J.¥" in V, o~ , is a finite
union of simple closed curves and oJ.¥" c U. For small 8, XO E J.¥" .

Exercise 13.3. Let V be a one-dimensional analytic subvariety of a region
n in en and ¢ E H(Q). Let W be an open subset of V whose boundary 0W is
a finite union of simple closed curves oriented positively with respect to l¥.

Show the following :IfXO E Wand XO is a regular point of V and if ¢(XO) = 0
and ¢ # 0 on oJv, then var arg ow¢ # O.

Hint. Make a suitable triangulation of Wand use the argument principle
on each triangle.

Recall that F = eH in V and hence on oJ.¥" .It follows that var argowtF = 0,
whence, by Exercise 13.3, F cannot vanish at x", This contradiction shows
that V = 0, as desired.

Proof of Corollary. Since J is polynomially convex and every f E Ro(J) is
holomorphic in a neighborhood of J, Ro(J) c P(J) by the Oka- Weil theorem.
But Ro(J) is dense in C(J) by Lemma 13.4. Hence P(J) = C(J), as claimed.

For an arc J in the complex plane, P(J) = C(J) whether or not J is analytic,
by Theorem 2.11. For n > 1, Theorem 13.2 no longer holds for arbitrary
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arcs (homeomorphic images of a closed interval) in en. We shall give an
example in e3

.

If y is an arc in the plane, denote by 21y the algebra of functions continuous
on the Riemann sphere SZ and analytic on SZ"" y. For smooth arcs y, my
reduces to the constants. It is not clear , a priori, whether or not there exist
arcs y such that 21y contains nonconstant functions .

LEMMA 13.5

If» has positive plane measure, then mycontains enough functions to separate
point s on SZ.. in fa ct, three funct ions in mydo so.

Note. To obtain an arc y having positive plane measure one can proceed
like this: Choose a compact, totally disconnected set E on the real line,
having positive linear measure. E x E is then a compact, totally disconnected
subset of RZ having positive plane measure. Through every compact, totally
disconnected subset of the plane an arc may be passed, as was shown by
F. Riesz [Sur les ensembles discontinus, Compt. Rend. 141 (1905),650] ; y can
be such an arc .

The first example of an arc of positive plane measure was found by Osgood
in 1903 by a different method.

Proof Put

F(() = f dx dy .
yZ - (

F(O -+ 0 as ( -+ 00 and lim~_ oo ( . F(() # O. (Why?) Hence F is not a constant.
Fix (0 E y. The integral defining F( ( o) converges absolutely. (Why?) We
claim that F is continuous at (0' For put

[z] < R,

[z] > R

for R some large number. Then g E L1(Rz).

IF(O - F((o)1 s JJz ~ (- z ~ ( JdXdY

= fIg(z - 0 - g(z - (0)1dx dy -+ 0 as (-+ (0 '

since gEL l(R Z
) . Hence the claim is established. Thus F E qSZ), and since F

evidently is analytic on SZ"" y, F E A y •

Fix now a,b E SZ"" y with F(a) # F(b) . Then Fz,F3 E A y , where

Fz(z) = F(z) - F(a) ,
z-a

F(z) - F(b)
F3(z) = b 'z-
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Fix distinct points ZI' Z2 E S2. It is easily checked that if F(zd = F(Z2), then
either F 2 or F 3 separates z I and z2 ' Hence F, F 2, and F 3 together separate
points on S2. Q.E.D.

We now define an arc Join e3 as the image of a given plane arc y having
positive plane measure under the map ( --+ (F((), F z{() , F 3(0).

THEOREM 13.6

J° is not polynomially convex in C:'. Hence P(J0) f= C(J0)'
Proof Fix ( 0 E S2",y. Then x" = (F((o), F z{(o), F 3((0)) ¢ J 0' Yet if P is any

polynomial on c-,
IP(xo)1 :::; maxlf'[.

J o

For1 = P(F, F2, F3 ) E A y, so by the maximum principle

1/((0)1 :::; maxlj'[,
y

as asserted. Hence XO E h(J0) " J 0 ' and we are done.
*Exercise 13.4. If ¢ is a nonconstant element of P(J0), then ¢(J0) is a

Peano curve in C, i.e., contains interior points. In particular, the coordinate
projections of J 0, Zk(J0), are points or Peano curves.

NOTES

Theorems 13.1 and 13.2 were first proved by the author, The hull of a curve
in en, Ann. Math . 68(1958). They were generalized and given new proofs by
E. Bishop and H. Royden in the papers cited in the Notes for Section 12.
The hypothesis of analyticity was weakened to differentiability by E. Bishop
(unpublished). A proof for the differentiable case was given by G. Stolzenberg,
Uniform approximation on smooth curves, Acta Math . 115 (1966). We have
followed Stolzenberg in the proof of Theorem 13.2. Various other generaliza
tions of Theorems 13.1 and 13.2 have also more recently been given by other
authors, in particular by L. A. Markusevic, J.-E . Bjork, and H. Alexander.
Lemma 13.4, for differentiable curves, is due to H. Helson and F. Quigley,
Existence of maximal ideals in algebras of continuous functions, Proc. Am.
Math. Soc. 8 (1957).

The example of an arc Join e3 which is not polynomially convex is due to
the author, Polynomial approximation on an arc in c-, Ann. Math . 62 (1955).
The nonconstant function F in A y used in Lemma 13.5 was found by Denjoy.
A modification of the construction of J°which provides a nonpolynomially
convex arc in e2 is due to W. Rudin, Subalgebras of spaces of continuous
functions, Proc. Am. Math . Soc. 7 (1956). The fact that for every arc J c C,
P(J) = C(J), was first proved by J. L. Walsh in [72]. For an exposition of
work related to this Section the reader may consult Gamelin's paper [27].
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Uniform Approximation on Disks in en

As the two-dimensional analogue of an arc in en, we take a disk in en
defined as follow s. Let D be the closed unit disk in the ( -plane and letj], ,fn
be continuous functions defined on D. Assume that the map ( --+ (f1(0, ,
fn(O) is one to one on D. The image Dof D under this map we call a disk in e n.

Our problem is to give conditions on D in order that P(D) = C(D). A
necessary condition is

(1) Dis polynomially convex in en.

Condition (I) is clearly not sufficient.
We make the simplifying assumption that

(2)

When f 2' ... ,fn are merely assumed continuous, we do not know sufficient
conditions. Let us now suppose th at thejJ have continuous first parti als in a
neighborhood of D; i.e., ( = ( + iIJ and ojJ!o~ and ojJ!OIJ exist and are
continuous. Then

THEOREM 14.1

Assume (I) and (2), and that

oJ:
(3) for every ( 0 E D, ot ((0) #- 0 for some j.

Then P(D) = C(15).
Note. The conclusion is equivalent to saying that the space of polynomials

in f 1,f2' .. . ,fn is den se in C(D) . Observe that if (3) fails for each (0 in some
open subset of D, then every function that is a un iform limit on D of poly
nomials in f1' . . . ,fn is analytic there, whence P(D) #- C(D). Condition (3)
is thus a natural restriction .

LEMMA 14.2

Fix a in D. 3 a neighborhoodQ of15 in en and 3h E H(Q) such that

(4) h = (Zl - a)h1 in Q with h 1 E H(Q), and

n n -(5) 3 a circular sector T : -4:::;; () :::;; 4,0 :::;; r :::;; s such that h(D) r. T = {O}.

Proof. By (3), 3f = jJ, 1 :::;; j :::;; n, withf~a) = of/o~(a) #- O. If (E D,

f(() = f(a) + fc(a)(( - a) + f~a)(~ - ti) + OO( - al).

82
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Then

(( - a)(f(() - f(a) - !r;(a)(( - a)) = I( _ al2 + OO( _ aI 2).

fr,(a)

Put

(
Zj - f(a) - f~a)(ZI - a))

g(ZI"'" Zn) = -(ZI - a) !r,-{a) .

Thus for (ED

Hence g is a polynomial such that

(6) g(y) = 0,

and

(7) Re g(x) < 0 for xED"{y} and x in some neighborhood U of y in en.
Because of (7) we can find an open set V in en such that

U u V ~ D and Re g < 0 in U r, V.

Also jj is polynomially convex by (1). By Lemma 9.4, 3¢ E H(U), t/J E H(V)
with

logg = t/J - ¢ in U {\ V,

where we may have had to shrink U and V a bit first. Hence ge" = e'" in
U (\ V. The right side E H(V) and the left side E H(U). Hence the function
h defined by

h = e'" in V, h = ge4> in U

is holomorphic in U u V . Put k = e4>. Then

(8)

(9)

h = kg in U, k E H(U) and k # 0 there.

h # 0 on D"{y}.

Since Z I - a # 0 on jj except at y, we may assume without loss of generality
that Z I - a # °in V. Put

h
hI =--.

ZI - a

Then h , E H(V). Also g/(zl - a) is a polynomial, and so by (8) hI E H(U).
Hence h, E H(U u V).

Putting Q = U u V, we see that (4) holds. Without loss of generality,
k(y) = 1. By (8), h - g = (k - 1)g, whence

1
(10) Ih - gl < j2lgl



(11)

(12)
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in some neighborhood U 1 of y with U 1 c U, except at y . Fix x in Uland
x ¥- y. By (7) Re g(x ) :::;; O. Hence for w in the sector - nl4 :::;; arg w :::;; n14,

[w - g(x)1 ~ (11j2)lg(x)l . Because of (10), this means that h(x) lies outside
the sector.

On the other hand, l5 ""-. U1 is a compact subset of l5 avoiding y. By (9)
h ¥- 0 on l5 ""-. U l ' and so for some s > 0, Ihl > e on l5 ""-. U i - Hence everywhere
on l5 ""-. {y} toe value of h lies outside the sector T given in (5), whence (5)
holds. Q.E.D .

Denote by 21 the uniform closure on D of the algebra of polynomials in
fl>' " ,In·Again fix a in D.

LEMMA 14.3

3<Pn E 21, n = 1,2, . . . with

!~~ <Pn(() = ( ~ a' (E D""-.{a}.

b
l<Pn(()1 :::;; K_ ai' all ( E D, all n, where b is a constant.

Proof. With h and hi as in (4), put

1
I/Jn(Z) = hl(z) h(z) _ lin

Since hi and hare holomorphic in a neighborhood of l5 and h(z) ¥- lin in
some neighborhood of l5 for n large, by (5), t/Jn is holomorphic in a neighbor
hood of l5 for n large. Hence the restriction of t/Jn to l5 lies in P(l5), using the
fact that l5 is polynomially convex. Putf(() = (fl ((), . . . , fio) . It follows that
t/Jn(f) E 21. Put <Pn(() = t/Jn(f(O), ( E D. Thus <Pn E 21. Also for ( E D, ( ¥- a,

!~~ <Pn(() = !~~ hl(f(O) (( _ a)hl(~(O) _ lin

1
= (- a'

using (4).
3 constant c such that for w outside T , defined in (5), and for all n

By (5) it follows that

Ih(f(()) - ~ I~ clh(f(o)l, ( E D,
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or

Ih(f((») - ~ I~ cl( - allh 1(f((»)I,

whence

I I
l4>n(()1 ~ ~ I( _ ai' ( E D.

Thus (II) and (12) hold. Q.E.D.

Proof of Theorem 14.1. It suffices to show that ~ = C(D).
Consider a measure lion D orthogonal to ~. We shall show that J1 = O.
We know by Lemma 2.4 that SdlJ1l(z)/1( - al < 00 for almost all a in D.

Fix such an a. Choose 4>n as in Lemma 14.3. By (12), then, 4>n E L 1(1J11), and by
(II) and (12), 4>n ~ 1/( - a pointwise on D"" {a} and dominatedly with
respect to 1111 . Hence

Since 4>n E ~ and J1 J... ~, the right-hand side is 0 for all n. Hence

for almost all a in D.

Also, since ( E ~( , 1/( - a E ~( for lal > I and so

for lal > 1.

Hence

for almost all a in C,

and so J1 = 0 by Lemma 2.7. We are done.
Note. We did not use the full strength of (3) in the proof, but only that (3)

holds for almost all (0 E D.
The natural question arises : What higher-dimensional analogues can be

given for Theorem 14.1 , with disks replaced by compact sets lying on smooth
submanifolds of en whose real dimension is > 2? To answer this question,
entirely new techniques are required. Up to now we have been able to base all
our applications of the a -opera tor on the simple properties of that operator
proved in Sections 6 and 7.

For the higher-dimensional generalizations of Theorem 14.1 we shall need
a much deeper study of the a-operator, made since 1958 by Morrey, Kohn,
and Horrnander. We shall develop the necessary machinery in Section 16
and apply it in Section 17.
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NOTES

Theorem 14.1 is due to the author, Pol ynomially convex disks , Math. Ann.
158 (1965). Only the case n = 2 is treated there, but the method is the same
as that given here for generaln. The use made of the Cauchy transform of a
measure in the proof of the theorem goes back to E. Bishop's work on
rational approximation in the plane. Theorem 14.1 was extended from disks
to arbitra ry smooth 2-manifolds by M. Freeman, Some conditions for
uniform approximation on a manifold, Function Algebras, Scott , Foresman,
Glenview, IIl., 1965.
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The First Cohomology Group of a Maximal
Ideal Space

Given Banach algebras ~l and ~2 with maximal ideal spaces J/{ 1 and J/{ 2,

if~l and ~2 are isomorphic as algebras, then u'lt 1 and J/{ 2 are homeomorphic.
It is thus to be expected that the topology of J/{(~) is reflected in the algebraic
structure of~, for an arbitrary Banach algebra ~.

One result that we obtained in the direction was this: J/{ is disconnected
if and only if~ contains a nontrivial idempotent.

We now consider the first tech cohomology group with integer coefficients,
H1(u'It, Z), of a maximal ideal space A .

For decent topological spaces tech cohomology coincides with singular
or simplicial cohomology. We recall the definitions. Let X be a compact
Hausdorff space. Fix an open covering !lit = {Va} of X, a running over some
label set. We construct a simplicial complex as follows: Each U; is a vertex,
each pair (Va , V p) with Van V p -# 0 is a i- simplex, and each triple
(V a, V p, V y) with U; n Vpn V y -# 0 is a 2-simplex . Ap-cochain (p = 0, 1,2)
is a map c" assigning to each p-simplex an integer, and we require that cP

be an alternating function of its arguments ; e.g., c1(Vp, V a) = -c1(Va, V p).
The totality of p-cochains forms a group under addition, denoted cP(!lIt).
Define the coboundary b: CP(!lIt ) -> cP+ 1(!lIt) as follows : For CO E CO(OlI),

(U, ; V p) a I-simplex ,

For c1
E C1 {J1I),(Va, V P' V y) a 2-simplex,

c5c 1(V" , o; V y) = c1(V" , Vp) + c1(Vp, V y) + c1(V y , V a).

C 1 is a l-coc ycle if be1 = 0. The set of all l-cocycles forms a subgroup ;!Z1 of
C1(!lIt), and bCO(OlI) is a subgroup of ;!Zl. We define H1(!lIt, Z) as the quotient
group ;!Zl (!lIt )/bCO(OlI). We shall define the cohomology group H1(X, Z) as
the "limit" of H1(!lIt, Z) as !lit gets finer and finer. More precisely

Definition 15.1. Given two coverings !lit and o" of X , we say" 1/" is finer
than !lit" (1/" > !lit) if for each v;, in 1/"34>(a) in the label set of !litwith v;, c V<!>(aj ·

Note . 4> is highly non unique.
Under the relation > the family !F of all coverings of X is a directed set.

We have a map

of this directed set to the family of groups H 1(!lIt, Z).

87
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For a discussion of direct systems of groups and their application to
cohomology we refer the reader to W. Hurewicz and H. Wallman, Dimension
Theory (Princeton University Press, Princeton, N.J., 1948, Chap. 8, Sec. 4)
and shall denote this reference by H.-W.

To each pair 0/1 and 1/ of coverings of X with 1/ > 0/1 corresponds for
each p a map p :

where pcP(V,o' v", ..., V,p) = cP(U</>(ao), · · · , U</>(ap)' ¢ being as in Definition
15.1.

LEMMA 15.1

p induces a homomorphism K'IJ·f : HP(O/I, Z) --> HP("Y, Z).

LEMMA 15.2

K'IJ·f depends only on 0/1 and "Y, not on the choice of¢.
For the proofs see H.-W.
The homomorphisms K "Il·f make the family {HP(O/I, Z)IO/I} into a direct

system of groups.
Definition 15.2. H1(X, Z) is the limit group of the direct system of groups

{H1(0/I, Z)IO/I} ·
:I a homomorphism K"Il:H 1(0/I, Z) --> H1(X, Z) such that for 1/ > 0/1 we

have

(I)

(See H.-W.)
Our goal is the following result: Let 121 be a Banach algebra. Put

ill - 1 = {x E Illix has an inverse in 121}

and
exp ill = {xE I21lx = eY for some y E 121} .

ill- 1 is a group under multiplication and exp III is a subgroup of Ill- I .

THEOREM 15.3 (ARENS-ROYDEN)

Let vi! = vI!(I21). Then H1(vI! , Z) is isomorphic to the quotient group
121- 1jexp 121.

COROLLARY

If H1(vI!, Z) = 0, then every invertible element x in 121 admits a representa
tion x = eY, y E 121.

Exercise 15.1. Let 121 = C(r), I' the circle . Verify Theorem 15.3 in this
case.
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Exercise 15.2. Do the same for m: = C(I), I the unit interval.
In the exercises , take as given that H1(r, Z) = Z and H1(I, Z) = {O}.

THEOREM 15.4

Let X be a compact space. :3 a natural homomorphism

such that '1 is onto and the kernel ofn = exp C(X).
Proof Fix f E C(X)-l . Thus f #- 0 on X . We shall associate to f an

element of H1(X, Z), to be denoted '1(f).
Let iJIt = {U~} be an open covering of X . A set of functions g~ E C(U~) will

be called (f, iJIt)-admissible if

(2)

and

(3) for x ,y in U~ .

Such admissible sets exist whenever f( U~) lies, for each IX, in a small disk
excluding O. Equations (2) and (3) imply that gp - g~ is constant in Ua n Up.

Now fix a covering iJIt and an (f, iJIt)-admissible set g~ . Then :3 integers h~p

with

The map h: (U., Up) --+ h~p is an element of C1(iJIt); in fact, h is a l-cocycle.
For given any l-simplex (U~ , Up, Uy)

bh(U~, Up, Uy) = h~p + hpy + hy~

at each point of U~ n Up n Uy.
Denote by [h] the cohomology class of h in H1('JII , Z).

(4) [h] is independent of the choice of {g~} and depends only onfand iJIt.

For let {g~} be another (f, iJIt)-admissibleset. By (2) and (3), :3k~ E Z with

The cocycle h' determined by {g~} is given by

h~p = h'(U~, Up) = -2
1

.(gp(x ) - g~(x»
1tl
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h~p = h~p + (jk,

whe re k is the O-cochain in CO(q/) defined by k( U~) = k~ . Thus [h'] = [h] , as
desired .

We define

YJ 'fJ(f) = [h]

and

YJ(f) = K'fJ([h]) E H1(X, Z).

Using (1) we can verify that YJ( f) depends only on f, not on the choice of the
covering OU.

(5) YJ maps qX) -1 onto H1(X, Z).

To prove this fix ~ E H1(X, Z). Choose a covering OU and a cocyle h in
C1 (OU) with K'fJ([h]) = ~ . Put hV/l = h(U., U/l)' Since X is compact and so an
arbitrary open covering admits a finite co vering finer th an itself, we may
ass ume that OU is finite, OU = {U I ' U2' . . . , Us}.

Choose a partition of unity X~, r s 1X.:s; S, with sUPPX~ c: U~, X~E C(X),

and L~ = 1 X~ = I. F or ea ch k define

s

gk = 27ti L hvkXv(x)
v = 1

where we put hVk = 0 unl ess U; meets Uk' Then gk E quk). Fix x E Uj n Uk'
N ote th at unless U,. meets U; n Uj , X,.(x) = O. Then

Since h is a l-cocycle, hkv + h,'j + hjk = 0 whenever Uk n U; n Uj ¥- 0 .
Hence in U j n Uk>

gk - gj = 27tiLXvhjk = 27tihjk·
v

Define fa. in U~ by f~ = e8• • Then f~ E qu~) and in U~ n Up,

Thu s j, = f p in U~ n Up, so th e different j, fit together to a single function
f in qX). Also ,

I, = eg
• in U~ and gp - g~ = 27tih~p in U; n Up.

From thi s a nd the definition of YJ , we can verify that YJ(f) = K'fJ([h]) = ~ .

(6) Fix fin the kernel of YJ . Then j'e exp q X).
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For 1J(f) is the zero element of H1(X, Z). Hence 3 covering v such that if
h is the cocycle in C1(1/') associated to f by our construction, then the
cohomology class of h is 0; i.e., if

f = e" in V a'

then 3H E CO(1/') such that

gp - ga = 2ni(Hp - H a) in v;, (l Vp.

Then

gp - 2niHp = ga - Lnili; in Va (l Vp.

Hence 3 global function G in C(X) with G = ga - Znill, in v;, for each IJ(.

Then f = e", and we are done.
Since it is clear that IJ vanishes on exp C(X), the proof of Theorem 15.4 is

complete.
Note. We leave to the reader to verify that IJ is natural.
Now let X be a compact space and .P a subalgebra of C(X). The map IJ

(of Theorem 15.4) restricts to 'p- 1 = {f E .PIli f E .P} , mapping 'p - 1

into H 1(X, Z) .
Definition 15.3. .p is full if
(a) IJ maps se:: onto H1(X, Z).
(b) x E 'p- 1 and 'l(x) = 0 imply 3y E.P, with x = e',

Next let X be a compact polynomially convex subset of en.
Definition 15.4. JIl'(X) = {f E C(X)13 neighborhood V of X and 3F E H(V)

with F = f on X} .
£(X) is a subalgebra of C(X).

LEMMA 15.5

JIl'(X) is full .
Proof Fix y E H1(X, Z). Then 3 a covering iJII of X and a cocycle hE C1(iJII)

with K<¥t([h]) = y.
Without loss of generality, we may assume that

iJII = {Va (l XII ~ IJ( ~ s}, each U', open in en.
(Why?)

For each IJ( choose Xa E Co(Ua), with L~= 1 Xa = I in some neighborhood
N of X . Put haP = h(Va (l X , V p (l X) E Z. Fix IJ( and put for x EVa'

s

ga(X) = 2ni L hvaXv(x),
v= 1

where hva = 0 unless V v (l U; =I- 0 .Then ga E C 'J(Va), and, as in the proof of
Theorem 15.4, we have in U; (l V p (l N,

(7)
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Hence agp - ag~ = 0 in U~ n Up n N , so the ag~ fit together to a a-closed
(0, I)-form defined in N.

By Lemma 7.4 :I a p-polyhedron Il with X c Il c N . By Theorem 7.6
:I a neighborhood W of IT and U E COO(W) with

(8)

Put JI;, = U. n W, 1 ~ a ~ s. Then !JfI = {JI;, n XII ~ a ~ s}.
Put g: = g. - u in JI;,. Then g: E H(V.), by (8). Also, by (7),

-2
1

. (gp - g:) = -2
1

. (gp - g.) = h.p in JI;, r, Vp.
m m

Definef= eg~ in JI;, for each a. In JI;, n Vp the two definitions offare

eg~ and eg;' = eg~ + 2njh,.p = eg~.

Hence f is well defined in U. JI;, and holomorphic there, so fix E Yf(X)
and, in fact, E (Yf(X)) -I.

gp - g~ = 2nih.p, whence Yf(f) = K'1l([hJ) = y. We have verified (a) in
Definition 15.3.

Now fix f E (Yf(X)) - 1with Yf(f) = O. Let F be holomorphic in a neighbor
hood of X with F = f on X .

Since Yf(f) = 0, Yf '1l(f) = 0 for some covering 0/1. Choose a covering of X
by open subsets ~ of en, I ~ a ~ s, such that

(9) "If' > 0/1.

(10) :lG. E H(~) with F = eGo in ~.

(11) IG.(x) - G.(y)1 < n for X,YE~ .

(12) If W. n Wp # 0, then W. n JoVp meets X.

Let "/f' = { ~ n X II ~ a ~ s}. Yf'1l(f) = 0, so Yf1Y(f) = O. Hence :I
integers k; such that if (~ n X) n (Wp n X) # 0, then in (~n X) n
(Wp n X),

(13)

Now fix a and f3 with ~ n Wp # 0. By (12),(~ n X) n (Wp n X) # 0 .
Hence, by (13),

Also, because of (10) and (11),

Gp - G. is constant in ~ n Wp•

Hence
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or

Gp - 2rrikp = G, - 2rrika in It;. n Wp•

Hence 3G E H(UaIt;.) with G = G, - Znik; in It;. for each «: Then

G ' UF=e In It;..
a

Since Glx E Yl'(X), we have verified (b) in Definition 15.2. So the lemma is
proved.

LEMMA 15.6

Let 2 be afinitely generated uniform algebra on a space X with X = ~{{(2).

Then 2 is full [as subalgebra of C(X).]
Proof By Exercise 7.3 it suffices to assume that 2 = P(X), X a compact

polynomially convex set in en.
By the Oka-Weil theorem Yl'(X) c P(X). Fix y E H1(X, Z) . By the last

lemma, 3f E (Yl'(X)) -l with 1J(f) = y. Then f E (p(X)) -l . Thus IJ maps
(P(X)) -l onto H1(X, Z) . Now fix f E (P(X)) -l with 1J(f) = 0, and fix I': > O.
Choose a polynomial g with

Ilg - !II < I': < inf'[j"],
x

the norm being taken in P(X). Put h = (f - g)1f Then Il hll < I and g =
f(l - h). Hence 1 - hE exp C(X) (why ?) and so 1J(l - h) = O. Hence

lJ(g) = 1J(f) = O.

But g E (Yl'(X)) - 1, whence by the last lemma 3g0 E Yl'(X) with g = ego.
Also, 1 - h = ekforsomek E P(X), since Ilhll < 1.(Why ?) Hence f = eg -k,

so f E exp(P(X)). Thus P(X) is full. Q.E.D.

To extend this result to a uniform algebra m: that fails to be finitely gener
ated, we may express m: as a "limit" of its finitely generated subalgebras. For
this extension we refer the reader to H. Royden, Function algebras, Bull.
Am. Math. Soc. 69 (1963),281 - 298. The following is proved there (Proposition
11):

LEMMA 15.7

Let 2 be an arbitrary uniform algebra on a space X with X = ..41(2).
Then 2 isfull.

Proofof Theorem J5.3. Put X = ..41 and let 2 be the uniform closure ofm:
on X. Then X = .A (2 ). By Lemma 15.72 is full [as subalgebra of C(X)].

Let x E m: - 1. Then x E (C(X)) -;. Define a map <I> ofm: - 1 into H1(X, Z) by

<I>(x) = lJ(x).
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We claim <I> is onto H 1(X, Z) . Fix y E H 1(X, Z) . Since 2 is full, 3f E 2 - 1 with
1J(f) = y. Choose G > 0 with infxlfl > G, and choose g E 2I with Ig - fl < G

on X. Then g E 2I- 1, g = fO - U - g)/ f), and supxlU - g)/fl < 1.
Hence 3b E C(X) with 1 - (f - g)/f = e", and so 1J(g) = 1J(f) = y. Thus
<I>(g) = y, so <I> is onto, as claimed.

Next we claim that the kernel of <I> = exp 2I. Since one direction is clear,
it remains to show that x E 2I- 1 and <I>(x) = 0 implies that x E exp 2I.

Then fix x E 2I- 1 with <I>(x) = lJ(x) = O. Since 2 is full and x E 2- 1,
3F E 2 with x = e'',Since F is in the uniform closure of2I , eF is in the uniform
closure of functions e", h E 2I.

Hence 3g = e" with h e 2I and

Ix - gl < tinnxl on X .
x

Then

1 3 1
so Ig! < "2. infxlxl ·

Hence uniformly on X ,

11 - xg - 11 = Ix - gl . Ig- 11 < t .
It follows that for large n, 11(1 - xg- 1 )"11 1/" < l and so the series

00 1- I - (1 - xg- 1)"
1 n

converges in 2I to an element k. Since

00 1
10g(1 - z) = - I - z",

1 n
[z] < 1,

k = log(xg - 1), so that xg - 1 = ek
• Hence x = ek + h E exp 2I. Hence the kernel

of <I> is exp 2I, as claimed.
<I> thus induces an isomorphism of2I- l/exp 2I onto H 1(X, Z), and Theorem

15.3 is proved.
Note. No analogous algebraic interpretation of the higher cohomology

groups HP(JIt, Z), P > 1, has so far been obtained. However, one has the
following result :

THEOREM 15.8

Let 2I be a Banach algebra with n generators. Then HP(JIt, C) = 0, P ~ n.
This result is due to A. Browder, Cohomology of maximal ideal spaces,

Bull . Am . Math . Soc . 67(1961),515-516. Observe that if 2I ha s n generators,
then JIt is homeomorphic to a subset of C" and hence that the vanishing of
HP(JIt, C) is obvious for P ~ 2n.
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NOTES

For the first theorem of the type studied in this section (Theorem 15.4)
see S. Eilenberg, Transformations continues en circonference et la topologie
du plan, Fund. Math. 26(1936) and N. Bruschlinsky, Stetige Abbildungen und
Bettische Gruppen der Dimensionszahl 1 und 3, Math. Ann . 109 (1934).
Theorem 15.3 is due to R. Arens, The group of invertible elements of a
commutative Banach algebra, Studia Math. 1 (1963), and H. Royden, Func
tion algebras, Bull. Am. Math . Soc. 69 (1963). The proof we have given follows
Royden's paper.
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The a-Operator in Smoothly Bounded Domains

Let 0 be a bounded open subset of en. We are essentially concerned with
the following problem: Gi ven a form I of type (0, 1) on 0 with al = 0, find
a function u on 0 such that au = f

In order to be able to use the properties of operators on Hilbert space in
attacking this question, we shall consider L 2-spaces rather than (as before)
spaces of smooth functions.

L 2(0) denotes the space of measurable functions u on 0 with Snlul 2dV <
00, where dV is Lebesgue measure.

L5., (0) is the space of (0, 1)-forms

n

1= L jjdz j ,
j= ,

where eachjj E L 2(0). Put 1112 = L'J=,1jjI2.Analogously, L 5.z(0) is the space
of (0, 2)-forms

<P = L <Pij dZ i 1\ dzj ,
i < j

where each <Pij E L 2(0).
We shall define an operator To from a subspace of L 2(0) to L L(O) such

that To coincides with aon functions that are smooth on n.
Definition 16.1. Let U E L 2(0). Fix k E L 2(0) and fix j, 1 s j s n. We say

~=k
aZj

if for all g E CO'(O) we have

- r U aa! dV = r gk dV.In Zj In

Note. Thus k = aujazj in the sense of the theory of distributions. If u is
smooth on n, then k = aujazj in the usual sense .

Definition 16.2

'?}To = {U E L2(0)1 for eachj, 1 .:s; j s n 3kjE L2(0) with :;j = kj}.

96
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Fix Li= \ Jjdzjwith each Jj E L2(0). OJj/OZkand ofdo zjare defined as distribu
tions.

Definition 16.3

g Sa = {f = j~ JjdzjE LLI:~ -~: EL2
(0 ), allj'k} '

ForfE £zJso'

Note that So coincides with aon smooth forms f Note also that if u E g To'

then Tou E g so' and

(1) So ' To = 0.

and

Now let 0 be defined by the inequality p < 0, where p is a smooth real
valued function in some neighborhood of Q. Assume that the gradient of
p#-O on 00. We impose on p the follow ing condition :

(2) For all Z E 00 , if (e \' ...,en) E C" and I op/ozi Z)¢j = 0,
j

then

THEOREM 16.1

Let p sat isfy condition (2). For every g E L6 ,\(0) with Sog = 0, 3u E f2To such
that

(a) Tou = g, and

if 0 C {zECnjlzl::;; R}.
We need some general results about linear operators on Hilbert space.
Let H \ and H2 be Hilbert spaces, and let A be a linear transformation from

a dense subspace g A of H \ into H 2 •

Definition 16.4. A is closed if for each sequence g, E fL?A'

gn -> g

implies that g E g Aand Ag = h.
Definition 16.5

g A- = {x E H213x* E H \ with (Au, x) = (u, x*) for all u E g Ao }
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Since ~A is dense, x* is unique if it exists. For x E ~A*, define A*x = x*.
A* is called the adjoint of A.~A* is a linear space and A* is a linear transforma
tion of ~A* -> HI '

PROPOSITION

If A is closed, then ~A * is dense in H 2 ' Moreover, if fJ E H I and iffor some
constant s

I(A*f, fJll ~ bllfll

for all f E fZA . , then f3 E 9 A •

For the proof of this proposition and related matters the reader may
consult, e.g., F . Riesz and B. Sz.-Nagy, Lecons d'analyse fonctionelle, Buda
pest , 1953, Chap. 8.

Consider now three Hilbert spaces HI ' H 2' and H 3 and densely defined and
closed linear operators

Assume that

(3)

and

S · T = 0;

i.e., for f E g T' Tf E g s and S(Tf) = 0.
We write (u, v)j for the inner product of u and v in H j , j = 1, 2, 3, and

similarly Ilullj for the norm in H j .

THEOREM 16.2

Assume 3 a constant c such that for all f E ~p n !?lis,

IIT*f llf + II Sf ll ~ ~ c21If ll~ .

Then if g E H 2 with Sg = 0, 3u E !?liT such that

(4) Tu = g

and

(5)

Proof Put Ns = {h E 9 slSh = O}. N s is a closed subspace of H 2' (Why ?)
We claim that if g ENs, then

(6)
1

I(g,fhl ~ -IIT*flll · lIglb
C

for allf E !?lip .
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To show this, fix f E !?t!p .

f=1' + I". wherel' 1. Ns,f" ENs.

By (*) we have II T*f" lIl Z cllf"1I2' Then

But T*1' = 0, for if hE !?t! T, (Th, 1') = (h, T*1') and the left-hand side = 0,
becausej" 1. N s while S(Th) = °by (3). Hence T*f = T"]", and so (6) holds,
as claimed.

We now define a linear functional L on the range of T* in H 1 by

L(T*f) = (f,gh, fE !?t!p,g fixed in Ns .

By (6), then,

It follows that L is well defined on the range of T* and that II L II ~ (l /c)llgI12'
Hence 3u E H 1 representing L ; i.e.,

L(T*f) = (T*f, U)l'

and Ilu lil = IIL II . It follows by the proposition that UE !?t!T, and

(f, gh = (T*f, U)l = (f, Tuh,

allf E !?t!p.
Hence g = Tu, and Ilulll ~ (l /c) llgI12' Thus (4) and (5) are established.

Q.E.D.

It is now our task to verify hypothesis (*) for our operators To and So in
order to apply Theorem 16.2 to the proof of Theorem 16.1. This means that
we must find a lower bound for IIT6f l1 2 + IISofI12. For this purpose it is
advantageous to use not the usual inner product on L 2(0 ) but an equivalent
inner product based on a weight function.

Let 1J be a smooth positive function defined in a neighborhood of Q. Put
HI = L 2(0) with the inner product

Similarly, let H 2 be the Hilbert space obtained by imposing on L~ , 1(0) the
inner product
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Finally define H 3 in an analogous way by putting a new inner product on
L6,2(n). Then

It is easy to verify that !?ZITo' !?ZIso are dense subspaces of H 1 and H 2 , re
spectively, and that To and So are closed operators. Our basic result is the
following : Define Cb,l(O) = {f = Li= 1 Jjdz) each Jj Eel in a neighbor
hood of D.}

THEOREM 16.3

Fixfin CL(Q), Let f e ~To n ~so' Then

(7) IIT6flii + I I Sofll ~ = L r JJJk :> 02~_ e- <I>dV
j.k Ju UZj UZ k

"1 10;;' 12 -<I> "1 - a
2

p -<I>+ L. ~ e dV + L. Jjfk~e dS,
j, k U UZj j ,k OU UZj UZk

dS denoting the element ofsurf ace area on an.
Suppose for the moment that Theorem 16.3 has been established. Put

n

4>(z) = L Iz)2 = Iz12.
j= 1

Then a2 4>/azj ozk = 0 if j =1= k, = 1 if j = k. The first integral on the right in
(7) is now

The second integral is evidently ~O. Now

by (2). Hence (7) gives

if L :: .JJ = 0 on an,
1 1

(8)

if

(9)

IIT6f11 i + II Sof l l ~ ~ Il fII L

op
L az .Jj = 0 on on,
1 1

We shall show below that (9) holds wheneverf E !?ZI T!, n ~So andfis C' in a
neighborhood ofO. Thus Theorem 16.3implies that (8)holds for each smooth
f in ~To n !?ZIso'
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We now quote a result from the theory of partial differential operators,
which seems plausible and is rather technical. We refer for its proof to [39J,
Proposition 2.1.1.

PROPOSITION

Let f E Eiin n Eiiso (with no smoothness assumptions). Then 3a sequence
Un} with fn E EiiT6 n Eiiso and fn in Cl in a neighborhood of n such that as
n -> 00 ,

Il f n - f llz -> 0, I I T~ fn - T~f l ll -> 0,

(9)

Since (8) holds whenfis smooth, the proposition gives that (8) holds for all
f E Eii T6 n Eiiso'

Theorem 16.2 now applies to To and So with c = 1.It follows from (4) and
(5) that if g = Ii= 1 gjdz j E Hz, and if Sog = 0, then 3u in H 1 with Tou = g
and Ilu ll l s Ilg liz .Thus

In lulze-</> dV s In IgIZe -</> dV.

Now if 0 c {ZE cnlizi ~ R}, then

InIUlz dV = In Iulze-</> · e</> dV

~ In lulze-</> . eR 2 dV s eR 2In IgIZe-</> dV

s e
R 2 In Igl Z

dV,

and so (b) holds. Thus Theorem 16.1 follows from Theorem 16.3.
From now on p is assumed to satisfy (2) and 0 is defined by p < O. We also

shall write T and S instead of To and So . Let us now begin the proof of (7).

LEMMA 16.4

Let f = LJ= l.h dZj E CL(n). Iff E e.; then

n op
I .h~ = 0 on 00,
j= 1 UZj

and

(10)
n</>O _</>

T*f = - j~l e OZj (.he ).

Proof Let h be a function in CZ in a neighborhood of nand h > O. Put
R = h v o.
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Fix Z E an and choose (~ I" . . , ~") sati sfying

(II)

Then at z,

Hence

No w (11) implie s that Ijap/aZj)~j = 0 on an. Also ap/azk = ap/azb

whence Lk(ap/aZk)~k = 0 on an. Since p = 0 on an and h > 0 there, (2)
implies that

(12)

No w choose a function h as above with h = I/Igrad pi in a neighborhood of
an. Then R = h -p = p/lgrad pi there, whence [grad RI = 1 on an.Also n is
defined by R < 0 and (12) hold s.

The upshot is that we may without loss of generality suppose that
[grad pi = 1 on an.It then hold s that grad p is the outer unit normal to anat
each point of an. The divergence theorem now gives for every smooth
function v on n,

(13)

for all real coordinates X I " ' " X 2" in en. Hence for 1 ~ j ~ n,

(14)
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Now fix f = I~ Jjdzj E CA,I(Q), and fix U E C1(Q). Then with ( , )j de
noting the inner product in H, as defined above,

Fixj. Then

where we have used (14). Hence we have

Now iffE~r-, it follows that we also have

(Tu,fh = In uT*f e-4> dV.

Since the last two equations hold for all u in C1(Q), we conclude that

(15)
opIfj oz. = 0 on an,

1 1

which yields (9), and that

- at-t- :» = - L ---=- (fje-4»
j oZj

a
= - L - (Jje -"'), whence (10).

j o Zj

Define an operator (jj by

Q.E.D.
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Fixfe Cb,l(Q) (l g p oBy (10), T*f = - 'L/)jij, and so

(16) IIT*flli = Lf. Djij · Dk!ke -</> dV.
j,k n

Now fix A,B e C'(Q). Applying (14) with v = ABe-</> and j = v gives

Hence

Writing Sn ( )for S( )e-</> dV and similarly for on, we thus have

(17)

Putting A = DkW, B = v, and v <i in (17) gives

(18)

Direct computation gives for all u

so

Hence

(19)

Putting A = v, B = ow/oz j ' and v = kin (17), we get

(20)
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which combined with the complex conjugate of (19) gives

(21)

Combining (21) with the complex conjugate of(18) gives

(22)

f awap f - ap- v - - + b w·v - .
m a~a~ m k a;

By (l6),

IIT*fIIi = L: f. bJjbd'1o
j ,k n

so

(23)

Assertion.

For, by (9),

apL: h -a = 0 on an.
k Zk

Hence the gradient ofthe function Lkh(ap/azk) is a scalar multiple of grad p.
Hence 3 function )0 on an with

j = 1,2, . . . , n,

or
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Multiplying by Jj and summing over j gives

Complex conjugate now gives the assertion. The last term on the right
in (23)

= LJt bkh )(~ Jj:~) = 0, by (9).

Equation (23) and the assertion now yield

LEMMA 16.5

FixfE 9 p r, CL(Q). Then

LEMMA 16.6

Fix f E 9 s n CL(Q). Then

(25) I I Sf l l ~ = f. LIO~ 12 - f. Lo~ o~ .
n j,k OZj n j ,k OZk OZj

Proof Since j e cL(Q),

Sf = (jf = L(L ~~~ dZP) /\ dz~
~ p uZp

L ( o~ _ o~~ ) dz~ /\ dzp•
~ <p OZ~ OZp

Hence

which coincides with (25). Q.E.D.
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Proofof Th eorem 16.3. Adding equations (24) and (25) gives (7).
No te. The proof of Th eorem 16.1 is now complete.
In the rest of th is section we sha ll establish some regularity properti es of

solutions of the equation au= [. given information on].

LEMMA 16.7

Put B = {z E C"llzl < I}. T here exists a consta nt K such thatfor WE c ro(C"),

(26)

(27)

Proof It is a fact from classical potential theory that iff E CO'(RN), then

f( y)=cf !::if I dX
IN

_2 ,
RN x - y

where C is a constant depending on Nand dx is Lebesgu e measure on RN
,

. Now let X E c ro(C"), supp X c; B, and X = 1 in [z] < 1. Then by (27) with
y = 0 and f = XW,

W(O) = (xw)(O) = f !::i(xw)E(x) dx ,
c"

where we put E(x ) = C/lxI 2" - 2. Thus

where

II = f !::iX' wE dx ,

13 = fAw - XE dx ,

and

12 = f (grad X, grad w)E dx.

With x j the real coordinates in C", we have

so 12 = - JW Li(XXiE)Xi dx.
Since XXi and !::iX vanish in a neighb orhood of 0 and supp X c B, we have,

with K a con stant,
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Also,

/3 = f4(~O:2~ .)XEdX
J J J

Since OE/OXjE U locally, we have

1/31 ~ Ks~p(m;xl~~I) ·
Equation (26) follows. Q.E.D.

Choose XE C" J(Cn
) , X ~ 0, X(y) = 0 for Iyl > 1, and JX(y)dy = 1, where

we write dy for Lebesgue measure on C", Put X.( y) = (1 /f,2n)X( y/e). Then for
every s > 0,

x.(y) = 0 for Iyl > s,

f X.(y)dy = 1.
Let now u E L 2(Cn

) and put

u,(x) = f u(x - y)X,(y) dy.

Note that this integral converges absolutely for all x. We assert that

as e ..... O.

If u is continuous in a neighborhood of a closed ball, then u, ..... u
uniformly on the ball.

The proofs of (28), (29),and (30) are left to the reader.

(28)

(29)

(30)

LEMMA 16.8

Let B = {z E cnllzl < I}. Let u E L2(B). Assume that for each i. oU/OZj,
defined as distribution on B, is continuous. (Recall Definition 16.1.) Then u is
continuous and (26) holds with w = u.

Proof Fix x E C" and r > 0 and put B(x , r) = {z E Cnjlz - x] < r}. A
linear change of variable converts (26) into

(31) Iw(x)1 ~ K{r-nllwIIU(B(x,r» + rsup (ml;lxJ ~~I)} ·B(x,r) J UZj

Extend u to all of C" by putting u = 0 outside B. Then u E L2(Cn
). For each

p > 0, put Bp = {zllzl < p}. Fix R < I and fix r < 1 - R. For each x E BR ,

then, B(x , r) c BR + r = B'.
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Fix x E BR • If f" f,' > 0, Ue - Ue' E c oo(Cn
) . Equation (31) together with

B(x , r) c B' gives

Iut(x) - ue,(x)1 ~ K{r.-nllue - ue,IIL2(B') + r sup (m~xIO~t _ O~t'I)}.
B J oz j oz j

Now, by (29), Ilue - ue,IIL,(B') -> 0 as s f,' -> O. Also , it is easy to see that
ouJOZj - oUe'/OZj -> 0 un iformly on B' as s f, ' -> 0, Hence u.(x) - ue,(x) -> 0
un iformly for x E BR • Hence U = lime~o Ue is continuous in BR• Also , by (29),
u" -> Uin L 2(B). Hence U = Uand so U is continuous in BR ' It follows that U
is continuous in B, as claimed.

Fix s > 0 and p < 1. Then, by (31),

lut(O)1 ~ K{p-nIIU"IIL2(BP) + p s~f (mfxl~;; I )} ·

As f, -> 0, u,,(O) -> u(O), IIu,,11 L,(Bp ) -> Il uIIL2(Bp
)' and ou,,/OZj -> ou/ozj uniformly

on Bp for eachj. Hence

(32)

lu(O)1 ~ K{p-n lluI IL 2(BP~ + pS~f(mfx l :;J)} ·
Letting p -> 1, we get that (26) holds with w = u,

LEMMA 16.9

Let 0 be a bounded domain in C" and U E L 2(0). Assume that for all j ,

ou
0:;=- = 0 as a distribution on O.
u Zj

Q,E.D .

Then U E H(Q).
Proof Define U = 0 outside O. Then U E L 2(Cn

) . Bya change of variable, we
get

u.(z) = fu(()X,,(z - o«;

Fix i . Note that (o{X.(z - O}/OZj) = - (o{X,,(z - O}/oC). Hence

~;~ (z) = fu(() O~ . (X,,(z - ()) d( = - fu(() O~ . (X/ z - 0) .u.
J J '>J

Fix Z EO and choose s < dist(z, 00 ). Put g(() = X.(z - (). Then supp g is a
compact subset of n, By (32),

f og«o oC(() d( = 0,

Thus ou,,(z)/OZj = O. Hence uf E mO).
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Fix a closed ball B' c Q. By (32), oU/OZj is continuous in a neighborhood of
B' and so, by (30), u, ~ U uniformly in B' as e~ 0. Hence U E H(B'). SO
U E H(Q). Q.E.D.

NOTES

The fundamental result of this section, Theorem 16.1, is due to L. Horman
der. It is proved in considerably greater generality in Horrnander's paper,
L 2 estimates and existence theorems for the a -operator. We ha ve followed the
proof in that paper, restricting ourselves to (0, I)-forms. The method of
proving existence theorems for the a-operator by means of L 2 estimates was
developed by C. B. Morrey, The analytic embedding of abstract real analytic
manifolds, Ann. Math. (2), 68 (1958), and J. J. Kohn, Harmonic integrals on
strongly pseudo-convex manifolds, I and II, Ann. Math. (2), 78 (1963) and
Ann. Math . (2), 79 (1964).These methods have proved to be powerful tools in
many questions concerning analytic functions of several complex variables.
For such applications the reader may consult, e.g., Hormander's book An
Introduction to Complex Analysis in Several Variables [40, Chaps. IV and V].

In Section 17 we shall apply Theorem 16.1 to a certain approximation
problem.



17

Manifolds Without Complex Tangents

Let X be a compact set in enwhich lies on a smooth k-dimensional (real)
submanifold L of en. Assume that X is polynomially convex . Under what
conditions on L can we conclude that P(X) = C(X) ?

IfL is a complex-analytic submanifold of en, it does not have this property.
On the other hand, the real subspace LRof en does have this property. What
feature of the geometry of L is involved ?

Now fix a k-dimensional smooth submanifold L of an open set in en, and
consider a point x E L. Denote by T; the tangent space to L at x, viewed as a
real-linear subspace of en.

Definition 17.1. A complex tangent to L at x is a complex line, i.e., a
complex-linear subspace of en of complex dimension 1, contained in T" .

Note that ifL is complex-analytic, then it has one or more complex tangents
at every point. whereas LR has no complex tangent whatever.

Definition 17.2. Let 0 be an open set in en and let L be a closed subset of
O. L is called a k-dimensional submanifold of0 ofclass e if for each Xo in L we
can find a neighborhood U of Xo in en with the following property : There
exist real-valued functions PI> P2" ' " P2n -k in C(U) such that

L n U = {XE Ulpj(x) = O,j = 1,2, ... , 2n - k} ,

and such that the matrix ((}p/ (}xv), where XI' X 2, " " X2n are the real co
ordinates in en, has rank 2n - k.

Exercise 17.1. Let L, PI ' . • . ,P2n-k> be as above and fix XO E L. If there
exists a tangent vector ~ to L at XO of the form

n (}

~ = L Cj~
j= I (}Zj

such that ~(Pv ) = 0, all v, then L has a complex tangent at x'',

THEOREM 17.1

Let L be a k-dimensional sufficiently smooth submanifold ofan open set in en.
Assume that L has no complex tangents.

Let X be a compact polynomially convex subset ofL . Then P(X) = C(X).
Note 1. "Sufficiently smooth" will mean that L is of class e with e>

(kj2) + 1. It is possible that class 1 would be enough to give the conclusion.
Note 2. After proving Theorem 17.1, we shall use it in Theorem 17.5 to

solve a certain perturbation problem.
Sketch of Proof. To show that P(X) = C(X) we need only show that

P(X) contains the restriction to X of every u E COO(en
) , since such functions

are dense in C(X).

III
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Fix u E c oo(Cn
) . By the Oka- Wei1 theorem it suffices to approximate u

uniformly on X by functions defined and holomorphic in some neighborhood
of X in C", To this end, we shall do the following :

Step 1. Construct for each s > 0 a certain neighborhood We of X in C" to
which Theorem 16.1 is applicable.

Step 2. Find an extension U, of ulx to Wesuch that aVeis "small" in We'
Step 3. Using the results of Section 16, find a function v" in We such that

av" = aVe in Weand supj] v,,1 --+ 0 as s --+ O.
Once step 3 is done, we write

V. = (V. - v,,) + v" in w•.

Then V e - v" is holomorphic in W e> since a(v. - v,,) = 0 by step 3. Since
sup-] v,,1 --+ 0, this holomorphic function approximates u == V e as closely as
we please on X. .

Definition 17.3. Let Q be an open set in C" and fix F E C2(Q). F is plurisub
harmonic (p.s.) in Q if

(1)

(2)

if ZEn and (~1' " . ,~") E C".
F is strongly p.s. in Q if the inequality in (1) is strict, except when (~1' . . . , ~n)

= O.

LEMMA 17.2

Let L be a submanifold of an open set in C" of class 2 such that L has no
complex tangents. Let d be the distance function to L " i.e., ifx E C",d(x) is the
distance from x to L . Then 3 a neighborhood W of L such that d2 E C 2(w) and
d2 is strongly p.s. in w.

Exercise 17.2. Prove the smoothness assertion; i.e., show that d2 is in C2

in some neighborhood of L.
ProofofLemma 17.2. Let V be a neighborhood of L such that d 2 E C2(V).
Fix Zo E L. We assert that

"a 2(d2 ) _L~(zo)~j~t > 0
j,t= 1 VZj VZt

for all ~ = (~1" .. , ~") with ~ :F O.
Without loss of generality Zo = O. Let T be the tangent space to L at 0 and

put d(z, T) = distance from Z to T.
*Exercise 17.3

(3)

Also

(4) d2(z, T) = H(z) + Re A(z),



MANIFOLDS WITHOUT COMPLEX TANGENTS 113

where H(z) = L'J,k= 1 hjkZik is hermitean-symmetric and A is a homogeneous
quadratic polynomial in z.

Equations (3) and (4) imply that

" o2(d2) _
(5) L~ (O)ZjZk = H(z).

j,k= I uZj UZk

Now

d2( z, T) + d2(iz, T) = 2H(z).

If Z # 0, either Z or iz rJ T, since by hypothesis T contains no complex line.
Hence H(z) > O. Because of (5), this shows that (2) holds.

It follows by continuity from (2) that

"o2(d2) _
j,t I OZj OZk (Z)~j~k ~ 0

for all z in some neighborhood of ~ and ~ # O. Q.E.D .

From now on until the end of the proof of Theorem 17.1 let ~ and X be as
in that theorem and let d be as in Lemma 17.2.

LEMMA 17.3

There exists an open set w, in C" containing X such that to, is bounded and

(6) If Z E WE' then d(z) < e.

(7) If Zo E X and [z - zol < e12, then ZE WE'

(8) 3 afunct ion u, in C oo in some neighborhood ofw, such that to , is defined by

u,(z) < O.

(9) u, = 0 on ow, and grad u, # 0 on ow,.
(10) u, is p.s. in a neighborhood of w, .

Proof Choose W by Lemma 17,2 so that d2 is strongly p.s. in w. Next choose
13 E CO'(w) with 13 = 1 in a neighborhood of X and 0 ~ 13 ~ 1. Let 0 be an
open set with compact closure such that

supp 13 c nco c w.

Since d2 is strongly p.s. in co, we can choose s > 0 such that

¢J = d2
- e2f3

is p.s. in O. Further, choose s so small that f3(z) = 1 for each Z whose distance
from X < e. Next, choose an open set 0 1 with

suppf3 c 0 1 CO l cO.
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Assertion. 3u E COO(C") such that u is p.s. in nl and

(11)

We proceed as in the last part of Section 16. Choose XE COO(C"), X 2':: 0,
X(y) = 0 for Iyl > 1 and Sx(y) dy = 1. Put Xiy) = (I/J 2")X(y/J) and put

cPo(x) = f cP(x - y)Xo(y) dy,

where we have defined cP = 0 outside n.
Then , as in Section 16, if J is small ,

(12)

(13)

cPo E C OO(C").

cPo - cP uniformly on nl as J - O.

Also for each (~I , . . . , ~") E Co, Z E n l :

since cP is p.s. in n. Hence

(14) cPo is p.s. in n I '

Choose J such that IcP - cPol < 8
2/4 on n l and put u = cPo . Thus the

assertion holds.
Since u E COO(C"), a well-known theorem yields that the image under u of

the set grad u = 0 has measure 0 on R. Hence every interval on R contains a
point t such that the level set u = t fails to meet the set grad u = O. Choose
such a t with

Define

We claim that co, has the required properties. Put

u, = u - t.

Then w, = {x E nllu, < O}. It is easily verified that w, C supp p. It follows
that u; = 0 on ow, .

Since u = t on w" it follows by choice of t that grad u, and hence grad u"
#0 on ow, .Thus (8) and (9) hold and (10) holds since u is p.s. in nl .

Equations (6) and (7) are verified directly, using (11) and the fact that
- 8

2/2 < t < - 8
2/4.

Thus the lemma is established. This completes step 1.



all z, j = 1, . . . , n.
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LEMMA 17.4

Fix a compact set K on L. Let u be afunction ofclass ee defined on L . Then
3 afunction U ofclass C I in en with
(a) U == u on K .
(b) 3 constant C with

I ~~ (Z) I ::; C·d(z)e-I,

Proof We first perform the extension locally.
Fix Xo E L . Choose an open set Q in en such that Xo E Q, and choose real

functions Pj such that

L n Q = {x E Qlpl(x) = .. , = Pm(x) = O},

where each Pj is of class cein Q and such that u has an extension to Ce(Q),
again denoted u.

We assert that 3 a neighborhood W o of Xo and 3 integers VI' V2' •. . , v, such
that the vectors

j = l, oo.,n

form a basis for en for each x E W o'
Put

V = 1, . . . , m.

j = 1, . . . ,n

Suppose that eI' . .. , em fail to span en. Then 3c = (cI' . . . , cn) =1= °with
L'J= I cFJpvlaz) = 0, V = 1, . .. ,m. In other words, the tangent vector to
en at xo,

n a
L Cj -a-'

j= I Zj

annihilates PI' . .. , Pm' and hence by Exercise 17.1 L has a complex tangent
at xo, which is contrary to assumption.

Hence el , ... , em span en, and so we can find vl>"" Vn with eVl' ..., eVn

linearly independent. By continuity, then, the vectors

(
apVi apVi)
OZ I , . .. , OZn x'

are linearly independent, and so form a basis for en, for all x in some neighbor
hood of xo . This was the assertion.

Relabel PV1" '" PVn to read PI" ' " Pn' Define functions hl> " " h; in
Wo by

(au au) n (aPi aPi)-a- '00' '-a- (x) = ,L hi(x) -a- '00 ' '-a- ,
Z I Zn I = I Z I Zn x

XEWo·
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Solve for hi(x). All the coefficients in this n x n system of equations are of
class e - I, so hi E ee -I(wo)' We have

n

au= L hiapiinwo ·
i = I

Put u l = U - Li'=1 hiPi' SO U I = Uon L, and
n n

aUI = au - L hiapi - L ahi"Pi =
i = I i = I

n

L ahi'Pi'
i= I

In the same way in which we got the h., we can find functions hij in ce
- 2(WO)

with
n

ahi= L hijapj'
j= I

i = 1,. .. , n.

Since 8PI' . " ., 8Pn are linearly independent at each point of wo, the same
is true of the (0, 2)-forms 8p; 1\ 8P i with i < j .

= L (hij - hji)· apj 1\ api '
i <j

Hence hij = hj i for i < j. Put

SO U2 = Uon Land

- ,- 1,-
OU2 = - L. ohi " Pi + -2

'
L.. o(hi)PiPj + R,

J • I .)

where

so

We define inductively functions hi on wo, I a multiindex, by

n

ahl = L hlj apj '
j = I



for each N .

C1 depending on Wo .
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and we define functions UN' N = 1,2, .. . , e - 1, by

where 1= (/31"'" /3n), III = 'i./3j, PI = p1' . . . pen. Then hI E c e- N(wo) if
III = N , and UNE ee- N(wo).

We verify

- (-It '\' -
OUN = /iii L, ohI · PI '

. III;N

By slightly shrinking W o we get a constant C such that IpI(z)1 ::s; Cd(Z)N in
W o if III = N , and hence there is a constant C I with

I ~~~(Z) I ::s; C I d(zt, j = 1, ... , n, z E wo·

In particular, Ue- I E C1(wo), Ue- 1 = U on 'i., and

I
oUe- I I < C d(z)e- 1

::l - - 1 'UZj

Also, U = 0 on an open subset of Wo implies that Ue - I = 0 there.
For each Xo E K we now choose a neighborhood wxo in C" of the above

type . Finitely many of these neighborhoods, say, W lo • .• , wg , cover K .
Choose XI" ' " Xg E c oo(Cn

) with supp Xa C wa, 0 ::s; Xa ::s; 1, and L~; I Xa
=1 on K.

By the above construction, applied to XaU in place of u, choose V ain
CI(wa) with U'; = XaU in 'i. n co,, supp Va C supp XaU, and

Since supp U; C wa , we can define U; = 0 outside co; to get a CI-function
in the whole space, and (*) holds for all z in C",

Put V = L;; I Va' Then V E C1(Cn
) , and for z E K ,

g g

V(z) = L Va(z) = L Xa(z)u(z) = u(z)L x, = u(z).
a =l a= l a

For every z,

oV g eu,
-;=- (z) = L~ (z),
UZj 17.; I uZj

so, by (*),

I:~ (z)I ::s; g. C . d(z)e- I ,

This completes step 2.

where C = max C, ;
I :5a:5g

Q.E.D.
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Proof of Theorem 17.1. It remains to carry out step 3.
Without loss of generality, 1: is an open subset of some smooth k-dimen

sional manifold 1:1 such that the closure of 1: is a compact subset of 1:1 , It
follows that the 2n-dimensional volume of the s-tube around 1:, i.e.,
{x E Cnld(x) < s}, =o(,,2n -k) as " -+ O.

Fix " and choose the set W e by Lemma 17.3. By (6), W e c s-tube around 1:,
so the volume of W e = o(,,2n-k).

By (8), (9), and (10), Theorem 16.1 may be applied to co., where we take
p = Ue •

Given that U is in c oo(Cn
) , by Lemma 17.4 with K = X we can find Ue in

Cl(Cn
) such that for all z and j,

I~~el ~ Cd(zr 1

By (6) this implies

and U e = U on X.

(15)
l

aUe I e -: 1 .aZ
j
~ C" III W e'

Put g = aue ' Then ag = 0 in W e ' By Theorem 16.1 , 3J-;, in L 2(We) such that,
as distributions, av" = g; i.e.,

(16)

and

aJ-;, eu,
aZj azj '

all i.

(17)

Equations (15) and (17) and the volume estimate on W e give

(18) f 1J-;,1 2 dV s C",,2e-2+2n-k .
W E

(19)

By (16)and Lemma 16.8, J-;, is continuous in W e ' Further, fix x E X and put
B; = ball of center x, radius ,,/2. Lemma 16.8 implies that

1Y.(x)1 s K{,,-n11y.IIL 2( B X ) + "s~p(m;x\~~\)}.

But B; c co, by (7), so (18), (15), and (16) give

(20)

where K is independent of x. Thus if e > k/2 + 1, sup xlY.I -+ 0 as E -+ O.
Step 3 is now complete. Theorem 17.1 is thus proved.
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As an appl ication of Theorem 17.1, we consider the following problem:
Let X be a compact subset of en andj} , . . . ,f,. elements of C(X). Let

[/1' . . . ,fkIX]

denote the class of functions on X that are uniform limits on X of poly
nomials in!l , . .. ,f,.. The Stone -Weierstrass theorem gives

[Zl"" ,Zn,ZI, ,,,,znIX] = C(X) .

We shall prove a perturbation of this fact. Let Q be a neighborhood of X
and let R b . .. , R; be complex-valued functions defined in Q . Denote by R
the vector-valued function R = (R I ' . .. , Rn).

THEOREM 17.5

Assume that 3k < 1 such that

(21 ) if ZI,z2 E Q .

Assume also that each Rj E en + 2(Q). Then

[ZI " ",Zn,Zl + R1"" ,zn + RnIX] = C(X).

Note. Equation (21) is a condition on the Lipschitz norm of R. No such
condition on the sup norm of R would suffice.

Exercise 17.4. Put X = closed unit disk in the z-plane and fix f, > O.
Show that 3 a function Q, smooth in a neighborhood of X, with IQI ::; s
everywhere and [z, Z + QIX] l' C(X).

Let ¢ denote the map of Q into c- defined by

<I>(z) = (z, Z + R(z))

and let L be the image of Q under <1>. Evidently L is a submanifold of an open
set in c> of dimension 2n and class n + 2. Since n + 2 > (2nj2) + 1, the
condition of "sufficient smoothness" holds for L .

LEMMA 17.6

L has no complex tangents.
Proof IfL has a complex tangent, then 3 two tangent vectors to L differing

only by the factor i.
With d<l> denoting the differential of the map <1>, we can hence find ~,

lJ E en different from 0 so that at some point of Q,

(22) d<l>(lJ) = i d<l>( ~).

Let R; denote the n x n matrix whose U, k)~h entry is oR/ozk and define Rz
similarly. For any vector a in en,

d<l>(a) = (a, a + Rza + Rza).
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Hence (22) gives

It follows that ~ = i~ and

(23)

By Taylor's formula, for ZEn, 0 E C", and f. real,

R(z + eO) - R(z) = RzeO + Riel} + o(e).

Applying (21) with z 1 = Z + eO, Z2 = z, and letting e -+ 0 then gives

(24)

Replacing 0 by iO gives

(24')

Equations (24) and (24') together give

(25) for all 0 E C",

and this contradicts (23). Thus L has no complex tangent.

LEMMA 17.7

<I>(X) is a polynomia/ly convex compact set in C2n
•

Proof Put 21 = [ Z I " ' " Zn ' ZI + R 1 , · · · , zn + RnIX],

Q.E.D.

where XI = <I>(X).

The map <I> induces an isomorphism between 21and 211, To show that XI is
polynomially convex is equivalent to showing that every homomorphism of
211 into C is evaluation at a point of X I' and so to the corresponding state
ment about 21and X.

Let h be a homomorphism of 21 into C. Choose, by Exercise 1.2, a proba
bility measure j1 on X so that

h(f) = Ix I du, aliI E 21.

Put h(Zi) = ai' i = 1, ... , n and a = (a lo •• • , an)' Choose an extension of R
to a map of C" to C" such that (21) holds whenever Z I , Z 2 E C",This can be done
by a result of F. A. Valentine, A Lipschitz condition preserving extension of a
vector function, Am. J. Math. 67 (1945).

Define for all Z EX,
n

I(z) = L [z, - ai)((Zj + Rj(z)) - (<Xj + Rj(a))).
j = 1
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Since z, and 2j + Rj(z) E 21 and IXj and Rj(lX) are constants, f E 21. Evidently
h(f) = O. Also, for Z E X ,

n n

f(z) = L IZj - IXjl2 + L (z, - rij)(Rj(z) - Rj(ri)).
j= 1 j= 1

The modulus of the second sum is ~ [z - riIIR(z) - R(ri)1 ~ klz - ri1 2
, by (21).

Hence Re f(z) ~ 0 for all Z E X , and Re f(z) = 0 implies that Z = IX. Also,

o= Re h(f) = LRe f du.

It follows that a E X and that jJ. is concentrated at a. Hence h is evaluation at
o; and we are done.

Proof of Theorem 17.5. We now know that <I>(X) is a polynomially convex
compact subset of ~ and that ~ is a submanifold of C2n without complex
tangents. Theorem 17.1 now gives that P(<I>(X)) = C(<I>(X)), and this is the
same as to say that

[ZI' ···' Zn' 21 + R1, · · · , 2n + RnIX] = C(X). Q.E.D .

NOTES

A result close to Theorem 17.1 was first announced by R. Nirenberg and
R. O. Wells, Jr., Holomorphic approximation on real submanifolds of a
complex manifold, Bull. Am. Math . Soc. 73 (1967), and a detailed proof was
given the same authors in Approximation theorems on differentiable sub
manifolds of a complex manifold , Trans. Am. Math. Soc. 142 (1969). They
follow a method of proof suggested by Horrnander. A generalization of
Theorem 17.1 to certain cases where complex tangents may exist was given
by Horrnander and the present author in Un iform approximation on compact
sets in C", Math. Scand. 23 (1968). Theorem 17.5is also proved in that paper,
the case n = 1 of Theorem 17.5 having been proved earlier by the author
in Approximation on a disk, Math . Ann.lSS (1964), under somewhat weaker
hypotheses. Various other related problems arc also discussed in the papers
by Nirenberg and Wells and by Horrnander and the author. Further results in
this area are due to M. Freeman. The proofof Lemma 17.4is due to Nirenberg
and Wells. (For recent work, see Wells [74].)

An elementary proof of Theorem 17.5, based on a certain integral trans
form, has recently been given by Weinstock in [73].
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Submanifolds of High Dimension

In Sections 13, 14 and 17 we have studied polynomial approximation on
certain kinds ofk-dimensional manifolds in en. In this Section we consider the
case k > n. Let L be a k-dimensional submanifold of an open set in en with
n < k < 2n. Let X be a compact set which lies on L and contains a relatively
open subset of L.

LEMMA 18.1

P(X) :f C(X) .

We first prove

LEMMA 18.2

Let S be a set in en homeomorphic to the n-sphere. Then h(S) :f S.
Proof h(S) = At(P(S)). The algebra P(S) has n generators and hence by

Theorem 15.8 the n'th cohomology group of At(P(S))with complex coeffici
ents vanishes. But Hn(S, C) :f O. Hence S :f h(S).

ProofofLemma 18.1. Choose a set SeX with S homeomorphic to the n
sphere. By the last Lemma h(S) :f S and so P(S) :f C(S). Since an arbitrary
continuous function on S extends to an element of C(X), this implies P(X)
:f C(X) . Q.E.D.

We should like to explain the fact that arbitrary continuous functions on X
cannot be approximated by polynomials, in terms of the geometry of L as
submanifold of en.

Fix XO ELand a neighborhood U of X O on L. We shall try to construct an
analytic disk E in en whose boundary lies in U. In other words, we seek a
one-one continuous map <l> of [z] ::;; I into en with <l> analytic in [z] < 1 and
<l>(lzl = 1) c U . We then take E = <l>(Izl ::;; 1).Then every function approxim
able by polynomials uniformly on U extends analytically to E and hence
P(X) :f C(X) whenever X contains U.

Example. Let L be the 3-sphere IZliz + IZzlz = 1 in c- and fix XOEL.
Without loss of generality, XO = 0,0). We shall describe a family of analytic
disks near X O each with its boundary lying on L .

Fix t > 0 and define the closed curve Yt by :

Zl = i~, zz = t(, 1(1 = 1.

Yt lies on L and bounds the analytic disk E, defined :

z 1 = i~, zz = t( , 1'1::;; 1.

As t -+ 0, Yt -+ Xo'

122
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We wish to generalize this example. Let L 2n
- l be a smooth (class 2)

(2n - I)-dimensional hypersurface in some open set in en and fix XO E L2n - 1.

Let U be a neighborhood of XO on L2 n - l
.

THEOREM 18.3
3 an analytic disk E whose boundary iJE lies in U.
Note. After proving this theorem, we shall prove in Theorem 18.7 an

analogous result for manifolds of dimension k with n < k. The method of
proof will be essentially the same, and looking first at a hypersurface makes it
easier to see the idea of the proof. By an affine change of complex coordinates
we arrange that XO = 0 and that the tangent space to L2n

- l at 0 is given by:
Yl = 0, where Xl' Yl, X2 , Yz, . .. , X n, Yn are the real coordinates in en. Then
L2 n - l is described parametrically near 0 by equations

1
Zl = Xl + ih(xl' w2 , · · · , wn)

Z2 = W2
(1)

Zn = W n ,

where Xl E R, (w2 , • •• , W n) E en
-
l and h is a smooth real valued function

defined on R x en
-

l with h vanishing at 0 of order 2 or higher.
We need some definitions.
Definition 18.1. Put r = {(II'! = I)}. A function f in C(r) is a boundary

function if 3F continuous in 1" ~ I and analytic in 1" < 1 with F = f on r .
Given u defined on r, we put

d '0
it = dO(u(el

)).

Definition 18.2. H 1 is the space of all real-valued functions u on r such that
u is absolutely continuous, u E L2(r) and UE L2(r). For u E H b we put

Ilulll = Ilullu + IluIIL2.
Normed with II Ill, H l is a Banach space . Fix u E H l •

00

u = ao + I an cos nO + b; sin nO.
n=l

Since UE L2, I f n2(a; + b;) < 00 and so I f (IanI + Ibn!) < 00 .

Definition 18.3. For u as above,
00

Tu = I an sin nO - b; cos nO.
n=l

Observe the following facts :

(2) If u, v E H l' then u + iv is a boundary function provided u = - Tv.

(3) IfuEH b then TUEH l and IITulll ~ Iluli l.
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Definition 18.4. Let W2, . . . 'Wn be smooth boundary functions and put
w = (W2" ' " wn). w is then a map of I' into en-I . For x EH 1,

Awx = - T{h(x, w)},

where h is as in (l). A w is thus a map of HI into HI'
Let U be as in Theorem 18.3 and choose ~ > 0 such that the po int des

cribed by (l) with parameters x 1 and w lies in U provided [x11 < ~ and
Iw) < ~, 2 s j s n.

LEMMA 18.4

Let W2, . . . , w, be smooth boundaryfunction s with Iw) < ~ for all j and such
that W2 isschlicht, i.e., its analytic extension isone-one in 1(1 ~ 1. Put A = Aw.
Suppose x* E HI ' Ix*1 < ~ on rand Ax* = x*. Then 3 analytic disk E with oE
contained in U.

Proof Since Ax* = x*, x* = - T{h(x*, w)}, and so x* + ih(x*, w) is a
boundary function by (2). Let t/J be the analytic extension of x* + ih(x*, w)
to 1(1 < 1. The set defined for 1(1 ~ 1 by ZI = t/J(O, Z2 = w2((),· · . , z; = wn(O
is an analytic disk E in en. oE is defined for 1(1 = 1 by Z 1 = x*(O + ih(x*(O,
w(O), Z2 = w2((), . . . , zn = wn(O and so by (1) lies on L2n- 1

• Since by hy
pothesis Ix*1 < ~ and Iw) < ~ for allj, oE c U. Q.E.D.

In view of the preceding, to prove Theorem 18.3, it suffices to show that
A = A w has a fix-point x* in HI with Ix*1 < ~ for prescribed small w. To
produce this fix-point, we shall use the following well-known Lemma on
metric spaces.

LEMMA 18.5

Let K be a complete metric space with metric p and <1> a map of K into K
which satisfies .

p(<1>(x), <1>(y)) ~ api», y), all x,YEK,

for all x, y E BM .

where a is a constant with 0 < a < 1. Then <1> has a fix-point in K.
We give the proof as Exercise 18.1.
As complete metric space we shall use the ball in HI of radius M, BM =

{x E H IIII X 111 ~ M}. We shall show that for small M if Iwl is sufficiently small
and A = A w , then

(4) A maps BM into BM .

(5) 3a,O < a < 1, such that

IIAx - Aylll ~ allx - ylll
Hence Lemma 18.5 will apply to A.
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We need some notation . Fix N and let x = (X l> " " X N) be a map of T into
RN such that X i E H I for each i.

x= (X I,· ·· , xN ), [x] = JJt il2

Ilxlll = Jf.IX I2de+Jf.IXI2de

II xli oo = sup]x], taken over F.

Observe that II xli oo :5; C1lxlll, where C is a constant depending only on N.
In the following two Exercises, h is a smooth function on RN which vanishes
at 0 of order ~ 2.

*Exercise 18.2. 3 constant K depending only on h such that for every
map X of r into RN with IIxll oo :5; I ,

Il h(x)11 1:5; K(ll xlll)2.

*Exercise 18.3. 3 constant K depending onl y on h such that for every pair
of maps x, y of r into RN with Ilxll 00 :5; 1, IIYlloo :5; 1,

Il h(x) - h(Y)111 < Kllx - yll l(llxlll + Ilyll l)'
Fix boundary functions W2, . .. , Wn as earl ier and put w = (W2' . • . , wn ).

Th en w is a map of r into Cn - I = R2 n - 2 .

LEMMA 18.6

For all sufficie ntly small M > 0 the fo llowing holds: if Il wll l < M and
A = A w , then A maps BM into BM and 3ex, 0 < ex < 1, such that II Ax - Aylll :5;
exll x - YIII fo r all x, y E BM ·

Proof Fix M and choose w with Ilwll l < M and choose x E BM . The map
(x, w) takes I' into R x C"" I = R2

n - I. If M is small, II(x, w)1100 :5; 1. Since
(x, w) = (x, O) + (0, w),

II (x, w) lll :5; II(x, 0)111 + 11 (0, w)lll = IIxll l + Ilwll l ·
By Exercise 18.2,

Ilh(x, w)lll < K(II(x, w) 111? < K(llx ll l + Ilwll l)2< K(M + M)2 = 4M2K.

IIAxll l = IIT {h(x, w)} 11 1:5; Ilh(x, w) 111 < 4M2 K.

Hence if M < 1/4K, IIAxll l :5; M.So for M < 1/4K , A maps BM into BM •

Next fix M < 1/4K and w with Ilwll l < M and fix x, y E BM • IfM is small,
II (x, w) lloo :5; 1 and II(y, w) ll oo :5; 1.

Ax - Ay = T {h(y, w) - h(x , w)}.

Hence by (3), and Exercise 18.3, II Ax - AYlll :5; Ilh(y, w) - h(x , w)lll :5;
K II(x, w) - (Y, w)111(llx, w) lll + II(Y, w) 1I 1):5; K llx - ylll( llxlll + Il yll l +
211wlld :5; 4MKlix - Y111 ' Put ex = 4MK. Then ex < 1 and we are done.
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Proof of Theorem 18.3. Cho ose M by Lemm a 18.6, choose W with II wlll
< M and put A = Aw • In view of Lemmas 18.5 and 18.6, A has a fix-point x*
in BM • Since for xEHI , Ilxll ",, ::; CIIx lll' where C is a constant, for given
D> 0 3M such tha t x* EBM implies Ix*1 < Don r .By Lemma 18.4 it follows
that the desired analytic disk exists. So Theorem 18.3 is proved.

We now consider the general case of a smooth k-dimensional submanifold
1:kof enwith k > n. Assume 0 E 1:k. Denote by P the tangent space to 1:kat 0,
regarded as a real-linear subspace of en. Let Q denote the largest complex
linear subspace of P.

Exercise 18.4. dimeQ ~ k - n.
Note. It follows that , since k > n, 1:k has at least one complex tangent at O.
It is quite possible that dimeQ > k - n. Thi s happens in particular when

Q is a complex-analytic manifold, for then dimeQ = k/2, and k/2 > k - n
since 2n > k.

We impose condition

(6) dimeQ = k - n.

Exercise 18.5. Assume (6) hold s. For each x in 1:k denote by Qx the largest
compl ex linear subspace ofthe tangent space to 1:k at x. Show that dime Qx =

k - n for all x in some neighborhood of O.

THEOREM 18.7

Assume (6). Let U be a neighborhood of0 on 1:k. Then 3 an analytic disk E
whose boundary aElies in U.

No te. When k = 2n - 1, k - n = n - 1 and since dimeQ::; n - 1,
Exercise 18.4 gives that dimeQ = n - 1. So (6) hold s. Hence The orem 18.7
contains Theorem 18.3.

LEMMA 18.8

Assume (6). Then after a complex-linear change of coordinates 1:k can be
described parametrically near 0 by equations

Z I = XI + ihl(X 1, · · ·, Xln- b W b ··· , Wk -n)

Zl = Xl + ih2(X I, ... , Xl n- k' WI "'" wk-n)

(7) Zln-k = Xln-k + ih2n- k(xI , ... , Xln-k' W I" '" Wk-n)

Zln- k+I = W I

where XI " . " Xln-k E R, WI " ' " Wk -n E e and hi". " hl n- k are smooth real
valued fu nctions defined on R l n - k X ek- n = R k in a neighborhood of 0 and
vanishing at 0 oforder ~ 2.
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Proof Put Zj = X j + iy, for I ::::;; j ::::;; 11 . The tangent space P to Lk at 0 is
defined by equations :

n

Lajx j + b'jYj = 0,
j = I

v = I , 2 , . . . , 211 - k

v = I , 2 , . . . , 211 - k

where a'j, bj are rea l constants. We chose complex linear functions

n

V(z) = L cjZj'
j = I

where cj are complex constants such that LJ= I ajx j + b'jYj = 1m C '(z) for
each v. So P is given by the equations :

1m V(z) = 0, v = 1, 2 , . . . , 211 - k.

We claim tha t L I, . . . , L 2n-k are linearly independent functions over e.
For consider the set Ql = {z E C' [L' (a) = 0 for all v}. Ql is a complex

linear subspace of P. If the V were depende nt , dimcQI > 11 - (211 - k) =
k - 11, contradicting (6). So they are independent. We define new coordinates
Zl> " " Z; in enby a linear change of coordinates such that Z " = L" for
v = 1, . . . , 2 11 - k. Put Z ; = X v + iY" .Then P has the equations

YI = Y2 = . . . = Y2n- k = O.

Without loss of generality, then, P is given by equations :

(8) YI = Y2 = . . . = Y2n- k = O.

Let Xj = xit), Yj = Yi t ), I ::::;; j ::::;; n, t E Rk, be a local parametric representa
tion of Lk at 0 with t = 0 corresponding to O. Since P is given by (8), at t = 0
ay}at l = ay}at2 = .. . = ay}atk = O,j = 1, 2 , . . . , 2 11 - k. Since the Jacob
ian of the map:

t --+ (xl(t), Yt (t), . . . , xn(t), Yn(t))

at t = 0 has rank k, it follows that the determinant

aX I aXI

at 1 atk

ax; ox;
at l atk

aY2n- k+ 1 aY2n- k+1
# O.

at l atk

aYn aYn
at l atk 1= 0
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Hence we can sol ve the system of equations :

h n-k + I = h n - k + d t),

Y n = Y n(t)

for t l , .. . , t k in terms of XI ' . . . , X n, Y 2n-k+ I ' .. . , Y n locall y near O. Let us put

U I = X2 n - k + b . .. , Uk-n = X n,

VI = Y 2n - k+ I' . . . • Vk - n = Yn'

Put X = (XI, .• • , X2n -k), U = (u l , .• • , Uk -n), V = (VI> "" Vk - n)' Then para
metric equations for 'i} at 0 can be written:

Xl = X I

Yl = hl(x , U, V)

X2 n-k = X 2n- k

Y2 n - k = h2n-i x, U, V)

X2 n-k+ I = U I

Y2n-k + I = VI

X n = Uk -n

Y n = Vk- n,

where each hj is a smooth function on R\ in a neighborhood ofO. In view of(8),
each hj vanishes at 0 of order ~ 2. Setting

j = 1,2, . .. , k - n,

we obtain (7).
We sketch the proof of Theorem 18.7:
With hI> . .. , h2n - k as in (7), we put

Q.E.D.

h(x , w) = (hl(x , w), . . . , h2n - k(X, w».

h is a map defined on a neighborhood of 0 in Rk and taking values in R2n - k.

We shall use this vector-va lued function h in the same way as we used the
scalar-valued fun ction h of (1) in proving Theorem 18.3.

Fix smooth boundary functions W I' ..• , Wk - n on F such th at W I is schlicht
and put W = (W I" ", Wk -n)' We seek a map x* = (xi, . . . , X!n-k) of ['-+
R2n - k such that

X* + ih(x*, w)
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admits an analytic extension IjJ = (1jJ1" ' " t/12n-k) to 1'1 < 1 which takes
values in e2n- k

• Then the subset of en defined for lei ::; I by

Zl = 1jJ 1(O, . . . , Z2n-k = 1jJ2n-k(O, Z2n-k+ 1 = W1((), ···, z.; = wk-iO

is an analytic disk E in en whose boundary aE is defined for 1'1 = I by

Zl = xi + ih1(x*, w), . . . , Z2n-k = Xin-k + ih2n- k(x* , w),

and so in view of (7), aE lies on Lk
•

We construct the desired x* by a direct generalization of the proof given
for Theorem 18.3. In particular we extend the definition 18.3 of the operator
T to vector-valued functions u = (U1" '" us) by: Tu = (TU1" ' " Tus)' We
omit the details.

What can be said ifL is a smooth k-dimensional manifold in en with k = n?
It is clear that no full generalization of Theorem 18.7 is possible in this case,
since the real subspace LR of en is such a submanifold and there does not
exist any analytic disk in en whose boundary lies on L R •

What if L is a compact orientable n-dimensional submanifold of en?
When n = 1, this means that L is a simple closed curve in e and so L is
itself the boundary of an analytic disk in e.When n > 1,we still see by reason
ing as in the proof of Lemma 18.2 that h(L) =F L. However, there need not
exist any point pEL with the property that every neighborhood of p on L
contains the boundary of some analytic disk . This happens, in particular,
when L is the torus: [z] = 1,lwl = 1 in e2

• This torus contains infinitely many
closed curves which bound analytic disks in e2

, but these curves are all
"large."

A striking result, due to Bishop, [9J, is that if L is a smooth 2-sphere in
c-, i.e., a diffeomorphic image of the standard 2-sphere, satisfying a mild
restriction, then L contains at least two points p such that every neighbor
hood of p on L contains the boundary of some analytic disk.

NOTES

This section is due to E. Bishop, Differentiable manifolds in complex
Euclidean space, Duke Math Jour. 32 (1965).

Given a k-dimensional smooth compact manifold L in en,it can occur that
there exists a fixed open set 0 in en such that every function analytic in a
neighborhood of'E, no matter how small, extends to an analytic function in 0.
This phenomenon for k = 2n - 1 was discovered by Hartogs. For k = 4,
n = 3 an example of this phenomenon was given by Lewy in [46J and treated
in general by Bishop in his above mentioned paper, as an application of the
existence of the analytic disks he constructs. Substantial further work on this
problem has been done. We refer to the discussion in Section 4 ofR. O. Wells'
paper, Function theory on differentiable submanifolds, Contributions
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to Analysis , a collection of papers dedicated to Lipman Bers, Academic
Press (1974), and to the bibliography at the end of Wells' paper.

In the present Section we studied the problem of the existence of analytic
varieties of complex dimension one whose boundary lies on a given manifold
L. What can be said about the existence of analytic varieties of dimension
greater than one whose boundary lies on L? In particular, let M 2k

-
1 be a

smooth odd-dimensional orientable compact manifold in en of real dimen
sion 2k - 1.When is M 2k

-
1 the boundary of a piece of analytic variety, i.e.

when does there exist a manifold with boundary Y (possibly having a
singular set) such that the boundary of Y is M 2 k

-
1 and Y"'-M 2k

- 1 is a
complex analytic variety of complex dimension k? When k = 1, M 2 k

- 1 is a
closed Jordan curve and Y exists only in the case that M 2k

-
1 fails to be

polynomially convex and in that case Y is the polynomially convex hull of
M 2 k

-
1

• This situation was, in effect, treated in Section 13above. For arbitrary
integers k the problem was recently solved by R. Harvey and B. Lawson in
[32J, [33]. For k > I the relevant condition on M 2 k

-
1 is expressed in terms of

the complex tangents to M 2k
-

1
•
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Generators

Let m: be a uniform algebra on a compact space X. Fix j} , .. . ,ikE m: and
denote, as earlier, by

[fl ' . .. ,fkIX ]

the smallest closed subalgebra of m: which contains the constants and
fl ' . .. ,k If [fl, .. . ,ikIX] = m:, we say the Jj are a set of generators for m:.
In earlier sections we obtained criteria for a setfl ' . . . ,ik to be a set of gener
ators for the algebra C(X). Here we shall study the case when m: = A(D), the
disk algebra, and more generally the case m: = A(B), where B is the closed
ball in en:

IZl12 + ... + IZnl2 :::; 1,

and A(B) consists of all functions continuous in B and analytic in 13.
Fixj], . .. ,fk E A(B). Writeffor the map: x -> (.f1(X), .. . ,fk(X» of B into c-.

As necessary conditions for fl' ... ,fk to be a set of generators for A(B) we
have

(1) f separates points on B. Note that this implies k ~ n.

(2) For each a E 13, the matrix (of;/oz), 1 :::; j :::; n, 1 :::; i :::; k has rank n at a.

If this fails for some a, then 3(ci> . . . , cn) E en, not all c, = 0, with

n

L ciofJ oz) = °
j= I

at a, o: = 1,2, . . . , k.lftheJj are generators, it follows that LJ= I cMg joz) = °
at a for all g in A(B) , which is false. So (2) is necessar y.

(3) The image f(B) of B in ek is polynomially convex.

This follows from the fact that B is the maximal ideal space of A(B). (Why?)
So by Exercise 7.3, (3) holds.

The three necessary conditions (1), (2), (3) by themselves are not sufficient,
as we shall show by an example later on. To obtain sufficient conditions, we
shall require regularity of the Jj on the boundary of B. We begin with the
strongest regularity requirement:

(4) EachJj is analytic on oB.

This implies that there is an open set (g with B c (g such that theJj extend
analytically to (g.

(5) (;~) has rank n at all points of oB.

l3l
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THEOREM 19.1

Let B be the closed unit ball in en and let fI' .. . ,fk E A(B). Assume (1)
through (5) hold. Then the fj are a set of generators for A(B).

First we shall prove this result by a classical method due to K. Oka and
H. Cartan and then we shall see to what extent weaker hypotheses suffice.
It will turn out, in particular, that for n = 1 the polynomial convexity con
dition (3) is a consequence of the other conditions. In fact, we shall prove

THEOREM 19.2

Let D be the closed unit disk in the z-plane andjix f'., . . . ,h E A(D). Assume
that

(6) The I, together separate points on D.

(7) 3e> 0 such that eachfj extends analytically to [z] < 1 + s.

(8) For each Zo E D,f~{zo) i= 0 for some j.

Then f'., . . .,h is a set ofgenerators for A(D).
We shall see by example that the analagous statement is false for n > 1.
Let n be an open set in eN and Van analytic subvariety ofn in the sense of

Definition 13.1. A function F defined on V is said to be analytic on V if for
each point p E V we can find a neighborhood U of p in en and a function F*
analytic in U such that F* = F on U n V.

Proposition. Let ~ be the open unit polydisk in c-, Van analytic subvariety
of~ and F an analytic function defined on V. Then 3 an analytic function G on ~
with F = G on V.

For a proof, see R. Gunning and H. Rossi, [30] , Theorem 18,Chapter VIII,
Section A.

Proof of Theorem 19.1. Without loss of generality, IJjI ~ ! on B for eachj.
By (4) 3f, > 0 such that each fj is analytic in [z] < 1 + s. Without loss of
generality, the map f is one-one in [z] < 1 + s, Suppose instead there were a
sequence en --+ 0 and pairs of distinct points Pn' qn in lz] < 1 + f,n with
f(Pn) = f(qn)' Let p, q be limit points of the sequences {Pn}, {qn} ' Then
p, q E B andf(p) = f(q). By (1), p = q. But by (5)fis locally one-one in some
neighborhood of p, contradicting j'(g.) = f(qn) for large n.

So we can choose f, > 0 withfone-one in [z] < 1 + s,In view of (2)and (5)
we may further suppose that at each ZO in [z] < 1 + s we have:

(9) 3h, ... ,fjn such that the map : z --+ (fj'(z), . . . ,fjJz)) is biholomorphic
from some neighborhood of ZO into en.

Fix aE en with 1 < lal < 1 + s, We claim 3 polynomial Q such that

(10) IQ(f(a))1 > maxIQ(f)I.
B
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Otherwise,f(a) lies in the polynomially convex hull of f( B) which by (3) is
f( B). Hence 3b E B withf(b) = f(a) . Butfis one-one in [z] < I + e,which is a
cont radiction. SO 3Q satisfying (10).

Put ga = Q(f) . By (10), Iga(a)1 > maxBlgai. Wit hout loss of generality,
Iga(a)1 > 1 > maxBlgal· Since we can replace ga by (ga)P with P a positive
integer, we ma y as well assume that Iga(a)1 > 2 and maxBlgal < 1. Choose a
neighborhood N a of a with Igal > 2 in N a. We can do this for each a with
1 + (e/2) ~ lal ~ 1 + i e. By compactness some finite set Nai' . . . , Nascovers
{z]! + (e/2) ~ [z] ~ 1 + ie} . We define a map <1> of [z] < 1 + ie --+ Ck

+
s by

<1>(z) = (f1(Z), .. . , f,.(z), ga, (z), . .. , gas(z)). Then <1> is one-one on [z] < 1 + k
Let L1 be the open unit polydisk in Ck +s and put

V = (<1>(Izl < 1 + i e)) n L1.

We claim that V is a relatively closed subset of A For choose Pn E V with
P« --+ PE L1. Then P« = <1>(zn) and IZnl < 1 + (e/2) for all n. Else ZnE N aj for
some j, so Igaizn)1 > 2, contradicting that <1>(zn) E L1. Hence {z.} has an
accumulation point z with [z] ~ 1 + (e/2), and so we may assume that z, --+ z.
Then <1>(zn) --+ <1>(z) and so P = <1>(z). Thus P E V. Th e claim is thus correct.

Next we claim that V is locally defined by analytic equat ions and hence is an
ana lytic subva riety of L1. Fix PE V.Then P = <1>(ZO) for some ZO in [z] < 1 + i e.
Because of (9), in some neighborhood of ZO each Z2 is an ana lytic funct ion of
Jjl' . . . ,Jjn· Hence each component of <1> is an analytic function ofJj " . . . ,Jjn·
in a neighborhood of zoo Hence V is defined by ana lytic equations in some
neighborhood of P, as claimed.

For o: = 1, . .. , n, we define a function Z (2 on V by

Z (2(P) = zi<1> -t (p)).

Th en Z (2 is an analytic function on V. By the Proposition, 3 a function G(2
ana lytic on L1 with G(2 = Z (2 on V.

Now <1>(B) is a compact subset of <1>(Izl < 1 + i e). Also, since IJjI ~ ! on B
for allj and Igail ~ ! on B for all i, <1>(B) c L1. So <1>(B) is a compact subset of V.
Fix r:I. . The Taylor series at 0 representing G(2 in L1 converges uniformly on
<1>(B). Hence a sequence of polynomials in the function sj. ; . .. ,f,., ga" . . . , gas
con verges uniformly on B to G(2(<1» . But G(2(<1» = Z 2(<1» = Z(2 . Since each gai is
a polynomial in theJj , it follows that Z(2 E[fl ' . . . ,f,.IB]. Finally, polynomials
in z I' .. . , z; are dense in A(B). So [fl> ... ,fdB] = A(B). Q.E.D.

We sha ll deduce Theorem 19.2 from Theorem 19.1 by mean s of the follow
ing Lemma.

LEMMA 19.3.

Let f l' .. . ,f,. E A(D) and assume (6), (7), (8). Th en f(D) is polynomially
convex.

Proof Because of (6), (7), (8) we can choose et > 0 and put

D I = {z/Izl ~ 1 + ed,
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such that each Jj is analytic in a neighborhood of D J and j is a one-one
regular map in that neighborhood. Put

YJ = j (oDJ).

Then YJ is an analytic curve in c- and so by Theorem 13.1, h(YJ)""-YJ is an
analytic subvariety of some open set in c-. Put

Y = j(oD).

Since j'(D j) s; h(YJ), Y S; h(YJ ) and hence h(y) S; h(YJ). Put

V = h(y)""- j (D).

To pro ve our Lemma, it suffices to show that V is empty.
f (D) is a compact subset of h(YJ)""- YJand the variety h(YJ)""-YJ has a discrete

set of singular points. Hence the set A of singular points belonging to f(D) is
finite (possibly empty).

Let now p be a boundary point of V, i.e., p EV""- V. Then p E f (D).
Assertion 1. pEA.
Suppose prj: A. We have p = f(a) where lal ~ 1. If lal < 1, for some

(5 > O,f(lz - a l < (5) is a neighborhood of p in h(yd . Since p E 17, :3q E V n
f(l z - al < (5), which is a contradiction. So lal = 1. Again for some b > 0,
f(lz - al < b) is a neighborhood of p and so :3qnE V with qn -> P and so
qn = f (zn) where z; -> a. Since qn rJ: f(D), IZnl > 1 for all n.

Thus we have obtained a sequence z, E C, IZnl > 1 and z; -> a with lal = 1
such that f( zn) Eh(y). We shall show that this leads to a contradiction. Choose
r, 1 < r < 1 + eJ' such that the setf(l < [z] < r) contains no singular point
ofh(Yd"'YJ .PutS = {z]l < [z] < randf( z) Eh(y)}.For large n, znES and so S
is non-empty.

Assertion 2. S is open.
Fix a ES. Then j (a) is a non- singular point of h(YJ )""-YJ and sof(DJ) is a

neighborhood of f(a) in h(Yl )' On the other hand,f(a) Eh(y)"-.. y and so by
Theorem 13.1 :3 an analytic disk E through f (a) contained in h(y). It follows
that E contains a neighborhood ofj(a) in f(D J). Hence Ba neighborhood of
a in C which fmaps into E and so for all z sufficiently close to a,f(z) E h(y)
and so z ES. Thus S is open as claimed.

Evidently S is relativel y closed in 1 < [z] < r and so, since S is nonempty,
S = {z]l < [z] < r}. Let Q be a polynomial in k variables and put g =
QUI> ... ,fk)' For each z in 1 < [z] < r,f(z) E h(y) and so

IQU (z))1~ maxlQI ,

or

Ig(z)1~ maxlg],
aD

By the maximum principle for analytic functions, it follows that g is a con
stant. But this is ab surd . So the supposition that prj: A is untenable, and
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Assertion 1 is established. Hence the boundary V"'-Vof V is a finite set. By the
maximum principle for analytic varieties we have for each polynomial Q and
each y E V,IQ(Y)I :$ maxvvlQI. Thus V S h(V"'-V). But a finite set is its own
hull. Hence V is empty. Q.E.D.

Proof of Theorem 19.2. Since (6), (7), (8) hold, the jj satisfy (1), (2), (4), (5).
By the Lemma just proved, (3) also holds. Hence Theorem 19.1 applies and
gives the assertion. Q.E.D.

It is possible to relax the hypothesis that thefi are analytic on oB (resp. oD),
and to assume instead that they are smooth on oB. We proceed to state, with
out proof, some theorems in this direction and to give references to the
literature.

Definition. Fix a positive integer (J . A"(B) is the class of functions g in
A(B) such that for each multi-index 1 = (i1> .. . , in), with III = L~= 1 i.,

o lJlg
. . E A(B)

OZ'I" . ' OZ~"

for all I with III :$ (J.

In [11], R. Blumenthal proved

THEOREM

Let f.; . . . ,fk E A I(D). Assume (6)and (8). Then thejj are generatorsfor A(D).
The results in [11] are, in fact, more general than this theorem. Blumenthal

makes use of the following generalization of Lemma 19.3, due to J.-E .
Bjork, [10].

THEOREM

Let fl' . .. .I, E A l(D) and assume f separates points on D. Then f(D) is
polynomially convex.

The following generalization of Theorem 19.1 was proved by Sibony and
the author in [61], and given a simpler proofby H. Rossi and J. Taylor in [55].

THEOREM

Let B be the closed unit ball in en. Let fl' ... ,j;. E A 4(B). Assume (1), (2), (3)
and (5). Then the I, are a set ofgenerators for A(B).

It is not possible to drop condition (3) from this theorem, as the following
example shows .

Example 1. For each t > 0 put

Bt = {Z E e311z11Z + IZzlz + ~ IZ31z s 2 + t}-
Put Bo = {z E e31z3 = 0 and Iz tlz + [zzlz :$ 2}. For ZE e3, define fl (z) = Z1,
fz(Z) = ZIZZ + Z3' f3(Z) = ZlZ~ - Zz + 2zZz3 and put f = (fl ' fz, f3)' The



136 BAN A C HAL G E BRA SAN D COM P LEX V A R I A B L E S

Jacobian determinant ofj'does not vanish on 13.0 andfseparates points on Bo.
Hence for t sufficiently small,fseparates points on B, and the matrix (ajJaz)
has rank 3 at each point of B: Fix such a t and choose t < i.Note that, after
a complex linear change of coordinates, B, becomes the unit ball in C3

•

Conditions (1), (2), (4), (5) hold for s, and fl'/2'/3' We claim f(B r) is not
polynomially convex.

For each e, 0 ::;; e ::;; 2n, (ei8
, e - i8

, 0) E B; Hence (e", 1, 0) E f(B r). Put
X = {(ei 8

, 1, 0)10 ::;; e ::;; 2n}. (0, 1, 0) E h(X), but (0, 1,0) ¢ f(B r) for if (0, 1, 0)
= f(z 1, Z2, z3), then z1 = 0, hence z3 = 1. But since t < i , this implies
(z1, Z2, Z3) ¢ Br • So f(B r) is not polynomially convex. Thus (3) fails here.

Finally, we show by the following example that our three necessary con
ditions (1), (2), (3) are not sufficient, not even for the case of the unit disk D.

Example 2. Put ¢(z) = exp[ - (1 + z/l - z)]. Then ¢ is a bounded
analytic function on fJ and continuous on aD""'{l} and I¢I = Ion aD"'. { I}.
Put

fl = (z - 1)3. ¢,f2 = (z - 1)4. ¢,

setting fl(1) = fz(l) = O. Put f = (fl,f2)' Direct calculation shows that
fl,f2 E A I(D)and thatfl,f2 satisfy (1)and (2). In view of Bjork's result in [10],
stated above,f(D) is polynomially convex and so (3) holds.

Fix g E [fl,f2ID] with g(l) = O. Then 3 constants c!i) 1 ::;; i,j ::;; kn , so that
kn

Pn = L c!i)(fd(f2)j --+ g
i .j=O

uniformly on D. Since g(l) = 0, we may suppose C~6 = 0 for all n. Hence we
can write P; = Qn' ¢ with Qn E A(D). On aD

Qn = Pn~ --+ g~ uniformly.

Hence 3Q E A(D) with g¢ = Q on aD.Then g = Q . ¢. Since not every g E A(D)
with g(l) = 0 admits such a representation (Why?), [fl,f2ID] =I- A(D). Thus
conditions (1), (2), (3) fail to assure that the fj arc generators. Q.E.D.

NOTES

The method of proof of Theorem 19.1 as well as the Proposition is given by
H. Cartan, Seminaire E.N.S., 1951-1952, Ecole Normale Superieure, Paris.
Theorem 19.2 was first proved by the author, Rings of analytic functions,
Annals of Math. 67 (3), May, 1958, (Appendix and Theorem 1.1). The proofs
of Theorem 19.2 and Lemma 19.3 given here are due to Brian Cole. Example
2 is given in [61].



20

The Fibers Over a Plane Domain

Consider a uniform algebra mon a compact space X having maximal ideal
space M. Fixf E m. Consider an open set Wcontained in C"""'- f (X). For each
A in W the fiber over A sha ll mean {p E Mlf(P) = A}. In Section 11 we saw
that iff - I (W) is non-empty and iffor sufficiently many Ain W the fiber over A
is a finite set, thenf -I(W) possesses analytic structure.

In this Section we shall study f - I(W) without assuming the existence of
finite fibers. We first show that in the general case every compact space can
occur as a fiber.

Let T be a compact space and let D be the closed unit disk. Put X = T
x eo.Thus

x = {(t, Z)ltE T, [z] = I}.

Let mbe the algebra of all continuous functions g defined on X such that for
each t E T, g(t, .) is the boundary function of some function G, which is
analytic on [z] < 1 and continuous on D. mis evidently a uniform algebra on
X and its maximal ideal space M is naturally identified with T x D. (Why?)
Define f E mby f(t , z) = z for all (r, z) E X . Then f(t , a) = a also for each a
with lal < l.f(X) = aD. Let W be the open unit disk . Then We C'-...f(X).
For each AE W, f -I(A) = {(t, A)lt E T }. Thus each fiber f-I( A) is homeo
morphic to T, and so T can occur as fiber, as claimed.

We next show that, in the general case,f-I(W) may be non-empty and yet
contain no analytic disk. The reader might try to construct such an example
before proceeding to the following theorem.

THEOREM 20.1

There exists a uniform algebramon a compact metric space X , with maximal
ideal space M and 3f E msuch that

(1) f(X) is the unit circle.

(2) f(M) contains {zllzl < I}.

(3) M contains no analytic disk.

Proof Let Do be the disk Izl:s; 1, and D1, D2 , • •• copies of the disk
[z] :s; 2. Let II = Do X D1 X D2 X ... be the topological product of all
these disks . Then II is a compact metrizable space. A point of II can be
denoted (z, (b ( 2' . ' .), where [z] s 1,1() :s; 2, allj.

We denote the coordinate functions by z, ( I, (2' .... Each coordinate
function is continuous on II.

137
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Choose a countable dense subset {aJ of [z] < 1.We denote by Y the subset
of Il consisting of all points (z, (1' (Z, ...) satisfying

Y is thus the common null-set of a family of continuous functions on Il, and
so Y is closed and hence compact. Let 2.l( Y) denote the uniform algebra on Y
spanned by all polynomials P(z, (1"'" (n), n = 1,2, . . . , in the coordinate
functions. Put X = {(z, (1' (z, ...) E Ylizi = 1}. We claim that X is a bound
ary for 2.l( Y) in the sense of Definition 9.1.

Fix n and consider the variety ~ = {(z, (1" ' " (n)I'; = z - aj' 1 ~
j ~ n} in en + 1. Let d denote the polydisk in en + 1 consisting of all points
(zo, Zl>"" zn) with IZol ~ 1, Iz) ~ 2 for 1 ~ j ~ n. ~ n J. is an analytic
subvariety of J.. Let (ZO, (?, ... , (~) be a boundary point of ~ n J.. If [z"] #- 1,
then I'JI = 2 for somej. But I'Jlz = Izo - a) ~ 2, so this cannot occur. Hence

(4)

Consider a polynomial P in n + 1 variables and let g = P(z, (1' . . . , (n)
be the corresponding element of 2.l(Y). Fix y = (ZO, n (g, ...)E Y. Then
(ZO, (?, ... , (~) E ~ n d . By the maximum principle on ~ and (4) we can
choose (z', C1' . .. , (~) in ~ with [z'] = 1, such that

Ig(y)1 = IP(zO, (?, ... , (~)I ~ IP(z', C1' . . . , (~)I.

We next choose (~+ 1, (~+Z,·· · so that y' = (z', ('l> " " (~ , C+ 1"") E Y.
Then Ig(y)1 ~ Ig(y')I. Since y' E X, it follows that X is a boundary for2.1(Y), as
claimed.

The restriction of2.1(Y) to X is then a uniform algebra 2.l on X. It is easy to
see that .$I(2.1) = Y, and we leave it to the reader to verify this.

Take forfthe coordinate function z. Thenf E 2.l andf(X) is the unit circle.
Put M = .$I(W.).f(M) is-the unit disk.

We assert that M contains no analytic disk. Suppose there were such a
disk E. This means that there is a continuous one-one map <1> of 1,1.1 < 1 onto
E such that h 0 <1> is analytic in 1,1.1 < 1 for all h E 2.l.

Suppose first that f is not constant on E and put F = f 0 <1>. Then F is a
non-constant analytic function, and so F(IAI < t) contains an open disk. In
that disk there are infinitely many of the aj ' For each such j choose Aj in
1,1.1 < t with F(},) = aj ' Fixj.

Since n= z - aj = f - aj' (C 0 <1»Z = F - aj and so the derivative F'
of F vanishes at Aj. Hence F' vanishes infinitely often in 1,1.1 < t, and so F is a
constant. This is a contradiction. Hence f is constant on E.

Thus for some a E Do,f - 1(a) contains E. We claim, however, that for each
Zo in Do,f - 1(ZO) is totally disconnected, and once this has been shown we
shall have a contradiction.

Let G, be the two-element group {1, -1} for i = 1,2, . . . and let G be the
topological product : G = TIf:1 Gj • An element of G is a sequence g =
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(gl, g2, ") where each gj = lor = -1. G is a compact, totally disconnected
Hausdorff space. We shall construct a homeomorphism of G onto j - I(ZO)'

Each point x E j-I(ZO) has the form x = (zo, WI' W2," .), wJ = Zo - aj

for all j . We only consider the case when Zo i= a j for all j and so Wj i= 0 for
all j . The case Zo = aj for some j is similar.

Fix x' = (ZO,W'I,W2, ...)Ej-l(ZO)' For each g=(gI,g2, ...)EG, map
g --> gx' = (z0 , g 1W 'I, g2W2, .. .). Note that gx' again belongs to j - 1(zo). It is
easy to verify that the map : g --> gx' maps G ontoj-I(zo) and that the map is
one-one and continuous. Since G is compact, the map is a homeomorphism
and since G is totally disconnected,j-I(zo) is totally disconnected, as claimed.
We are done.

Definition 20.1. Let ~ be a uniform algebra on a compact space X , with
maximal ideal space M. Fixj, g E~. For each (E C put

Z«( ;j, g) = sup Igl,
/ -1(,)

wherej-l(O = {pEMlj(P) = (}.
We shall study Z as a function of (.
Example. In the situation we considered in Section 11 j -1(W) is an n

sheeted Riemann surface ~ lying over W. Fix g and put Z(O = Z«(;j, g).
For each Zo E W with the exception of a discrete set :1 neighborhood U of zo
such thatj-l(U) = 0 1 U . .. U On where each OJis a region on ~ lying one
sheeted over U. For ( E U denote by Pj«() the unique point in OJ lying over (.
Then for (E U

Z(O = max Ig(Pg))I.
1 ~i5, n

Hence

log Z(O = max {loglg(Pj(O)I}.
1 :=;, i $ n

Now for each i, g(Pj) is an analytic function of ( for ( E U. Hence for each i,
10g!g(Pj)1 is subharmonic in U. It follows that log Z is subharmonic in U.

It now turns out that this phenomenon of subharmonicity always occurs,
even when the maximal ideal space contains no analytic structure.

THEOREM 20.2

Let ~ be a uniform algebra on a space X with maximal ideal space M. Fix
j E~. Let W be an open subset ojC"-..j(X). Fix g E~ and put Z(O = Z«(; j, g).
Suppo se Z(O i= Ofor some ( E W. Then log Z is subharmonic in W.

ProofofTheorem 20.2. Fix (0 E Wand let (n --> (0 ' Assume Z«(n) --> t. We
claim Z«(o) 2 t. Choose p; E j-l«(n) with Ig(Pn)1 = Z«(n)' Let p be an accumu
lation point of {Pn} ' Then Ig(P)1 = t and so Z«(o) 2 t. Thus Z is upper
semicontinuous at (0' and so everywhere in W.
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Suppose log Z fails to be subharmonic on W. Then 3(0 E Wand r > 0
such that the disk" - (01::::; r lies in Wand

1 r"2n J
o

log Z((o + re") de < log Z((o)·

Since Z is upper-semicontinuous, we can choose a sequence {hn} of
functions continuous on " - (01 ::::; r which decrease pointwise to Z there.
Without loss of generality, each h; is smooth and positive. By monotone
convergence,

f"IOg hn((o + reiO
) de -> f"IOg Z((o + reiO

) de,

as n -> CIJ , and hence for large n, by (5),

(6) 2~ f"IOg hn((o + reiO
) de < log Z((o)·

Fix such an n. Choose U harmonic in " - (01 < r with U = -log h;
on " - (01 = r and let V denote the harmonic conjugate of U. Since log hn is
smooth, V is continuous on " - (01::::; r. Put IjJ = eU + iV.

IjJ is analytic in" - (01 < r, continuous in" - (01 ::::; r. Also, IIjJ(Olhn(O = 1
on " - (01 = r. It follows that

(7) 11jJ(()IZ(() ::::; 1 on " - (01 = r.

11jJ((0)1 = exp{ - 2~ f"IOg h.((o + reiO
) de} > e -logZ(~o),

by (6), so

(8) for some b > O.

We can approximate IjJ uniformly on " - (01 ::::; r by polynomials, so 3 a
polynomial P such that IP(OIZ(O < 1 + bon" - (01 = r, while IP(( o)IZ(( o)
> 1 + b.

Put N = f -1(1( - (01 < r).The boundary of N is contained inf -10( - (01
= r). Now k = P(f) · g Em. Choose Xo Ef- 1(( 0) with Ig(xo)1 = Z((o). Then
Ik(xo)1 = IP((o)IZ((o) > 1 + b. If x E aN, ( = f(x) lies on " - (01 = r. So
Ik(x)1 = IP(OIIg(x)1 ::::; IP(OIZ(() < 1 + b.This contradicts the local maximum
modulus principle for m. So log Z is subharmonic in W. Q.E.D .

In the example given in Theorem 20.1, we saw that the fibers were homeo
morphic to the Cantor set, hence uncountable. What can be said if the fibers
are at most countably infinite?

THEOREM 20.3

Let mbe a uniform algebra on a compact space X having maximal ideal
space M. Let f Em and let W be a component ofC"-.f(X). Suppose that for all
A. E Wthefiber over A. is at most countable. Then unlessf-l(W) = cjJ, there is an
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open dense subset off -I(W) which can be given the structure of a one-dimen
sional complex analytic manifold so that the function s in 21 become analytic
there.

This result is given by R. Basener, A condition for analytic structure,
Proc. Amer. Math. Soc., vol. 36 (1972).

Consider now the following example: B is the closed unit ball in C 2
, A(B) is

the uniform algebra on aB consisting of all continuous functions on aB which
extend to B to be analytic on B. Here X = aB, M = Jt(A(B)) = B.

Fix fEA(B) and choose ).EC"'-f(X). f- I().) = {( EBlf (( ) = A.}. Since
A. ¢ f (X ),f - I().) C B.SOf - I(A.) is a one-dimensional analytic subvariety of B.
Also f -I(A.) is compact. Hencef -I().) is empty.

Thus : whenever A. E C"'-f(X), the fiber over A. is empty. To get something
interesting we must consider instead of functions in the algebra, i.e., maps of
M -+ C, pairs offunctions, i.e., maps of M -+ C2

•

Letfl,f2 E A(B) and put F = (f1,f2)' F maps B -+ C2. In general, if z E C2,

the fiber of the map F over z,

F -I(z) = {( EBIF(() = z}

is a finite set. To see this , put z = (Zi> Z2) and put VI = {(E Blfl(() = zd.
In general, VI is a one-dimensional variety with boundary and F-I(z)
= {( E Vd f2( O = Z2 } is finite.

Fix next 4> E A(B) and put V(4)) = {( E BI4>(O = OJ. In general, V(4)) is a
one-dimensional analytic variety with boundary on aB. Hence we have the
following maximum principle : if g E A(B) and y E V(4) ), then

(9) Ig(y)I'::;; max Igi.
V(4)I'' oB

In what follows , let 21 be a uniform algebra on a compact space X with
maximal ideal space M. We impose upon 21 the following condition, which
generalizes (9).

For each 4> E 21 put V(4)) = {p E MI4>(P) = OJ.
(l0) If 4> E 21and g E 21, then the restriction of g to V(4» satisfies the maxi

mum principle relative to V(4)) 11 X .

Also, for fl,f2 E 21and F = (fl,f2) and z E C2, put

F -I(z) = {p E MIF(P) = z}.

Using (10) as a hypothesis, Basener, in A Generalized Silov Boundary and
Analytic Structure, Proc. Amer. Math. Soc., vol. 47 (1975), and independently
Sibony, obtain a result on analytic structure of dimension n > 1 in M. We
state the result when n = 2.

THEOREM 20.4

Assume (10), Let Ii .T,E 21and put F = (fl,f2)' Let W be a component of
C2"'-F(X). Assume that F - I(z) is ajinite setfor z in some set ofpositive measure
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in W. Th en either F -1 (W) = 0 or F -1(W) can be given the structure of an
analytic space ofcompl ex dimension 2 such that every fun ction in ~ is analytic
on F -1(W).

N OT ES

Theorem 20.1 is due to B. Cole, One point parts and the peak point con
jecture, Ph.D. dissertation, Yale University (1968).

The proof of Theorem 20.2 is due to K. aka, Domaines d'holomorphie,
Jour . Sci. Hiro shima Universit y 7 (1937). The theorem was given by the
author, Subharmonicity and Hull s, Pac. Jour. of Math . 58 (1975), and
used there to prove the existence of analytic structure in certain polynomially
convex hulls.
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Examples of Hulls

Let X be a compact set in en and h(X) its polynomially convex hull. Assume
that h(X) '<,X is non-empty. Does h(X)"-X contain some analytic variety?

In earlier Sections we studied some cases where the answer was Yes. In
1963 Gabriel Stolzenberg gave an example in c- where the answer was No.
We next give a modification of Stolzenberg's example.

Let X be a compact set in en. Recall the algebra Ro(X) , occurring in
Section 13, which consists of all f E C(Xj such that 3 polynomials A and B
with B =P 0 on X and f = AlB on X .

Definition 21.1. R(X) is the uniform closure of Ro(X) on X . hr(X), the
rationally convex hull of X, is the set of all y in en such that every polynomial
which vanishes at y has a zero on X.

Exercise 21.1. hr(X) can be naturally identified with the maximal ideal
space of R(X).

Let S be a closed subset of 1'1::;; 1 which contains the unit circle. Denote by
D 1, D 2 , • • • the components of the complement of Sin 1'1 < 1.For each i, put

Hi = {(z, w)E e21z E Di, Iwl = l },

K , = {(z, w) E e211z1 = 1, W E DJ.

Let B denote the unit bicylinder in e2 and oB its topological boundary. We
can picture each Hi or K , as a solid torus lying in oB. We denote

00

x, = es -; UHi u «;
i= 1

Thus X s is obtained from oB by remo ving this family of "solid tori." Another
representation of X s is this:

X s = {(z, W)IZES, Iwi = I} u {(z, w)llzl = 1, WES}.

THEOREM 21.1

Assume that S has no interior. Then hr(Xs) contains no analytic disk.
N ote. It remains to be seen whether hr(Xs) is properly larger than X s or

coincides with X s . We shall look at this question below.
Proof of Theorem 2/.1. Suppose E is an analytic disk contained in hr(Xs).

Either z or w is not a constant on E. Suppose z is not constant. Then z(E)
contains interior in e and so the z-projection of hr(X s) has interior points. On
the other hand, this z-projection is contained in S. To see this, consider
(zo, wo) E hr(Xs)· If Zo 1: S, then z - Zo =P 0 on X s . But z - Zo vanishes at
(zo, wo), and this contradicts the definition of hr(X). So Zo E S, as claimed.

143
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Since S has no interior, by hypothesis, we have a contradiction. Thus E
cannot exist. Q.E.D.

Let now S be a closed subset of 1'1 ~ I which contains the unit circle and
let Di, Hi ' K i, i = 1,2, .. . be defined as above. We write X = X s .

LEMMA 21.2

Fix p in B. If p ¢ hr(X), then for some n, p E h(Ui= 1 H, u K;).
Proof Since p ¢ hr(X), 3 polynomial Q with Q(P) = 0 and Q i= 0 on X .

Since Q is continuous and X = oB ""-U~ 1 H, U K i, we can choose n with
Q i= Oon oB""-Ui=1 n, U «;

Denote by V the connected component of the zero-set of Qcontaining p.

Then V n oB c Ui= 1 H, U K j • Let f be a polynomial. The maximum
principle applied to V gives

If(P)1 ~ max If I ~ suplj"]
V n oB

taken over Ui=1 H i U K j • Hence p E h(Ui= 1 Hi U K;). Q.E.D.

THEOREM 21.3

We can choose S, as above, such that hr(Xs) i= Xsand hr(Xs) contains no
analytic disk.

Proof We shall construct a sequence of disjoint open disks D1, Dz, . . .
contained in 1'1 < I such that if we set

00

S = (I'I ~ 1)""- Uo;
j= 1

H , = {(z, w)lz E D j , [w] = I},

K, = {(z, w)llzl = I, WE DJ, then

(l) S lacks interior.

(2) For each n,

O¢h(V1H i U K)
In view of the Lemma, (2) implies that 0 E hr(Xs) and hence 0 E hr(Xs)''''-Xs.

In view of Theorem 21.1, (I) and (2) then yield the theorem.
Choose a countable dense subset {aj } of 1'1 < I, avoiding O. We claim 3

disjoint open disks Di, i = 1,2, . .. contained in 1'1 < I such that for each n
we have:

(3) for I ~ j ~ n,
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Fix rl with 2rl /lal12 < 1. Put G(z, w) = (z - al)(w - al)/ai. Put D1 =
{I( - all < rd· Then G(O) = 1. For (z, w)EH I U K 1, IG(z, w)1 ~ 2rdla l 1

2

< 1. Hence 0 i h(H I u K d.
Suppose now that disjoint open disks Db " " D, have been chosen so that

(3) and (4) hold for n = 1,2, . .. , s. Also assume that aDi does not meet {aj}
for 1 ~ i ~ s. Let a be the first of the aj not contained in Ui= 1 D i • By (4), 3
polynomial P with IP(O)I> 1 and IFI ~! on Ui=1 Hi u K: Put ), =

maxBIFI. Choose k such that

and choose r with

Put DS + 1 = {I( - al < r}. We may assume that D S + 1 fails to meet Ui=1 D,
and that aDs+ 1 does not meet {aJ . Put Q(z, w) = (P(z, W))k (z - a)(w - a)/a2

.

Then IQ(O)I > 1; on Ui= 1 Hi u x,

< Ht·4
IQI_~< 1.

On Hs + 1 U K s + 1 either Iz - al < r or [w - al < r, so IQI ~ A,k • 2r/lal2 < 1.
So

(

S+ I )

oi h i~1 Hi U «, .

By choice of Ds + I ' as + IE Ui; t Di • So (3) and (4) hold for D1, · · · , D., Ds + I'

Thus by induction the desired sequence D;, i = 1,2, . .. exists, satisfying (3),
(4)for each n. Then U~ 1 D, contains every aj' Since {aj} is dense in the disk, S
lacks interior. Thus (1) and (2) hold, and we are done.

Exercise 21.2. Let X be a compact subset of en. Then R(X) is generated by
n + 1 functions . (See the Notes for this Section.)

Let Xs be the set constructed in Theorem 21.3. By Exercise 21.2, R(Xs)
is generated by threefunctions gl' g2' g3' Denote by Ythe image in c- of Xs
under the map g = (gl' g2' g3)' By Exercise 21.1, hr(Xs) is the maximal ideal
space of R(Xs). Hence h(Y), the polynomially convex hull of Y in c-, is the
image of h,(Xs) under g. Because of the choice of X s , it follows that h(Y) =F Y
and that h(Y) contains no analytic disk.

We next turn to the following question : let X be a compact set in en. Is
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there some relation between the topological dimension of X and the topo
logical dimension of h(X)? Exercise 9.4 above yields that the two-dimension
al torus T = {(z, w)llzl = Iwl = I} in C2 has as its polynomially convex hull
the 4-dimensional bicylinder d 2

•

A recent example of Vitushkin shows the following :

THEOREM 21.4

There ex ists a compact totally disconnected set K in C2 such that h(K)
contains the unit bicylinder B.

Notation. For any set S, diam S denotes the diameter of S.

LEMMA 21.5

Let T be the torus

{(z, w)llz - al = 0:, [w - bl = f3}
in C2

, let .Q be a neighborhood of T and fix B > O. Then 3a finite set of tori
T1, •• • , 1'., pairwise disjoint, such that

(5)

(6)

7k c .0, k = 1, . . . , s.

diam 7k < B, k = 1, . .. , s.

(7) heV1 t;) ::> h(T).

Proof Fix n even and put a, = a + o:e2nik/n for k = 1,2, . . . , n. Fix r > 0
such that the disks [z - akl ~ r, k = 1, ... , n, together cover the circle
[z - al = 0: and such that no three of these disks have a common point. We
choose n large enough so that r < B/3.

Fix f3* with f3 < f3*.
We construct a family of tori Ab k = 1, . . . , n, as follows : For k = 2,4, . .. , n,
put

Ak = {(z, w)llz - akl = r, [w - bl = f3 }.
For k = 1,3, . .. , n - 1, put

Ak = {(z, w)llz - akl = r, [w - bl = f3*} .
By taking n large and f3* close to f3, we assure that Ak C .0 for each k.
Assertion 1. The Ak are pairwise disjoint.
Assume that A j n Ak # 0 .Then the z-projections of A j and Ak intersect, so

{lz - a) = r} r, [lz - ad # 0 .Hence k = j + 1 or k = j - 1 and so k is
even andj is odd, or conversely. Suppose the former. The w-projections of Ak

and A j intersect. But the first is [w - bl = f3 and the second is [w - bl = f3* .
So we have a contradiction, and the Assertion holds.

Assertion 2. h(U;:= 1 Ak) ;;2 h(T) .
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(9)

It suffices to show that Tc;;; h(Uk= I Ak). Fix (z, w)E T. Then [z - al = ex,
so 3k with [z - akl ::::;; r. Also [w - bl = 13. Hence (z, w)E h(Ak). (Why?) Thus
(z, w)E h(Uk= I Ak), so the Assertion is proved.

Fix now keven, 2 ::::;; k ::::;; n. Put b; = b + f3e21Civim for v = I, .. . ,m. Fix
p> 0 such that the disks [w - bvl ::::;; P, v = 1, . .. , m together cover [w - bl
= 13 and such that no three of these disks have a common point. We choose m
so large that p < £/3. Fix r* with r < r* < £/3. We construct the family of
tori Akv , v = 1, ... , m defined as follows : For v = 2,4, .. . , m,

For v = 1, 3, ... , m - 1,

Akv = {lz - akl = r*} x {Iw - bvl = p}.

By choosing m large, we assure that A kv c n for each v.Arguing as above, with
Ak replacing T and with the roles of z and w interchanged, we see that

(8) The Akv are pairwise disjoint.

h(91A kv ) ;2 h(A k)·

By a similar argument, we construct tori Akv> v = I, .. . , m for k odd such
that (8)and (9) hold. Without loss of generality, m, p, r* are independent of k.

Assertion 3. h(Uk= I U~= I AkJ ;2 h(T).
Indeed, the set of the left is polynomially convex and by (9)contains A k for

each k, hence contains Uk= 1 A k • Hence the set on the left contains h(Uk= 1 A k)

and so by Assertion 2 contains h(T).
Since r* < £/3, P < £/3, diam Ak v < £ for each k, v. We relabel {Akvlk, v}

as T1, • • • , T. . By construction the T; satisfy (5) and (6), and Assertion 3
gives (7). Q.E.D .

LEMMA 21.6

3 a sequence {K n} ofcompact subsets of C? such that

(10) x., I C;;; Knfor all n.

(11) h(Kn) ;2 B for all n.

(12) For each n with n > I 3 disjoint closed sets K\n), . .. , K~~ such that
diam Kjn) < l /n for each j and U)~ 1 Kjnl = Kn.

Proof Let T 1 denote the torus [z] = 1, Iwl = 1 and let K 1 be a compact
neighborhood of T 1

• Then h(K 1) :=> B.
By the last Lemma choose disjoint tori Ti, ...,T;;,such that each TJ c K 1

diam TJ < t for each j and

(13)
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Next choose disjoint compact neighborhoods KJ of TJ for alIj such that
each KJ c K, and diam KJ <!. Put K z = Uj;'l KJ. Then K; C K l,
h(Kz) ;2 h(Uj TJ) ;2 B. So (1 I), (12) hold for n = 2.

Fix now j , 1 s j s nz. By the last Lemma construct disjoint tori TIl" '"
TJSj such that TJk C KJ for each k, diam TJk < t for each k and

(14) h(9l TJk) ;2 TJ.

Next choose compact disjoint neighborhoods KJk of TIk for all k, such that
each KIk C KJ and diam KJk < t for all k. Put

n2 Sj

K 3 = U UKJk '
j= 1 k = 1

Then K 3 s;:;: x ; Also h(K3 ) ;2 TJ for eachj by (14) and so h(K3 ) ::::> Uj TJ,
whence

h(K3 ) ;2 h(YTJ) ;2 B

by (13). Hence (11), (12)hold for n = 3.
Proceeding by induction, we obtain the desired sequence {K n } . Q.E.D.

ProofofTheorem 21.4. Choose a sequence of sets {K n } satisfying (10), (11),
(12). Put

n= 1

Then K is a non-empty compact set in CZ• We claim that h(K) ;2 B.
Fix a polynomial P and fix E > O. Choose a neighborhood U of K with

suplf'] ~ maxlf'] + E.
U K

Choose n such that K; C U. Since h(Kn) ;2 B,

maxlf'] ~ maxlf'] ~ supjPI ~ maxl.P] + E.
B s; U K

Since E was arbitrary, maxBlP1 ~ maxKIPI, and since this is valid for every P,
B s;:;: h(K), as claimed.

Let now Y be a connected component of K . Fix n. Then Y s;:;: K n • Since Y
is connected, (12) gives that Y s;:;: K)n l for some j and so diam Y < l in. It
follows that Y is a single point. Hence K is totally disconnected. Q.E.D.

NOTES

Stolzenberg's example is given in G. Stolzenberg, A hull with no analytic
structure, Jour. of Math. and Mech . 12 (1963). Theorems 21.1 and 21.3
were given by the author, On an example of Stolzenberg, Symposium on
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Several Complex Variables, Park City, Utah (1970), Lecture Notes in Mathe
matics 184, Springer-Verlag. A detailed description of hr(Xs) was given by
R. Basener, On rationally convex hulls , Trans. Amer. Math. Soc. 182 (1973).
Further properties of these sets are given by A. Debiard and B. Gaveau,
Frontiere de Jensen d'une algebre de fonctions, C. R. Acad. Sc. Paris 280
(20 January 1975).

A solution of Exercise 21.2 is to be found in A. Browder's book [15J, p. 16.
The fact that for an arbitrary compact plane set X R(X) has two generators
was discovered by K. Hoffman and E. Bishop, and the general result is due to
H. Rossi, Holomorphically convex sets in several complex variables, Ann.
of Math. 74 (1961), Section 3.

In the Problems section of Function Algebras, Proceedings of a Sym
posium held at Tulane University (1965), Scott, Foresman and Co ., W. Rudin
raised the question: "Suppose D c en, and 15 is the maximal ideal space of
the algebra of allfin C(15) which are holomorphic in D. Is the (real) dimension
of the Silov boundary at least n'I"

Theorem 21.4, which treats a related problem, is due to A. G. Vitushkin,
On a problem of Rudin, Doklady Akademii Nauk SSSR 213 (1973). In
that paper, the set K is constructed so as to have Hausdorff dimension = 2.
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Solutions to Some Exercises

Solution to Exercise 3.2. Choose relat ively prime polynomials P and Qwith
Q i= 0 in n such that f = P/Q . For t E C,

f (t ) - f (x ) Q(x)P(t) - P(x)Q(t )

t - x Q(t)Q(x)(t - x)

F(x , t)
Q(t)Q(x) ,

where F is a polynomial in x and t,

1 N .

= Q( ).L ait)x),
x )=0

where each aj is holomorphic in O. Hence

Jf(t) - f(x) dt = _1_ I {J aj(t)dt}xj = 0,
y t - x Q(x) j=O y

since each aj is analytic inside y. Also Sydt/t - x = Zni. (Why?) Hence the
assertion.

Solution to Ex ercise 9.9. We must prove Theorem 9.7 and so we must show
that S(Y) c: X.

S(Y ) is a closed subset of A . Suppose 3xo in S(Y)"'-X. Choose an open
neighborhood V of Xo in A with V n X = 0. We may assume that V c: tj ,

for some j. Since Xo E S(Y), 3f E Y with

maxlfl < suplj] ,
»c-;v v

and so

maxlfl < suplj].
oV v

Since fE Y, 3f" E 'll with fn --+ f uniformly on V. Hence for large n,

maxlfnl < suplf"l .
oV v

Since V c: A "-.X and SNl) c: X, this contradicts Theorem 9.3. The assertion
follows.

Solution to Exercise 12.2. We assert that if R(x) = x" + al Xn- 1 + .. . + an
is a monic polynomial of degree n, then

(*).
1

max IR(x)l;::: z-:
-1 ~ .x~ 1
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For

(
e

i8 + e-
i8

) "R(cos e) = cos" e + at cos"" t e + ... = 2 + T,

where T is a trigonometric polynomial of degree S;;n - 1. It follows that

I In . I
- R(cos e)e - lft8 de = n'
211: _n 2

Since

151

we get (*).
Define a map cjJ : R -+ [0, 2] as follows : Let J.l represent linear measure and

suppose, without loss of generality, that J.l(S) > 0. Put

2
cjJ(x) = J.l(S) J.l{yIYE S,y S;; x}, all XE R.

As is easily seen, then, cjJ is continuous and nondecreasing on R. Also, cjJ is
constant on intervals complementary to S. Hence cjJ(S) = cjJ(R) = [0, 2].
Also

2
IcjJ(x t ) - cjJ(x 2 )! S;; J.l(S) IX2 - xI I,

Fix XES. Then, by (**) ,

IcjJ(x) - cjJ(cxdl ' .. lcjJ(x) - cjJ(cx,)! S;; L~sJIP(X)'

S;; ()S))'- M.

Since cjJ(S) = [0, 2] this gives, for all y E [0, 2],

Iy - cjJ(cxdl ' . · Iy - cjJ(cx,)1 S;; (J.l~S))' . M.

Note that (*) holds, by translation, when [ -1, 1] is replaced by [0, 2]. Apply
this result to R(y) = (y - cjJ(cx t ) ) ... (y - cjJ(cx,)). It gives

I (2)'2' S;; J.l(S) . M or J.l(S) S;; 4 · Mi l'. Q.E.D .

Solution to Exercise 13.1. (Cf. [6, p. 107].) f(D) is represented in C" by a
system of equations

(1) j = 1, ... ,n,
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where the F, are analytic in I)"' < 1 and the map : ). --+ (F1()")," " Fpc)) is
one-to-one. We may assume that XO corresponds to A = 0; i.e., XO = (F 1(0),

F 2(0), . . . , Fn(O)). Without loss of generality, F 1 is not a constant. Hence for
some k ~ 1 the derivative F\k)(O) =F 0 while F\j)(O) = 0 for j < k.

If k = 1, F 1 is one-to-one in some neighborhood U of O. Then 3 holo
morphic functions <Pj such that F j = <piF 1)in U,j = 2, . . . , n. It follows that
in some neighborhood of x'', f(D) is given by equations

Z2 - <pAz1) = O, oo.,z" - <Pn(Zl) = 0,

and so the assertion of the exercise holds.
If k > 1 we have to work a bit harder. We observe that 3G holomorphic

and one-to-one in a neighborhood of 0 with F 1 = c: We may suppose that
F 1(0) = O. Then for small <5 > 0 3 neighborhood U of 0 such that for each ~

with 0 < 1" < <5 3 precisely k points Ai in U with

F10.d = F1(A2) = 00 . = F1(Ak) = (.

Consider :E = {(F 1(A), . 00 , Fn(A))IA E U}. L is a closed subset of the domain
n: IZ11 < <5 in en.

We shall show that L is an analytic subvariety of n.
Let h be a holomorphic function in n.For each ( in 0 < I~I < <53 exactly k

points P1(O, . . . , Pk(() in L with zl-coordinate ( . Put

(2)
k

Ph(X, 0 = TI (X - h(Pi((m.
i = 1

The elementary symmetric functions of h(P1(0)" ' " h(Pk(O) are single
valued analytic functions of (in 0 < 1'1 < <5, bounded for 1'1 < <5/2, and hence
with removable singularity at ( = O. Hence

the A j being holomorphic functions in 1'1 < <5 . As ( --+ 0, Pi(O --+ XO for each i.
Hence, letting ( --+ 0, we get

(3)

Now fix ZO = (z? , . . . ,z~) E n"-L.
Assertion. 3H holomorphic in n with H(zO) =F 0 and H = 0 on L .
First assume that z? =F O. Then P1(z?), . . . , Pk(Z?) are distinct points in L.

we can hence find h holomorphic in n with h(zO) = 0 and h(Pi(Z?)) = i,
1 s i s k.

For z = (zl' . . . , z") E n, put

H(z) = Ph(h(z),zd = hk(z) + A1(Zl)h
k- 1(Z) + 00 . + Ak(Zl)'

Then H is holomorphic in n and, by (2), H vanishes on L.
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Ph(X, Z?) = °
has by choice of h the roots 1, 2, . . . , k and hence no other roots. In particular,°is not a root. Hence Ak(z?) # O. It follows, since h(zO) = 0, that H(zO) # 0,
as desired.

Assume next that z? = O. Choose h holomorphic in n with h(zO) = 0,
h(xO) # O. Again put H(z) = Ph(h(z), zd. As before, H = 0 on L. By (3),

Ak(O) = (-l)k(h(xo))k # 0,

so H(zo) = Ak(O) # 0, as desired.
Let ~ be the collection of all functions f holomorphic in n which vanish

on L . Because of the assertion just proved, the common zero set of all
functions in fF is precisely L . By an elementary theorem about analytic
varieties (Theorem 3 on p. 86 in [6]), that zero set is an analytic subvariety
of n. Thus 3 finitely many holomorphic functions in a ball B centered at XO

whose common zero set in B is L II B and hence isf(D) II B. We are done.
Solution to Exercise 13.4. Since ¢ E P(J0), ¢(F, F2, F3) is the restriction to

y of an element ¢* of2ly • Then ¢(J0) = ¢*( y), so we must show that ¢*( y) is a
Peano curve. We claim that for every f E2l y , f (y) = f(S2). This will do it,
for ¢*(S2) ::) ¢*(S2 " y), which is an open set since ¢* is analytic on S2" y.

To prove the claim, suppose the contrary. Then 3a E S2" y with f(a) fi f( y).
Let zI = a, Z2' ... , Zn be the finite zeros on S2 of f - f(a) . Each Zj E S2" y.
Put

l/t(z) = Z(z) - f(a).

TI (z - Zj)
j= 1

l/t vanishes at infinity but nowhere else on S2. Put

1
V(r) = -2 var arg l/t.

1t 1:1=.

For large r, V(r) > 0 since l/t(00) = 0. V is continuous for all r since l/t has no
finite zeros. V(O) = 0 and V takes on only integer values. This is a contradic
tion, and we are done.

Solution to Exercise 17.3. Denote by Xl> . . • , X2n the real coordinates in en.
Since a rotation preserves everything of interest to us, we may assume that
T is given by

XI = X 2 = . . . = X, = 0, 1= 2n - k.

Since d2(x) ~ °for all X and d2(0) = 0, we have 8(d2)j8xj = 0 at X = °for
allj, and so
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where Q(x) = I}'J= I aijx jx j' a ij E R. Then
I

Q(x) = I aijxixj + R(x),
t.t> I

R(x) being a sum of terms aijXjXj with i or j > I. Note that a ij = aji' all i and j .
Assertion. R = O.
We define a bilinear form [ , ] on en by

2n

[x , y] = I aijxjYj'
t.]» I

This form is positive semidefinite, since [ x, x] = Q(x) ~ 0 because d2 ~ O.
Also the form is symmetric, since a ij = aji :

Fix xa E en with x' = (0, . .. , I, .. . , 0), where the 1 is in the IXth place and
the other entries are O. Then [xa, x P] = lXap . If IX > I, then x" E T.

If x E T, then d2(x ) = o(lxl 2), so Q(x) = O. Fix IX > I. Then [x a, x"] = O. It
follows that [xa, y] = 0 for all Y E en. (Why?) In particular, aap = [xa, xP] = 0
for all p. Hence R = 0, as claimed. Thus

(a)
I

Q(x) = L aijxjxi:
i.i> I

Ifx is in the orthogonal complement of T and if [x] is small, then the unique
nearest point to x on L is 0, so d2(x ) = Ix12. Thus if x = (XI ' X2 ' ... ' x i,
0, . .. , 0), d2(x ) = I:=1 x f , so

(b)
I

Q(x) = L xf.
i = I

Equations (a) and (b) yield that
I

Q(x) = L x f
i = 1

for all x . But I:= I xf = d2(x , T). So

d2(x ) = d2(x , T) + 0(lxI2). Q.E.D .

Solution to Exercise 18.2. For simplicity, we denote all constants by the
same letter C. By hypothesis we have Ih(t)1 s CW for tERN, It I ::; 1. We
regard x as a map from (0, 2n) -+ RN

. For fixed 8 in (0, 2n) ,

Ih(x(8)W ::; C1x(8W ::; C(llx II00 )4 < C(llxI1 1)4.

Hence

(1) f"lh(X(8)W d8 < C(lIxlll)4.

Also Ihr;(t)1 ::; Cltl for ItI ::; 1.Writing dxid8 = X;, this gives

1:8(h(X(8)))1 = I~ hri(X(8» Xi(8)1::; ~ C1x(8) llxi(8)1::; CIIx li oo L1xj(8)1.
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i
2

7[ Id 1

2

o dO (h(x(O))) dO::; CIIxlli · llxlli.
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(1) and (2) together give Ilh(x)ll, ::; C(llxll,)2. Q.E.D.

Solution to Exercise 18.3. Fix t, t' ERN, ItI ::; 1, It'l s 1. We claim

(1)

For

Also

Hence

Ih(t) - h(t')1 ::; COtl + 1t'I)/t - t').

Ih(t') - h(t)1 = Il':s {h(t + s(t' - t))} dsl

= 11'tt,htj(t + s(t' - t)Ht; - ti)} 

::; 1'tt,lhtj(t + s(t' - t))I}t' - tl ds.

Ih(t') - h(t)1 ::; C(ltl + It'l)lt' - r], i.e., (1).

Fix O. By (1)

Ih(x(O)) - h(y(O))1 ::; c(lx(O)1 + ly(O)IHlx(O) - y(O)l)

::; c(llxll oo + Ilyll ooHllx - Yll oo)
s C(llxll, + IIYII,Hllx - yll,).

Since this holds for all 0, we have

(2) IIh(x) - h(y)llu ::; C(llxll, + IlylllWlx - yll d·
Also for fixed e,

I~ {h(x) - h(y)}1 = I~ hti(x)(Xi - Yi) + ~ (htj(x) - hti(y))Yil

::; L C1xllxi - Yil + L C1x - yllyd
i i

::; LC1lxllllxi - Yil + LCIIx - YII,IY;!'
i i
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Hence

{I
2

" I d 1

2 }1/2o de{h(x)-h(y)} de ::;;C.llxlll~llxi- YdIL2

+ C[x - ylll L IIYiIIL2::;; CIIxlllllx - ylll + CIIx - ylll · llylll·
i

So we have

(3) {f"l:e{h(X) - h(y)}12 der /2 ::;; c(llxlll + Ilylll) ·llx - yill'

Putting (2) and (3) together, we get the assertion. Q.E.D .
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