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Preface 

The preface to a textbook frequently contains the author's justification for 
offering the public "another book" on the given subject. For our chosen 
topic, the arithmetic of elliptic curves, there is little need for such an apologia. 
Considering the vast amount of research currently being done in this area, 
the paucity of introductory texts is somewhat surprising. Parts of the theory 
are contained in various books of Lang (especially [La 3] and [La 5]); and 
there are books of Koblitz ([Kob]) and Robert ([Rob], now out of print) 
which concentrate mostly on the analytic and modular theory. In addition, 
survey articles have been written by Cassels ([Ca 7], really a short book) and 
Tate ([Ta 5J, which is beautifully written, but includes no proofs). Thus the 
author hopes that this volume will fill a real need, both for the serious student 
who wishes to learn the basic facts about the arithmetic of elliptic curves; and 
for the research mathematician who needs a reference source for those same 
basic facts. 

Our approach is more algebraic than that taken in, say, [La 3] or [La 5], 
where many of the basic theorems are derived using complex analytic 
methods and the Lefschetz principle. For this reason, we have had to rely 
somewhat more on techniques from algebraic geometry. However, the geom­
etry of (smooth) curves, which is essentially all that we use, does not require 
a great deal of machinery. And the small price paid in learning a little bit of 
algebraic geometry is amply repaid in a unity of exposition which (to the 
author) seems to be lacking when one makes extensive use of either the 
Lefschetz principle or lengthy (but elementary) calculations with explicit 
polynomial equations. 

This last point is worth amplifying. It has been the author's experience that 
"elementary" proofs requiring page after page of algebra tend to be quite 
uninstructive. A student may be able to verify such a proof, line by line, and 
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at the end will agree that the proof is complete. But little true understanding 
results from such a procedure. In this book, our policy is always to state 
when a result can be proven by such an elementary calculation, indicate 
briefly how that calculation might be done, and then give a more enlighten­
ing proof which is based on general principles. 

The basic (global) theorems in the arithmetic of elliptic curves are the 
Mordell-Weil theorem, which is proven in chapter VIII and analyzed more 
closely in chapter X; and Siegel's theorem, which is proven in chapter IX. The 
reader desiring to reach these results fairly rapidly might take the following 
path: 

I and II (briefly review), III (§1-8), IV (§1-6), V (§1), 
VII (§1-5), VIII (§1-6), IX (§1-7), X (§1-6). 

This material also makes a good one-semester course, possibly with some 
time left at the end for special topics. The present volume is built around the 
notes for such a course, taught by the author at M.I.T. during the spring term 
of 1983. [Of course, there are many other possibilities. For example, one 
might include all of chapters V and VI, skipping IX and (if pressed for time) 
X.] Other important topics in the arithmetic of elliptic curves, which do not 
appear in this volume due to time and space limitations, are briefly discussed 
in appendix C. 

It is certainly true that some of the deepest results in this subject, such as 
Mazur's theorem bounding torsion over Q and Faltings' proof of the isogeny 
conjecture, require many of the resources of modern "SGA-style" algebraic 
geometry. On the other hand, one needs no machinery at all to write down 
the equation of an elliptic curve and to do explicit computations with it; and 
so there are many important theorems whose proof requires nothing more 
than cleverness and hard work. Whether your inclination leans toward 
heavy machinery or imaginative calculations, you will find much that re­
mains to be discovered in the arithmetic theory of elliptic curves. Happy 
hunting! 
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Introduction 

The study of Diophantine equations, that is the solution of polynomial 
equations in integers or rational numbers, has a history stretching back to 
ancient Greece and beyond. The term Diophantine geometry is of more recent 
origin, and refers to the study of Diophantine equations through a combin­
ation of techniques from algebraic number theory and algebraic geometry. 
On the one hand, the problem of finding integer and rational solutions to 
polynomial equations calls into play the tools of algebraic number theory, 
which describes the rings and fields wherein those solutions lie. On the other 
hand, such a system of polynomial equations describes an algebraic variety, 
which is a geometric object. It is the interplay between these two points of 
view which is the subject of Diophantine geometry. 

The simplest sort of equation is linear: 

aX+bY=c a, b, cElL, a or b :F O. 

Such an equation always has rational solutions. It will have integer solutions 
if and only if the greatest common divisor of a and b divides c; and if this 
occurs, then one can find all solutions by using the Euclidean algorithm. 

Next in order of difficulty come quadratic equations: 

aX 2 + bXY + cy2 + dX + eY + f = 0 a, ... ,fElL, a, b, or c :F O. 

They describe conic sections, and by a suitable linear change of coordinates 
with rational coefficients, one can transform a given equation into one of the 
following forms: 

AX2 + By2 = C 

AX2 - By2 = C 

AX + By2 = 0 

ellipse 

hyperbola 

parabola. 
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For quadratic equations, one has the following powerful theorem which aids 
in their solution. 

Hasse-Minkowski Theorem ([Se 7, IV Thm. 8]). Let f(X, Y)E(Q[X, Y] be a 
quadratic polynomial. Then the equation f(X, Y) = 0 has a solution (x, y) E (Q2 

if and only if it has a solution (x, y) E ~2 and a solution (x, y) E (Q; for every 
prime p. (Here (Qp is the field of p-adic numbers.) 

In other words, a quadratic polynomial has a solution in (Q if and only if it 
has a solution in every completion of (Q. Now checking for solutions in (Qp 

will, by Hensel's lemma, be more or less the same as checking for solutions in 
the finite field 7L/p7L; and this, in tum, is easily accomplished by using quadra­
tic reciprocity. Let us summarize the steps which go into the Diophantine 
analysis of quadratic equations. 

(1) Analyze the equations over finite fields. [Quadratic reciprocity] 
(2) Use this information to study the equations over complete local fields (Qr 

[Hensel's lemma] (We must also analyze them over R) 
(3) Piece together all the local information to obtain results for the global 

field (Q. [Hasse principle] 

Where does the geometry appear? Linear and quadratic equations in two 
variables define curves of genus O. The above discussion says that we have a 
fairly good understanding of the arithmetic of curves of genus o. The next 
simplest case, namely the arithmetic properties of curves of genus 1 (which 
are given by cubic equations in two variables), is our object of study in this 
book. The arithmetic of these so-called elliptic curves already presents com­
plexities on which much current research is centered. Further, they provide a 
standard testing ground for conjectures and techniques which can then be 
fruitfully applied to the study of curves of higher genus and (abelian) varieties 
of higher dimension. 

Briefly, the organization of this book is as follows. After two introductory 
chapters giving basic material on algebraic geometry, we start by studying 
the geometry of elliptic curves over algebraically closed fields (chapter III). 
We then follow the program outlined above and investigate the properties of 
elliptic curves over finite fields (chapter V), local fields (chapters VI, VII), and 
global (number) fields (chapters VIII, IX, X). Our understanding of elliptic 
curves over finite and local fields will be fairly satisfactory. However, it turns 
out that the analogue of the Hasse-Minkowski theorem is false for poly­
nomials of degree greater than 2; this means that the transition from local to 
global is far more tenuous than in the degree 2 case. We study this problem in 
some detail in chapter X. 

The theory of elliptic curves is rich, varied, and amazingly vast. The 
original aim of this book was to provide an essentially self-contained intro­
duction to the basic arithmetic properties of elliptic curves. Even such a 
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limited goal proved to be too ambitious. The material described above is 
approximately half of what the author had hoped to include. The reader 
will find a brief discussion and list of references for the omitted topics in 
appendix C. 

Our other goal, that of being self-contained, has been more successful. We 
have, of course, felt free to state results that every reader should be aware of, 
even when the proofs are far beyond the scope of this book. However, we 
have endeavored not to use such results for making further deductions. There 
are three major exceptions to this general policy. First, we have not proven 
that every elliptic curve over C is uniformized by elliptic functions (VI.S.1). 
This result fits most naturally into a discussion of modular functions, which 
is one of the topics which had to be omitted. Second, we have not proven that 
over a complete local field, the "non-singular" points sit with finite index 
inside the set of all points (VII.6.2). This can actually be proven by quite 
explicit polynomial computations (cf. [Ta 6]), but they are rather lengthy, 
and again have not been included due to lack of space. Finally, in the study of 
integral points on elliptic curves, we have made use of Roth's theorem 
(IX.1.4) without giving a proof. However, a brief discussion of the proof has 
been given in (IX §8), and the reader who then wishes to see the myriad 
details can proceed to one of the references listed there. 

The prerequisites for reading this book are fairly modest. We assume that 
the reader has had a first course in algebraic number theory, and so is 
acquainted with number fields, rings of integers, prime ideals, ramification, 
absolute values, completions, etc. The contents of any basic text in algebraic 
number theory, such as [La 2, Part I] or [Bo-Sh], should more than suffice. 
Chapter VI, which deals with elliptic curves over C, assumes a familiarity with 
the basic principles of complex analysis. In chapter X we will need a little bit 
of group cohomology, but just HO and HI. The reader will find the cohomo­
logical facts needed to read chapter X given in appendix B. Finally, since our 
approach is mainly algebraic, there is the question of background material in 
algebraic geometry. On the one hand, since much of the theory of elliptic 
curves can be obtained through the use of explicit equations and calculations, 
we do not want to require the reader to already know a great deal of algebraic 
geometry. On the other hand, this being a book on number theory and not 
algebraic geometry, it would not be reasonable to spend half of the book 
developing from first principles the algebro-geometric facts that we will use. 
As a compromise, the first two chapters give an introduction to the algebraic 
geometry of varieties and curves, stating all of the facts which we will need, 
giving complete references, and providing enough proofs so that the reader 
can gain a flavor for some of the basic techniques used in algebraic geometry. 

Numerous exercises have been included at the end of each chapter. The 
reader desiring to gain a real understanding of the subject is urged to attempt 
as many as possible. Some of these exercises are (special cases of) results 
which have appeared in the literature. A list of comments and citations for 
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the exercises will be found at the end of the book. Exercises with a single 
asterisk are somewhat more difficult, and two asterisks signal an unsolved 
problem. 

References 

Bibliographical references are enclosed in square brackets, e.g. [Ta 5, thm. 6]. 
Cross references to theorems, propositions, lemmas within the same chapter 
are given by number in parentheses, e.g. (4.3). Reference to an exercise is given 
by (exer. 3.6). References from within one chapter to another chapter or an 
appendix are preceded by the appropriate Roman numeral or letter, e.g. 
(IV.3.1), (B.2.1). 

Standard Notation 

Throughout this book, we use the symbols 

71., (p, ~, C, IFq, and 71., 

to represent the integers, rational numbers, real numbers, complex numbers, 
field with q elements, and t-adic integers respectively. Further, if R is any 
ring, then R* denotes the group of invertible elements of R; and if A is an 
abelian group, then A[m] denotes the subgroup of A consisting of elements 
of order m. A more complete list of notation is included on p. 379. 



CHAPTER I 

Algebraic Varieties 

In this chapter we describe the basic objects which arise in the study of 
algebraic geometry. We set the following notation, which will be used 
throughout this book. 

K a perfect field (i.e. every algebraic extension of K is separable). 
K a fixed algebraic closure of K 
GK1K the Galois group of K/ K 

For this chapter, we also let m and n denote positive integers. 
The assumption that K is a perfect field is made solely to simplify our 

exposition. However, since our eventual goal is to do arithmetic, the field K 
will eventually be taken as an algebraic extension of 0, 0P' or IF p' Thus this 
restriction on K need not concern us unduly. 

For a more extensive exposition ofthe basic concepts which appear in this 
chapter, we refer the reader to any introductory book on algebraic geometry, 
such as [Har], [Sha 2], [Ful]. 

§ 1. Affine Varieties 

We begin our study of algebraic geometry with Cartesian (or affine) n-space 
and its subsets defined by zeros of polynomials. 

Definition. Affine n-space (over K) is the set of n-tuples 

A" = A"(K) = {P = (Xl"'" XII): X/EK}. 

Similarly, the set of K-rational points in A" is the set 

A"(K) = {P = (Xl"'" XII)E A": x/EK}. 
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Notice that the Galois group GK/K acts on An; for (JEGK/K and PE A", 

pa = (xt, . .. , x:). 

Then An(K) may be characterized by 

A"(K) = {PEA": P" = P for all (JEGK/K }. 

Let K[X] = K[X1 , ... , X,,] be a polynomial ring in n variables, and let 
Ie K[X] be an ideal. To each such I we associate a subset of An, 

l'J = {Pe A" :f(P) = 0 for all fe/}. 

Definition. An (affine) algebraic set is any set of the form VI. If V is an 
algebraic set, the ideal of V is given by 

J(V) = {jeK[X]: f(P) = 0 for all PE V}. 

An algebraic set V is defined over K if its ideal I(V) can be generated by 
polynomials in K[X]. We denote this by V/K. If V is defined over K, the set 
of K -rational points of V is the set 

V(K) = V r. A"(K). 

Remark 1.1. Note that by the Hilbert basis theorem ([A-M, 7.6]), all ideals 
in K[X] and K[X] are finitely generated. 

Remark 1.2. Let V be an algebraic set, and consider the ideal 

J(V/K) = {jEK[X] :f(P) = 0 for all PE V} = I(V) r. K[X]. 

Then we see that V is defined over K if and only if 

I(V) = I(V/K)K[X]. 

Now suppose Vis defined over K, and letfl,'" ,fmEK[X] be generators for 
I (V/K). Then V(K) is precisely the set of solutions (Xl' ... , Xn) to the poly­
nomial equations 

fleX) = '" = fm(X) = 0 

with Xl' ..• , X" E K. Thus one of the fundamental problems in the subject of 
Diophantine geometry, namely the solution of polynomial equations in ra­
tional numbers, may be said to be the problem of describing sets of the form 
V(K) when K is a number field. 

Notice that iff(X)eK[X] and PEA", then for any (JEGK/K , 

f(P") = f(P)". 

Hence if V is defined over K, then the action of GX/K on A" induces an action 
on V, and clearly 

V(K) = {Pe V: pa = P for all (JEGK1K}. 
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Example 1.3.1. Let V be the algebraic set in fJ::, 2 given by the single equation 

X 2 _ y2 = 1. 

Clearly V is defined over K for any field K. Let us assume that char(K) #- 2. 
Then the set V(K) is in one-to-one correspondence with fJ::,l(K) - {a}, one 
possible map being 

fJ::,l(K) - {a} ~ V(K) 

t ~ ((t 2 + 1)/2t, (t 2 - 1)j2t). 

Example 1.3.2. The algebraic set 

V: xn + yn = 1 

is defined over i1J. Fermat's last "theorem" states that for all n ~ 3, 

{
{ (1,0), (0, 1)} 

V(iIJ)= {(± 1,0), (0, ±1)} 

Example 1.3.3. The algebraic set 

V: y2 = X 3 + 17 

has many i1J-rational points, for example 

n odd 

n even. 

(-2,3) (5234,378661) (137/64,2651/512). 

In fact, V(iIJ) is infinite. See (2.8) and (1II.2.4) for further discussion of this 
example. 

Definition. An affine algebraic set V is called an (affine) variety if I(V) is a 
prime ideal in K[X]. (Note that if V is defined over K, it is not enough to 
check that I(V/K) is prime. For example, consider the ideal (Xl - 2Xi) in 
i1J[Xl' X 2 ].) Let V/K be a variety (i.e. V is a variety defined over K). Then the 
affine coordinate ring of V/K is defined by 

K[X] 
K[V] = I(V/K)' 

It is an integral domain; and its quotient field, denoted K(V), is called the 
function field of V/K. Similarly K[V] and K(V) are defined by replacing K 

withK. 
Note that since an element f E K[V] is well-defined up to a polynomial 

vanishing on V, it induces a well-defined function f: V ~ K. Now if f(X) E 

K[X], then GK/K acts on f by acting on its coefficients. Hence if V is 
defined over K, so GK/K takes J(V) into itself, then we obtain an action of 
GK/K on K[V] and K(V). One can check (exer. 1.12) that K[V] and K(V) 
are respectively the subsets of K[V] and K(V) fixed by GK/K • We denote 
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the action of C1 on f by f --+ r. Then for all points P E V, 

(f(PW = r(pa). 

I. Algebraic Varieties 

Definition. Let V be a variety. The dimension of V, denoted by dim(V), is the 
transcendence degree of K(V) over 1(. 

Example 1.4. The dimension of An is n, since K(An) = K(X1 , ••• , Xn). Similar­
ly, if V c An is given by a single non-constant polynomial equation 

f(X1 , ••• , Xn) = 0, 

then dim(V) = n - 1. (The converse is also true, cf. [Har, 1.1.3].) In partic­
ular, the examples (1.3.1), (1.3.2), and (1.3.3) all have dimension 1. 

In studying any geometric object, one is naturally interested in knowing 
whether it looks reasonably "smooth". The next definition formalizes this 
notion in terms of the usual Jacobian criterion for the existence of a tangent 
plane. 

Definition. Let Vbe a variety, PE V, andfl"" ,fmEK[X] a set of generators 
for J(V). Then V is non-singular (or smooth) at P ifthe m x n matrix 

(ah/aXi P»l <S;i<S;m, 1 <S;i<S;n 

has rank n - dim(V). If V is non-singular at every point, then we say that V is 
non-singular (or smooth). 

Example 1.5. Let V be given by a single non-constant polynomial equation 

f(X1 , ••• , Xn) = O. 

Then dim V = n - 1 (1.4), so P E V is a singular point if and only if 

af/ax1 (P) = ... = af/axiP) = O. 

Since P also satisfies f(P) = 0, this gives n + 1 equations for the n coordinates 
of any singular point. Thus for a "randomly chosen" J, one would expect V to 
be non-singular. We will not pursue this idea further, but see (exer. 1.1). 

Example 1.6. Consider the two varieties 

V1 : y2 = X 3 + X and V2: y2 = X 3 + X2. 

Using (1.5) we see that any singular points on Vi and V2 satisfy respectively: 

V1 : 3X2 + 1 = 2 Y = 0; 

V2 : 3X2 + 2X = 2 Y = O. 

Thus V1 is non-singular, while V2 has one singular point, namely (0, 0). The 
graphs of Vl(~) and V2(~) (Figure 1.1) illustrate the difference. 

There is another characterization of smoothness, in terms of the functions 
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Figure 1.1 

on the variety V, which is often quite useful. Let PE V, and define an ideal Mp 
of K[V] by 

Mp = {JEK[V] :f(P) = O}. 

Notice that Mp is a maximal ideal, since there is an isomorphism 

K[V] jMp ~ K given by f ~ f(P). 

The quotient Mp jMt is a finite dimensional K-vector space. 

Proposition 1.7. Let V be a variety. A point P E V is non-singular if and only if 

dim" Mp jMt = dim V. 

PROOF. [Har, 1.5.1]. (See exer. 1.3 for a special case.) o 

Example 1.8. Consider the point P = (0, 0) on the varieties VI and V2 of (1.6). 
In both cases, Mp is the ideal of K[V] generated by X, Y; and Mt is the ideal 
generated by X 2, XY, y2. Now for VI' we have 

X = y2 - X 3 == 0 (mod Mt), 

so Mp jMt is generated by Yalone. On the other hand, for V2 there is no non­
trivial relationship between X and Y modulo Mt, so Mp jMt requires both X 
and Y as generators. Since each V; has dimension 1, (1.7) implies that VI is 
smooth at P and V2 is not. 

Definition. The local ring of V at P, denoted K[V]P, is the localization of 
K[V] at Mp . In other words, 

K[V]p = {F E K(V): F = f jg for some f, gEK[V] with g(P) =f:. O}. 

Notice that if F = f jg E K [V]p, then F(P) = f(P) jg(P) is well-defined. The 
functions in K[V]p are said to be regular (or defined) at P. 
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§2. Projective Varieties 

Historically, projective space arose through the process of adding "points at 
infinity" to affine space. We define projective space as the collection of lines in 
affine space of one higher dimension. 

Definition. Projective n-space (over K), denoted IJl>II or IJl>II(K), is the set of all 
(n + 1)-tuples 

(Xo, ... , xJEA"+1 

such that at least one Xi is non-zero, modulo the equivalence relation given 
by 

(Xo, ... , XII) '" (Yo, ... , yJ 

if there exists alE K* with Xi = lYi for all i. An equivalence class 
{(lxo, ... , lxJ} is denoted [xo, ... , xJ, and Xo, ... , XII are called homoge­
neous coordinates for the corresponding point in 1Jl>". The set of K-rational 
points in IJl>II is the set 

1Jl>1I(K) = {[xo, ... , XJEIJl>": all XiEK}. 

Remark 2.1. Note that if P = [xo, ... , xJ E 1Jl>"(K), it does not follow that each 
Xi E K. However, choosing some i with Xi =F 0, it does follow that each 
Xj/Xi EK. 

Dermition. Let P = [xo, ... , xJ E 1Jl>"(K). The minimal field of definition for P 
(over K), denoted K(P), is the field 

K(P) = K(XO/Xi' ... , XII/Xi) for any i with Xi =F O. 

The Galois group Gi/K acts on 1Jl>" by acting on homogeneous coordinates, 

[xo, ... , XII]" = [xo, ... , x:J. 

(This clearly respects the equivalence relation defining Pll.) Then one checks 
(exer. 1.12) that 

IJl>II(K) = {Pe 1Jl>1I: pt = P for all (IE Gi/K}' 

and 

K(P) = fixed field of {(IE Gi/K : pt = Pl. 

Definition. A polynomial fEK[X] = K[Xo, ... , XJ is homogeneous of de­
gree d if 

f(lXo • ...• lXJ = ldf(Xo, ... , XII) 

for all lEK. An ideal I c K[X] is homogeneous if it is generated by homo­
geneous polynomials. 
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Note that for a homogeneous polynomial J, it makes sense to ask whether 
f(P) = 0 for a point PE pn. To each homogeneous ideal I we associate a 
subset of pn, 

Vi = {P E pn : f(P) = 0 for all homogeneous f E I}. 

Definition. A (projective) algebraic set is any set of the form Vi. If V is a 
projective algebraic set, the (homogeneous) ideal of V, denoted 1(V), is the 
ideal in K [X] generated by 

{J E K [X] : f is homogeneous and f(P) = 0 for all P E V}. 

Such a V is defined over K, denoted by VIK, ifits ideall(V) can be generated 
by homogeneous polynomials in K[X]. If V is defined over K, the set of K­
rational points of V is the set 

V(K) = V n pn(K). 

As usual, V(K) may also be described by 

V(K) = {PE V: pa = P for all (1EGK1K }. 

Example 2.2. A line in p2 is an algebraic set given by a linear equation 

aX + bY + cZ = 0 

with a, b, c E K not all zero. If, say, c =F 0, then such a line is defined over any 
field containing alc and blc. More generally, a hyperplane in pn is given by an 
equation 

aoXo + al Xl + ... + anXn = 0 

with ai E K not all zero. 

Example 2.3. Let V be the algebraic set in p2 given by the single equation 

X 2 + y2 = Z2. 

Then for any field K with char(K) =F 2, the set V(K) is isomorphic (i.e. struc­
turally identical, see (3.5)) to pl(K), for example by the map 

pl(K) --+ V(K) 

[s, t] --+ [S2 - t2, 2st, S2 + t2]. 

Remark 2.4. A point of pn(o) has the form [xo, ... , xn] with XjEO. Multi­
plying by an appropriate A EO, one can clear denominators and common 
factors from the X/So In other words, every P E pn(o) may be written with 
homogeneous coordinates [xo, ... , xn] satisfying 

xo, ... , Xn E 7L and gcd(xo, ... , xn) = 1. 

(Notice the x/s are actually determined by P up to multiplication by -1.) 
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Thus if the ideal of an algebraic set V/((Jl is generated by homogeneous 
polynomials f1> ... , fmE((Jl[X], then to describe V(((Jl) means to find the 
solutions to the homogeneous equations 

f1 (Xo, ... , Xn) = ... = fm(Xo, ... , Xn) = 0 

in relatively prime integers xo, ... , Xn' 

Example 2.5. The algebraic set 

V: X2 + y2 = 3Z2 

is defined over ((Jl. However, V(((Jl) = 0. To see this, suppose [x, y, z] E V(((Jl) 
with x, y, Z E 7L and gcd(x, y, z) = 1. Then 

x2 + y2 == 0 (mod 3), 

so 

x == y == 0 (mod 3). 

(Note -1 is not a square modulo 3.) Hence x2 and y2 are divisible by 32, so 
from the equation for V it follows that 3 also divides z, which contradicts the 
assumption that gcd(x, y, z) = 1. This example illustrates one of the funda­
mental tools used in the study of Diophantine equations. 

In order to show that an algebraic set VIO has no O-rational points, it suffices to 
show that the corresponding homogeneous polynomial equations have no non-zero 
solutions modulo p for anyone prime p (or even one prime power p'). 

A more succinct way to phrase this is to say that if V(((Jl) is non-empty, then 
V(((Jlp) is non-empty for every p-adic field ((Jlp- Similarly, V(IR) would also be 
non-empty. One of the reasons that the study of Diophantine equations is so 
difficult is because the converse to this statement, the so-called "Hasse prin­
ciple", does not in general hold. An example, due to Selmer [Sel 1], is the 
equation 

V: 3X3 + 4 y3 + 5Z3 = O. 

Onc can check that V(((Jlp) is non-empty for every prime p, yet V(((Jl) is empty. 
(See, e.g., [Ca 7, §4]. For other examples, see (X.6.5).) 

Definition. A projective algebraic set is called a (projective) variety if its 
homogeneous ideal /(V) is a prime ideal in K[X]. 

It is clear that iP>n contains many copies of An. For example, for each 
o :::; i :::; n, there is an inclusion 

rPi: A" ~ iP>n 

(Y1"'" YII) ~ [Y1, Y2"'" Yi-1, 1, Yi' ... , Yn]. 

If we let Hi denote the hyperplane in iP>n given by Xi = 0, 
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Hi = {P = [Xo, ... , x"] E I?": Xi = O}; 

and let Ui be the complement of Hi' 

Ui = {P = [Xc, ... , X"]EI?": Xi =F O}; 

then there is a natural bijection 

rPi- l : Ui~ A" 

( xo Xl Xi-l Xi+l X") [Xo,···,Xn]---+ -,-, ... ,-,-, ... ,- . 
Xi Xi Xi Xi Xi 
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(Note that for any point of I?" with Xi =F 0, the quantities Xi/Xi are well­
defined.) Having fixed an i, we will normally identify A" with the set Ui in I?n 
via the map rPi. 

Now let V be a projective algebraic set with homogeneous ideal J(V) c: 

K[X]. Then V n A" (by which we mean rPi-I(V n Ui» is an affine algebraic set 
with ideal J(V n A") c: K[Y] given by 

J(VnA") = {j(YI , ... , Yi-l, 1, Yi, ... , Y,,):f(Xo,···,XJEJ(V)}. 

Notice that the sets Uo, ... , Un cover all of I?", so any projective variety V 
is covered by subsets V n Uo, ... , V n Un' each of which is an affine variety 
(via the appropriate rPi-I). The process of replacing f(Xo, ... , X") by 
f(YI ,.·., Yi-l, 1, Yi, ... , Y,,) is called dehomogenization with respect to Xi· 

This process can be reversed. For any f(Y)EK[Y], let 

* _ d (Xo Xl Xi- l Xi+l Xn) f (XO,···,Xn)-XJ -X '-X ,···,--,-X , ... ,- , 
i i Xi i Xi 

where d = deg(f) is the smallest integer for which f* is a polynomial. We say 
that f* is the homogenization of f with respect to Xi. 

Definition. Let V be an affine algebraic set with ideal J(V), and consider Vas 
a subset of I?" via the map 

The projective closure of V, denoted Y, is the projective algebraic set whose 
homogeneous ideal J(V) is generated by 

{j*(X): f E J(V)}. 

Proposition 2.6. (a) Let V be an affine variety. Then Y is a projective variety, 
and 

V= YnA". 

(b) Let V be a projective variety. Then V n A" is an affine variety, and either 

V n A" = 0 or V = V n A". 
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(c) If an affine (respectively projective) variety V is defined over K, then V 
(respectively V (") An) is also defined over K. 

PROOF. [Har, 1.2.3] for (a) and (b); and (c) is clear from the definitions. 0 

Remark 2.7. In view of (2.6), each affine variety can be identified with a 
unique projective variety. Notationally, it is easier to deal with affine coordi­
nates, so we will often say "let V be a projective variety" and write down 
some non-homogeneous equations, with the understanding that V is the 
projective closure of the indicated affine variety W. The points of V - Ware 
called the points at infinity on V. 

Example 2.S. Let V be the projective variety given by the equation 

V: y2 = X 3 + 17. 

Thus we really mean the variety in p2 given by the homogeneous equation 

f2Z = X3 + 17Z3, 

the identification being 

X=X/Z y = Y/Z. 

This variety has one point at infinity, namely [0, 1, 0], obtained by setting 
Z = O. Thus, for example, 

V(Q) = {(x, Y)EA2(Q): y2 = x 3 + 17} u {EO, 1, OJ}. 

In (1.3.3) we listed several points of V(Q). The reader may verify that the line 
connecting any two points of V(Q) will intersect V in a third point of V(Q) 
(provided the line is not tangent to V). (See exer. 1.5.) Using this secant­
line procedure, one can actually produce infinitely many points in V(Q), 
although this is by no means obvious. The variety V is called an elliptic curve, 
and as such it provides the first example of the varieties which will be our 
principal object of study in this book. See (111.2.4) for further discussion of 
this example. 

Most of the important properties of a projective variety V may now be 
defined in terms of the affine subvariety V (") An. 

Definition. Let V/K be a projective variety, and choose An c pn so that 
V (") An i= 0. The dimension of V is the dimension of V (") An. The function 
field of V, denoted K(V), is the function field of V (") An; and similarly for 
K(V). (Note that for different choices of An, the different K(V)'s are canon­
ically isomorphic, so we will always identify them. See (2.9) for another 
description of K(V).) 

Definition. Let V be a projective variety, PE V, and choose An c pn with 
P E An. Then V is non-singular (or smooth) at P if V (") An is non-singular at P. 
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The local ring of Vat P, denoted K[V]p, is the local ring of V n An at P. A 
function FEK(V) is regular (or defined) at P if it is in K[V]p; in this case, it 
makes sense to evaluate F at P. 

Remark 2.9. The function field of IPn may also be described as the subfield of 
K(Xo, ... , Xn) consisting of rational functions F(X) = f(X)jg(X) for which f 
and 9 are homogeneous polynomials of the same degree. Such an expression 
gives a well-defined function on IPn at all points P where g(P) #- O. Similarly, 
the function field of a projective variety V is the field of rational functions 
F(X) = f(X)/g(X) such that: 

(i) f and 9 are homogeneous of the same degree: 
(ii) 9 ¢ I(V); 

(iii) two functions f / 9 and f' / g' are identified if fg' - f' gEl (V). 

§3. Maps between Varieties 

In this section we look at algebraic maps between projective varieties, which 
are those maps defined by rational functions. 

Definition. Let VI and V2 C IPn be projective varieties. A rational map from VI 
to V2 is a map of the form 

where fo, ... , In E K(VI) have the property that for every point P E VI at which 
fo, ... , fn are all defined, 

¢(P) = [fo(P), ... , f,,(P)] E V2 • 

If VI and V2 are defined over K, then GK1K acts on ¢ in the obvious way: 

¢"(P) = [fo"(P), ... , f,,"(P)]. 

Notice that we have the formula 

¢(P)" = r(p") for all (J E GK1K and P E VI' 

Now if there is some AEK* so that Afo, ... , AinEK(VI), then ¢ is said to be 
defined over K. (Notice that [fo, ... , fn] and [Aio, ... , Afn] give the same map 
on points.) As usual, it is true that ¢ is defined over K if and only if ¢ = ¢" for 
all (J E GK/K (cf. exer. 1.l2c). 

Remark 3.1. Note that a rational map ¢: VI --+ V2 is not necessarily a function 
on all of VI' However, it is sometimes possible to evaluate ¢(P) at points P of 
VI where some /; is not regular by replacing each /; with g/; for an appro­
priate 9 E K(VI)' 
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Definition. A rational map 

tP = [fo, ... ,J,,] : VI --+ V2 

is regular (or defined) at PE VI if there is a function gEK(VI) such that 

(i) each g/; is regular at P; and 
(ii) for some i, (g/;}{P) i= O. 

If such a g exists, we set 

tP(P) = [(gfo}{P), ... , (gfn}{P)]' 

(N.B. It may be necessary to take different g's for different points.) A rational 
map which is regular at every point is called a morphism. 

Remark 3.2. Let VI C pm and V2 C pn be projective varieties. Recall (2.9) that 
the functions in K(VI) may be described as quotients of homogeneous poly­
nomials in K[Xo, ... , Xm] having the same degree. Thus by multiplying a 
rational map tP = [fo, ... , J,,] by a homogeneous polynomial which clears the 
"denominators" of the /;,s, we obtained the following alternative definition: 

A rational map tP : VI --+ V2 is a map of the form 

where 

(i) tPi(X)eK[X] = K[Xo, ... , Xm] are homogeneous polynomials, not all in 
I(VI)' having the same degree; and 

(ii) for every f e I(V2), 

f(tPo(X), ... , tPn(X)) E I(VI)' 

Clearly, tP(P) is well-defined provided some tPi(P) i= O. However, even if all 
tPi(P) = 0, it may be possible to "alter" tP so as to make sense of cP(P). We 
make this precise as follows: 

A rational map cP = [cPo, ... , cPn] : VI --+ V2 as above is regular (or defined) at 
P E VI if there exist homogeneous polynomials 1/10' ... , I/In E K [X] such that 

(i) 1/10"'" I/In have the same degree, 
(ii) cPil/lj == cPjl/li (mod I(VI)) for 0 ~ i,j ~ n, and 

(iii) l/Ii(P) i= 0 for some i. 

If this occurs, we set 

tP(P) = [l/Io(P), ... , I/In(P)]' 

As above, a rational map which is everywhere regular is called a morphism. 

Remark 3.3. Let cP = [cPo, ... , cPn] : pm --+ pn be a rational map as in (3.2), where 
tPiEK[X] are homogeneous polynomials of the same degree. Since K[X] 
is a UFD, we may assume that the cP/s have no common factor. Then tP is 
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regular at a point P E!pm if and only if some (/J;(P) :f. O. (Note that J(!Pm) = (0), 
so there is no way to alter the (A's.) Hence r/J is a morphism if and only if the 
r/J/s have no common zero in !pm. 

Definition. Let VI and V2 be varieties. We say that VI and V2 are isomorphic, 
and write VI ~ V2 , if there are morphisms r/J: V1 -+ V2 and 1jJ: V2 -+ VI such 
that IjJ 0 r/J and r/J 0 IjJ are the identity maps on VI and V2 respectively. VdK 
and V2 /K are isomorphic over K if such r/J and IjJ can be defined over K. [N.B. 
r/J and IjJ must be morphisms, not merely rational maps.J 

Remark 3.4. If r/J: VI -+ V2 is an isomorphism defined over K, then r/J identifies 
VI (K) with V2 (K). Hence for Diophantine problems, it suffices to study any 
one variety in a given K-isomorphism class of varieties. 

Example 3.5. Assume char(K) :f. 2, and let V be the variety from (2.3), 

V: X 2 + y2 = Z2. 

Consider the rational map 

r/J:V-+!p1 

r/J = [X + Z, Y]. 

Clearly r/J is regular at every point of V except possibly [1,0, -lJ (i.e. where 
X + Z = Y = 0). But using 

(X + Z)(X - Z) == - y2 (mod J(V)), 

we have 

rP = [X + Z, Y] = [X2 - Z2, Y(X - Z)] 

= [ - y2, Y(X - Z)] = [ - Y, X - Z]. 

Thus 

r/J([l,O, -lJ) = [0,2J = [0, 1J, 

so r/J is regular at every point of V. (I.e. r/J is a morphism.) One easily checks 
that the map 

1jJ: !pI -+ V 

IjJ = [S2 - T2, 2ST, S2 + T 2J 

is a morphism and provides an inverse for r/J, so V and !pI are isomorphic. 

Example 3.6. The rational map 

r/J : !p2 -+ !p2 

r/J = [X2, XY, Z2J 
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is regular everywhere except at the point [0, 1,0], where it is not regular (cf. 
3.3). 

Example 3.7. Let V be the variety 

V: y2Z = X3 + X 2Z, 

and consider the rational maps 

"': Ifl>i _ V 

'" = [(S2 _ T2)T, (S2 - T2)S, T 3] 

¢J: V _1fl>1 

¢J = [Y, X]. 

Here'" is a morphism, while ¢J is not regular at [0, 0, 1]. Not coincidently (see 
II.2.l), [0,0, 1] is a singular point of V. Notice that the compositions ¢J 0 '" 

and", 0 ¢J are the identity map whenever they are defined, but nonetheless ¢J 
and", are not isomorphisms. 

Example 3.S. Consider the varieties 

Vi : X 2 + y2 = Z2 V2 : X 2 + y2 = 3Z2. 

They are not isomorphic over 0, since V2(0) = 0 (2.5), while Vi (0) contains 
lots of points. (More precisely, Vi (0) ~ 1fl>1(0) from (3.5).) However, Vi and 

V2 are isomorphic over 0(.j3), an isomorphism being given by 

¢J:V2 -Vi 

¢J = [X, Y, J3Z]. 

EXERCISES 

1.1. Let A, Be it.. Characterize the values of A and B for which each of the following 
varieties is singular. In particular, as (A, B) ranges over A. 2, the "singular values" 
lie on a one-dimensional subset of A. 2 , so "most" values of (A, B) give a non­
singular variety. 
(a) V: y 2 Z + AXYZ + BYZ2 = X3. 
(b) V: y 2Z = X 3 + AXZ2 + BZ3 (char K #: 2). 

1.2. Find the singular point(s) on each ofthe following varieties, and sketch V(IR). 
(a) V: y2 = X 3 in A2. 
(b) V: 4X2 y2 = (X2 + y2)3 in A2. 
(c) V:y2=X4 + y4inA.2. 
(d) V:X2+ y2=(Z-WinA3. 

1.3. Let V c An be a variety given by a single equation (cf. 1.4). Prove that a point 
P E V is non-singular if and only if 

dimi Mp/M; = dim V. 

[Hint: Let! = 0 be the equation of V, and define the tangent plane to Vat P by 

T = {(Yl' ... , Yn)eA": I (o!/oXi(P))Yi = O}. 
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Show that the map 

MpIM~ x T --+ K, (g, y) --+ ~)aglaXi(p»Yi 

is a well-defined perfect pairing of K-vector spaces. Now use (1.5).] 

1.4. Let VIO be the variety 

V: 5X2 + 6XY + 2y2 = 2YZ + Z2. 

Prove that V(O) = 0. 

1.5. Let VIO be the projective variety 

V: y2 = X 3 + 17, 
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and let Pl = (Xl' ytl and P2 = (x2, Y2) be distinct points of V. Let L be the line 
through Pl and P2 • 

(a) Show that V n L = {Pl , P2 , P3}, and express P3 = (X3' Y3) in terms of Pl and 
P2 · (If L is tangent to V, then P3 may equal Pl or P2 .) 

(b) Calculate P3 for Pl = (-1,4) and P2 = (2, 5). 
(c) Show that if Pl , P2 E V(O), then P3 E V(O). 

1.6. Let V be the variety 

Show that the map 

is a morphism. (Notice ¢ does not give a morphism p2 --+ P2.) 

1. 7. Let V be the variety 

V: y 2 Z = x3, 

and let ¢ be the map 

(a) Show that ¢ is a morphism. 
(b) Find a rational map IjJ : V --+ pl so that ¢ 0 IjJ and IjJ 0 ¢ are the identity map 

wherever they are defined. 
(c) Is ¢ an isomorphism? 

1.8. Let K = IFq , and let V c P" be a variety which is defined over K. 
(a) Show that the qth-power map 

¢ = [X8, ... , X!] 

is a morphism ¢ : V --+ V. It is called the Frobenius morphism. 
(b) Show that ¢ is one-to-one and onto. 
(c) Show that ¢ is not an isomorphism. 
(d) Show that 

{P E V: ¢(P) = P} = V(K). 

1.9. If m > n, prove that there are no non-constant morphisms pm --+ P". [Hint: Use 
the dimension theorem [Har, 1.7.2].] 
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1.10. For each prime p ~ 3, let Yp be the variety in p 2 given by the equation 

Yp: X2 + y2 = pZ2. 

(a) Prove that Vp is isomorphic to pi over Q if and only if p == 1 (mod 4). 
(b) Prove that for p == 3 (mod 4), no two of the V/s are isomorphic over Q. 

1.11. (a) Let f e K[Xo, ... , X"] be a homogeneous polynomial, and let 

V={PeP':f(P)=O} 

be the hypersurface defined by f Prove that if a point Pe Vis singular, then 

8f/8Xo(P) = ... = 8f18X"(P) = O. 

(Thus in projective space, one can check for smoothness using homogeneous 
coordinates.) 

(b) Let We P" be a smooth algebraic set of dimension n - 1. Prove that W is 
a variety. [Hint: First use Krull's Hauptidealsatz ([A-M] p. 122) to show 
that W is the zero set of a single homogeneous polynomial.] 

1.12. (a) Let V/K be an affine variety. Prove that 

K[V] = {feK[V]:/" = ffor all O"eGK1K }. 

[Hint: One inclusion is clear. For the other, choose some FeK[X] with 
F == f (mod l(V)). Show that the map GK1K -+ l(V) defined by 0" -+ Fa - F is 
a 1-cocycle (cf. B §2). Now use (B.2.5a) to conclude that there exists a 
Gel(V) such that F + GeK[X].] 

(b) Prove that 

P"(K) = {P e P"(K) : pa = P for all 0" e GK1K}. 

[Hint: Write P = [xo, ... , x,]. If P = p a, then there is a )..a e K* such that 
xi = )..aXi for 0 ~ i ~ n. Show that the map 0" -+)..a gives a 1-cocycle from 
GK1K to K*. Now use Hilbert's theorem 90 (Q.2.5b) to find an a.eK* 
so that [a.xo, ... , a.x,] e P"(K).] 

(c) Let rP: Vi -+ V2 be a rational map of projective varieties. Prove that rP is 
defined over K if and only if rP a = rP for every 0" e GK1K • [Hint: Use (a) and 
(b).] 



CHAPTER II 

Alge braic Curves 

In this chapter we present the basic facts about algebraic curves (i.e. projec­
tive varieties of dimension 1) which will be needed for our study of elliptic 
curves. (Actually, since elliptic curves are curves of genus 1, one of our tasks 
will be to define the genus of a curve.) As in Chapter I, we give references for 
those proofs which are not included. There are many books where the reader 
can find more material on the subject of algebraic curves, for example [Har, 
Ch. IV], [Sha 2], [G-H, Ch. 2], [Wa]. 

We recall the following notation from Chapter I, which will be used in this 
chapter. (C is a curve and P E c.) 

C/K 
K(C), K(C) 
K[C]p 
Mp 

§1. Curves 

C is defined over K 
the function field of C 
the local ring of C at P 
the maximal ideal of K [C]p 

By a curve we will always mean a projective variety of dimension 1. We will 
generally deal with curves which are smooth. Examples of smooth curves are 
provided by !p 1, (1.2.3), and (1.2.8). We start by describing the local rings of a 
smooth curve. 

Proposition 1.1. Let C be a curve and PE C a smooth point. Then K[C]p is a 
discrete valuation ring. 
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PROOF. From (1.1.7), Mp/M; has dimension 1 over K = K[C]p/Mp. Now use 
[A-M, Prop. 9.2] (or exer. 2.1). D 

Definition. Let C be a curve and P E C a smooth point. The (normalized) 
valuation on K [C]p is given by 

ordp : K [C]p -+ {O, 1,2, ... } u {<X)} 

ordp(f) = max{dEZ: fEM;}. 

Using ordp(f/g) = ordp(f) - ordp(g), we extend ordp to K(C), 

ordp : K(C) -+ Z U {oo}. 

A uniformizer for C at P is a function tEK(C) with ordp(t) = 1 (i.e. a gen­
erator for Mp). 

Definition. Let C, P be as above and f E K( C). The order of f at P is ordp(f). 
If ordp(f) > 0, then f has a zero at P; if ordp(f) < 0, then f has a pole at P. If 
ordp(f) ~ 0, then f is regular (or defined) at P, and we can calculate f(P). 
Otherwise f has a pole at P, and we write f(P) = 00. 

Proposition 1.2. Let C be a smooth curve and f E K(C). Then there are only 
finitely many points of C at which f has a pole or a zero. Further, if f has no 
poles, then f E K. 

PROOF. [Har, 1.6.5J, [Har, 1I.6.1J, or [Sha 2, III §IJ for the finiteness of the 
number of poles. To deal with the zeros, look instead at l/f The last state­
ment is [Har, I.3.4aJ or [Sha 2, I §5, cor. 1]. D 

Example 1.3. Consider the two curves 

C1 : y2 = X 3 + X and C2: y2 = X 3 + X2. 

(Remember our convention (1.2.7) concerning affine equations for projective 
varieties. Each of C1 and C2 has a single point at infinity.) Let P = (0, 0). Then 
C1 is smooth at P and C2 is not (1.1.6). The maximal ideal Mp of K [C1]p has 
the property that Mp/Mj; is generated by Y (1.1.8), so for example 

ordp(Y) = 1 ordp(X) = 2 ordp(2 y2 - X) = 2. 

(For the last, note that 2y2 - X = 2X3 + X.) On the other hand, K [C2]p is 
not a discrete valuation ring. 

The next proposition is useful when dealing with curves over fields of 
characteristic p > o. (See also exer. 2.15.) 

Proposition 1.4. Let C/K be a curve, and let tEK(C) be a uniformizer at some 
non-singular point P E C. Then K(C) is a finite separable extension of K(t). 
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PROOF. K(C) is clearly a finite (algebraic) extension of K(t), since it is finitely 
generated over K, has transcendence degree lover K, and t ¢ K. Now let 
x E K (C). We will show that x is separable over K (t). 

In any case, x is algebraic over K(t}, so it satisfies some polynomial relation 

where <I>(T, X) = L: aij TiX i E K [X, T]. 

We may further assume that <I> is chosen so as to have minimal degree in X. 
(I.e. <I>(t, X) is a minimal polynomial for x over K(t}.} Let p = char(K). If <I> 
contains a non-zero term aij TiX i with j ¢ 0 (mod p), then a<l>(X, t}/ax is 
not identically 0, so x is separable over K(t}. Suppose now that <I>(T, X} = 
\I'(T, XP}. We proceed to derive a contradiction. 

The main point to note is that if F(T, X} E K [T, X] is any polynomial, 
then F(TP, XP} is a pth-power. This is true because we have assumed that K is 
perfect, which implies that every element of K is a pth-power. Thus if F(T, X} 
= L(XijTiXi, then writing (Xij = [3/J gives F(TP, XP) = (L[3ijTiXi)p. We now 
regroup the terms in <I>(T, X) = \I'(T, XP} according to powers of T (modulo 
p): 

<I>(T, X} = \I'(T, XP} = :t~ (i?iikTiPXiP) Tk = :t~ (MT, X)pTk. 

Now by assumption, <I>(t, x) = o. On the other hand, since t is a unifor­
mizer at P, we have 

ordp(IMt, x)ptk) = p ordp(~k(t, x)) + k ordp(t} == k(mod p}. 

Thus each of the terms in the sum L~k(t, xytk has a distinct order at P, so 
every term must vanish: 

~o(t, x) = ~l(t, x) = ... = ~p-l(t, x} = O. 

But one of the ~k(T, X)'s must involve X; and for that k, the relation ~k(t, x} 
= 0 contradicts the fact that we chose <I>(t, X} to be a minimal polynomial for 
x over K(t}. (Note that degx(~k(T, X)} ~ degx(<I>(T, X))/p.} This contradiction 
completes the proof that x is separable over K(t}. 0 

§2. Maps between Curves 

We start with the fundamental result that for smooth curves, a rational map 
is always defined at every point. 

Proposition 2.1. Let C be a curve, V c [pN a variety, P E C a smooth point, and 
~ : C -+ Va rational map. Then ~ is regular at P. In particular, if C is smooth, 
then ~ is a morphism. 

PROOF. Write ~=[fo, ... ,.fN] with hEK(C}, and choose a uniformizer 
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t E K (C) for C at P. Let 

n = min {ordp j;}. 
O~i~N 

Then 

ordp(Cn/;) ~ 0 for all i and ordp(Cn./j) = 0 for some j, 

so each c n/; is regular at P and (t-n.f)(p) =f. O. Therefore t/J is regular at P. 0 

For examples where (2.1) is false if P is not smooth or C has dimension 
greater than 1, see (I.3.6) and (1.3.7). 

Example 2.2. Let C; K be a smooth curve and f E K (C) a function. Then f 
defines a rational map, which we also denote by J, 

f: C --+ [pi 

P --+ [f(P), 1]. 

From (2.1), this map is actually a morphism. It is given explicitly by 

Conversely, let 

f(P) = {[f(P), 1] 
[1,0] 

if f is regular at P 

if f has a pole at P. 

t/J: C --+ /pi 

t/J = [J, g] 

be a rational map defined over K. Then either 9 = 0, in which case t/J is the 
constant map t/J = [1, 0]; or else t/J is the map corresponding to the function 
f/gEK(C). Denoting the former map by 00, we thus have a one-to-one 
correspondence 

K(C) U {oo} ~ {maps C --+ [pi defined over K}. 

We will often implicitly identify these two sets. 

Theorem 2.3. Let t/J: C i --+ C2 be a morphism of curves. Then t/J is either con­
stant or surjective. 

PROOF. [Har, 11.6.8] or [Sha 2, 1 §5, thm. 4]. o 

Now let CdK and C2 /K be curves and t/J: C i --+ C2 a non-constant rational 
map defined over K. Then composition with t/J induces an injection of func­
tion fields fixing K, 

t/J*: K(C2 ) --+ K(Cd 

t/J*f = f ot/J. 
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Theorem 2.4. Let CdK and C2/K be curves. 
(a) Let r/J: C1 --+ C2 be a non-constant map defined over K. Then K(C1) is a 
finite extension of r/J* K (C2)· 
(b) Let I: K(C2) --+ K(C1) be an injection of function fields fixing K. Then 
there exists a unique non-constant map r/J : C1 --+ C2 (defined over K) such that 
r/J* = I. 
(c) Let Ik\ c K(C1) be a subfield of finite index containing K. Then there 
exists a smooth curve C' / K, unique up to K -isomorphism, and a non-constant 
map r/J: C --+ C' defined over K, so that r/J*K(C') = K 

PROOF. (a) [Har, 11.6.8]. 
(b) Let C2 c pN; and for each i, let giEK(C2) be the function on C2 corre­
sponding to X;/Xo. (Relabeling if necessary, we will assume that C2 is not 
contained in the hyperplane Xo = 0.) Then 

r/J = [1, Ig 1 , ••• , IgN] 

gives a map r/J: C1 --+ C2 with r/J* = I. (Note r/J is not constant, since the g;'s 
cannot all be constant and I is injective.) Finally, if 1/1 = [fo, ... , fN] is an­
other map with 1/1* = I, then for each i, 

Nfo = I/I*gi = r/J*gi = 19i' 

which shows that 1/1 = r/J. 
(c) [Har, 1.6.12] for the case that K is algebraically closed. The general case 
may be done similarly, or it may be deduced from the algebraically closed 
case by examining Gx/K-invariants. D 

Definition. Let r/J : C1 --+ C2 be a map of curves defined over K. If r/J is constant, 
we define the degree of ifJ to be 0; otherwise we say that t/J is finite, and define 
its degree by 

deg r/J = [K(C1): r/J*K(C2)]. 

We say that r/J is separable (inseparable, purely inseparable) if the extension 
K(C1)/r/J* K(C2) has the corresponding property, and we denote the separable 
and inseparable degrees of the extension by degs r/J and degi ifJ respectively. 

Definition. Let r/J : C1 --+ C2 be a non-constant map of curves defined over K. 
From (2.4a), K(C1) is a finite extension of r/J*K(C2). We define 

r/J* : K(C1) --+ K(C2) 

by using the norm map relative to r/J*, 

r/J* = (r/J*r 1 0 NK(C 1)/t/J*K(C2 )· 

Corollary 2.4.1. Let C1 and C2 be smooth curves, and let ifJ : C1 --+ C2 be a map 
of degree 1. Then r/J is an isomorphism. 
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PROOF. By definition, deg t/J = 1 means that t/J*K(C2) = K(C1), so t/J* is an 
isomorphism of function fields. Hence from (2.4b), corresponding to the in­
verse map (t/J*)-1 : K(C1) ~ K(C2), there is a rational map t/I: C2 ~ C1 such 
that t/I* = (t/J*)-1; and since C2 is smooth, t/I is actually a morphism (2.1). 
Finally, since (t/J 0 t/I)* = t/I* 0 t/J* and (t/I 0 t/J)* = t/J* 0 t/I* are the identity maps 
on K(C2) and K(C1) respectively, the uniqueness assertion of (2.4b) implies 
that t/J 0 t/I and t/I 0 t/J are the identity maps on C2 and C1, so t/J and t/I are 
isomorphisms. 0 

Remark 2.5. The above result (2.4) shows the close connection between 
curves and their function fields. This can be made precise by stating that the 
following map is an equivalence of categories. (See [Har, I §6] for details.) 

Objects: smooth curves 

defined over K 

Maps: non-constant 

rational maps (equivalently 

surjective morphisms) 

defined over K 

Objects: extensions 'lr(IK of 

transcendence degree 1 with 
'lr(nK=K 

Maps: field injections fixing 

K 

C/K~K(C) 

t/J: C1 ~ C2 ~ t/J*: K(C2) ~ K(C1)· 

Example 2.5.1. Hyperelliptic Curves. We assume char(K) -=F 2. Let f(x)e 
K [x] be a polynomial of degree d, and consider the affine curve ColK given 
by the equation 

Co: y2 = f(x) = aoxd + alxd-1 + ... + ad' 

Suppose that the point P = (xo, yo)e Co is singular. Then 

2yo = !'(xo) = 0, 

which means that Yo = ° and Xo is a double root of f(x). Hence if we assume 
that disc(f) =F 0, then the affine curve y2 = f(x) will be non-singular. 

Now, if we treat Co as giving a curve in p2 by homogenizing its affine 
equation, then one easily checks that the point at infinity will be singular 
whenever d ~ 4. On the other hand, (2.4c) assures us that there exists some 
smooth projective curve C/K whose function field equals K(Co) = K(x, y). 
The problem is that this smooth curve is not a subset of p2. 

For example, let us consider the case d = 4. (See also exer. 2.14.) Then Co 
has an affine equation 

Co: y2 = aox4 + alx3 + a2x2 + a3 x + a4. 

Consider the map 
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Letting [Xo, Xl' X2, X3] = [1, x, y, x2], the ideal of the image clearly con­
tains the homogeneous polynomials 

F = X3XO - xl 

and 

G = xlxJ - aoX{ - alXfXo - a2XlXJ - a3X1 XJ - a4Xt. 

However, the zero set of these two polynomials cannot be the desired curve 
C, since it includes the line Xo = Xl = 0. But if we substitute xl = XOX3 into 
G and cancel an XJ, we obtain the quadratic polynomial 

H = xl - aoXff - al X1 X3 - a2 XOX3 - a3XOXl - a4XJ. 

Now we claim that the ideal generated by F and H will give a smooth curve 
C. 

To see this, note first that if Xo =f. 0, then dehomogenization with respect to 
Xo gives the affine curve (setting x = Xl/XO, y = X2/XO, Z = X3/XO) 

Substituting the first equation into the second gives us back the original 
curve Co. Thus Co ~ C (\ {Xo =f. O}. 

Next, if Xo = 0, then necessarily Xl = 0, and then X2 = ±FoX3. Thus C 

has two points [0, 0, ± Fo, 1] on the hyperplane Xo = 0. (Note that ao =f. 0, 
since we have assumed that f(x) has degree exactly 4.) To check that C is 
non-singular at these points, we dehomogenize with respect to X 3 , setting 
u = XO/X3' V = Xt/X3 , W = X2/X3. This gives the equations 

from which we obtain the single affine equation 

w2 = ao + alv + a2v2 + a3v3 + a4v4. 

Since ao =f. 0, the points (v, w) = (0, ± Fo) are non-singular. We summarize 
the above discussion in the following proposition, which will be used in 
chapter X. 

Proposition 2.5.2. Let f(x) E K [x] be a polynomial of degree 4 with 
disc (f) =f. 0. There exists a smooth projective curve C c [p3 with the following 
properties. 

(i) The intersection of C with A 3 = {Xo =f. O} is isomorphic to the affine curve 
y2 = f(x). 

(ii) Let f(x) = aox4 + ... + a4. Then the intersection of C with the hyper-

plane {Xo = O} consists of the two points {EO, 0, ±Fo, I]}. 

We next look at the behavior of a map in the neighborhood of a point. 
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Definition. Let t/J : C1 -+ C2 be a non-constant map of smooth curves, and let 
P E C1. The ramification index of t/J at P, denoted e,p(P), is given by 

e,p(P) = ordp(t/J*t,p(P»)' 

where t,p(p)E K(C2 ) is a uniformizer at t/J(P). Note that e,p(P) ~ 1. We say that t/J 
is unramified at P if e,p(P) = 1; and t/J is unramified if it is unramified at every 
point of C1 • 

Proposition 2.6. Let t/J : C1 -+ C2 be a non-constant map of smooth curves. 
(a) ForeveryQEC2 , 

L e,p(P) = deg t/J. 
Pe,p-'(Q) 

(b) For all but finitely many QEC2 , 

#rl(Q) = deg.(t/J). 

(c) Let t/J: C2 -+ C3 be another non-constant map. Then for all PE C1 , 

elJ!o,p(P) = e,p(P)elJ!(t/JP). 

PROOF. (a) [Har, 11.6.9] (take Y = pI and D = (0)), [La 2, I, prop. 21], ESe 9, 
I, Prop. 10], or [Sha 2, III §2, thm. 1]. 
(b) [Har, 11.6.8]. 
(c) Let t,pp and tlJ!,pP be uniformizers at the indicated points. By definition, 

t;p(,pP) and r/I*tlJ!,pp 

have the same order at t/J(P). Applying t/J* and taking orders at P yields 

ordp(t/J*t;j!,pP») = ordp((r/lt/J)*tlJ!,pp), 

which is the desired result. o 

Corollary 2.7. A map t/J: C1 -+ C2 is unramified if and only if #rl(Q) 
= deg(t/J) for all Q E C2 • 

PROOF. From (2.6a), #rl(Q) = deg t/J is equivalent to 

L e,p(P) = #rl(Q). 
Pe,p-'(Q) 

Since e",(p) ~ 1, this occurs if and only if each e",(P) = 1. D 

Remark 2.8. Proposition 2.6 is exactly analogous to the theorems describing 
the ramification of primes in number fields. Thus let L/K be number fields. 
Then (2.6a) is the analogue of the I:.eJ; = [K: <I)] theorem ([La 2, I, prop. 
21], ESe 9, I, prop. 10]), (2.6b) is similar to the fact that only finitely many 
primes of K ramify in L, and (2.6c) gives the multiplicativity of ramification 
degrees in towers of fields. Of course, (2.6) and the analogous results for 
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number fields are both merely special cases of the basic theorems describing 
finite extensions of Dedekind domains. 

Example 2.9. Consider the map 

rP: pl _pl 

rP([X, YJ) = [X3(X _ y)2, ys]. 

Then rP is unramified everywhere except the points [0, 1] and [1, 1]. Further, 

e!6([O, 1]) = 3 and e!6([1, 1]) = 2; 

so 

L e!6(P) = e!6([O, 1]) + e!6([1, 1]) = 5 = deg rP, 
Pe!6-I([O.l]) 

which is in accordance with (2.6a). 

The Frobenius Map 

Assume that char(K) = p > 0, and let q = pro For any polynomial f E K [X], 
let pq) be the polynomial obtained from f by raising each coefficient of f to 
the qlh power. Then for any curve CIK we can define a new curve C(q)IK by 
describing its homogeneous ideal as follows: 

I(C(q» = ideal generated by {J(q): f EI(C)}. 

Further, there is a natural map from C to C(q), called the qlh-power Frobenius 
morphism, given by 

rP: C - C(q) 

rP([xo, ... , xn]) = [xg, ... , xU 

To see that rP actually maps C to C(q), it suffices to show that for every 
P = [xo, ... , xn] E C, rP(P) is a zero of each generator pq) of I(C(q». But 

pq)(rP(P» = Pq)(xg, ... , x~) 

= (f(xo, ... , xn»q since char(K) = p 

= ° since f(P) = 0, 

which gives the desired result. 

Example 2.10. Let C be the curve in p2 given by the single equation 

C: y2Z = X 3 + aX2Z + bZ3. 

Then C(q) has the equation 

C(q): y 2Z = X 3 + aqX 2Z + bqZ 3• 
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The next proposition describes the basic properties of the Frobenius map. 

Proposition 2.11. Let K be a field of characteristic p > 0, q = p', CIK a curve, 
and r/J : C -+ C(q) the qth_power Frobenius morphism described above. 

(a) 

(b) 

(c) 

r/J*K(C(q» = K(C)q (= {r: f EK(C)}). 

r/J is purely inseparable. 

deg r/J = q. 

[N.B. We are assuming that K is perfect. If K is not perfect, (b) and (c) remain 
true, but (a) must be modified.] 

PROOF. (a) Using the description (1.2.9) of K(C) as consisting of quotients fig 
of homogeneous polynomials of the same degree, we see that r/J* K (C(q» is the 
subfield given by quotients 

r/J*(flg) = f(X(J, ... , X:)lg(X(J, ... , X:). 

Similarly, K(C)q is the subfield given by quotients 

f(Xo, ... , Xn)qlg(Xo, ... , Xn)q· 

But since K is perfect, we know that every element of K is a qth-power, so 

(K [Xo, ... , Xn])q = K [X(J, ... , X:J. 

Thus the set of quotients !(Xiq)lg(Xiq) and the set of quotients !(X;)q/g(Xi)q 
give the exact same subfield of K(C). 
(b) Immediate from (a). 
( c) Choose t E K (C) to be a uniformizer at some smooth point P E C, so K (C) 
is separable over K(t) (1.4). Consider the tower of fields 

K(C) 

§(Jp(~ separable 

K(t) K(C)q 

It follows that K(C) = K(C)q(t), so from (a), 

purely 
inseparable 

deg r/J = [K(C)q(t): K(C)q]. 

Now tq E K(C)q, so in order to prove that deg r/J = q, we need merely show 
that tq/p ¢ K(C)q. But if tq/p = r for some f E K(C), then 

q/p = ordp(tqjP) = q ordp(f), 

which is clearly impossible. o 

Corollary 2.12. Every map 1jJ: C1 -+ C2 of (smooth) curves over a field of 
characteristic p > 0 factors as 
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where q = deg;(I/!), rjJ is the qth_power Frobenius map, and A is separable. 

PROOF. Let IK be the separable closure ofl/!*K(C2) in K(C1). Then K(C1)/1K is 
purely inseparable of degree q, so K(C1)q c K But from (2. 11 a, c), 

K(C1)q = rjJ*(K(C~q»)) and [K(C1): rjJ*(K(qq»))] = q. 

Hence by comparing degrees, IK = rjJ*K(qq»). We now have the tower of 
function fields 

K(C1)jrjJ* K(qq»)N* K(C2 ), 

and from (2.4b) this corresponds to maps 

§3. Divisors 

C !.. C(q) ~ C 
l~ 2 

o 

The divisor group of a curve C, denoted Div(C), is the free abelian group 
generated by the points of C. Thus a divisor DE Div( C) is a formal sum 

D = L np(P) 
PEC 

with np E 7L and np = 0 for all but finitely many P E C. The degree of D is 
defined by 

deg D = L np. 
PEC 

The divisors of degree ° form a subgroup of Div(C), which we denote by 

DivO(C) = {DEDiv(C): deg D = o}. 

If C is defined over K, we let GK/K act on Div(C) (and DivO(C)) in the 
obvious way, 

Then D is defined over K if DfJ = D for all (J E GK/K • (N.B. If D = n1 (P1) + ... + 
nr(Pr) with n1 , ... , nr i= 0, then to say that D is defined over K does not mean 
that P1 , ••• , Pr E C(K). It suffices for GK/K to permute the P;'s in an appropriate 
fashion.) We denote the group of divisors defined over K by DivK(C), and 
similarly for Div~(C). 

Assume now that the curve C is smooth, and let fEK(C)*. Then we can 
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associate to f the divisor div(f) given by 

div(f) = L ordp(f)(P). 
Pee 

(This is a divisor by (1.2).) Now if (J E GKJK , then one easily sees that 

div(r) = div(f)O'. 

In particular, if f E K (C), then div(f) E Div K( C). 
Since each ordp is a valuation, we see that the map 

div: K(C)* ~ Div(C) 

is a homomorphism of abelian groups. It is analogous to the map which 
sends an element of a number field to the corresponding fractional ideal. This 
prompts the following definitions. 

Definition. A divisor DE Div( C) is principal if it has the form D = div(f) for 
some f E K(C)*. Two divisors D1 , D2 are linearly equivalent, denoted Dl '" D2 , 

if Dl - D2 is principal. The divisor class group (or Picard group) of C, 
denoted Pic( C), is the quotient of Div( C) by the subgroup of principal 
divisors. We let PicK(C) be the subgroup of Pic(C) fixed by GK/K. [N.B. In 
general, PicK ( C) is not the quotient of Div K( C) by its subgroup of principal 
divisors. But see (exer. 2.13).] 

Proposition 3.1. Let C be a smooth curve and f E K(C)*. 
(a) div(f) = 0 if and only if f E K*. 
(b) deg(div(f) = O. 

PROOF. (a) If div(f) = 0, then f has no poles, so the corresponding map 
f: C ~ [pll (cf. 2.2) is not surjective. Therefore it is constant (2.3), so f E K*. 
The converse is clear. 
(b) [Har, 11.6.1OJ, [Sha 2, III 2, cor. to thm. 1J, or see (3.7) below. 0 

Example 3.2. On [pli, every divisor of degree 0 is principal. To see this, 
suppose that D = }:np(P) has degree O. Writing P = [IXp , Pp] E [pli, we see that 
D is the divisor of the function 

n (PpX - IXp y)np. 
Pel'" 

(Note this function is in K([pl1) because }:np = 0.) We have thus proven that 
for [pll, the degree map 

deg: PiC([pll) ~ 71. 

is an isomorphism. It turns out that the converse is also true: if C is a smooth 
curve and Pic(C) ~ 71., then C is isomorphic to [pll. 

Example 3.3. Assume that char(K) =I 2. Let e l , e2' ~3EK be distinct, and 
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consider the curve 

C: y2 = (x - el)(x - e2)(x - e3). 

One can check that C is smooth; and it has a single point at infinity, which we 
will denote by Pw For i = 1,2,3, let Pi = (ei' O)EC. Then 

div(x - ei) = 2(Pi ) - 2(Poo) 

and 

From (3.1b) we see that the principal divisors form a subgroup of DivO(C). 

Definition. The degree 0 part oj the divisor class group oj C, which we denote 
by PicO( C), is the quotient of DivO( C) by the subgroup of principal divisors. 
Further, Pic~(C) is the subgroup of Pic°(C) fixed by GK/K • 

Remark 3.4. Proposition 3.1 and the above definitions may be summarized 
by saying that there is an exact sequence 

- - div 
1 --+ K* --+ K(C)* --+ DivO(C) --+ Pic°(C) --+ O. 

This sequence is the function field analogue of the fundamental exact 
sequence in algebraic number theory, which for a number field K reads 

1 --+ (units) --+ K* --+ (~ractional ) --+ (ideal class) --+ 1. 
of K Ideals of K group of K 

Now let ifJ : CI --+ C2 be a non-constant map of smooth curves. As we have 
seen, ifJ induces maps on the function fields of C1 and C2 , 

ifJ* : K(C2) --+ K(C I ) and ifJ*: K(CI ) --+ K(C2 )· 

We similarly define maps on the divisor groups as follows. 

ifJ* : Div(C2) --+ Div(CI ) ifJ* : Div(CI ) --+ Div(C2) 

(Q) --+ L et{!(p)(P) (P) --+ (ifJP), 
Per1(Q) 

and extend Z-linearly to arbitrary divisors. 

Example 3.5. Let C be a smooth curve, J E K (C) a non-constant function, and 
J: C --+ pI the corresponding map (2.2). Then directly from the definitions, 

div(f) = J*«O) - (00». 

Proposition 3.6. Let ifJ : CI --+ C2 be a non-constant map oj smooth curves. 

(a) deg(ifJ*D) = (deg ifJ)(deg D) 

(b) ifJ*(div f) = div(ifJ*f) 

Jor all DEDiv(C2). 

Jor all J E K(C2)*. 
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(c) deg(<p*D) = deg D for all DE Div(Cl ). 

(d) <p*(div j) = div(<p*f) for all f E K(Cl )*. 

(e) <p* 0 <p* acts as multiplication by deg <p on Div(C2). 

(f) If t/I : C2 ~ C3 is another such map, then 

II. Algebraic Curves 

(t/I 0 <p)* = <p* 0 t/I* and (t/I 0 <p)* = t/I* 0 <p*. 

PROOF. (a) Follows directly from (2.6a). 
(b) Follows from the definitions and the easy fact (exer. 2.2) that for all 

PEC1' 

ordp(<p*f) = e",(p) ord",p(f). 

(c) Clear from the definitions. 
(d) [La 2, ch. 1, prop. 22J or ESe 9, I, prop. 14]. 
(e) Follows directly from (2.6a). 
(f) The first equality follows from (2.6c). The second is obvious. 0 

Remark 3.7. From (3.6) we see that <p* and <p* take divisors of degree 0 to 
divisors of degree 0, and principal divisors to principal divisors. They thus 
induce maps 

<p*: PicO(C2 ) ~ PicO(Cl ) and <p*: PicO(Cl ) ~ Pic°(C2). 

In particular, if f E K (C) gives the map f : C ~ 1P'1, then 

degdiv(f) = degf*«O) - (00» = degf - degf = O. 

This provides a proof of (3.1 b). 

§4. Differentials 

In this section we will discuss the vector space of differential forms on a curve. 
This vector space will be useful for two different purposes. First, it will perform 
the traditional calculus role of linearization. (See (III §5), especially (III.5.2).) 
Second, it will give a useful criterion for determining when an algebraic map 
is separable. (See (4.2c) below and its utilization in the proof of (III.5.5).) Of 
course, this latter is also a familiar use of calculus, since a field extension is 
separable if and only if the minimal polynomial of each element has non-zero 
derivative. 

Definition. Let C be a curve. The space of (meromorphic) differential forms on 
C, denoted nc, is the K(C)-vector space generated by symbols of the form dx 
for xEK(C), subject to the usual relations: 

(i) d(x + y) = dx + dy for all x, YEK(C); 
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(ii) d(xy) = xdy + ydx 
(iii) da = 0 

for all x, YEK(C); 
for all aEK. 
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Remark 4.1. There is, of course, a more functorial definition of nco See, for 
example, [Mat, ch. 10], [Har, 11.8], or [Rob, II §3]. 

Let t/J: C1 --+C2 be a non-constant map of curves. Then the natural map 
t/J* : K(C2 ) --+ K(C1) induces a map on differentials 

t/J* : nC2 --+ nCI 

This map will provide a useful criterion for determining when t/J is separable. 

Proposition 4.2. Let C be a curve. 
(a) nc is a i-dimensional K(C)-vector space. 
(b) Let xEK(C). Then dx is a K(C) basis for nc if and only if K(C)/K(x) is a 
finite separable extension. 
(c) Let t/J: C1 --+ C2 be a non-constant map of curves. Then t/J is separable if and 
only if the map 

A.* : () --+ n 'I' "~2 Cl 

is injective (equivalently, non-zero.) 

PROOF. (a) [Mat, 27.A, B], [Rob, 11.3.4], or [Sha 2, III §4, thm. 3]. 
(b) [Mat, 27.A, B] or [Sha 2, III §4, thm. 4]. 
(9 Usi~g (a) and (b), choose YEK(C2 ) so_ that nC2 = K(C2)dy and 
K(C2)/K(y) is a separable extension. Note t/J* K(C2) is then separable over 
t/J* K(y) = K(t/J* y). Now 

t/J* is injective <:>d(t/J*y) =F 0 

<:>d(t/J*y) is a basis for nCI (from (a» 

<:>K(C1)/K(t/J*y) is separable (from (b» 

<:> K(C1)/t/J*K(C2 ) is separable, 

where the last equivalence follows because we already know that 
t/J*K(C2)fK(t/J*y) is separable. D 

Proposition 4.3. Let PEC, and let tEK(C) be a uniJormizer at P. 
(a) For every WEnc there exists a unique function gEK(C), depending on W 

and t, such that 

W = gdt. 

We denote g by w/dt. 
(b) Let f E K(C) be regular at P. Then df/dt is also regular at P. 
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(c) The quantity 

ordp(w/dt) 

depends only on wand P, independent of the choice of uniformizer t. We call 
this value the order of w at P, and denote it by ordp(w). 
(d) Let xeK(C) such that K(C)/K(x) is separable and x(P) = O. Then for all 
feK(C), 

ordp(f dx) = ordp(f) + ordp(x) - 1. 

(e) For all but finitely many P e C, 

ordp(w) = O. 

PROOF. (a) This follows from (1.4) and (4.2a, b). 
(b) [Har, comment following IV.2.1] or [Rob, 11.3.10]. 
(c) Let t' be another uniformizer at P. Then from (b), dt/dt' and dt'/dt are both 
regular at P, so ordp(dt' /dt) = O. Since 

w = gdt' = g(dt'/dt)dt, 

the desired result follows. 
(d) Write x = ut" with n = ordp(x) ~ 1, so ordp(u) = O. Then 

dx = [nut"- l + (du/dt)t"]dt. 

Now from (b), du/dt is regular at P, so provided n =F 0, the first term domi­
nates. Hence we obtain the desired equality 

ordp(f dx) = ordp(fnut"- l dt) = ordp(f) + n - 1. 

Finally, if char K = P > 0 and pin, then we see that (x/u)l/PeK(C). But since 
K(C) is separable over K(x, u), this implies x/ueK, which contradicts 
ordp(x) ~ 1. 
(e) Let xeK(C) so that K(C)/K(x) is separable, and write w = fdx. From 
[Har, IV.2.2a], the map x: C -+ !p l ramifies at only finitely many points of e. 
Hence discarding finitely many points, we may restrict our attention to 
points P e C such that f(P) =F 0, 00, x(P) =F 00, and x: C -+ !p l is unramified at 
P. But the latter two conditions imply that x - x(P) is a uniformizer at P, so 

ordp(w) = ordp(fd(x - x(P») = o. 

Definition. Let we Cle. The divisor associated to w is 

div(w) = L ordp(w)(P)eDiv(C). 
Pee 

Definition. A differential wene is regular (or holomorphic) if 

for all Pe C. 

It is non-vanishing if 

for all Pee. 

D 
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Remark 4.4. If COl' CO2 Ene are non-zero differentials, then (4.2a) implies that 
there is a function f E K(C)* so that COl = fco2' Thus 

div(co1) = div(f) + div(co2), 

which shows that the following definition makes sense. 

Definition. The canonical divisor class on C is the image in Pic(C) of div(co) for 
any non-zero differential co Ene. Any divisor in this divisor class is called a 
canonical divisor. 

Example 4.5. Let us show that there are no holomorphic differentials on pl. 
First, if t is a coordinate function on p 1, then 

div(dt) = - 2( 00). 

(To see this, note that for all IX E K, t - IX is a uniformizer at IX, so 

However, at 00 E p1, l/t is a uniformizer, so 

ord,x,{dt) = ordoo( - t2d(1/t» = - 2.) 

Thus dt is not holomorphic. But now for any non-zero COEnlP'l, (4.3a) implies 
that 

deg div(co) = deg div(dt) = -2, 

so co cannot be holomorphic either. 

Example 4.6. Let C be the curve 

C: y2 = (x - e1)(x - e2)(x - e3), 

where we continue with the notation of (3.3). Then 

div(dx) = (Pl) + (P2 ) + (P3 ) - 3(Poo)' 

(Note dx = d(x - ei ) = -x2d(1/x).) We thus see that 

div(dx/y) = O. 

Hence dx/y is both holomorphic and non-vanishing. 

§5. The Riemann-Roch Theorem 

Let C be a curve. We put a partial order on Div(C) as follows. 

Definition. A divisor D = ~np(P) E Div( C) is positive (or effective), denoted by 

D~O, 
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ifnp;;;': 0 for every PEe. Similarly, if D1, D2 EDiv(C), then we write 

D1 ;;;,: D2 

to indicate that Dl - D2 is positive. 

Example 5.1. Let f E K (C)* be a function which is regular everywhere except 
at one point P E C, and such that it has a pole of order of most n at P. These 
requirements on f may be succinctly summarized by the inequality 

div(!);;;,: -n(P). 

Similarly, 

dive!) ;;;,: (Q) - n(P) 

says that in addition, f has a zero at Q. Thus divisorial inequalities are a 
useful tool for describing poles and/or zeros of functions. 

Definition. Let DE Div( C). We associate to D the set of functions 

!f'(D) = {f E K(C)* : dive!) ;;;,: - D} u {O}. 

!f'(D) is a finite-dimensional K-vector space (see (S.2b) below), and we denote 
its dimension by 

teD) = dimK !f'(D). 

Proposition 5.2. Let DE Div( C). 
(a) If deg D < 0, then 

!f'(D) = {O} and teD) = O. 

(b) !f'(D) is a finite-dimensional K-vector space. 
(c) If D' EDiv(C) is linearly equivalent to D, then 

!f'(D) ~ !f'(D'); and so teD) = teD'). 

PROOF. (a) Let f E !f'(D) with f # O. Then using (3.tb), 

0= deg div(!);;;,: deg( -D) = -deg D, 

so deg D;;;,: O. 
(b) [Har, 11.5.19] or (exer. 2.4). 
(c) If D = D' + div(g), then the map 

is an isomorphism. 

!f'(D) -+ !f'(D') 

f-+fg 

Example 5.3. Let KcEDiv(C) be a canonical divisor on C, say 

Kc = div(w). 

o 
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Then each function f E .5l'(Kd has the property that 

div(f) ~ -div(ro), so div(fro) ~ o. 
In other words, fro is hoi om orphic. Conversely, if fro is holomorphic, then 
f E .5l'(Kd· Since every differential on C has the form fro for some f, we have 
thus established an isomorphism of K-vector spaces 

.5l'(Kd ~ {roEQc : ro is holomorphic}. 

The dimension t(Kd of these spaces is an important invariant of the curve C. 

We are now ready to state one of the most fundamental results in the 
algebraic geometry of curves. Its importance, as we will see amply demon­
strated (cf. III §3), lies in its potential for allowing us to describe the functions 
on C having prescribed zeros and poles. 

Theorem 5.4 (Riemann-Roch). Let C be a smooth curve and Kc a canonical 
divisor on C. There is an integer g ~ 0, called the genus of C, such that for 
every divisor DE Div( C), 

t(D) - t(Kc - D) = deg D - g + 1. 

PROOF. For a fancy proof using Serre duality, see [Har, IV §1]. A more 
elementary proof, due to Weil, is given in [La 6, Ch. I]. D 

Corollary 5.5. (a) t(Kd = g. 
(b) degKc = 2g - 2. 
(c) If deg D > 2g - 2, then 

t(D) = deg D - g + 1. 

PROOF. (a) Use (5.4) with D = O. Note that .5l'(0) = K from (1.2), so t(O) = 1. 
(b) Use (a) and (5.4) with D = Kc. 
(c) From (b), deg(Kc - D) < O. Now use (5.4) and (5.2a). D 

Example 5.6. Let C = !pl. Then there are no holomorphic differentials on C 
(4.5), so using the identification from (5.3), we see that t(Kd = O. Thus by 
(5.5a), !pi has genus 0, and the Riemann-Roch theorem reads 

t(D) - t( -2(00) - D) = deg D + 1. 

In particular, if deg D ~ -1, then 

t(D) = deg D + 1. 

(See exer. 2.3b.) 

Example 5.7. Let C be the curve 

C: y2 = (x - el)(x - e2)(x - e3)' 
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where we continue with the notation of (3.3) and (4.6). We have seen (4.6) that 

div(dx/y) = 0, 

so the canonical class on C is trivial (i.e. we may take Kc = 0). Hence from 
(5.5a), 

g = t(Kd = t(O) = 1, 

so C has genus 1. The Riemann-Roch theorem (actually (5.5c» then reads 

t(D) = degD provided deg D ~ 1. 

Let's look at several special cases. 

(i) Let P E C. Then t«P» = 1. But 2«P» certainly contains the constant 
functions. This shows that there are no functions on C having a single 
simple pole. 

(ii) Recall Poo is the point at infinity on C. Then t(2(Poo» = 2, and {1, x} 
provides a basis for 2(2(Poo». 

(iii) Similarly {1, x, y} is a basis for 2(3(Poo», and {1, x, y, x2} is a basis for 

2(4(Poo»· 
(iv) Now the functions 1, x, y, x2, xy, x 3, y2 are all in 2(6(Poo». But t(6(Poo» 

= 6, so it follows that these functions are K-linearly dependent. Of 
course, the original equation used above to define C gives an equation of 
linear dependence among them. 

The next result says that if C and D are defined over K, then so is 2(D). 

Proposition 5.S. Let CjK be a smooth curve, and let DEDivK(C). Then 2(D) 
has a basis consisting oj Junctions in K(C). 

PROOF. Since D is defined over K, we have 

r E 2(D") = 2(D) for all J E 2(D) and (1 E GXIK ' 

Thus GXIK acts on 2(D), and the desired conclusion follows from the follow­
ing general lemma. 0 

Lemma 5.S.1. Let V be a K -vector space, and assume that GXIK acts contin­
uouslyon V in a manner compatible with its action on K. Let 

VK = VGKIK = {VE V: va = vEJor all (1EGXIK }' 

Then 

V~ K®K VK. 

[I.e. V has a basis oj GxlK-invariant vectors.] 

PROOF. It suffices to show that every VE V is a K-linear combination of 
vectors in VK • Choose a VE V, and let L/K be a finite Galois extension such 
that v is fixed by GXIL' (The fact that GXIK acts continuously on V means 
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precisely that the subgroup {(TE GK/K : va = v} has finite index in GK/K • We 
take L to be the Galois closure of its fixed field.) Let {lXl' ... , IX,,} be a basis for 
L/K, and let {(Tl' ... , (Tn} = GL/K • For each 1 ~ i ~ n, consider the vector 

n 

Wi = L (lXiV)aj = TraceL/K(lXiV). 
j=l 

It is clearly GK/K invariant, so WiE VK • Now a basic result in field theory [La 
2, III, prop. 9J says that the matrix (lXfj)l ~i,j~n is non-singular, so each va} 
(and in particular v) is an L-linear combination of the w;'s. (For a fancier 
proof, see exer. 2.12.) 0 

We conclude by giving the classic relationship connecting the genus of 
curves linked by a non-constant map. 

Theorem 5.9 (Hurwitz). Let r/J : Cl -+ C2 be a non-constant separable map of 
smooth curves. Then 

2g l - 2 ~ (deg r/J}(2g 2 - 2) + L (e~(P) - 1), 
PeC I 

where gi is the genus of Ci. Further, equality holds if and only if either: 

(i) char(K) = 0; or 
(ii) char(K) = p > 0 and p does not divide e~(P) for all P E Cl' 

PROOF. Let WE nC2 ' W :I 0, let P E Cl , and let Q = r/J(P). Since r/J is separable, 
r/J*w :I 0 (4.2c); we wish to relate ordp(r/J*w) and ordQ(w). Write w = f dt with 
t E K(C2 ) a uniformizer at Q. Then letting e = e~(p), we have r/J*t = use, where 
s is a uniformizer at P and u(P) :I 0, 00. Hence 

r/J*w = (r/J*f)d(r/J*t) = (r/J*f)d(us e) = (r/J*f) [euse- l + (du/ds)seJds. 

Now ordp(du/ds) ~ 0 (4.3b), so we see that 

ordp(r/J*w) ~ ordp(r/J*f) + e - 1, 

with equality if and only if e :I 0 in K. Further, 

ordp(r/J*f) = e~(p) ordQ(f) = e~(P) ordQ(w). 

Hence adding over P E Cl yields 

deg div(r/J*w) ~ L [e~(p) ord~(p)(w) + e~(P) - IJ 
PeC I 

= L L e~(p) ordQ(w) + L e~(P) - 1 
QeC2 Pe.p-I(Q) PeCI 

= (deg r/J)(deg div(w» + L e¢l(P) - 1, 
PeC I 

where the last equality follows from (2.6a). Now Hurwitz' theorem is a conse­
quence of (5.4b), which says that on a curve of genus g, the divisor of any non­
zero differential has degree 2g - 2. 
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EXERCISES 

2.1. Let R be a Noetherian local domain. M its maximal ideal, and k = RIM. Prove 
that the following are equivalent: 

(i) R is a discrete valuation ring. 
(ii) M is principal. 

(iii) dimk MIM2 = 1. 
(Note this lemma was used in (1.1) to show that on a smooth curve, the local 
rings K[C]p are discrete valuation rings.) 

2.2. Let tP: CI -+ C2 be a non-constant map of smooth curves, jeK(C2)*, PeCI. 
Then 

ord;(p)(f) = e;(P) ordp(tP*f). 

2.3. Verify directly that each of the following theorems is true for the particular case 
ofthe curve C = pI and a non-constant map tP: pI -+ pl. 
(a) (proposition 2.6) Prove that 

L e;(P) = deg tP for all Qe pI; and 
Pe;-I(Q) 

#;-I(Q) = deg.(tP) for all but finitely many Q e pl. 

(b) Prove the Riemann-Roch theorem (5.4) for pl. 
(c) Prove Hurwitz' theorem (5.9) for tP: pI -+ pl. 

2.4. Let C be a smooth curve and DeDiv(C). Without using the Riemann-Roch 
theorem, prove: 
(a) .!l'(D) is a K-vector space. 
(b) Ifdeg D ~ 0, then 

t(D) ~ deg D + 1. 

2.5. Let C be a smooth curve. Prove that the following are equivalent: 
(i) C is isomorphic to pl. 

(ii) C has genus o. 
(iii) There exist distinct points P, Q e C with (P) '" (Q). 

2.6. Let C be a smooth curve of genus 1. Fix a basepoint Po e C. Prove the following. 
(a) For all P, Q e C there exists a unique R e C such that 

(P) + (Q) '" (R) + (Po). 

Denote this R by O'(P, Q). 
(b) The map 0': C x C -+ C from (a) makes C into an abelian group with 

identity Po. 
(c) Define a map 

K: C -+ PicO(C) 

P -+ divisor class of (P) - (Po). 

Prove that K is a bijection of sets. Hence K can be used to make C into a group, 

P + Q = K-I(K(P) + K(Q». 

(d) Prove that the group operations on C defined in (b) and (c) are the same. 



Exercises 43 

2.7. Let F(X, 1', Z) E K [X, Y, Z] be homogeneous of degree d ~ 1, and suppose that 
the curve C in p2 given by the equation F = 0 is non-singular. Prove that 

genus (C) = (d - l)(d - 2)/2. 

[Hint: Define a map C -> pi and use (5.9).] 

2.8. Let rft : Cl -> C2 be a non-constant separable map of smooth curves. 
(a) Prove that genus (Cl ) ~ genus (C2). 

(b) Prove that if Cl and C2 both have genus g, then one of the following is true. 
(i) g = O. 

(ii) g = 1 and rft is unramified. 
(iii) g ~ 2 and rft is an isomorphism. 

2.9. Let a, b, c, d be square free integers with a > b > c, and let C be the curve in p2 
given by the equation 

C: aX3 + by3 + cZ3 + dXYZ = O. 

Let P = [x, Y, z] E C and let L be the tangent line to Cat P. 
(a) Show that C n L = {P, P'}, and calculate P' = [x', y', z'] in terms of a, b, 

c, d, x, y, z. 
(b) Show that if P E C(Q), then P' E C(Q). 
(c) Let P E C(Q). Choose homogeneous coordinates for P and P' which are 

integers satisfying gcd(x, y, z) = 1 and gcd(x', y', z') = 1. Prove that 

Ix'y'z'l > Ixyzl· 

(Note the strict inequality.) 
(d) Conclude that either V(Q) = 0, or else V(Q) is infinite. 
(e)** Characterize, in terms of a, b, c, d, whether V(Q) contains any points. 

2.10. Let C be a smooth curve. The support of a divisor D = I;np(P) E Div(C) is the set 
of points PEC for which np =F- O. Now let fEK(C)* be a function such that 
div(f) and D have disjoint supports. Then it makes sense to define 

f(D) = n f(p)n p • 

Pee 

Next let rft : Cl -> C2 be a non-constant map of smooth curves. Prove that the 
following two equalities are valid in the sense that if one side is well-defined, 
then so is the other, and they are equal. 
(a) f(rft*D) = (rft*f)(D) for fEK(CI)*, DEDiv(C2)· 

(b) f(rft*D) = (rft*f)(D) for fEK(C2 )*, DEDiv(CI )· 

2.11. Let C be a smooth curve and f, gEK(C)* functions such that div(f) and div(g) 
have disjoint support. (See exer. 2.10.) Prove Wei['s reciprocity law 

f(div(g» = g(div(f)) 

in two steps. 
(a) Verify it directly for C = pl. 
(b) Now prove it for arbitrary C by using the map g: C -> pi to reduce to the 

case already done. 

2.12. Use the extension of Hilbert's theorem 90 (B.3.2) which says that 
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HI(GK/K , GLn(K» = ° 
to give another proof of (5.8.1). 

II. Algebraic Curves 

2.13. Let CjK be a curve. 
(a) Prove that the following sequence is exact. 

1 -+ K* -+ K(C)* -+ Div~(C) -+ Pic~(C). 

(b) Suppose that C has genus 1 and that C(K) #- 0. Prove that the map 
Div~(C) -+ Pic~(C) is surjective. 

2.14. Let f(x)eK[x] be a polynomial of degree d ~ 1 with disc(f) #- 0, let Co/K be 
the affine curve given by the equation 

Co: y2 = f(x) = aoxd + alxd- l + ... + ad-Ix + ad' 

and let 9 be the unique integer satisfying d - 3 < 2g ~ d - 1. 
(a) Let C be the closure of the image of Co under the map 

Prove that C is smooth and that C n {Xo #- O} is isomorphic to Co. C is 
called a hyperelliptic curve. 

(b) Let f*(v) = ao + alv + ... + ad_Ivd-1 + advd = vdf(l/v). Show that C con­
sists of two affine pieces 

Co: y2 = f(x) and CI : w2 = f*(v), 

"glued" together via the maps 

Co -+ CI C I -+ Co 

(x, y) -+ (1/x, y/X9+1) (u, v) -+ (1/u, W/U9+1). 

(c) Calculate the divisor ofthe differential dx/yon C, and use the result to show 
that C has genus g. Check your answer by applying Hurwitz' formula (5.9) 
to the map [1, x]: C -+ pl. (Note exercise 2.7 does not apply, since C ¢ P2.) 

(d) Find a basis for the holomorphic differentials on C. [Hint: Consider the set 
{Xi dx/y: i = 0, 1,2, ... }. How many elements are holomorphic?] 

2.15. Let CjK be a smooth curve defined over a field of characteristic p > 0, and let 
t e K(C). Prove that the following are equivalent: 
(i) K(C) is a finite separable extension of K(t). 

(ii) There exists a point P e C such that ordp(t) is relatively prime to p. 
(iii) For all but finitely many points P e C, t - t(P) is a uniformizer at P. 
(iv) t¢K(C)p. 



CHAPTER III 

The Geometry of Elliptic Curves 

Elliptic curves, our principal object of study in this book, are curves of genus 
1 having a specified basepoint. Our ultimate goal, as the title of the book 
indicates, is to study the arithmetic properties of these curves. In other words, 
we will be interested in analyzing their points defined over arithmetically 
interesting fields, such as finite fields, local (p-adic) fields, and global (number) 
fields. Before doing so, however, we are well-advised to study the properties 
of these curves in the simpler situation of an algebraically closed field (i.e. 
their geometry). This reflects the general principle in Diophantine geometry 
that in attempting to study any significant problem, it is essential to have a 
thorough understanding of the geometry before ene can hope to make pro­
gress on the number theory. It is the purpose of this chapter to make an 
intensive study of the geometry of elliptic curves over arbitrary algebraically 
closed fields. (The particular case of the complex numbers is studied in more 
detail in chapter VI.) 

We start in the first two sections by looking at elliptic curves given by 
explicit polynomial equations, called Weierstrass equations. Using these ex­
plicit equations, we show (among other things) that the set of points of an 
elliptic curve forms an abelian group, and the group law is given by rational 
functions. Then in section 3 we use the Riemann-Roch theorem to study 
arbitrary elliptic curves and to show, in particular, that every elliptic curve 
has a Weierstrass equation, so the results of the first two sections in fact apply 
generally. The remainder of the chapter studies (in various guises) the al­
gebraic maps between elliptic curves. In particular, since the points of an 
elliptic curve form a group, for each integer m there is always a 
"multiplication-by-m" map from the curve to itself. As will become apparent 
throughout this book, it would be difficult to overestimate the importance of 
these multiplication maps in any attempt to study the arithmetic of elliptic 
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curves (which will perhaps explain why we devote so much space to them in 
this chapter). 

§1. Weierstrass Equations 

Our main object of study will be elliptic curves, which are curves of genus 1 
having a specified basepoint. As we will see in section 3, every such curve can 
be written as the locus in 1fb2 of a cubic equation with only one point (the 
basepoint) on the line at 00; i.e., after scaling X and Y, as an equation of the 
form 

y 2Z + a1XYZ + a3 YZ2 = X 3 + a2X 2Z + a4XZ2 + a6Z 3. 

Here 0 = [0, 1,0] is the basepoint and a1, ... , a6 EK. (It will become clear 
later why the coefficients are labeled in this way.) In this section and the next, 
we will study the curves given by such Weierstrass equations, using explicit 
formulas as much as possible to replace the need for general theory. 

To ease notation, we will usually write the Weierstrass equation for our 
elliptic curve using non-homogeneous coordinates x = X/Z and Y = Y/Z, 

E:y2 + a1xy + a3Y = x 3 + a2x2 + a4x + a6, 

always remembering that there is the extra point 0 = [0, 1, 0] out at infinity. 
As usual, if al' ... , a6 E K, then E is said to be defined over K. 

If char(K) :f. 2, then we can simplify the equation by completing the 
square. Thus replacing y by t(y - a 1 x - a3) gives an equation of the form 

where 

E : y2 = 4x3 + b2x2 + 2b4x + b6, 

b2 = ai + 4a2 , 

b4 = 2a4 + a1a3' 

b6 = a~ + 4a6' 

We also define quantities 

bg = ai a6 + 4a2a6 - a1a3 a4 + a2a~ - ai, 

C4 = b~ - 24b4, 

C6 = b~ + 36b2b4 - 216b6, 

~ = -b~bg - 8b~ - 27b~ + 9b2b4b6, 

j = d/~, 

w = dx/(2y + a1x + a3) = dy/(3x2 + 2a2x + a4 - a1y). 
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Cusp : one 
tengent direction 

III. The Geometry of Elliptic Curves 

Node : two distinct 
tengent directions 

Figure 3.2 

One easily verifies that they satisfy the relations 

4bg = b2 b6 - b~ and 1728~ = c! - c~. 

If further char(K) #- 2, 3, then replacing (x, y) by ((x - 3b 2)/36, y/216) elimi­
nates the x 2 term, yielding the simpler equation 

E: y2 = x 3 - 27c4 x - 54c6 . 

Definition. The quantity ~ given above is called the discriminant of the 
Weierstrass equation,j is called the j-invariant of the elliptic curve E, and w is 
the invariant differential associated with the Weierstrass equation. 

Example 1.1. It is easy to graph the real locus of a Weierstrass equation. 
Some representative examples are shown in Figure 3.1. If ~ = 0, then we will 
see that the curve is singular (1.4). Two sorts of behavior can occur, as 
illustrated in Figure 3.2. 

With this example in mind, we consider the following situation. Let P = 

(xo, Yo) be a point satisfying a Weierstrass equation 

f(x, y) = y2 + al xy + a3Y - x3 - a2x2 - a4 x - a6 = O. 

Assume that P is a singular point on the curve f(x, y) = 0, so (1.1.5) 

8f/8x(P) = 8f/8y(P) = O. 

Then the Taylor expansion of f(x, y) at P has the form 

f(x, y) - f(xo, Yo) 

= [(y - Yo) - ex(x - xo)] [(y - Yo) - [3(x - xo)] - (x - XO)3 

for some ex, [3 E K. 

Definition. With notation as above, the singular point P is a node if ex #- [3. In 
this case, the lines 
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Y - Yo = oc(x - xo) and y - Yo = P(x - xo) 

are the tangent lines at P. Similarly, P is a cusp if oc = p, in which case the 
tangent line at P is given by 

y - Yo = oc(x - xo)· 

To what extent is the Weierstrass equation for an elliptic curve unique? As 
we will see (3.1 (b)), assuming the line at infinity (i.e. the line Z = 0 in /P 2) is to 
intersect E only at [0, 1,0], then the only change of variables fixing [0, 1,0] 
and preserving the Weierstrass form of the equation is 

x = u2x' + r, 
y = u3y' + u2sx' + t, 

with u, r, s, t E K, u =1= o. It is now a simple (but tedious) matter to make this 
substitution and compute the a; coefficients (and associated quantities) for 
the new equation. The results are compiled in Table 1.2. 

It is now clear why the j-invariant has been so named; it is an invariant of 
the isomorphism class of the curve, and does not depend on the particular 
equation chosen. For algebraically closed fields, the converse is true, a fact 
which we will establish below (l.4b). 

Remark 1.3. As we have seen, if the characteristic of K is different from 2 and 
3, then any elliptic curve over K has a Weierstrass equation of a particularly 
simple kind. Thus any proof which involves extensive algebraic manipulation 
with Weierstrass equations (such as (1.4) below) tends to be much shorter if 
K is so restricted. On the other hand, even if one is primarily interested in 
characteristic 0 (e.g. K = Q), an important tool is the process of reducing the 

Table 1.2 

ua~ = a l + 2s 
u2a; = a2 - sal + 3r - S2 

u3a; = a3 + ra l + 2t 
u4a~ = a4 - sa3 + 2ra2 - (t + rs)al + 3r2 - 2st 
u6a~ = a6 + ra4 + r2a2 + r3 - ta3 - t2 - rta l 

u2b~ = b2 + 12r 
u4b~ = b4 + rb2 + 6r2 

u6b~ = b6 + 2rb4 + r~b2 + 4r3 

u8bs = b8 + 3rb6 + 3r2b4 + r3b2 + 3r4 

U4C~ = C4 

U6C~ = C6 

UI2~' = ~ 

j' =j 
u-lw' = W 
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coefficients of an equation modulo p for various primes p (including p = 2 
and p = 3). So even for K = Q it is important to understand elliptic curves in 
all characteristics. Consequently, we will adopt the following policy. All 
theorems will be stated for a general Weierstrass equation. However, if it 
makes the proof substantially shorter, we will make the assumption that the 
characteristic of K is not 2 or 3, and give the proof in this case. Then, in the 
interest of completeness, we will return to these theorems in appendix A and 
give the proofs for general Weierstrass equations and arbitrary characteristic. 

Now ifthe characteristic of K is not 2 or 3, we may assume that our elliptic 
curve(s) have Weierstrass equations(s) ofthe form 

E : y2 = x 3 + Ax + B. 

This equation has associated quantities 

The only change of variables preserving this fOfJIl of the equation is 

for some u E K*; 

and then 

u4 A' = A, u6B' = B, 

Proposition 1.4. (a) The curve given by a Weierstrass equation can be classified 
asfollows. 

(i) It is non-singular if and only if L\ oF o. 
(ii) It has a node if and only if L\ = 0 and C4 oF o. 

(iii) It has a cusp if and only if 1\ = C4 = O. 

(In case (ii) and (iii), there is only the one singular point.) 
(b) Two elliptic curves are isomorphic (over K) if and only if they have the same 
j-invariant. 
(c) Let jo E 1(. Then there exists an elliptic curve (defined over K(jo» with j­
invariant equal to jo. 

PROOF. (a) Let E be given by the Weierstrass equation 

E :f(x, y) = y2 + a1 xy + a3y - x 3 - a2x2 - a4x - a6 = o. 
We start by showing that the point at infinity is never singular. Thus we look 
at the curve in 1Jl>2 with homogeneous equation 

F(X, Y, Z) = y 2Z + a1 XYZ + a3 YZ2 - X 3 - a2X2Z - a4XZ2 - a6 Z 3 

=0 

and at the point 0 = [0, 1, OJ. Since 

fJF/fJZ(O) = 1 oF 0, 

we see that 0 is a non-singular point on E. 
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Next suppose that E is singular, say at Po = (xo, Yo). The substitution 

x = x' + Xo y = y' + Yo 

leaves L\ and C4 invariant (1.2), so without loss of generality we may assume 
that E is singular at (0, 0). Then 

a6 = /(0, 0) = 0 a4 = of/ox(O, 0) = 0 a3 = of/oy(O, 0) = 0, 

so the equation for E takes the form 

E :f(x, y) = y2 + alxy - a2x2 - x 3 = O. 

This equation has associated quantities 

C4 = (ai + 4a2)2 and L\ = O. 

Now by definition, E has a node (respectively cusp) at (0, 0) if the quadratic 
form y2 + a l xy - a2x2 has distinct (respectively equal) factors, which occurs 
if and only if its discriminant 

(respectively = 0). 

This proves the "only if" part of (ii) and (iii). 
To complete the proof of (i)-(iii), it remains to show that if E is non­

singular, then L\ =I- O. To simplify the computation, we will assume that 
char(K) =I- 2, and consider a Weierstrass equation of the form 

E : y2 = 4x3 + b2x2 + 2b4 x + b6 • 

(Cf. (1.3) and (A.1.2a).) Now E is singular if and only if there is a point 
(xo, Yo) E E satisfying 

2yo = 12x~ + 2b2xO + 2b4 = O. 

In other words, the singular points are exactly points of the form (xo, 0) with 
Xo a double root of 4x3 + b2x2 + 2b4 x + b6 = O. This cubic polynomial has 
a double root if and only if its discriminant (which equals 16L\) vanishes, 
which completes the proof of (i)-(iii). Further, since a cubic polynomial 
cannot have two double roots, E can have at most one singular point. 
(b) If two elliptic curves are isomorphic, then the transformation formulas 
(1.2) show that they have the same j-invariant. For the converse, we will 
assume that char(K) =I- 2, 3 (cf. (1.3) and (A.1.2b)). Let E and E' be elliptic 
curves with the same j-invariant, say with Weierstrass equations 

Then 

which yields 

E : y2 = x 3 + Ax + B, 

E': (y'f = (X')3 + A'x' + B'. 
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We look for an isomorphism of the form (x, y) = (U2X', u3y'), and consider 
three cases. 

Case 1. A = 0 (j = 0). Then B =F 0 (since Ii =F 0), so A' = 0, and we obtain an 
isomorphism using u = (B/B,)1/6. 

Case 2. B = 0 (j = 1728). Then A =F 0, so B' = 0, and we take u = (A/ A,)1/4. 

Case 3. AB =F 0 (j =F 0, 1728). Then A' B' =F 0 (since if one of them is zero, then 
they both are, contradicting Ii' =F 0.) Hence taking u = (A/A')1/4 = (B/B')1/6 
gives the desired isomorphism. 
(c) Assume thatjo =F 0, 1728, and look at the curve 

36 1 
E: y2 + xy = x3 - jo _ 1728 x - jo _ 1728· 

One computes 

Ii = jU(jo - 1728)3 and j = jo. 

Thus E gives the desired elliptic curve (in any characteristic) providedjo =F 0, 
1728. To complete the list we use the two curves 

E:y2 + y = x3 

E:y2 = x3 + X 

Ii = -27, 

Ii = -64, 

j=O; 

j = 1728. 

(Notice that in characteristic 2 or 3, 1728 equals 0, so even in these cases 
one of the two curves will be non-singular, and so fill in the one missing value 
~ D 

Proposition 1.5. Let E be an elliptic curve. Then the invariant differential ro 
associated to a Weierstrass equation for E is holomorphic and non-vanishing 
(i.e. div(ro) = 0). 

PROOF. Let P = (xo, Yo) E E and 

F(x, y) = y2 + a1xy + a3 y - x3 - a2x2 - a4x - a6' 

so 

ro = d(x - xo)/Fy(x, y) = -d(y - yo)/Fx(x, y). 

Thus P cannot be a pole of ro, since otherwise Fy(P) = Fx(P) = 0, which 
would say that P is a singular point. Now the map 

E --+ !pi 

[x, y, 1] --+ [x, 1] 

is of degree 2, so ordp(x - xo) ~ 2; and ordp(x - xo) = 2 if and only if the 
quadratic polynomial F(xo, y) has a double root. In other words, either 
ordp(x - xo) = 1, or else ordp(x - xo) = 2 and Fy(xo, Yo) = o. Thus in both 
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cases (11.4.3) 

ordp(w) = ordp(x - xo) - ordp(Fy) - 1 = o. 
Finally, we must check the point P = O. Let t be a uniformizer at o. Since 

ordp(x) = 2 and ordp(y) = 3, x = e 2f and y = e 3g for functions f and g 
satisfying f(O) =I 0,00 and g(O) =I 0,00. Now 

W = dx/Fy(x, y) = (( - 2t-3f + t-2!')/(2t-3g + al e 2 + a3)) dt 

= (( -2f + tf')/(2g + altf + a3 t3))dt. 

(Here!, = dfldt (cf. 11.4.3). In particular, (11.4.3b) tells us that!, is regular at 
0.) Assuming that char(K) =I 2, the function (-2f + tf')/(2g + altf + a3t3) 
is regular and non-vanishing at 0; and so 

ordo(w) = O. 

If char(K) = 2, then the same result follows from a similar calculation (using 
w = dy/Fx(x, y)) which we will leave for the reader. D 

Next we look at what happens when a Weierstrass equation is singular. 

Proposition 1.6. If a curve E given by a Weierstrass equation is singular, then 
there exists a rational map ,p: E -+ pl of degree 1. (I.e. E is birational to pl. 
Note that since E is singular, we cannot use (11.2.4.1) to conclude that E ~ pl.) 

PROOF. Making a linear change of variables, we may assume that the singular 
point is (x, y) = (0, 0). Then checking partial derivatives, we see that the 
Weierstrass equation will have the form 

E:y2 + alxy = x 3 + a2x2. 

Hence the rational map 

(x, y) -+ [x, y] 

has degree 1, with inverse 

pl -+ E [1, t] -+ (t2 + alt - a2, t3 + al t2 - a2t). 

[I.e. Use t = y/x to map to pt, and note that dividing the equation for E by 
x2 yields t2 + al t = x + a2 , so x and y = xt are both in K(t).] D 

Legendre Form 

There is another form of Weierstrass equation which is sometimes conve­
nient. 

Definition. A Weierstrass equation is in Legendre form if it can be written as 

y2 = x(x - 1)(x - A). 
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Proposition 1.7. Assume char(K) :#: 2. 
(a) Every elliptic curve ElK is isomorphic (over K) to an elliptic curve in 
Legendre form 

EJ. : yl = x(x - l)(x - A) 

for some A E K, A :#: 0, 1. 
(b) The j-invariant of EJ. is 

. S(Al -A+1)3 
J(EJ.) = 2 Al(A _ 1)1 

(c) The association 

K - {O, I} ~K 

A ~ j(EJ.) 

is surjective and exactly six-to-one except above j = ° and j = 1728, where it is 
two-to-one and three-to-one respectively. 

PROOF. (a) Since char(K) :#: 2, we know that E has a Weierstrass equation of 
the form 

yl = 4x3 + blxl + 2b4 x + b6 . 

Replacing (x, y) by (4x, 8y) and factoring the cubic yields an equation 

yl = (x - e1)(x - el)(x - e3)' 

L\ = 16(e1 - elf(e1 - e3)1(el - e3)Z =F 0, 

the e/s are seen to be distinct. Now the substitution 

x = (ez - e1)x' + e1 Y = (ez - el)3/Zy' 

gives an equation in Legendre form with 

A :#: 0, 1. 

(b) Calculation. 
(c) One can work directly from the formula for j(EJ.) in (b), an approach that 
we leave for the reader. Instead we use the fact that the j-invariant classifies 
an elliptic curve up to isomorphism (lAb). Thus suppose j(E) = j(E,J Then 
EJ. ~ E,.., so their Weierstrass equations (in Legendre form) are related by a 
change of variables 

Equating 

( r ) ( r - 1) ( r - A) x(x-1)(x-Jl)= x+ UZ x+~ x+~, 
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there are six ways of assigning the linear terms to one another, and one easily 
checks that these lead to six possibilities 

{II A A - I} 
f1. E A,)" 1 - A, 1 _ A' A-I' -A- . 

Hence A --+ j(E;J is exactly six-to-one unless two or more of these values for f1. 
coincide. Equating them by pairs shows that this only occurs for A = - 1 and 
A 2 - A + 1 = 0, for which the set has respectively three and two elements; 
these values of A correspond respectively to j = 1728 and j = o. 0 

§2. The Group Law 

Let E be an elliptic curve given by a Weierstrass equation. Remember that 
E c [p2 consists of the points P = (x, y) satisfying the equation together with 
the point 0 = [0, 1,0] at infinity. Let L c [p2 be a line. Then since the 
equation has degree three, L intersects E at exactly 3 points, say P, Q, R. (Note 
if L is tangent to E, then P, Q, R may not be distinct. The fact that L n E, 
taken with multiplicities, consists of three points, is a special case of Bezout's 
theorem [Har, I.7.8]. But since we will give explicit formulas below, there is 
no need to use a general theorem.) 

Define a composition law EB on E by the following rule. 

Composition Law 2.1. Let P, Q E E, L the line connecting P and Q (tangent line 
to E if P = Q), and R the third point of intersection of L with E. Let L' be the 
line connecting Rand O. Then P EB Q is the point such that L' intersects E at 
R, 0, and P EB Q. 

The following diagrams illustrates this rule (Figure 3.3). 
We now justify the use of the symbol EB. 

Proposition 2.2. The composition law (2.1) has the following properties: 
(a) If a line L intersects E at the (not necessarily distinct) points P, Q, R, then 

(P EB Q) EB R = O. 

(b) P EB 0 = P for all PEE. 
(c) PEEl Q = Q EB P for all P, Q E E. 
(d) Let PEE. There is a point of E, denoted 8P, so that 

P EB (8P) = o. 

(e) Let P, Q, R E E. Then 

(P EB Q) EB R = P EB (Q EB R). 

In other words, the composition law (2.1) makes E into an abelian group with 
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identity element O. Wefurther have: 
(f) Suppose E is defined over K. Then 

E(K) = {(x, Y)EK2: y2 + alxy + a3 y = x 3 + a2x2 + a4x + a6} u {O} 

is a subgroup of E. 

PROOF. All of this is easy except for the associativity (e). 
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(a) Obvious from (2.1). (Or look at Figure 3.3. Note that the tangent line to 
Eat 0 intersects E with multiplicity 3 at 0.) 
(b) Taking Q = 0 in (2.1), we see that the lines L and I.: coincide. The former 
intersects E at P, 0, R, and the latter at R, 0, PEe 0, so PEe 0 = P. 
(c) Clear, since the construction in (2.1) is symmetric in P and Q. 
(d) Let the line through P and 0 also intersect E at R. Then using (a) and (b), 

o = (P Ee 0) Ee R = PEeR. 

(e) Using the explicit formulas given below (2.3), one can laboriously verify 
the associative law case by case. We leave this task for the reader. A more 
enlightening proof, using the Riemann-Roch theorem, will be given in the 
next section (3.4e). For a more geometric proof, see [Ful]. 
(f) If P and Q have coordinates in K, then the equation of the line connecting 
them has coefficients in K. If further E is defined over K, then the third point 
of intersection will have coordinates given by a rational combination of the 
coefficients of the line and of E, so will be in K. (See (2.3) below for explicit 
formulas.) 0 

Notation. From here on, we will drop the special symbols Ee and e and 
simply use + and - for the group operations on an elliptic curve E. For 
mE7L and PEE, we let 

[m]P = P + ... + P (m terms) for m > 0, 

[O]P=O, and [m]P=[-m](-P)form<O. 

As promised above, we now derive explicit formulas for the group opera­
tions. Let E be an elliptic curve with the usual Weierstrass equation 

F(x, y) = y2 + a l xy + a3 y - x 3 - a2x2 - a4x - a6 = 0, 

and let Po = (xo, Yo) E E. Following the proof of (2.2d), to calculate - Po we 
take the line L through Po and 0 and find its third point of intersection with 
E. The line L is given by: 

L:x - Xo = O. 

Substituting this into the equation for E, we see that the quadratic poly­
nomial F(xo, y) has roots Yo and y~, where - Po = (xo, y~). Writing out 

F(xo, y) = c(y - Yo)(y - y~) 

and comparing the coefficients of y2 gives c = 1, and then the coeffi-
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cients of Y give y~ = - Yo - alxo - a3. This yields 

-Po = (xo, - Yo - alxo - a3)· 

Next we derive a formula for the addition law. Let PI = (Xl' YI) and 
P2 = (X2' Y2) be points of E. If Xl = X2 and YI + Y2 + alx2 + a3 = 0, then 
from the above formula PI + P2 = o. Otherwise the line L through PI and P2 
(tangent line to E if PI = P2) has an equation of the form 

L:y = A.X + v. 

(Formulas for A. and v are given below.) Substituting into the equation for E, 
we see that F(x, A.X + v) has roots Xl> X2' X3' where P3 = (X3' Y3) is the third 
point of L n E. From (2.2a), 

while writing out 

F(x, A.X + v) = c(x - XI)(X - X2)(X - X3) 

and equating coefficients of X3 and X2 yields c = -1 and 

Xl + X2 + X3 = A.2 + alA. - a2· 

This gives the formula for X3' and substituting into the equation for L gives 
Y3 = A.X3 + v. Finally, to find PI + P2 = - P3, we apply the negation formula 
found above to P3 • All of this is summarized in the following. 

Group Law Algorithm 2.3. Let E be an elliptic curve given by a Weierstrass 
equation 

E:y2 + alxy + a3Y = X3 + a2x2 + a4x + a6 . 

(a) Let Po = (xo, Yo)EE. Then 

-Po = (xo, - Yo - alxo - a3)· 

Now let 

PI + P2 = P3 with Pi = (Xi' Yi) E E. 

(b) If Xl = X2 and YI + Y2 + alx2 + a3 = 0, then 

PI + P2 = o. 
Otherwise, let 

A. _ 3xf + 2a2xI + a4 - alYI 
- 2YI+al x l +a3 ' 

-x~ + a4x 1 + 2a6 - a3YI v = ---=-----'--=-------'----=..;..-=. 

2YI + alxl + a3 

(Then Y = Ax + v is the line through PI and P2 , or tangent to E if PI = P2.) 
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(c) P3 = Pl + P2 is given by 

X3 = A.2 + alA. - a2 - Xl - x 2, 

Y3 = -(A. + al )x3 - v - a3. 

(d) As special cases of (c), we havefor Pl #- ±P2, 

and the duplication formula for P = (x, y) E E, 

x([2]P) = X43 - b4x 2
2 - 2b6 x - bs , 

4x + b2x + 2b4x + b6 

where b2, b4, b6 , bs are the polynomials in the a;'s given in section 1. 
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Corollary 2.3.1. With notation as in (2.3), we say that a function f E K (E) = 

K (x, y) is even if f(P) = f( - P) for all PEE. Then 

fiseven if and only if fEK(x). 

PROOF. From (2.3), if P = (xo, Yo), then - P = (xo, - Yo - al Xo - a3). It is 
thus clear that every element of K(x) is even. Suppose now that f E K(x, y) is 
even. Using the Weierstrass equation for E, we can write f as 

Then 

Thus 

f(x, y) = g(x) + h(x)y for some g, hE K(x). 

g(x) + h(x)y = f(x, y) = f(x, - y - al x - a3) 

= g(x) - (y + alx + a3)h(x). 

(2y + alx + a3)h(x) = 0. 

Since this holds for all (x, y) E E, it follows that either h = 0, or else 2 = al = 
a3 = 0. But the latter implies that the discriminant ~ = 0, contradicting our 
assumption that the Weierstrass equation is non-singular (1.4a). Therefore 
h = 0, so f(x, y) = g(x) E K(x). 0 

Example 2.4. Let EjQ be the elliptic curve 

E: y2 = x3 + 17. 

A brief inspection reveals some points with integer coordinates 

Pl=(-2,3) P2=(-1,4) P3 =(2,5) P4 =(4,9) Ps =(8,23), 

and a short computer search gives some others 

P6 = (43, 282) P7 = (52, 375) Ps = (5234, 378661). 
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Using the above formulas, one easily verifies relations such as 

Of course, there are lots of rational points, too, for example 

[2] = (137 _ 2651) 
P2 64 ' 512 

Now it is true (but not easy to prove) that every rational point PeE(Q) can 
be written in the form 

P = [m]P1 + [nJP3 with m, neZ; 

and with this identification the group E(O) is isomorphic to Z x Z. Further, 
there are only 16 integral points P = (x, y)eE (i.e. with x, yeZ), namely 
{ ± Pl , ••• , ± Ps}. (See [Nag].) These facts illustrate two of the most funda­
mental theorems in the arithmetic of elliptic curves, namely that the group of 
rational points on an elliptic curve is finitely generated (the Mordell-Weil 
theorem, proven in chapter VIII) and that the set of integral points on an 
elliptic curve is finite (Siegel's theorem, proven in chapter IX). 

Now suppose that a Weierstrass equation has discriminant A = 0, so from 
(1.4a) it has a singular point. To what extent does the analysis of the composi­
tion law fail in this case? As we will see below, everything is fine provided 
we discard the singular point; and in fact the resulting group then has a 
particularly simple structure. 

The reason we will be interested in this situation is best illustrated by an 
example. Consider again the elliptic curve of (2.4), 

E : y2 = x3 + 17. 

This is an elliptic curve, defined over 0, with discriminant A = 24 3317. 
But we will also be interested in reducing the coefficients of this equation 
modulo p for various primes p, and considering it as a curve defined over the 
finite field 1Fp- For almost all primes, namely those with A =1= 0 (mod p), the 
"reduced" curve will still be non-singular, and so we will have an elliptic 
curve. But for p e {2, 3, 17}, the "reduced" curve will have a singular point. 
Thus even when dealing with non-singular curves (for example, defined over 
0), one finds singular curves naturally appearing. We will return to this 
reduction process in more detail in chapter VII. 

Definition. Let E be a (possibly singular) curve given by a Weierstrass equa­
tion. The non-singular part of E, denoted E"s, is the set of non-singular points 
of E. Similarly, if E is defined over K, then EnAK) is the set of non-singular 
points of E(K). 

Recall that if E is singular, then there are two possibilities for the singu­
larity, namely a node or a cusp (determined by whether C4 = 0 or C4 =1= 0, see 
(1.4a». 
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Proposition 2.S. Let E be a curve given by a Weierstrass equation with discrimi­
nant Il = 0, so E has a singular point S. Then the composition law (2.1) makes 
Ens into an abelian group. 
(a) Suppose E has a node (so C4 # 0), and let 

y = CX1X + /31 and y = CX2X + /32 

be the two distinct tangent lines to E at S. Then the map 

Ens --+ K* 

( ) y-CX1X-/31 
X, Y --+ ----­

Y - CX2X - /32 

is an isomorphism (of abelian groups). 
(b) Suppose E has a cusp (so C4 = 0), and let 

y=cxx+/3 

be the tangent line to E at S. Then the map 

is an isomorphism. 

( ) x - x(S) 
x,y --+ 

y-cxx-/3 

Remark 2.6. For a description of En.(K) in case K is not algebraically closed, 
see (exer. 3.5). 

PROOF. We will check that the maps in (a) and (b) are set bijections with the 
property that if a line L not hitting S intersects Ens in three (not necessarily 
distinct) points, then the images of these three points in K* (respectively K+) 
will multiply to 1 (respectively sum to 0). Using this, one easily verifies that 
the composition law (2.1) makes Ens into abelian group and that the maps in 
(a) and (b) are group isomorphisms. 

Since the composition law (2.1) and the maps in (a) and (b) are defined in 
terms of lines in p2, it suffices to prove the theorem after making a linear 
change of variables. We start by moving the singular point to (0,0), yielding a 
Weierstrass equation 

y2 + a1xy = x3 + a2x2. 

Let sEK be a root of S2 + a1s - a2 = o. Then replacing y by y + sx eliminates 
the x 2 term, giving the equation (which we now write using homogeneous 
coordinates) 

E: Y 2Z + AXYZ - X3 = O. 

Note that E has a node (respectively cusp) if A # 0 (respectively A = 0). 
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(a) The tangent lines to E at S = [0,0,1] are Y = 0 and Y + AX = 0, so we 
are looking at the map 

En.-+ K* 
AX 

[X,Y,Z]-+1+ y ' 

It is convenient to make one more variable change, so let 

Z=Z'. 

Dropping the primes, this gives the equation 

E: XYZ - (X - y)3 = 0; 

and if we now dehomogenize by setting Y = 1 (i.e. x = X/Y and z = Z/Y), 
this gives 

E: xz - (x - 1)3 = 0 

with the map 

(x, z) -+ x. 

(Notice the singular point is now out at infinity.) The inverse map is clearly 
given by 

K* -+ En. t -+ (t, (t - Wit), 

so we have a bijection of sets. It remains to show that if a line (not hitting 
[0,0, 1] ) intersects E at (Xl' Zl)' (X2' Z2), (X3' Z3), then Xl X2X3 = 1. (See Figure 
3.4.) But such a line has the form z = ax + b, and so the three x-coordinates 
Xl' x 2 , X3 are the roots of the cubic polynomial 

x(ax + b) - (x - 1)3 = 0. 

Looking at the constant term, we see that XIX2X3 = 1, as desired. 

X2 - (x_1)3 = 0 , 
./ 

.. i 

o 

Figure 3.4 
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(b) In this case A = 0, and the tangent line to E at S = [0,0, 1] is Y = 0, so 
we are looking at the map 

[X, Y, Z] -+ X/Yo 

Again dehomogenizing by setting Y = 1, we obtain 

E:z - X3 = ° 
(x, z) -+ x. 

The inverse map is clearly t -+ (t, t 3 ). Finally, if the line z = ax + b intersects 
E in the three points (Xi' Yi), 1 ~ i ~ 3, then from the lack of an X2 term in 

(ax + b) - X3 = 0, 

we see that Xl + Xl + X3 = 0. o 

§3. Elliptic Curves 

Let E be a smooth curve of genus 1. For example, the non-singular Weier­
strass equations studied in sections 1 and 2 will define curves with this prop­
erty. As we have seen, such Weierstrass curves have a group law associated 
to them. Now in order to make a set into a group, clearly an initial require­
ment is to choose a distinguished (identity) element. This leads us to make the 
following definition. 

Definition. An elliptic curve is a pair (E, 0), where E is a curve of genus 1 and 
o E E. (We often just write E for the elliptic curve, the point 0 being under­
stood.) The elliptic curve E is defined over K, written ElK, if E is defined over 
K as a curve and 0 E E(K). 

In order to connect this definition with the material of sections 1 and 2, we 
begin by using the Riemann-Roch theorem to show that every elliptic curve 
can be written as a plane cubic; and conversely, every smooth Weierstrass 
plane cubic curve is an elliptic curve. 

Proposition 3.1. Let E be an elliptic curve defined over K. 
(a) There exist functions x, YEK(E) such that the map 

<P : E -+ jp2 

rjJ = [x, y, 1] 

gives an isomorphism of E/K onto a curve given by a Weierstrass equation 

c: yl + alXY + a3 Y = x3 + a2 X l + a4 X + a6 

with coefficients a l , ... , a6 E K; and such that rjJ(O) = [0, 1,0]. (We call x, Y 
Weierstrass coordinate functions on E.) 
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(b) Any two Weierstrass equations for E as in (a) are related by a linear change 
of variables of the form 

x = U2X' + r 
y = u3 y' + SU2X' + t 

with u, r, s, tEK, u =F O. 
(c) Conversely, every smooth cubic curve C given by a Weierstrass equation as 
in (a) is an elliptic curve defined over K with origin 0 = [0, 1,0]. 

PROOF. (a) We look at the vector spaces 2'(n(O)) for n = 1, 2, .... By the 
Riemann-Roch theorem (specifically (11.5.5c) with 9 = 1), 

t(n(O)) = dim 2'(n(O)) = n for all n ~ 1. 

Thus we can choose functions x, y E K(E) (11.5.8) so that {1, x} is a basis for 
2'(2(0)) and {1, x, y} is a basis for 2'(3(0)). Note that x must have a pole of 
exact order 2 at 0, and similarly y must have a pole of exact order 3. 

Now 2'(6(0)) has dimension 6, but it contains the seven functions 1, x, y, 
x2, xy, y2, x 3. It follows that there is a linear relation 

Al + A2x + A3y + A4X2 + Asxy + A6y2 + A7X3 = 0, 

where by (11.5.8) we may take Al , ... , A7 E K. Note that A6A7 =F 0, since 
otherwise every term would have a different order pole at 0, and so all the 
A/s would vanish. Replacing x, y by - A6A7X, A6A?Y and dividing by AlA~ 
gives a cubic equation in Weierstrass form. This gives the desired map 

rjJ = [x, y, 1] 

whose image lies in the locus C described by a Weierstrass equation. Note 
that rjJ: E -+ C is a morphism (11.2.1) and surjective (11.2.3). Note also that 
rjJ(O) = [0, 1,0], since Y has a higher order pole than x at O. 

The next step is to show that the map rjJ: E -+ C C [p2 has degree 1, or 
equivalently, that K(E) = K(x, y). Consider the map [x, 1] : E -+ [pl. Since x 
has a double pole at 0 and no other poles, (11.2.6a) says that this map has 
degree 2. Thus [K(E): K(x)] = 2. Similarly, [y, 1] : E -+ [pl has degree 3, so 
[K(E) : K(y)] = 3. Therefore [K(E): K(x, y)] = 1, since it divides both 2 and 
3, so K(E) = K(x, y). 

Next we show that C is smooth. Suppose C is singular. Then from (l.4d) 
there is a rational map "': C -+ [pl of degree 1. Hence the composition 
'" 0 rjJ : E -+ [pl is a map of degree 1 between smooth curves, so from (11.2.4.1) 
it is an isomorphism. This contradicts the fact that E has genus 1 and [pl has 
genus 0 (11.5.6). Therefore C is smooth, and now another application of 
(11.2.4.1) shows that the degree 1 map rjJ : E -+ C is an isomorphism. 
(b) Let {x, y} and {x', y'} be two sets of Weierstrass coordinate functions on 
E. Then x and x' have poles of order 2 at 0, and y and y' have poles of order 
3. Hence {1, x} and {1, x'} are both bases for 2'(2(0)), and similarly {1, x, y} 
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and {1, x', y'} are both bases for 2(3(0)). It follows that there are constants 
ul , u2 , r, S2, tEK with U 1U2 #- 0 such that 

x=ulx'+r 

But (x, y) and (x', y') both satisfy Weierstrass equations in which the y2 and 
X 3 terms have coefficient 1, so uf = u~. Letting u = U2/U l and S = S2/U2 puts 
the change of variable formula in the desired form. 
(c) Let E be given by a non-singular Weierstrass equation. We have seen (1.5) 
that the differential 

w = dx/(2y + alx + a3)EQE 

has neither zeros nor poles, so div(w) = O. But from the Riemann-Roch 
theorem (specifically II.S.Sb), 

2 genus(E) - 2 = deg div(w). 

Hence E has genus 1, so together with the point [0, 1, OJ, it is an elliptic 
curve. (For another proof of (c) using the Hurwitz genus formula, see exer. 
2.7.) 0 

Corollary 3.1.1. Let ElK be an elliptic curve with Weierstrass coordinate 
functions x, y. Then 

K(E) = K(x, y) and [K(E): K(x)J = 2. 

PROOF. This was proven during the course of proving (3.1a). o 

Remark 3.2. Note that (3.1 b) does not imply that if two Weierstrass equations 
have coefficients in a given field K, then every change of variables mapping 
one to the other has coefficients in K. A simple example is the equation 

y2 = x3 + x, 

which has coefficients in Q. Yet it is mapped to itself by the substitution 

x = -x' y = iy', 

where j2 = - 1. 

Next we use the Riemann-Roch theorem to describe a group law on the 
points of E. Of course, this will turn out to be the same group law already 
described by (2.1) when E is given by a Weierstrass equation. We start with a 
simple lemma, which serves to distinguish \p l from curves of genus 1. (For a 
generalization, see exer. 2.5.) 

Lemma 3.3. Let C be a curve of genus 1, and let P, Q E C. Then 

(P) ,... (Q) if and only if P = Q. 
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PROOF. Suppose (P) '" (Q), and choose f E K (C) so that 

div(f) = (P) - (Q). 

Then f E .P((Q)), and by the Riemann-Roch theorem (II.5.5c), 

dim .P((Q)) = 1. 

But .P((Q)) already contains the constant functions, hence f E K and 
P=~ 0 

Proposition 3.4. Let (E, 0) be an elliptic curve. 
(a) For every divisor DEDivO(E) there exists a unique point PEE so that 

D '" (P) - (0). 

Let 

(J : DivO(E) --t E 

be the map given by this association. 
(b) The map (J is surjective. 
(c) Let D1 , D2 E DivO(E). Then 

if and only if D1 ,...., D2 • 

Thus (J induces a bijection of sets (which we also denote by (J) 

(J : Pic°(E) -=+ E. 

(d) The inverse to (J is the map 

K : E -=+ PicO(E) 

P --t class of(P) - (0). 

(e) If E is given by a Weierstrass equation, then the "geometric group law" on 
E arising from (2.1) and the group law induced from PicO(E) by using (J are the 
same. 

PROOF. (a) Since E has genus 1, the Riemann-Roch theorem (11.5.5c) says 
that 

dim .P(D + (0)) = 1. 

Let f E K(E) be a generator for .P(D + (0». Since 

div(f) ~ -D - (0) and deg(div(f)) = 0, 

it follows that 

div(f) = -D - (0) + (P) 

for some PEE. Hence 

D ,...., (P) - (0), 

which gives the existence of a point with the desired property. 
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Next suppose P' E E has the same property. Then 

(P) '" D + (0) '" (P'), 

so P = P' from (3.3). Hence P is unique. 
(b) For any PEE, 

a«P) - (0)) = P. 

(c) Let Dl , D2 E DivO(E), and set Pi = a(D;). Then from the definition of a, 

(Pl) - (P2) '" Dl - D2· 
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Hence Pl = P2 certainly implies Dl '" D2 • Conversely, if Dl '" D2 , then 
(PI) '" (P2)' so PI = P2 from (3.3). 
(d) Clear. 
(e) Let E be given by a Weierstrass equation, and let P, QEE. It clearly 
suffices to show that 

IC(P + Q) = IC(P) + IC(Q). 

[N.B. The first + is addition on E using (2.1), while the second is addition of 
divisor classes in Pic°(E).] 

Let 

f(X, Y, Z) = aX + pY + yZ = 0 

give the line L in p2 going throught P and Q, let R be the third point of 
intersection of L with E, and let 

f'(X, Y, Z) = a'X + p'Y + y'Z = 0 

be the line L' through Rand O. Then from the definition of addition on E 
(2.1) and the fact that the line Z = 0 intersects E at 0 with multiplicity 3, we 
have 

div(fIZ) = (P) + (Q) + (R) - 3(0) 

and 

div(f'Iz) = (R) + (P + Q) - 2(0). 

Hence 

(P + Q) - (P) - (Q) + (0) = div(f'If) '" 0, 

so 

IC(P + Q) - IC(P) - IC(Q) = O. o 

Corollary 3.5. Let E be an elliptic curve and D = ~np(P) E Div(E). Then D is 
principal if and only if ~np = 0 and ~[np]P = O. (Note the first sum is of 
integers, the second is addition on E.) 

PROOF. From (11.3.1b), every principal divisor has degree O. Assuming now 
DE DivO(E), (3.4a, e) implies 
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D '" O<=>q(D) = O<=> ~JnpJq«p) - (0» = 0, 

which is the desired result since q«P) - (0» = P. D 

Remark 3.5.1. If we combine (3.4) with (II.3.4), we see that every elliptic curve 
ElK fits into an exact sequence 

- - div (J 

1 -+ K* -+ K(E)* -+ DivO(E) -+ E -+ 0, 

where q is the operation "sum up the divisor using the group law on E". 
Further, (exer. 2.13b) implies that the sequence remains exact if we take 
Gi./K-invariants: 

div. (J 

1 -+ K* -+ K(E)* -+ DIV~(E) -+ E(K) -+ O. 

(See also (X.3.8).) 

We now prove the fundamental fact that the addition law on an elliptic 
curve is a morphism. Since addition is a map E x E -+ E, and E x E has 
dimension 2, we cannot use (11.2.1) directly; but it will playa crucial role in 
our proof. One can also give a proof using explicit equations, but the algebra 
is somewhat lengthy (see (3.6.1) below). 

Theorem 3.6. Let ElK be an elliptic curve. Then the equations (2.3) giving the 
group law on E define morphisms 

+ : E x E -+ E and -: E -+ E 

(Pl' P2 ) -+ Pl + P2 P -+ -Po 

PROOF. First, the subtraction map 

(x, y) -+ (x, - Y - al x - a3) 

is clearly a rational map E -+ E. Since E is smooth, it is a morphism (II.2ol). 
Next we fix a point Q ::/= 0 on E, and consider the "translation-by-Q" map 

• :E-+E .(P) = P + Q . 

From the addition formula given in (2.3c), this is clearly a rational map; and 
so, again by (11.2.1), it is a morphism. In fact, since it has an inverse, namely 
P -+ P - Q, it is isomorphism. 

Finally, we consider the general addition map + : E x E -+ E. From (2.3c) 
we see that it is a morphism except possibly at points of the form (P, P), 
(P, - P), (P, 0), and (0, P), since for points not of this form, the rational 
functions 

A. = (Yl - Yl)/(x2 - Xl) and v = (Y1X2 - Ylxl)/(x2 - Xl) 

on E x E are well-defined. 
To deal with the four exceptional cases, one can work directly with the 

definition of morphism. (See (3.6.1) below.) However, we prefer to let the 
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group law assist us. Thus let r l and r2 be translation maps, as defined above, 
for points Ql and Q2 respectively. Consider the composition of maps 

1:1 X't'2 + 'tIl 'til 

,p:E x E ~E x E-+E-+E-+E. 

Since the group law on E is associative and commutative (2.2), the net effect 
of these maps is as follows: 

(Pl , P2) -+ (Pl + Ql' P2 + Q2) -+ Pl + Ql + P2 + Q2 

-+ Pl + P2 + Q2 -+ Pl + P2· 

Thus the rational map ,p agrees with the addition map wherever they are 
both defined. 

Further, since the r/s are isomorphisms, it follows from the discussion 
above that ,p is a morphism except possibly at points of the form 

(P - Ql' P - Q2) (P - Ql' -P - Q2) (P - Ql' -Q2) (-Ql' P - Q2)' 

But Ql and Q2 may be chosen essentially arbitrarily. Hence by varying Ql 
and Q2, we can find a finite set of rational maps 

,pl' ,p2' ... , ,pn: E x E -+ E 

such that 

(i) ,pl is the addition map given in (2.3c). 
(ii) For each (Pl' P2)EE x E, some,pi is defined at (Pl , P2). 

(iii) If,pi and ,pj are both defined at (Pl, P2), then tA(Pl' P2) = ,pj(Pl , P2). 

It follows that addition is defined on all of E x E, so it is a morphism. 0 

Remark 3.6.1. During the course of proving (3.6), we noted that the formulas 
in (2.3c) make it clear that the addition map + : E x E -+ E is a morphism 
except possibly at points of the form (P, ± P), (P, 0), (0, Pl. Rather than 
using translation maps to circumvent this difficulty, one can work directly 
from the definition of morphism using explicit equations. It turns out that 
this involves consideration of quite a number of cases; we will do one to 
illustrate the method. 

Thus let (Xl' Yl; X 2 , Yz) be Weierstrass coordinates on E x E. We will 
show explicitly that addition is defined at points of the form (P, P) with 
P =F 0 and [2]P =F O. Note that addition is defined in general by the 
formulas given in (2.3c): 

v = (Y1X2 - Y2 x d/(X2 - Xl) = Yl - .A.Xl 

Y3 = -(.A. + a l )x3 - v - a3' 

Here .A., V, X3, Y3 are functions on E x E, and addition is given by the map 
[X3' Y3' 1] : E x E -+ E. Thus to show that addition is defined at (P, P), it 
suffices to show that .A. is defined there. But by assumption, both pairs of 
functions (Xl> Yl) and (X2' Y2) satisfy the same Weierstrass equation. Sub-
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tracting one equation from the other and factoring yields 

(Yl - Y2)(Yl + Y2 + al x 1 + a3) 

= (Xl - x2)(xI + XI X2 + x~ + a2xl + a2x2 + a4 - a1Y2)' 

Hence A. may also be written as 

A. = xI + X1X2 + x~ + a2(xl + X2) + a4 - a1y2. 

Yl + Y2 + al x l + a3 

Therefore, if P = (x, Y), then 

A.(P, P) = 3x2 + 2a2x + a4 - a1y ; 
2y+al x + a3 

and so A. is defined at (P, P) (unless 2y + a1 x + a3 = 0, which is excluded by 
our assumption that [2]P =F 0). The reader may deal similarly with the other 
cases. 

§4. Isogenies 

Having now examined in some detail the geometry of individual elliptic 
curves, we turn to the study of the maps between them. Since an elliptic curve 
has a distinguished zero point, it is natural to single out those maps which 
respect this property. 

Definition. Let El and E2 be elliptic curves. An isogeny between El and E2 is 
a morphism 

;: El --+ E2 

satisfying ;(0) = O. El and E2 are isogenous if there is an isogeny; between 
them with ;(E1) =F {O}. 

Notice that from (11.2.3), an isogeny ; satisfies either ;(E1) = {O} or 
;(E1) = E2 • Thus except for the zero isogeny, defined by [O](P) = 0 for 
all PEEl' every other isogeny is a finite map of curves. Hence we obtain the 
usual injection of function fields (II §2) 

;* : K(E2) --+ K(E1); 

and the degree of; (deg ;), separable and inseparable degrees of; (degs ; and 
deg j ;), and whether; is separable, inseparable, or purely inseparable are de­
fined by the corresponding property for the finite extension K(Ed/;*K(E2)' 
By convention, we set 

deg[O] = O. 

Since elliptic curves are groups, the maps between them form groups. 
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Thus let 

Hom(E1' E2 ) = {isogenies tjJ: E1 --+ E2 }. 

Then (3.6) implies that Hom(E1, E2 ) is a group under the addition law 

(tjJ + IjJ)(P) = tjJ(P) + IjJ(P). 

If E1 = E2, then we can also compose isogenies. Thus if E is an elliptic curve, 
we let 

End(E) = Hom(E, E) 

be the ring with addition as above and multiplication given by composition, 

(tjJljJ)(P) = tjJ(IjJ(P)). 

(The fact that the distributive law holds follows from (4.8) proven below.) 
End(E) is called the endomorphism ring of E. The invertible elements of 
End(E) form the automorphism group. of E, which is denoted Aut(E). The 
endomorphism ring of an elliptic curve is an important invariant which we 
will study in some detail throughout the rest of this chapter. 

Of course, if E1, E2, E are defined over a field K, then we can restrict 
attention to those isogenies defined over K. The corresponding groups of 
isogenies are denoted with the usual subscripts, thus 

Example 4.1. For each mEl' we can define an isogeny multiplication by m 

[m]: E --+ E 

in the natural way. If m > 0 then 

[m](P) = P + P + ... + P (m terms); 

ifm < 0 then [m](P) = [ -m]( -P); and we have already defined [O](P) = O. 
That em] is an isogeny follows easily by induction using (3.6). Notice that if 
E is defined over K, then em] is defined over K. We start our analysis of the 
group of isogenies by showing that the multiplication by m map is non­
constant (provided, of course, that m #- 0). 

Proposition 4.2. (a) Let ElK be an elliptic curve and let mEl', m #- O. Then the 
multiplication by m map 

[m]:E--+E 

is non-constant. 
(b) Let E1 and E2 be elliptic curves. Then the group ofisogenies 

Hom(E1, E2 ) 

is a torsion-free l' -module. 



72 III. The Geometry of Elliptic Curves 

(c) Let E be an elliptic curve. Then the endomorphism ring End(E) is an 
integral domain of characteristic O. 

PROOF. (a) We start by showing that [2] =F [0]. From the duplication formula 
(2.3d), if a point P = (x, y) e E has order 2, then it must satisfy 

4x3 + b2x2 + 2b4 x + b6 =0. 

If char(K) =F 2, this shows immediately that there are only finitely many 
such points; and even for char(K) = 2, the only way to have [2] = [0] is 
for this polynomial to be identically 0, which means b2 = b6 = 0, which in 
turn implies A = O. Hence in all cases [2] =F [0]. Now, using the fact that 
[mn] = [m] 0 [n], we are reduced to considering the case of odd m. 

Assume now that char(K) =F 2. Then using long division, one easily verifies 
that the polynomial 

does not divide 

X4 - b4 x 2 - 2b6 x - bs. 

(I.e. If it does, then one finds that A = O. In fact, these two polynomials are 
relatively prime (exer. 3.1).) Hence we can find an Xo e K so that the former 
vanishes to a higher order at x = Xo than the latter. Choosing Yo e K so that 
Po = (xo, yo)eE, the doubling formula then implies that [2]Po = O. In other 
words, we have shown that E has a non-trivial point of order 2. But then for 
modd, 

[m]Po = Po =F 0, 

so clearly [m] =F [0]. 
Finally, if char(K) = 2, one can proceed as above using the "triplication 

formula" (exer. 3.2) to produce a point of order 3. We wi11leave this for the 
reader, since later in this chapter (5.4) we will prove a result which includes 
the case of char(K) = 2 and m odd. 
(b) This follows immediately from (a). Suppose ~eHom(El' E2 ) and meZ 
satisfy 

[m] o~ = [0]. 

Taking degrees gives 

(deg[m])(deg ~) = 0; 

so either m = 0; or else (a) implies that deg[m] ~ 1, in which case we must 
have ~ = [0]. 
(c) From (b), End(E) has characteristic O. Further, if ~, '" e End(E) satisfy 
~ 0 '" = [0], then 

deg ~ deg '" = deg ~ 0 '" = O. 
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It follows that either r/J = [0] or '" = [0]. Therefore End(E) is an integral 
domain. D 

For an arbitrary elliptic curve, the only isogenies which are immediately 
evident are the multiplication-by-m maps. As a consequence, these maps will 
provide one of the most powerful tools at our disposal for studying elliptic 
curves. 

Definition. Let E be an elliptic curve and mE 7L, m "# O. The m-torsion sub­
group of E, denoted E [m], is the set of points of order m in E, 

E[m] = {PEE: [m]P = a}. 

The torsion subgroup of E, denoted Etors , is the set of points of finite order, 

00 

Etors = U E[m]. 
m=l 

If E is defined over K, then Etors(K) will denote the points of finite order in 
E(K). 

The most important fact about the multiplication-by-m map is that it has 
degree m2 , from which one can deduce the structure of the finite group E[m]. 
We will not prove this result here, since it will be an immediate corollary of 
our work with "dual isogenies" (cf. §6). However, the reader should be aware 
that there is a completely elementary (but rather messy) proof of this fact using 
explicit formulas and induction. (See exer. 3.7. For some other approaches, 
see exers. 3.8, 3.9.) 

Remark 4.3. Suppose that char(K) = O. Then the map 

[ ]: 7L --+ End(E) 

is usually the whole story (i.e. End(E) ~ 7L). If End(E) is strictly larger than 
7L, then we say that E has complex multiplication. The elliptic curves with 
complex multiplication have many special properties. (See appendix C §11 
for a brief discussion.) On the other hand, if K is a finite field, then End(E) is 
always larger than 7L (see V §3). 

Example 4.4. Assume char(K) "# 2 and let ElK be the elliptic curve 

E:y2 = x3 - x. 

Then, in addition to 7L, End(E) contains an element which we denote [i], 
given by 

[i] : (x, y) --+ ( - x, iy). 

(Here i E K is a primitive fourth root of unity.) Thus E has complex multi-
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plication. Clearly [i] is dermed over K if and only if i E K. Hence even if E is 
defined over K, EndK(E) may be strictly smaller than End(E). 

One immediately checks that [i] 0 [i] = [ -1], so we have a ring homo­
morphism 

Z[i] -+ End(E) 

m + ni -+ Em] + En] 0 [i]. 

If char(K) = 0, this is an isomorphism; and so for example 

Aut(E) = Z[i]* = {± 1, ± i} 
is a cyclic group of order 4. 

Example 4.5. Again assume char(K) #- 2, and let a, bE K with b #- ° and 
r = a2 - 4b #- 0. Consider the two elliptic curves 

E1 : y2 = x3 + ax2 + bx 

E2 : y2 = X 3 - 2aX2 + r X. 

There are isogenies (of degree 2) 

By a direct computation one can check that ~ 0 rP = [2] on E1 and 
rP 0 ~ = [2] on E 2' This gives an example of dual isogenies, which we will 
discuss in section 6. 

Example 4.6. Suppose K is a field of characteristic p with p > 0, and let 
q = pro If ElK is an elliptic curve given by a Weierstrass equation, recall 
(II §2) that the curve E(q)IK is defined by raising the coefficients of the 
equation for E to the qth_power; and the Frobenius morphism is given by 

rPq: E -+ E(q) 

(x, y) -+ (xq, yq). 

Since E(q) is the zero locus of a Weierstrass equation, it too will be an elliptic 
curve provided that the equation is non-singular. But writing everything out 
in terms ofthe Weierstrass coefficients and using the fact that the qth_power 
map K -+ K is a homomorphism, one readily sees that 

d(E(q» = d(E)q and j(E(q» = j(E)q. 

In particular, the equation for E(q) is non-singular. 
Now suppose that K = IFq is a finite field. Then the qth_power map on K is 

the identity, so E(q) = E, and rPq is an endomorphism of E, called the Frobenius 
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endomorphism. The set of points fixed by rPq is exactly the finite group E(K), a 
fact which lies at the heart of Hasse's proof for estimating # E(K). (See V §1.) 

Example 4.7. Let ElK be an elliptic curve and QEE. Then we can define a 
translation by Q map 

'tQ:E~E 

P~P+ Q. 

This is clearly an isomorphism, since LQ provides an inverse. Of course, it is 
not an isogeny unless Q = O. 

Now let 

F:El ~E2 

be any morphism of elliptic curves. Then the map 

rP = LF(O) of 

is an isogeny (since rP(O) = 0). We have thus shown that any map 

F = 'tF(O)orP 

is the composition of an isogeny and a translation. 

An isogeny is a map between elliptic curves which sends 0 to o. Since an 
elliptic curve is a group, it might seem more natural to focus on those 
isogenies which are group homomorphisms. In fact, it turns out that every 
isogeny has this property. 

Theorem 4.8. Let 

be an isogeny. Then 

rP(P + Q) = rP(P) + rP(Q) 

PROOF. If rP(P) = 0 for all PEEl' there is nothing to prove. Otherwise, rP is a 
finite map, so by (11.3.7) it induces a homomorphism 

rP* : Pic°(El ) ~ Pic°(E2) 

defined by 

rP*(class ofInj(Pj» = class ofInMP;)' 

On the other hand, from (3.4) we have group isomorphisms 

K j : E j ~ PicO(E j ) 

P~class of(P) - (0). 

Then, since rP(O) = 0, we have the following commutative diagram: 
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Since "1' "2' and ,p. are all group homomorphisms, and "2 is injective, it 
follows that ,p is also a homomorphism. D 

Corollary 4.9. Let ,p: E1 -+ E2 be a non-zero isogeny. Then 

ker,p = ,p-1(O) 

is a finite subgroup. 

PROOF. It is a subgroup from (4.8) and finite (of order at most deg,p) from 
~2~ D 

The next three results (4.10, 4.11, 4.12) encompass the basic Galois theory 
of elliptic function fields. 

Theorem 4.10. Let,p: E1 -+ E2 be a non-constant isogeny. 
(a) For every QeE2' 

Further,for every PeEl' 

e,,(P) = deg;(tp). 

(b) The map 

T-+"C~ 

is an isomorphism. (Here "CT is the translation-by-T map (4.7), and "C~ is the 
automorphism it induces on K(E1).) 
(c) Assume that,p is separable. Then,p is unramified, 

# ker ,p = deg ,p, 

and K (E1) is a Galois extension of ,p. K (E2). 

PROOF. (a) From (II.2.6.b) we know that 

# ,p-1(Q) = deg.,p 

for all but finitely many Q E E2. But for any Q, Q' E E2, if we choose some 
REEl with ,p(R) = Q' - Q, then the fact that ,p is a homomorphism implies 
that there is a one-to-one correspondence 

,p-1(Q) -+ ,p-1(Q') 

P-+P+R. 
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Hence 
for all Q E E2 , 

which proves the first assertion. 
Now let P, P' E E1 with rP(P) = rP(P') = Q, and let R = P' - P. Then 

rP(R) = 0, so rP 0 rR = rP. Therefore, using (11.2.6c) and the fact that rR is an 
isomorphism, 

e</>(P) = e</>Ot/P) = e</>(rR(P))et/P) = e</>(p'). 

Hence every point of r 1(Q) has the same ramification index. We compute 

(degs rP)(degi rP) = deg rP = ) e</>(P) 
PE¢:"'I(Q) 

= (#r1(Q»e</>(P) 

= (degs rP)e</>(P) 

Cancelling degs rP gives the second assertion. 
(b) First, if TEker rP and jEK(E2), then 

r~(rP*f) = (rP 0 rT)*j = rP*j, 

(11.2.6a) 

from above. 

since rP 0 rT = rP. Hence as an automorphism of K(E1), r~ does fix rP* K(E2), 
so the indicated map is well-defined. Next, since 

the map is clearly a homomorphism. Finally, from (a) we have 

# ker rP = degs rP; 

while from basic Galois theory, 

# Aut(K(E1)/rP*K(E2» :::;; degsrP. 

Hence to prove that the map T -+ r~ is an isomorphism, it suffices to show 
that it is injective. But if r~ fixes K(E1), then in particular every function on 
E1 takes the same value at T and O. This clearly implies that T = O. 
(c) If rP is separable, then from (a) we see that 

Hence rP is unramified (11.2.7), and putting Q = 0 gives 

# ker rP = deg rP. 

Then from (b) we find that 

# Aut(K(E1)/rP* K(E2» = [K(E1): rP* K(E2)], 

so K(E1)/rP* K(E2) is a Galois extension. 

Corollary 4.11. Let 

o 
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be non-constant isogenies, and assume that t/J is separable. If 

ker t/J c ker 1/1, 

then there is a unique isogeny 

such that 1/1 = A 0 t/J. 

PROOF. Since t/J is separable, (4.10c) says that K(E1) is a Galois extension of 
t/J* K (E2)' Then the inclusion ker t/J c ker 1/1 and the identification given in 
(4.10b) implies that every element of Gal(K(E1)/t/J*K(E2)) fixes I/I*K(E3)' 
Hence by Galois theory, there are field inclusions 

I/I*K(E3) c t/J*K(E2) C K(El)' 

Now (II.2.4b) gives a map 

satisfying 

and this in turn implies that 

AOt/J = 1/1. 

Finally, A. is an isogeny, since 

A(O) = A(t/J(O)) = 1/1(0) = o. o 

Proposition 4.12. Let E be an elliptic curve, and let <I> be a finite subgroup of E. 
Then there is a unique elliptic curve E' and a separable isogeny 

t/J: E --+ E' 

such that 

ker t/J = <1>. 

Remark 4.13.1. The elliptic curve whose existence is asserted in this corollary 
is often denoted by the quotient E/<I>. This clearly indicates the group struc­
ture, but there is no a priori reason why this group should correspond to 
the points on an elliptic curve. In fact, the quotient of any variety by a finite 
group of automorphisms is again a variety (cf. [Mum, §7]. The case of curves 
is done in (exer. 3.13).) 

Remark 4.13.2. Suppose that E is defined over K, and that <I> is GK/K-invariant. 
(I.e. If TE<I>, then T"E<I> for all uEGK/K .) Then it is actually possible to find 
an E' and a t/J which are defined over K. (See exer. 3.13e.) 
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PROOF. As in (4.10b), each point TE<I> gives rise to an automorphism r~ of 
K(E). Let K(E)<I> be the subfield of K(E) fixed by every element of <1>. Then 
Galois theory says that K(E) is a Galois extension of K(E)<I> with Galois 
group isomorphic to <1>. 

Now K(E)<I> is a field of transcendence degree 1 over K, so from (II.2.4c) 
there is a unique curve ClK and a finite morphism 

such that 

Next we show that ~ is unramified. Let PEE and TE<I>. Then for every 
function f E K (C), 

f(~(P + T)) = ((r~ 0 ~*)f)(P) = (~*f)(P) = f(~(P)), 

where the middle equality uses the fact that r~ fixes every element of ~* K(C). 
It follows that ~(P + T) = ~(P). Now let Q E C, and choose any PEE with 
~(P) = Q. Then 

But 

#r1(Q) ~ deg ~ = #<1>, 

with equality holding if and only if ~ is unramified at Q (II.2.7). Since the 
points P + T are distinct as T ranges over the elements of <1>, we conclude 
that ~ is unramified at Q; and since Q was arbitrary, ~ is unramified. 

Now apply the Hurwitz genus formula (U.5.9) to ~. Since ~ is unramified, 
the formula reads 

2 genus(E) - 2 = (deg ~)(2 genus(C) - 2). 

From this we conclude that C also has genus 1; so it becomes an elliptic 
curve, and ~ becomes an isogeny, if we take ~(O) as the "zero point" on C. D 

§5. The Invariant Differential 

Let ElK be an elliptic curve given by the usual Weierstrass equation 

y2 + a1xy + a3y = x3 + a2x 2 + a4x + a6. 

As we have seen (1.5), the differential 
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has neither zeros nor poles. We now justify its name of invariant differential 
by proving that it is invariant under translation. 

Proposition 5.1. With notation as above,for every Q E E, 

'l:~W = w. 

(Here'l:Q is the translation-by-Q map (4.7).) 

PROOF. One can prove this proposition by a straightforward (but messy and 
unenlightening) calculation as follows. Write x(P + Q) and y(P + Q) out in 
terms of x (P), x(Q), y(P), and y(Q) using the addition formula (2.3c). Then use 
standard differentiation rules to calculate dx(P + Q) as a rational function 
times dx(P), treating x(Q) as a constant. In this way one can directly verify 
that (for fixed Q). 

dx(P + Q) dx(P) 

2y(P + Q) + alx(P + Q) + a3 2y(P) + al x(P) + a3 . 

We leave the details of this calculation to the reader, and instead give a more 
illuminating proof. 

Since fiE is a I-dimensional K(E)-vector space (II.4.2), there is a function 
aQEK(E)*, depending a priori on Q, so that 

'l:~W = aQw, 

(Note aQ =I- 0 because 'l:Q is an isomorphism.) Now 

div(aQ) = div(r~w) - div(w) 

= 'l:~ div(w) - div(w) 

= 0 since div(w) = 0 from (1.5). 

Hence aQ is a function on E with neither zeros nor poles, so by (II.1.2) it is 
constant, aQEK*. 

Next consider the map 

f:E~ !pI 

Q ~ [aQ, IJ. 
From the calculation sketched above, even without doing it explicitly, it is 
clear that aQ can be expressed as a rational function of x(Q) and y(Q). Hence 
f is a rational map from E to !pI which is not surjective. (It misses both 
[0, 1] and [1,0].) From (II.2.1) and (II.2.3), we conclude that f is constant. 
Therefore 

aQ = ao = 1 

which is the desired result. 

for all QEE, 

D 
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Differential calculus is, in essence, a linearization tool. It will come as no 
surprise that the enormous utility of the invariant differential on an elliptic 
curve lies in its ability to linearize the otherwise quite complicated addition 
law on the curve. 

Theorem 5.2. Let E and E' be elliptic curves, let w be an invariant differential on 
E, and let 

be two isogenies. Then 

(ifJ + I/I)*w = ifJ*w + I/I*w. 
(N.B. The two "plus signs" in this last equation respresent completely different 
operations. The first is addition in Hom(E', E), which is essentially addition 
using the group law on E. The second is the more usual addition in the vector 
space of differentials QE") 

PROOF. If ifJ = [OJ or 1/1 = [OJ, the result is clear. If ifJ + 1/1 = [OJ, then using 
the fact that 

1/1* = (-ifJ)* = ifJ*o[ -1J*, 

it suffices to check that 

[-1J*w = -w. 

Since 

[ - 1 J (x, y) = (x, - y - a l x - a3 ), 

we immediately obtain the desired result 

[-1J* ( dx ) = dx 
2y + alx + a3 2(-y'- alx - a3) + alx + a3 

dx 

2y + alx + a3 

We now assume that ifJ, 1/1, and ifJ + 1/1 are all non-zero. 
Let (Xl' YI) and (X2' Y2) be "independent" Weierstrass coordinates for E. 

By this we mean that they satisfy the given Weierstrass equation for E, but 
satisfy no other algebraic relation. (More formally, ([Xl' YI' 1J, [X2' Y2, 1J) 
gives coordinates for E x E sitting inside p2 x p2. Alternatively, (Xl' YI) and 
(X2' Y2) are "independent generic points of E" in the sense of Weil (cf. [Ca 
7J).) 

Let 
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SO X3 and Y3 are the rational combinations of Xl' YI' X2' Y2 given by the 
addition formula on E (2.3c). Further, for any (x, Y), let w(x, y) denote the 
corresponding invariant differential, 

dx 
w(x, y) = -----

2y + alx + a3 

Then using the addition formula (2.3c) and the standard rules for differentia­
tion, we can express W(X3' Y3) in terms of w(X1> YI) and W(X2' Yz). This yields 

w(x3, Y3) = !(x I , YI' X2' Y2)W(X I, YI) + g(x l , YI, X2' Y2)W(X2, Yz), 

where! and g are rational functions of the indicated variables. (In doing this 
calculation, remember that since Xj, Yi satisfy the given Weierstrass equation, 
the differentials dXj and dYi are related by 

(2Yi + alx i + a3)dYi = (3xf + 2a2x i + a4 - aIYi)dxi' 

In this way, W(X3' Y3) can be expressed as a K(XI' Yt, X2, Y2) linear com­
bination of dX I and dX2') 

We claim that! and g are both identically 1. Clearly this can be proven by 
an explicit calculation, a painful task that we leave for the reader. Instead, we 
use (5.1) to obtain the desired result. Suppose we assign fixed values to X 2 and 
Yz, say by choosing some Q E E and setting 

Then 

while from (5.1), 

X2 = x(Q) and Y2 = y(Q). 

dX2 = dx(Q) = 0, 

W(X3' Y3) = r~w(xI' YI) 

= W(XI' YI)' 

Substituting these in the above expression for W(X3' Y3)' we find that 

!(x I , Yl, x(Q), y(Q» == 1 

as a rational function in K (x I, YI)' Further, this is true for every point Q E E. 
It follows that! must be identically 1. Then reversing the roles of Xl' YI and 
X 2 , Y2, we see that the same is true for g. 

To recapitulate, we have shown that if 

(X3' Y3) = (Xl' Yt) + (X2' Yz) (+ is addition on E), 

then 

(+ is addition in QE)' 

Now let (x', Y') be Weierstrass coordinates on E', and set 
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Substituting this above yields 

(w 0 (r/J + I/I)(x', y') = (w 0 r/J)(x', y') + (w 0 I/I)(x', y'), 

which says exactly that 

(r/J + I/I)*w = r/J*w + I/I*w. 

83 

o 
Corollary 5.3. Let w be an invariant differential on an elliptic curve E. Let 
mell.. Then 

[m]*w = mw. 

PROOF. The assertion is true for m = 0 (by definition) and m = 1 (clear). From 
(5.2) with r/J = Em] and 1/1 = [1] we obtain 

[m + 1]*w = [m]*w + w. 

The result now follows by (ascending and descending) induction. 0 

As a first indication of the utility ofthe invariant differential, we give a new, 
less computational proof of part of (4.2a) 

Corollary 5.4. Let ElK be an elliptic curve, and let me 71., m "# O. Assume either 
that char(K) = 0 or that m is prime to char(K). Then the multiplication-by-m 
map on E is a finite, separable endomorphism. 

PROOF. Let w be an invariant differential on E. Then from (5.3), 

[m]*w = mw "# 0, 

so certainly Em] "# [0]. Further, (II.4.2c) implies that Em] is separable. D 

As a second application, we examine when a linear combination involving 
the Frobenius morphism is separable. 

Corollary 5.5. Let char(K) = p > 0, let E be defined over IFq, let r/J: E -+ E be 
the qth_power Frobenius endomorphism (4.6), and let m, nell.. Then the map 

m+nr/J:E-+E 

is separable if and only if p I m. 
In particular, the map 1 - r/J is separable. 

PROOF. Let w be an invariant differential on E. From (11.4.2c), a map 
1/1 : E -+ E is inseparable if and only if I/I*w = O. We apply this to the map 
1/1 = m + nr/J. Using (5.2) and (5.3), we compute 

(m + nr/J)*w = mw + nr/J*w. 

But r/J*w = 0 because r/J is inseparable (or by direct calculation, since 
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tP* dx = d(xq) = 0), so 

(m + ntP)*ro = mro. 

Now mro = 0 if and only if plm, which gives the desired result. 

§6. The Dual Isogeny 

Let tP: E1 -+ E2 be a non-constant isogeny. Then tP induces a map (11.3.7) 

tP* : PicO(E2) -+ PicO(E1)· 

On the other hand, we have group isomorphisms (3.4) 

"j : E j -+ PicO(E j ) 

P -+ class of (P) - (0). 

Hence we obtain a homomorphism going in the opposition direction to tP, 
namely the composition 

E2 ~ PicO(E2 ) !: PicO(E1)-S E1· 

As we will verify below, this map can be computed as follows. Let Q E E2 and 
choose any P E E1 satisfying tP(P) = Q. Then 

"110 tP* 0 "2(Q) = [deg tPJ (P). 

It is by no means clear that the homomorphism "11 0 tP* 0 "2 is an 
isogeny; that is, given by a rational map. The process of finding a point P 
satisfying tP(P) = Q will involve taking roots of various polynomial equa­
tions. If tP is separable, one needs to check that applying [deg tPJ to P causes 
the conjugate roots to appear symmetrically. (That this is so is fairly clear if 
one explicitly writes out "110 tP* 0 "2') If tP is inseparable, this approach 
is more complicated. We now show that in all cases, there is an actual isogeny 
which can be computed in the manner described above. 

Theorem 6.1. Let tP : E1 -+ E2 be a non-constant isogeny of degree m. 
(a) There exists a unique isogeny 

satisfying 

~otP=[mJ. 

(b) As a group homomorphism, ~ equals the composition 
'O( ),,* 'O( sum E2 -+ DIV E2 -+ DIV E1)- El 

Q -+(Q) - (0) 
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PROOF. (a) First we show umqueness. Suppose J and J' are two such 
isogenies. Then 

(J - J')o,p = em] - em] = [0]. 

Since ,p is non-constant, it follows from (11.2.3) that J - J' must be constant, 
so J = J'. 

Next suppose that t/I: E2 --> E1 is another non-constant isogeny, say of 
degree n, and suppose that we know that J and ~ exist. Then 

(J o~) 0 (t/I o,p) = J 0 en] o,p = en] 0 J o,p = [nm]. 
A A ------..... 

Thus ,p 0 t/I has the requisite property to be t/I o,p. Hence using (11.2.12) to 
write an arbitrary isogeny ,p as a compositon, it suffices to prove the existence 
of J when ,p is either separable or the Frobenius morphism. 

Case 1. ,p is separable. Since ,p has degree m, we have (4.10c) 

#ker,p = m; 

so clearly 

ker,p c ker[m]. 

It now follows immediately from (4.11) that there is an isogeny 

J: E2 --> E1 

satisfying 

Jo,p=[m]. 

Case 2. ¢J is a Frobenius morphism. If ¢J is the qth_power Frobenius mor­
phism, and q = pe, then clearly ¢J is the composition of the pth-power Fro­
benius morphism with itself e times. Hence it suffices to prove that J exists if 
,p is the pth-power Frobenius morphism, and so deg,p = p (11.2.11). 

We look at the multiplication-by-p map on E. Let w be an invariant 
differential. Then from (5.3) and the fact that char(K) = p, 

[p]*w = pw = O. 

Hence from (11.4.2c) we conclude that [p] is not separable, so when [p] is 
decomposed as some Frobenius morphism followed by a separable map 
(11.2.12), the Frobenius morphism does appear. In other words, 

[p] = t/I o,pe 

for some integer e ~ 1 and some separable isogeny t/I. Then we can take 

J = t/I o,pe-l. 

(b) Let Q E E 2 • Then the image of Q under the indicated composition is 
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sum{(,b*((Q) - (O))} = L [e~(p)]P - L [e~(T)JT 
Pe~-I(Q) Te~-I(O) 

definition of (,b* 

= [degi(,bJ ( L P - L T) from (4.10a) 
PE~-I(Q) Te~-I(O) 

= [degi(,bJ 0 [#r1(Q)]p for any PEr1(Q) 

= [deg (,bJP from (4.10a). 

But by construction, 

J(Q) = J 0 (,b(P) = [deg (,bJP, 

so the two maps are the same. o 

Definition. Let (,b: E1 --+ E2 be an isogeny. The dual isogeny to (,b is the isogeny 

J: E2 --+ E1 

given by (6.1a). [This assumes (,b =P [0]. If (,b = [OJ, then we set J = [O]'J 

The next theorem gives the basic properties of the dual isogeny. From 
these basic facts we will be able to deduce a number of very important 
corollaries, including a reasonably good description of the kernel of the 
"multiplication-by-m" map. 

Theorem 6.2. Let 

be an isogeny. 
(a) Let m = deg (,b. Then 

Jo(,b = [mJ on E1 ; 

(,boJ = [mJ on E2 • 

(b) Let A: E2 --+ E3 be another isogeny. Then 
~ A A 

AO(,b = (,bOA. 

(c) Let"': E1 --+ E2 be another isogeny. Then 

(d) For all mE7L, 

(e) 

(f) 

A=J+~. 

lmJ = [mJ and deg[mJ = m2 . 

deg J = deg (,b. 

$= (,b. 
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PROOF. If t/J is constant, then the entire theorem is trivial; and similarly for 
(b) or (c) if A. or 1/1 is constant. We will thus assume that all isogenies are 
non-constant. 
(a) The first statement is the defining property of~. For the second, look at 

(t/Jo~)ot/J = t/Jo[m] = [m]ot/J. 

Hence t/J 0 ~ = Em], since t/J is not constant. 
(b) Letting n = deg A., we have 

(~oA)o(.1ot/J) = ~o[n]ot/J = [n]o~ot/J = [nm]. 

Hence from the uniqueness statement in (6.1a), 
A A ~ 

t/Jo A. = A. 0 t/J. 

(c) Let Xl' YIEK(El ) and X2, Y2EK(E2) by Weierstrass coordinates. We 
start by looking at E2 considered as an elliptic curve defined over the field 
K(El ) = K(Xl, Yl)' Then another way of saying that t/J: El -+ E2 is an isogeny 
is to note that t/J(x l , Yl)EE2(K(x l , Yl))' and similarly for (t/J + I/I)(x l , Yl) and 
I/I(x l , Yl)' Now consider the divisor 

D = ((t/J + I/I)(x l , Yl)) - (t/J(x l , Yl)) - (I/I(x l , Yl)) + (0)EDivK(xt,Yt)(E2)· 

By definition of t/J + 1/1, it sums to 0, so by (3.5) it is linearly equivalent to O. 
Thus there is a function 

fEK(Xl' Yl)(E2) = K(x l , Yl, X2, Y2) 

which, when considered as a function of X2, Yz, has divisor D. 
We now switch perspective, and look at f as a function of Xl' Yl; that 

is, f as a function on El considered as a curve defined over K(X2, Yz). Suppose 
PI E El (K(x2, Y2)) is a point satisfying f/J(P1 ) = (x 2 , Y2). Then examining D, 
specifically the term -(t/J(x l , Yl))' we see that f has a pole at Pl' (I.e. 
f(x l , Yl; X2, Yz) will have a pole if Xl' Yl, X2, Y2 satisfy (X2, Y2) = t/J(x l , Yl).) 
Further, 

ordpt (f) = e",(pl ). 

Similarly, f has a pole at Pl if I/I(Pl) = (X2, Yz), and a zero if (t/J + I/I)(Pd = 

(X2, Y2)' It follows that as a function of Xl' Yl, the divisor of f has the form 

(t/J + I/I)*((x2, Y2)) - t/J*((X2' Y2)) - I/I*((x2, Y2)) + L ni(Pi)EDivK (x2,Y2) (El)' 

where the P;'s are in El (iC). [I.e. I:ni(Pi) E DivK:(El)'] Since this is a divisor of 
a function, it sums to 0, so using (6.1 (b)) we conclude that 

~ A A 

(t/J + I/I)(X2, Y2) - t/J(X2, Y2) - I/I(x2, Y2) 

does not depend on (x2, Y2)' [I.e. it is in El (K).] Putting (X2, Y2) = 0 shows 
that it equals 0, which completes the proof that 

~ A A 

rP + 1/1 = f/J + 1/1. 
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(d) This is true for m = 0 (by definition) and m = 1 (clear). Then using (c) with 
,p = Em] and 1/1 = [1], we find that 

...................................... 
[m + 1] = Em] + [1]; 

so the first assertion holds for all m by (ascending and descending) induction. 
Now led d = deg[m] and look at multiplication by d. 

Ed] = [m] 0 Em] definition of dual isogeny 

= [m2] since lmJ = Em]. 

Since the endomorphism ring of an elliptic curve is a torsion-free Z-module 
(4.2b), it follows that d = m2• 

(e) Let m = deg ,p. Then using (d), 

[m2 ] = [deg[m]] = [deg(~ o,p)] = [(deg ,p)(deg ~] = [m(deg ~)]. 

Hence again using (4.2b), we conclude that m = deg~. 
(f) Again let m = deg ,p. Then using (a), (b) and (d), 

~o,p = Em] = ~ = {;;;j = ~oJ. 
Therefore 

Definition. Let A be an abelian group. A function 

d:A~JR 

is a quadratic form if 

(i) d(a.) = d( - a.) for all a. E A; and 
(ii) the pairing 

AxA~~ 

is bilinear. 

A quadratic form d is positive definite if 

(iii) d(a.) ~ 0 
(iv) d(a.) = 0 

for all a. E A; and 
if and only if a. = o. 

Corollary 6.3. Let El and E2 be elliptic curves. The degree map 

deg : Hom(El' E2) ~ Z 

is a positive definite quadratic form. 

PROOF. Everything is clear except for the fact that the pairing 

(,p, 1/1) = deg(,p + 1/1) - deg(,p) - deg(l/I) 

D 
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is bilinear. But using the injection 

we have 

[(tP, 1/1)] = [deg(tP + 1/1)] - [deg(tP)] - [deg(1/I)] 
~ A A 

= (tP + 1/I)0(tP + 1/1) - tPotP -1/101/1 
from (6.2c). 

But again using (6.2c), we see that this last expression is linear in both tP 
and 1/1. 0 

Corollary 6.4. Let E be an elliptic curve and mE 7L., m ::j:. O. 
(a) deg[m] = m2 . 

(b) Ifchar(K) = 0 or ifm is prime to char(K), then 

E[m] ~ (7L./m7L.) x (7L./m7L.). 

(c) Ifchar(K) = p, then either 

E[pe] ~ {O} for all e = 1,2,3, ... ; or 

E[pe] ~ 7L./pe7L. for all e = 1,2, 3, .... 

(Recall that E[m] is another notation for ker[m], the set of points of E having 
order m.) 

PROOF. (a) This was proven above (6.2d). We record it again here in order to 
point out that there are many other ways of proving this fact (e.g., exers. 
3.7, 3.8, 3.11), and that the fundamental description of E[m] given in (b) 
follows formally from (a). 
(b) From the given conditions and the fact that deg[m] = m2, it follows that 
[m] is a finite, separable map. Hence from (4.10c), 

#E[m] = deg[m] = m2• 

Further, for every integer d dividing m, we similarly have 

#E[d] = d2• 

Writing the finite group E[m] as a product of cyclic groups, one immediately 
sees that the only possibility is 

E[m] = (7L./m7L.) x (7L./m7L.). 

(c) Let tP be the pth-power Frobenius morphism. Then 

#E[pe] = deg.[pe] (4.10a) 

= (deg.(~ 0 tPW (6.2a) 

(11.2.11 b). 
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From (6.2e) and (11.2.11c), 

deg J = deg ~ = p, 

so there are two cases. If J is inseparable, then deg. J = 1, so 

for all e. 

Otherwise J is separable, so deg. J = p and 

#E[pe] = pe for all e. 

This last is easily seen to imply that 

E[pe] = Z/pez. 

(For a more complete analysis of E[pB) in characteristic p, and its relation­
ship to End(E), see chapter V, §3, 4.) D 

§7. The Tate Module 

Let E/K be an elliptic curve and m ~ 2 an integer (prime to char(K) if 
char(K) > 0.) As we have just seen (6.4b), 

E[m] ~ (Z/mZ) x (Z/mZ), 

the isomorphism being one between abstract groups. However, the group 
E[m] comes equipped with considerably more structure. Namely, each 
element of the Galois group Gi{K acts on E[m], since if [m]P = 0, then 
Em] (P,,) = ([m]p)a = O. We thus obtain a representation 

Gi{K --+ Aut(E[m]) ~ GL2 (Z/mZ), 

where the latter isomorphism involves choosing a basis for E[m]. Individ­
ually, for each m, these representations are not completely satisfactory, 
because it is generally easiest to deal with representations whose matrices 
have coefficients in a ring having characteristic O. What we will do is to fit 
them together for varying m so as to achieve this end, the motivating example 
being the inverse limit construction of the t -adic integers Zt from the finite 
groups Z/t"Z. 

Definition. Let E be an elliptic curve and teZ a prime. The (t-adic) Tate 
module of E is the group 

1(E) = limE[!"], 
+-;;-

the inverse limit being taken with respect to the natural maps 

E[t"+l] ~ E[t"]. 

Since each E[!"] is a Z/t"Z-module, we see that the Tate module has a 
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natural structure as a Z,,-module. Note that since the multiplication-by-t 
maps are surjective, the inverse limit topology on 1(E) is equivalent to the 
t -adic topology it gains by being a Z,,-module. 

Proposition 7.1. As a Z,,-module, the Tate module has the following structure. 
(a) 1(E) ~ Z{ x Z{ if t =f. char(K). 
(b) 7;,(E) ~ {O} or Zp ifp = char(K) > O. 

PROOF. This follows immediately from (6.4b, c). D 

Now the action of Gi./K on each E[t"] commutes with the multiplication­
by-t maps used to form the inverse limit, so GK/K also acts on 1(E). Further, 
since the pro-finite group GK/K acts continuously on each finite (discrete) 
group E[t"], the resulting action on 1(E) is also continuous. 

Definition. The t-adic representation (ofGK/K on E), denoted Pr. is the map 

p{ : GK/K ~ Aut(1(E)) 

giving the action of GK/K on 1(E) as described above. 

Convention. From here on, the number t will always refer to a prime number 
distinct from the characteristic of K. 

Remark 7.2. Notice that by choosing a Z{-basis for 1(E) we obtain a 
representation 

and then the natural inclusion 7L{ c O{ gives 

GK/K ~ GL2(Q{)· 

In this way we obtain a 2-dimensional representation of GK/K over a field of 
characteristic O. 

Remark 7.3. The above construction is analogous to the following one, which 
may be more familiar. Let 

p{n C K* 
be the group of (t")lh-roots-of-unity. Then raising to the tlh_power gives maps 

( 

p{n+1 ~ p{n, 

and we can take the inverse limit as above to form the Tate module of K 

1(p) = lim p{n. 
+--

" 
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As an abstract group, 

Further, GK1K acts on each JL,n, so we obtain a 1-dimensional representation 

GK1K -+ Aut(1(JL» ~ Z?-

For K = 0, this cyclotomic representation is surjective, which is equivalent 
to the fact that the t -power cyclotomic polynomials are all irreducible over 
0. 

The Tate module is also a useful tool for studying isogenies. If 

r/J: E1 -+ E2 

is an isogeny of elliptic curves, then r/J gives maps 

r/J: E1 [tnJ -+ E2 [t"], 

and so it induces a (Z..-linear) map 

r/J, : 1(E1) -+ 1(E2)· 

We thus obtain a homomorphism 

Hom(E1' E2) -+ Hom(1(E1), 1(E2»' 

(Notice if E1 = E2 = E, then the map 

End(E) -+ End(1(E» 

is even a homomorphism of rings.) It is not hard to show that the 
above homomorphism is injective (see exer. 3.12), but to really analyze 
Hom(E1 , E2 ) we will need the following stronger result. 

Theorem 7.4. Let E1 and E2 be elliptic curves. Then the natural map 

Hom(El> E2) ® Z, -+ Hom(1(E1), 1(E2» 

r/J -+ r/J, 

is injective. 

PROOF. We start by proving the following statement. 

Let M c Hom(E1' E2) be a finitely generated subgroup, and let 

(*) Mdiv = {r/J E Hom(El> E2) : [mJ 0 r/J E M for some integer m ~ 1}. 

Then M div is also finitely generated. 
To prove (*), we extend the degree mapping to the finite dimensional real 

vector space M ® R, which we equip with the natural topology inherited 
from R. Then the degree mapping is clearly continuous, so the set 

U = {r/J E M ® R : deg r/J < 1} 
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is an open neighborhood of O. Further, since Hom(E1' E2 ) is a torsion-free 
Z-module (4.2b), there is a natural inclusion 

M div c M (8) IR; 

and clearly 

M div n U = {O}, 

since every non-zero isogeny has degree at least 1. Hence Mdiv is a discrete 
subgroup of the finite dimensional vector space M (8) IR, so it is finitely 
generated. 

We turn now to the proof of (7.4). Let <P E Hom(E1, E2 ) (8) Zt, and suppose 
that <Pt = O. Let 

M c Hom(E1' E2 ) 

be a finitely generated subgroup so that <P E M (8) Zt. Then with notation as 
above, M div is finitely generated, so it is also free (since it is torsion-free 
(4.2b)). Let 

<P1, ... , <Pt E Hom(E1' E2 ) 

be a basis for Mdiv, and write 

<P = rl.1 <P1 + ... + rl.t<Pt with rl.i E Zt· 

Now choose a1, ... , at E Z so that 

ai == rl.i (mod to). 

Then the fact that <Pt = 0 implies that the isogeny 

l/I = [a 1] 0 <P1 + ... + [at] 0 <Pt E Hom(E1, E2 ) 

annihilates E1 [to]. It follows from (4.11) that l/I factors through [to], so there 
is an isogeny 

A. E Hom(E1, E2 ) with l/I = [to] 0 A.. 

Further, A. is in Mdiv, so there are integers hi E Z such that 

Then, since the <p;'s form a Z-basis of M div, we have 

hence 

rl. j == 0 (mod to). 

Since this holds for all n, it follows that all rl.i = 0, so <P = O. [N.B. The reason 
it is so important to use Mdiv is that it is essential that the Z-basis used to 
express <p, l/I, and A. not depend on the choice of t".] 0 
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Corollary 7.S. Let E1 and E2 be elliptic curves. Then 

Hom(E1' E2) 

is a free Z -module of rank at most 4. 

PROOF. Since Hom(E1' E2) is torsion-free (4.2b), it follows that 

rankz Hom(E1, E2) = rankz .. Hom(E1, E2) ® Z .. , 

in the sense that if one is finite, then they both are and they are equal. Next, 
from (7.4), we have the estimate 

rankz .. Hom(E1 , E2 ) ® Z .. ~ rimkz .. Hom(1t(E1), 1t(E2». 
Finally, choosing Z..-bases for 1t(E1) and 1t(E2), we see from (7.1a) that 

Hom(1t(E1), 1t(E2» ~ M 2(Z .. ), 

where M2(Z .. ) is the group of 2 x 2 matrices with Z .. coefficients. Since 
M2(Z .. ) has Z..-rank equal to 4, this gives the desired result. 0 

Remark 7.6. By definition, an isogeny is defined over K if it commutes with 
the action of Gi./K' Similarly, we can define 

HomK(1t(E1), 1t(E2» 

to be the group of Z..-linear maps from 1t(E1) to 1t(E2) which commute with 
the action of GK1K as give by the t-adic representation. Then we have a 
homomorphism 

HomK(El> E2 ) ® Z .. -+ HomK(1t(E1), 1t(E2», 
which from (7.4) is injective. It turns out that in many cases this map is 
actually an isomorphism. 

Theorem 7.7. The natural map 

HomK(E1, E2) ® Z .. -+ HomK(1t(E1), 1t(E2» 
is an isomorphism if: 

(a) ([Ta 7]) K is a finite field; 
(b) ([Fa 1]) K is a number field. 

The proofs, which make heavy use of abelian varieties of higher dimen­
sions, are unfortunately beyond the scope of this book. Indeed, the methods 
used in proving (7.7b) include virtually all of the tools needed for Faltings' 
proof of the Mordell conjecture. 

To understand what (7.7) says, one should think of the Tate module as a 
homology group, specifically as the first homology with Z..-coefficients. Then 
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(7.7) gives a characterization of when a map between homology groups 
comes from an actual geometric map. 

Remark 7.S. Another natural question to ask is how large is the image 
pAGK/K) in Aut(TAE)). The following theorem of Serre provides an answer 
for number fields. We do not include the proof. (But see (IX.6.3) and exer. 9.7). 

Theorem 7.9 (Serre). Let K be a number field and ElK an elliptic curve without 
complex multiplication. 
(a) pAGK/K) is offinite index in Aut(1((E))for all primes t. 
(b) Pt(GK/K) = Aut(Tt(E))for all but finitely many primes t. 

PROOF. ESe 5] and ESe 6]. o 
Remark 7.10. Let ElK be an elliptic curve. Then just as above, the elements 
of EndK(E) commute with the elements of GK/K in their action on 1((E). If 

EndK(E) = 71.., 

this gives little information; but if E has complex multiplication, then this 
forces the action of GK/K on 1((E) to be abelian (exer. 3.24). In particular, 
adjoining the coordinates of tn-torsion points to K leads to explicitly con­
structed abelian extensions, in much the same manner that abelian exten­
sions of Q are obtained by adjoining roots of unity. (See appendix C §11 for a 
brief discussion.) 

§8. The Weil Pairing 

Let ElK be an elliptic curve. For this section we fix an integer m ~ 2, prime 
to p = char(K) if p > O. We will make frequent use of (3.5), which says that 
l:ni(Pi) is the divisor of a function if and only if l:ni = 0 and l: [n;] Pi = O. 

Let TEE[m]. Then there is a function fEK(E) such that 

div(f) = m(T) - m(O). 

Letting T' E E with [m] T' = T, there is similarly a function g E K (E) 
satisfying 

div(g) = [m]*(T) - [m]*(O) = L (T' + R) - (R). 
ReE[m) 

(Note #E[m] = m2 (6.4b) and ["12]T' = 0.) One immediately verifies that 
the functions f 0 Em] and gm have the same divisor, so multiplying f by an 
element of K*, we may assume that 

fo Em] = gm. 
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Now suppose that SeE[m] is another m-torsion point (S = T is allowed). 
Then for any point X e E, 

g(X + Sr = f([m] X + [m]S) = f([m]X) = g(X)m. 

Hence we can define a pairing 

em: E[m] X E[m] -+ Pm = mth roots of unity 

by setting 

em(S, T) = g(X + S)/g(X), 

where X e E is any point such that g(X + S) and g(X) are both defined and 
non-zero. Note that although g is only defined up to multiplication by an 
element of K*, em(S, T) does not depend on this choice. This pairing is called 
the Weil em-pairing. We begin by giving some of its basic properties. 

Proposition 8.1. The Weil em-pairing is: 

(a) Bilinear: 

(b) Alternating: 

em(S1 + S2' T) = em(S1' T)em(S2' T) 

em(S, T1 + T2) = em(S, T1)em(S, T2); 

em(S, T) = em(T, S)-1; 

(c) Non-degenerate: Ifem(S, T) = 1 for all SeE[m], then T = 0; 
(d) Galois invariant: For all ueGi./K' 

em(S, T)tI = em(StI, Ttl); 

(e) Compatible: If SeE[mm'] and TeE[m], then 

emm,(S, T) = em([m']S, T). 

PROOF. (a) Linearity in the first factor is easy. 

g(X + S1 + S2) g(X + S1) 
em(S1 + S2, T) = g(X + S1) g(X) = em(S2' T)em(S1' T). 

(Note how useful it is that in em(S2' T) = g(Y + S2)/g(Y), we may choose 
any value for Y, such as Y = X + S1') For the second, let f1'/2'/3' g1' g2' g3 
be functions as above for T1, T2, and T3 = T1 + T2. Choose heK(E) with 
divisor 

Then 

so 

for some ceK*. 
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Compose with the multiplication-by-[m] map, use J; 0 Em] = gr, and take 
mth-roots to find 

Now 

(s 1', T) = g3(X + S) = gl (X + S)g2(X + S)h([m]X + [m]S) 
em , 1 + 2 g3(X) gl(X)g2(X)h([m]X) 

= em(S, T1)em(S, T2)' 

(b) From (a) we have 

em(S + T, S + T) = em(S, S)em(S, T)em(T, S)em(T, T), 

so it suffices to show that em( T, T) = 1 for all TEE [m]. For any PEE, recall 
that tp: E -+ E denotes the translation-by-P map (4.7). Then 

div(j] fOt[iJT) = m ~t: ([1- i]T) - ([ -i]T) = O. 

Hence nr=-ol f 0 t[iJT is constant; and if we choose some T' E E with Em] T' = 
T, then nr=-ol g a t[iJT' is also constant, because its mth-power is the above 
product of f's. Evaluating the product of g's at X and X + T' yields 

m-l m-l n g(X + [i]T') = n g(X + [i + l]T'). 
i=O i=O 

Now cancelling like terms gives 

g(X) = g(X + Em] T') = g(X + T), 

so 

em(T, T) = g(X + T)/g(X) = l. 

(c) If em(S, T) = 1 for all S E E[m], so g(X + S) = g(X) for all S E E[m], then 
from (4.10), g = h 0 Em] for some function hE K(E). But then 

(ho [m])m = gm = fa Em], 

so f = chm for some constant c E K*. Hence 

m div(h) = div(f) = m(P) - m(O), 

so 

div(h) = (P) - (0). 

Therefore P = 0 (3.3). 
(d) Let (f E Gi./K. If f, g are the functions for T as above, then clearly f", g" 
are the corresponding functions for T". Then 

(S" T") = g"(X" + S") = (g(X + S»)" = e (S T)". 
em' g"(X") g(X) m , 
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(e) Taking f, g as above, we have 

div(fm,) = mm'(T) - mm'(O) 

and 

(g 0 [m']rm' = (f 0 [mm,])m'. 

Then from the definition of emm, and em, 

(ST)=go[m'](X+S)=g(Y+[m']S)= ([ ']ST) 0 
emm, , go [m'] (X) g(Y) em m , . 

The basic properties of the Weil pairing impl)' its surjectivity, as we now 
show. 

Corollary 8.1.1. There exist points S, TEE[m] such that em(S, T) is a primitive 
mth-root of unity. In particular, if E[m] c E(K), then Pm C K*. 

PROOF. The image of em(S, T) as Sand T range over E[m] is a subgroup of 
Pm' say equal to Pd. It follows that for all S, TEE[m], 

1 = em(S, T)d = em([d]S, T). 

The n~n-degeneracy of the em-pairing now implies that [d]S = 0; and since 
S is arbitrary, we must have d = m. Finally, if E[m] c E(K), then from 
the Galois invariance of the em-pairing we see that em(S, T) E K* for all 
S, TEE[m]. Therefore Pm C K*. 0 

Recall that if El and E2 are elliptic curves and ¢J: El -+ E2 is an isogeny 
connecting them, then there is a dual isogency ~ : E2 -+ El going in the other 
direction. The following proposition says that ¢J and ~ are dual (i.e. adjoint) 
with respect to the Wei! pairing. 

Proposition 8.2. Let S E El [m], T E E2 [m], and ¢J : El -+ E2 an isogeny. Then 

em(S, ~(T» = em(¢J(S), T). 

PROOF. Let 

div(f) = m(T) - m(O) and f 0 [m] = gm 

be as above. Then 

em(¢JS, T) = g(X + ¢JS)/g(X). 

Choose a function hEK(E) so that 

¢J*«T» - ¢J*«O» = (~T) - (0) + div(h). 

Such an h exists because, by (6.1 b), ~ T is precisely the sum of the points of the 
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divisor on the left-hand side of this equality. Now 

and 

div (f hOm,p) = ,p* ~iv(f) - m div(h) 

= m(,p T) - m(O), 

( go,p )m = f 0 em] O,p = (f 0 ,p) 0 em]. 
h 0 em] (h 0 [m])m hm 

Thus from the definition of the em-pairing, 

em(S, ~ T) = (g 0 ,p/h 0 [m])(X + S) 
(g 0 ,p/h 0 [m])(X) 

g(,pX + ,pS) h([m]X) 

g(,pX) h([m]X + [m]S) 

= em(,pS, T). 
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o 
Let t be a prime number different from char(K). We would like to fit 

together the pairings 

etn: E[tn] x E[tn] ~ Jltn 

for all n = 1,2, ... to give an t-adic Weil pairing on the Tate module 

e: TAE) x It(E) ~ Jt(JI). 

Recall that the inverse limits for TAE) and Jt(JI) are formed using the maps 

E[tn+1] ~ E[t] and f1t"+1 ~ Jltn. 

Thus to show that the evpairings are compatible with taking the inverse 
limit, we must show that for any S, TEE[r+1], 

e{n+l(S, Tt = e{n([t]S, [t] T). 

But by linearity (8.la), 

e{n+l(S, T){ = e{n+l(S, [t] T); 

and then the desired result follows by applying (8.1e) to (S, [t] T) with m = t n 

and m' = t. This proves that e is well-defined, and it inherits all of the prop­
erties from (8.1) and (8.2), which completes the proof of the following. 

Proposition 8.3. There exists a bilinear, alternating, non-degenerate, Galois 
invariant pairing 

e : Jt(E) x It(E) ~ Jt(JI). 

Further, if ,p : E1 ~ E2 is an isogeny, then ,p and its dual isogeny ~ are ad joints 
for the pairing. 
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§9. The Endomorphism Ring 

Let ElK be an elliptic curve. We are interested in characterizing which rings 
may occur as the endomorphism ring of E. So far, the following information 
has been collected: 

(i) End(E) is a characteristic 0 integral domain of rank at most 4 over 7L 
«4.2c), (7.5»; 

(ii) End(E) possesses an anti-involution rP - ~ (6.2b, c, f); 
(iii) For rP E End(E), we have rP~ E 7L, rP~ ~ 0, and rP~ = 0 if and only if rP = 0 

«6.2a), (6.3». 

It turns out that any ring satisfying (i)-(iii) is of a very special sort. After 
giving the relevant definitions, we will give the general classification of rings 
satisfying (i)-(iii), which may then be applied to the particular case of End(E). 

Definition. Let .Yf" be a (not necessarily commutative) algebra, finitely gen­
erated over O. An order fJt of.Yf" is a subring of.Yf" which is finitely generated 
as 7L-module and which satisfies fJt ® 0 = .Yf". 

Example 9.1. Let .Yf" be a quadratic imaginary field and m its ring of integers. 
Then for each integer f > 0, the ring 7L + fm is an order of .Yf". (These are all 
the orders of .Yf". See exer. 3.18.) 

Definition. A quaternion algebra is an algebra of the form 

.Yf" = 0 + Oex + Op + Oexp 

with the multiplication rules 

Pex = -expo 

Remark 9.2. The quaternion algebras defined above are more properly called 
definite quaternion algebras over O. But since these are the only quaternion 
algebras that we will deal with in this book, we will generally drop the 
appellation "definite". 

Theorem 9.3. Let fJt be an integral domain of characteristic 0 having the 
following properties. 

(i) fJt has rank at most 4 (as a 7L-module). 
~ ..--..... 

(ii) fJt possesses an anti-involution ex - &. (I.e. ex + P = & + p, exp = p&, & = ex, 
andfor exE7L, & = ex.) 

(iii) For ex E fJt, ex& is a non-negative integer; and exlX = 0 if and only if ex = O. 

Then fJt is one of the following three sorts of rings. 

(a) fJt ~ 7L. 
(b) fJt is an order in a quadratic imaginary extension ofO. 
(c) fJt is an order in a quaternion algebra over O. 
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PROOF. Let f = 9t ® (\). Since 9t is finitely generated (as a Z-module), it 
suffices to show that either f = (\), f j(\) is a quadratic imaginary extension, 
or f j(\) is a quaternion algebra. We extend the anti-involution to f, and 
define a (reduced) norm and trace from f to (\) by 

Nrx = rxiX and Trx = rx + iX. 

We make several observations about the trace. First, since 

Trx = N(rx - 1) - Nrx - 1, 

Trx is in (\). Second, the trace is clearly (\)-linear. Third, if rx E (\), then Trx = 2rx. 
Finally, if rx E f satisfies Trx = 0, then 

0= (rx - rx)(rx - iX) = rx 2 - (Trx)rx + Nrx = rx2 + Nrx, 

so rx2 = - N rx. Thus for elements with Trx = 0, either rx = 0, or else rx 2 E (\) and 
rx 2 < 0. 

Now if f = (\), we are done. Otherwise we can choose some rx E f, rx "# (\). 
Replacing rx by rx - t Trx, we may assume Trx = 0. Then from above rx 2 < 0, 
so (\)(rx) is a quadratic imaginary field. If f = (\)(rx), we are again done. 

Assume now f "# (\)(rx), and choose 13 E f, 13 ¢ (\)(rx). As above, we may 
replace 13 by 

13 - t Tf3 - t(T(rxf3)jrx2)rx. 

Recalling that Trx = ° and rx 2 E (\)*, one immediately verifies that Tf3 = 
T(rxf3) = 0. In particular, 132 < 0. Further, writing 

Trx = Tf3 = T(rxf3) = ° as rx = -iX, f3 = -P, rxf3 = -PiX, 

we see by substituting the first two equalities into the third that 

rxf3 = - f3rx. 

Hence 

(\) [rx, f3] = (\) + (\)rx + (\)f3 + (\)rxf3 

is a quaternion algebra. It remains to prove that (\)[rx, f3] = f. To do this, it 
suffices to show that 1, rx, f3, rxf3 are (\)-linearly independent, since then (\) [rx, f3] 
and f will both have dimension 4 over (\). 

Suppose 

w + xrx + yf3 + zrxf3 = ° 
with w, x, y, Z E (\) not all zero. Taking traces yields 

2w = 0, so w = 0. 

Then multiplying by rx on the left and f3 on the right gives 

(xrx 2)f3 + (yf32)rx + zrx2 f32 = 0, 

contradicting the (\)-linear independence of 1, rx, f3. (Remember rx 2 , f32 E (\)*.) 
This completes the proof that f = (\) [rx, f3]. D 
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Corollary 9.4. The endomorphism ring of an elliptic curve is either 7L, an order 
in a quadratic imaginary field, or an order in a quaternion algebra. 

PROOF. As indicated above, we have proven all of the facts «4.2b), (6.2), (6.3), 
(6.5)) needed to apply (9.3) to End(E). D 

It turns out that if char(K) = 0, then End(E) ® (/) cannot be a quaternion 
algebra. We will give an analytic proof of this later (VI.6.1b). (See also 
exer. 3.18b.) On the other hand, if K is a finite field, then End(E) is always 
larger than 7L (IY.3.1), and there are always elliptic curves (defined over K) 
with End(E) non-commutative (IV.4.1c). The complete description of End(E) 
can be found in Deuring's comprehensive article [De 1]. 

The following definition and result will be used in the exercises. 

Definition. Let p be a prime (or (0), and let (/)p be the completion of (/) at p 
«(/)00 = IR). A quaternion algebra .Yt is said to split at p if 

.Yt ® (/)p ~ M2 «(/)p). 

(Here M2 is the algebra of 2 x 2 matrices.) Otherwise .Yt is ramified at p. 
Define the invariant of.Yt at p by 

if.Yt splits at p 

if.Yt ramifies at p. 

Theorem 9.5. (a) Let .Yt be a quaternion algebra. Then invp(.Yt) = 0 for all but 
finitely many p, and 

(Note that the sum includes p = 00.) 

(b) Two quaternion algebras .Yt and .Yt' are isomorphic (as (/)-algebras) if and 
only ifinvp(.Yt) = invp(.Yt')for all p. 

PROOF. This is a very special case of the fact that the central simple algebras 
over a field K are classified by the Brauer group Br(K) = H2(Gi./K' K*) 
([Se 9, X §5]), and the fundamental exact sequence from class field theory 
([Ta 3, §9.6]) 

where 

0--+ Br«(/)) --+ EB Br«(/)p) ~ (/)/7L --+ 0, 
p 

p 01= 00 

p = 00. 

Quaternion algebras (definite and indefinite) correspond to elements of exact 
order 2 in Br«(/)). 0 
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§10. The Automorphism Group 

If an elliptic curve is given by a Weierstrass equation, it is in general a 
non-trivial matter to determine the exact structure of its endomorphism ring. 
For the automorphism group, however, the situation is much simpler. 

Theorem 10.1. Let ElK be an elliptic curve. Then its automorphism group 
Aut(E) is a finite group of order dividing 24. More precisely, the order of 
Aut(E) is given by the following list: 

2 ifj(E) # 0, 1728 
4 ifj(E) = 1728 and char(K) # 2, 3 
6 ifj(E) = 0 and char(K) # 2, 3 

12 ifj(E) = 0 = 1728 and char(K) = 3 
24 ifj(E) = 0 = 1728 and char(K) = 2. 

PROOF. We restrict attention to the case char(K) # 2,3 (see (1.3) and (A.1.2c)). 
Then E is given by an equation 

E : y2 = x 3 + Ax + B, 

and every automorphism has the form 

for some uEK*. Such a substitution will give an automorphism of E if and 
only if 

u-4 A = A and u-6B = B. 

Hence if AB # 0 (so j(E) # 0, 1728), then the only possibilities are u = ± 1; 
while if B = 0 (j(E) = 1728) or A = 0 (j(E) = 0), then u satisfies respectively 
u4 = 1 or u6 = 1, so Aut(E) will be cyclic of order 4 or 6. 0 

It is worth remarking that the proof of (10.1) actually gives the structure of 
Aut(E) as a GK/K-module (at least for characteristic #2,3). We record this in 
the following corollary. 

Corollary 10.2. Let ElK be an elliptic curve over afield of characteristic #2, 
3, and let n = 2 (resp. 4, resp. 6) if j(E) # 0, 1728 (resp. j(E) = 1728, resp. 
j(E) = 0). Then as GK/K-modules, 

Aut(E) ~ J'n' 

PROOF. In proving (10.1), we showed that the map 

[ ]: J'n -+ Aut(E) 

is an isomorphism of abstract groups. But this map clearly commutes with 
the action of GK/K , and so it is an isomorphism of GK/K-modules. 0 
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EXERCISES 

3.1. Show that the polynomials 

X4 - b4 x2 - 2b6 x - bg and 4x3 + b2x2 + 2b4 x + b6 

appearing in the duplication formula (2.3d) are relatively prime if and only if the 
discriminant L\ of the corresponding Weierstrass equation is non-zero. 

3.2. (a) Find a triplication formula, analogous to the duplication formula given in 
(2.3). (I.e. Express x([3]P) as a rational function of x(P) and a1 , .•. , a6 .) 

(b) Use the result from (a) to show that if char(K) * 3, then E has a non-trivial 
point of order 3. Conclude that if gcd(m, 3) = 1, then em] * [0]. (Warning: 
This exercise probably requires a computer with a symbolic processor.) 

3.3. Assume char(K) * 3 and AEK*. Then the curve 

E: X 3 + y3 = AZ3 

has genus 1 (exer. 2.7), so together with the point 0 = [1, -1,0] it becomes an 
elliptic curve. 
(a) Show that three points of E add to 0 if and only if they are collinear. 
(b) If P = [X, y, Z] EE, show that 

-P = [Y, X, Z] 

and 

(c) Develop an analogous formula for the sum of two distinct points. 
(d) Prove that E hasj-invariant o. 

3.4. Referring to example (2.4), express each of the points P2 , P4 , Ps, P6 , P7 , Pg in the 
form [m]P1 + [n]P3 with m, nEll.. 

3.5. Let ElK be given by a singular Weierstrass equation. 
(a) Suppose that E has a node, and let the tangent lines at the node be 

y = lJ.iX + Pi' i = 1, 2. 
(i) If 1J.1 E K, prove that 1J.2 E K and 

Ens(K) ~ K*. 

(ii) If 1X1 ¢ K, prove that L = K(1J. 1 , 1J.2) is a quadratic extension of K. From 
(i), En.{K) c En.(L) ~ L*. Show that 

Ens(K) ~ {tEL*: NL/dt) = 1}. 

(b) Suppose that E has a cusp. Prove that 

Ens(K) ~ K+. 

3.6. Let C be a smooth curve of genus g, Po E C, and n ~ 2g + 1 an integer. Let 
{fO,fl, ... ,fm} be a basis for £'(n(Po» and 

t/J = [fo, ... ,fm]: C -+ pm 

the map determined by the/;'s. 
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(a) Prove that the image C' = rP(C) is a curve in pm. 
(b) Prove that the map rP: C -+ C' has degree 1. 
(c)* Prove that C' is smooth, and so that rP: C -+ C' is an isomorphism. 
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3.7. This exercise gives an elementary (highly computational) proof that the 
multiplication-by-m map has degree m2• We will assume char(K) oF 2, 3, and 
take an elliptic curve 

E : y2 = x3 + Ax + B. 

Define division polynomials I/Im E lL [A, B, x, y] inductively as follows: 

1/11 = 1, 

1/13 = 3x4 + 6Ax2 + 12Bx - A2, 

1/14 = 4y(x6 + SAX4 + 20Bx3 - SA2x 2 - 4ABx - 8B2 - A3), 

(m ~ 2), 

(m ~ 2). 

(One easily checks that the 1/12m's are polynomials.) Further define polynomials 
rPm and Wm by 

rPm = xl/l;, - I/Im+1 I/Im-1 

4ywm = I/Im+21/1;'-1 - I/Im-21/1;'+1' 

(a) Prove that I/Im' rPm' y-1wm (for m odd) and (2y)-11/1m, rPm, Wm (for m even) are 
polynomials in lL[A, B, x, y2]. Hence replacing y2 by x3 + Ax + B, we will 
treat them as polynomials in lL[A, B, x]. 

(b) As polynomials in x, show that 

rPm (x) = xm2 + lower order terms, 

I/Im(x)2 = m2x m2-1 + lower order terms. 

(c) If 11 = -16(4A3 + 27B2) oF 0, then rPm (x) and I/Im(x)2 are relatively prime 
polynomials (in K[x].) 

(d) Again assume 11 oF 0, so E is an elliptic curve. Let P = (xo, Yo) E E. Then 

[m]P = (::(~;2' ~(~~). 
(e) The map Em] : E -+ E has degree m2• 

3.8. (a) Let Ele be an elliptic curve. We will later show (VI.S.l.1) that there is a 
lattice Lee and a complex analytic isomorphism of groups elL ~ E(C). 
(N.B. This isomorphism is given by convergent power series, not by rational 
functions.) Assuming this, prove that 

deg[m] = m2 and E[m] ~ lLlmlL x lLlmlL. 

(b) Let ElK be an elliptic curve with char(K) = O. Using (a), prove that 
deg[m] = m2 • [Hint: If K can be embedded in e, there is no problem. 
Reduce to this case.] 
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3.9. Let ElK be an elliptic curve given by a homogeneous Weierstrass equation 
F(Xo, Xl' X 2) = O. (I.e. x = X oIX2 and y = XdX2 are Weierstrass coordinate 
functions.) Let PEE. 
(a) Show that [3] P = 0 if and only if the tangent line to E at P intersects E only 

at P. 
(b) Show that [3] P = 0 if and only if the Hessian matrix 

(W FloXioX) (P))O';;'i.j';;' 2 

has determinant O. 
(c) If char(K) #- 3, show that E[3] consists of 9 points. 

3.10. Let ElK be an elliptic curve with Weierstrass coordinate functions x, y. 
(a) Show that the map 

¢: E -> 1P3 

¢ = [1, x, y, x2 ] 

maps E isomorphically onto the intersection of two quadric surfaces in 1P3. 
In particular, if H c 1P3 is a hyperplane, then H n ¢(E) consists of 4 points 
(counted with appropriate multiplicity.) 

(b) Show that ¢(O) = [0,0,0,1], and the hyperplane {To = O} intersects ¢(E) at 
the single point ¢(O) with multiplicity 4. 

(c) Let P, Q, REE. Prove P + Q + R = 0 if and only if ¢(P), ¢(Q), ¢(R), ¢(O) 
are coplanar. 

(d) Let PEE. Prove that [4]P = 0 if and only if there exists a hyperplane 
He 1P3 such that H n ¢(E) = {P}. Show that if char K #- 2, then there are 
exactly 16 such points. 

(e) Assume char(K) #- 2. Show that after a linear change of variables (over K), 
E has a model of the form 

Tg + Ti = ToT3 

Tf + exTi = T2 T3· 

For what value(s) of ex is this model non-singular? 
(f) Using the model in (e) and the addition law described by (c), derive formulas 

for -P, P1 + P2, and [2]P analogous to those given in (2.3). 

3.11. Generalize exercise 3.10 as follows. Let ElK be an elliptic curve, and choose a 
basis f1' · .. ,fm for 2'(m(O)). Then for m ~ 3, the map 

¢: E -> IPm- 1 

maps E isomorphically onto its image (exer. 3.6). 
(a) Show that ¢(E) is a curve of degree m. (I.e. The intersection of ¢(E) and a 

hyperplane, counted with multiplicities, consists of m points.) [Hint: Find 
a hyperplane which intersects ¢(E) at the single point ¢(O), and show that 
it intersects with multiplicity m.] 

(b) Let P1 , ••• , Pm - 1 E E. Prove that P1 + ... + Pm - 1 = 0 if and only if ¢(P1), 

... , ¢(Pm - 1), ¢( 0) lie in a hyperplane. (Note that if some of the P;'s coincide, 
then we require the hyperplane to intersect ¢(E) with correspondingly 
higher multiplicity.) 
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(c)* Let PeE. Show that [m]P = 0 if and only if there is a hyperplane 
He pm-1 such that H n,p(E) = {Pl. If char(K) = 0 or char(K) > m, 
prove that there are exactly m2 such points. Deduce that deg[m] = m2• 

3.12. Let m ~ 2 be an integer, prime to char(K) if char(K) > o. Prove that the natural 
map 

Aut(E) -+ Aut(E[m]) 

is injective except for m = 2, when the kernel is ± 1. (Do not use (10.1).) 

3.13. Generalize (4.12) as follows. Let CIK be a smooth curve, and let Isom(C) denote 
the group of isomorphisms from C to itself. (E.g. If C is an elliptic curve, then 
Isom(C) contains translation maps and [± 1].) Let <I> be a finite subgroup of 
Isom(C). 
(a) Prove that there exists a unique smooth curve C'IK and a finite separable 

morphism,p: C -+ C' such that ,p*K(C') = K(C)Ib. (Here K(C)1b denotes the 
subfield of K(C) fixed by <1>, where an element lXe<l> acts on K(C) by 
IX*: K(C) -+ K(C).) 

(b) Let P e C. Prove that 

ep(,p) = #{lXe<l>:IXP = Pl. 

(c) Prove that ,p is unramified if and only if every non-trivial element of <I> has 
no fixed points. 

(d) Express the genus of C' in terms ofthe genus of C, #<1>, and the fixed points 
of the elements of <1>. 

(e)* Suppose that C is defined over K, and that <I> is Gi/K"invariant. (I.e. If IX e <1>, 
then IXO" e<l> for all ere GK/K .) Prove that it is possible to find a C' so that C' 
and ,p are defined over K. Further, show that C' is then unique up to 
isomorphism over K. 

3.14. Use the non-degeneracy of the Wei! pairing to give a quick proof that the map 

Hom(E1, E2) -+ Hom(1t(E1), 1(E2» 

is injective. (Note this is not as strong as (7.4).) 

3.15. Let ,p: E1 -+ E2 be an isogeny of degree m, with m prime to char(K) if 
char(K) > O. 
(a) Mimic the construction in section 8 to construct a pairing 

e; : ker,p x ker J -+ I'm. 

(b) Prove that e; is bilinear, non-degenerate, and Galois invariant. 
(c) Prove that e~ is compatible, in t~e sense that if t/I : E2 -+ E3 is another 

isogeny, P e ker(t/I 0 ,p), and Q e ker(,p), then 

e",o;(P, Q) = e",(,pP, Q). 

3.16. Alternative Definition of the Wei! Pairing. Let E be an elliptic curve. We define a 
pairing 

em: E[m] x E[m] -+ I'm 

as follows: Let P, Q e E[m], and choose divisors Dp , DQ in DivO(E) which add to 
P and Q respectively. (I.e. er(Dp) = P and er(DQ) = Q, where er is as in (3.4a).) We 
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further assume that Dp and DQ are chosen with disjoint supports. Since P and Q 
have order m, there are functions fp, fQEK(E) such that 

div(fp) = mDp and div(fQ) = mDQ. 

Then we define 

(See exer. 2.10 for the definition of the value of a function at a divisor.) 
(a) Prove that em(p, Q) is well-defined. 
(b) Prove that em(p, Q)Ellm. 
(c)* Prove that em = em, where em is the Weil pairing defined in section 8. [Hint: 

Use Weil reciprocity, exer. 2.11.] 

3.17. Let:fl be a quaternion algebra. Show that :fl is ramified at 00. [Hint: M2(1R) 
contains zero-divisors.] 

3.18. Let ElK be an elliptic curve, and assume that :fl = End(E) ® 0) is a quaternion 
algebra. 
(a) Prove that if p #- 00 and p #- char(K), then :fl splits at p. [Hint: Use (7.4).] 
(b) Prove that char(K) > o. [Hint: Use exer. 3.17 and (9.5a).] 
(c) Prove that:fl is the unique quaternion algebra ramified at precisely 00 and 

char(K). 
(d)* Prove that End(E) is the maximal order in :fl. (I.e. The integral closure of 

7L in :fl.) 

3.19. Let:fl be a quaternion algebra. 
(a) Show that :fl ® 0 ~ M2 (O). 
(b) Show that :fl ® :fl ~ M4(0). (This proves that :fl has order 2 in Br(O).) 

[Hint: First show that :fl ®:fl is simple (i.e. has no two-sided ideals.) Then 
prove that the map 

:fl ® :fl -+ End(:fl), a ® b -+ (x -+ axb) 

is an isomorphism.] 

3.20. Let :fl be a quadratic imaginary field with ring of integers f!). Show that the 
orders of:fl are precisely the rings 7L + ff!) for integers f > O. The integer f is 
called the conductor of the order. 

3.21. Let ClK be a curve of genus 1. For any point 0 E C, we can associate to the 
elliptic curve (C, 0) itsj-invariantj(C, 0). This exercise sketches a proof that the 
valuej(C, 0) is independent of the choice of the basepoint o. Thus we can assign 
a j-invariant j( C) to any curve C of genus 1. (We assume that char(K) #- 2. The 
result is still true for char(K) = 2, but the method of proof must be modified and 
the ensuing algebra is more complicated.) 
(a) Choose a Legendre equation 

y2 = x(x - 1)(x - A) 

for the elliptic curve (C, 0). Show that the map x: C -+ pl has degree 2 and 
is ramified exactly over the points {O, 1, A, oo}. 

(b) Let 0' E C be another point, and choose a Legendre equation 

w2 = z(z - 1)(z - /1) 
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for (C, 0'). Let -r : C --> C be the translation-by-O' map on the elliptic curve 
(C,O). Show that there are constants aEK and bEK* such that -r*(z) = 

a + bx. [Hint: Look at the divisor of -r*(z).] 
(c) Let f: [p>1 --> [p>1 be the map f(t) = a + bt. Prove the f maps the set {O, 1, A} 

bijectively to the set {O, 1, J1}. [Hint: Compare the ramification of the maps 
zo-r andfox.] 

(d) Show that 

J1E {A, I/A, 1 - A, 1/(1 - A), A/(1 - A), (A - 1)/A}. 

[Hint: Consider the six ways of matching {O, 1, A} with {O, 1, J1}.] 
(e) Deduce that j(C, 0) = j(C, 0'). [Hint: Show that the formula for j(E;) in 

(1.7b) does not change if A is replaced by any of the six expressions given 
in (d).] 

3.22. Let C be a curve of genus 1 defined over K. 
(a) Prove that j( C) E K. 
(b) Prove that C is an elliptic curve over K if and only if C(K) #- 0. 
(c) Prove that C is always isomorphic (over K) to an elliptic curve defined over 

K. 

3.23. Deuring Normal Form. The following normal form for a Weierstrass equation is 
sometimes useful when dealing with elliptic curves over (algebraically closed) 
fields of arbitrary characteristic. 
(a) Let E/ K be an elliptic curve, and assume that either char(K) #- 3 or j(E) #- O. 

Prove that E has a Weierstrass equation over K of the form 

E:y2+IXXy+Y=X3, IXEK. 

(b) For the Weierstrass equation given in (a), show that (0, 0) E E[3]. 
(c) For what value(s) of IX is the equation singular? 
(d) Verify that 

j(E) = 1X3(1X3 - 24)3/(1X3 - 27). 

3.24. Let E/K be an elliptic curve with complex multiplication over K (i.e. EndK(E) is 
strictly larger that 2.) Prove that for all primes t #- char(K), the action of GK/K 

on the Tate module 1{(E) is abelian. [Hint: Use the fact that the non-trivial 
endomorphisms in EndK(E) commute with the action of GK/K .] 



CHAPTER IV 

The Formal Group of an Elliptic Curve 

Let E be an elliptic curve. In this chapter we start by studying an "in­
finitesimal" neighborhood of E centered at its origin O. In other words, we 
look at the local ring K[EJo, and take the completion of this ring at its 
maximal ideal. This leads to a power series ring in one variable, say K [z], for 
some uniformizer z at o. We can then express the Weierstrass coordinates x 
and y as formal Laurent power series in z. Further, we can write down a 
power series F(Zl' z2)eK[z1> Z2] which formally gives the group law on E. 
Such a power series, which might be described as a "group law without any 
group elements", is an example of a formal group. In the remainder of the 
chapter we study in some detail the principal properties of arbitrary (one­
parameter) formal groups. The advantage of suppressing all mention of the 
elliptic curve which motivated this study in the first place is that working 
with formal power series tends to be fairly easy. Then, of course, having 
obtained results for arbitrary formal groups, we can apply them in particular 
to the formal group associated to our original elliptic curve. 

§ 1. Expansion around 0 

In this section we investigate the structure of an elliptic curve and its addition 
law "close to the origin". To do this it is convenient to make a change of 
variables, so let 

z = -~ and w = -! (so x = .:.. and y = _..!:..). 
y y w w 

The origin 0 on E is now the point (z, w) = (0, 0), and z is a local uniformizer 
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at 0 (i.e., z has a zero of order 1 at 0.) The usual Weierstrass equation for E 
becomes 

w = Z3 + a1 zw + a2z2w + a3 w2 + a4zw2 + a6w3 (= f(z, w)). 

The idea now is to substitute this equation into itself recursively so as to 
express w as a power series in z. Thus 

w = Z3 + (alz + a2z2)w + (a3 + a4z)w2 + a6w3 

= Z3 + (a 1 z + a2z2) [Z3 + (a l z + a2z2)w + (a3 + a4z)w2 + a6 w3J 
+ (a3 + a4z) [Z3 + (a l z + a2z2)w + (a3 + a4z)w2 + a6 W3J2 

+ a6[z3 + (alz + a2z2)w + (a3 + a4z)w2 + a6 w3J3 

= Z3 + al Z4 + (ai + a2)z5 + (af + 2al a2 + a3)z6 

+ (at + 3aia2 + 3al a3 + a~ + a4)z7 + ... 
= z3(1 + Alz + A2Z2 + ... ), 

where AnEZ[al , ... , a6J is a polynomial in the coefficients of E. Of course, 
we must show that this procedure actually converges to a power series 
w(z) E Z [a 1 , ••• , a6J [z], and naturally we want the equality 

w(z) = f(z, w(z)) 

to hold in the power series ring. 
To more precisely describe the algorithm for producing w(z), define a 

sequence of polynomials by 

11 (z, w) = I(z, w) and fm+1 (z, w) = Im(z,f(z, w). 

Then we take 

w(z) = Limfm(z, 0) 

provided this limit makes sense in Z[a l , ... , a6J [z]. 

Proposition 1.1. (a) The procedure described above gives a power series 

w(z) = z3(1 + Alz + A2Z2 + "')EZ[al' ... , a6J[z]. 

(b) w(z) is the unique power series satisfying 

w(z) = f(z, w(z)). 

(c) If Z[a l , ... , a6J is made into a graded ring by assigning weights wt(ai) = i, 
then An is a homogeneous polynomial of weight n. 

PROOF. Parts (a) and (b) are really special cases of Hensel's lemma, which we 
prove below (1.2). To prove the present proposition, use (1.2) with 
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R = Z[a 1 , ••• , a6][z], 1= (z), 

F(w) = f(z, w) - w, a = 0, oc = 1. 

Finally, to prove (c) we assign weights to z and w, 

wt(z) = -1 and wt(w) = - 3. 

Then one sees that f(z, w) is homogeneous of weight - 3 in the graded ring 
Z[al' ... , a6' z, w], hence by an easy induction so is every fm(z, w). In 
particular, 

fm(z, 0) = z3(1 + Bl z + B2Z2 + ... + BNZN) 

is homogeneous of weight - 3, so each BII is homogeneous of weight n in 
Z[ah ... , a6]' Hence the Ali's have the same property, since fm(z, 0) converges 
to w(z) as m ~ 00. 0 

Lemma 1.2 (Hensel's Lemma). Let R be a ring which is complete with respect 
to some ideal I c R, and let F(w)eR[w] be a polynomial. Suppose that aeR 
satisfzes (for some integer n ~ 1) 

F(a)eJII and F'(a)eR*. 

Thenjor any oceR satisfying oc == F'(a) (mod I), the sequence 

Wo =a 

converges to an element b E R satisfying 

F(b) = 0 and b == a (mod JII). 

If R is integral domain, then these conditions determine b uniquely. 
(We remark that Hensel's lemma is usually proven for complete local rings, 
and generally one uses Newton's iteration Wm+l = Wm - F(wJ/F'(wm). For 
this reason, we include a quick proof of (1.2).) 

PROOF. To ease notation, we replace F(w) by F(w + a)/oc, so we are now 
dealing with the recursion 

Wo =0, F'(O) == 1 (mod I), 

Since F(O) e III, it is clear that if we JII, then w - F(w) is also in III. It follows 
that 

for all m ~ O. 

We now show by induction that 

Wm == Wm-l (mod Im+lI) for all m ~ O. 

For m = 0, this just says F(O) == 0 (mod 111), which is one of our initial as­
sumptions. Assume now that this congruence is true for all integers less than 
m. Let X and Y be new variables, and factor 
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F(X) - F(Y) = (X - Y)(F'(O) + XG(X, Y) + YH(X, Y)) 

with polynomials G, H ER[X, YJ. Then 

Wm+l - Wm = (wm - F(wm)) - (wm- l - F(wm- l )) 

= (wm - wm- l ) - (F(wm) - F(wm- l )) 

= (wm - wm- l )[1 - F'(O) - wmG(wm, wm- l ) 
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- Wm- l H(wm, Wm-l)] E /m+n. 

Here the last line follows from the induction hypothesis and the fact that 
F'(O) == 1 (mod /) and Wm, Wm- l EI". This proves that Wm - Wm- l E/m+n for all 
m~O. 

Since R is complete with respect to I, it follows that the sequence Wm 

converges to an element bE R; and since every wm E I", bE I" also. Further, 
taking the limit of the relation Wm+1 = Wm - F(wm) as m ---.00 yields 
b = b - F(b), so F(b) = O. 

Finally, to show uniqueness (under the assumption that R is an integral 
domain), suppose that also eEI" and F(e) = O. Then 

o = F(b) - F(e) = (b - e)(F'(O) + bG(b, e) + eH(b, e». 

If b "" c, then F'(O) + bG(b, c) + cH(b, c) = O. But bG(b, c) + cH(b, c)EI, so it 
would follow that F'(O)EI. This contradiction shows that b = c. 0 

Using the power series w(z) from (1.1), we find Laurent series for x and y, 

z 1 al 2 
x(z) = - = - - - - a2 - a3z - (a4 + al a3)z -'" 

w(z) Z2 Z 

-1 1 al a2 
y(z) = -) = -3" + """2 + - + a3 + (a4 + al a3)z + .... 

w(z z z z 

Similarly the invariant differential has an expansion 

w(z) = (1 + al z + (ai + a2)z2 + (a~ + 2al a2 + a3)z3 

+ (at + 3aia2 + 6a l a3 + a~ + 2a4)Z4 + ···)dz. 

We note that the series x(z), y(z), and w(z) have coefficients in ZEal' ... , a6]. 
This is clear for x(z) and y(z); while for w(z) it follows from the two 
expressions 

which show that any denominator is simultaneously a power of 2 and a 
power of3. 
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Now the pair (x(z), y(z)) provides a "formal solution" to the Weierstrass 
equation 

that is, a solution in the field of formal power series. If E is defined over a field 
K, we might try to produce points of E by taking Z E K and looking at 
(x(z), y(z)). In general, there is no obvious way to attach a meaning to an 
infinite series such as x(z). But if K is a complete local field with ring of 
integers R and maximal ideal .It, and if the coefficients satisfy ai E R, and if 
zE.It, then the power series x(z) and y(z) will converge to give a point of 
E(K). This gives an injection (the inverse is z = -x(z)/y(z)) 

.It --. E (K), 

and it is easy to characterize the image as those (x, y) with x-1 E.It. This map 
will be a key tool when we study elliptic curves over local fields in chapter 
VII. 

Returning now to formal power series, we look for the power series for­
mally giving the addition law on E. Thus let Z1' Z2 be independent indetermi­
nates, and let Wi = W(Zi) for i = 1, 2. In the (z, w)-plane, the line connecting 
(Z1' wl ) to (Z2' W2) has slope 

Note that A. has no constant or linear term. Letting 

v = V(Z1' Z2) = Wl - AZ l E Z[a l ,··., a6] [Zl' Z2], 

the connecting line has equation W = AZ + v. Substituting this into the 
Weierstrass equation gives a cubic in z, two of whose roots are Z1 and Z2' 

Looking at the quadratic term, we see that the third root (say Z3) can be 
expressed as a power series in Zl and Z2' 

Z3 = Z3(Z1, Z2) 

alA + a3 A2 - a2v - 2a4 Av - 3a6 A2v 
= -Zl - Z2 + 2 3 

1 + a2A + a4 A + a6 A 

E ZEal, ... , a6J[ Z l' Z2]' 

For the group law on E, the points (Zl' wl ), (Z2' w2), (Z3' W3) add up to zero. 
Thus to add the first two, we need the formula for the inverse. In the (x, y)­
plane, the inverse of (x, y) is (x, - y - a l x - a3 ). Hence the inverse of (z, w) 
will have z-coordinate (remember Z = - x/y) 

i(z) = x(z) 
y(z) + a l x(z) + a3 

This gives the formal addition law 
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= Zl + Z2 - al z l z2 - a2(zi z2 + zlzD 

- (2a3zIz2 - (a l a2 - 3a3)ziz~ + 2a3zlz~) + ... 

E Z[a l ,.··, a6J [Zl' Z2]. 

From the corresponding properties for E we deduce that F(zu Z2) satisfies 

F(Zl' Z2) = F(Z2' Zl) 

F(Zl' F(Z2' z)) = F(F(Zl' Z2), z) 

F(z, i(z)) = 0 

(commutativity) 

(associativity) 

(inverse). 

The power series F(z l' z 2) might be described as "a group law without any 
group elements". Such objects are called formal groups. We could now con­
tinue with the study of the particular formal group coming from our elliptic 
curve, but since it is little more difficult to analyze arbitrary (one-parameter) 
formal groups, and in fact the abstraction tends to clarify the situation, we 
will take the latter approach. The reader should, however, keep the example 
of an elliptic curve in mind when reading the rest of this chapter. 

§2. Forma! Groups 

Let R be a ring. 

Definition. A (one-parameter commutative) formal group l7 defined over R is a 
power series F(X, Y)ER[X, Y] satisfying: 

(a) F(X, Y) = X + Y + (terms of degree ~ 2). 
(b) F(X, F(Y, Z» = F(F(X, Y), Z) (associativity). 
(c) F(X, Y) = F(Y, X) (commutativity). 
(d) There is a unique power series i(T)ER[T] such that F(T, i(T)) = 0 

(inverse). 
(e) F(X, 0) = X and F(O, Y) = Y. 

We call F(X, Y) the formal group law of l7. 

Remark 2.1. It is in fact easy to show that (a) and (b) imply (d) and (e) (exer. 
4.1). It is also true that (a) and (b) imply (c) provided that R has no torsion nil­
po tents (see exer. 4.2b), but we will only prove this below if char(R) = o. 

Definition. Let (l7, F) and (<;§, G) be formal groups defined over R. A homo­
morphism from l7 to <;§ defined over R is a power series (with no constant 
term) f(T)E R[T] satisfying 

f(F(X, Y)) = G(f(X),f(Y)). 
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~ and <'§ are isomorphic over R if there are homomorphisms f : ~ -+ <'§ and 
g : <'§ -+ ~ defined over R with 

f(g(T)) = g(f(T)) = T. 

Example 2.2.1. The formal additive group, denoted Ga , is given by 

F(X, Y) = X + Y. 

Example 2.2.2. The formal multiplicative group, denoted Gm , is given by 

F(X, Y) = X + Y + XY = (1 + X)(l + Y) - 1. 

Example 2.2.3. Let E be an elliptic curve given by a Weierstrass equation 
with coefficients in R. The formal group associated to E, denoted E, is given 
by the power series F(Zl' Z2) described in section 1. 

Example 2.2.4. Let (~, F) be a formal group. We can define homomorphisms 

[m]:~-+~ 

inductively for mE lL by 

[0] (T) = 0 [m + 1] (T) = F([m] (T), T) 

[m - l](T) = F([m] (T), i(T)). 

One easily checks (by induction) that Em] is a homomorphism. We call Em] 
the multiplication-by-m map. The following elementary proposition, which 
explains when Em] is invertible, will be of great importance. (The progression 
is (2.3) => (3.2b) => (VII.3.1), and the latter provides a key fact for the proof of 
the weak Mordell-Weil theorem (VIII. 1.1).) 

Proposition 2.3. Let ~ be a formal group over R, and let mE lL. 

(a) Em] (T) = mT + (higher order terms). 
(b) IfmER*, then [m]: ~ -+ ~ is an isomorphism. 

PROOF. (a) For m ~ 0 this is a trivial induction using the recursive definition 
of Em] and the fact that F(X, Y) = X + Y + .... Then, from 

0= F(T, i(T» = T+ i(T) + "', 
we see that i(T) = - T + ... ; and now the downward induction for m < 0 is 
also clear. 

(b) This follows from (a) and the following lemma, which we will have 
occasion to use several times. 0 

Lemma 2.4. Let a E R * and f( T) E R [T] a power series starting 

f(T) = aT+ .... 
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Then there is a unique power series g(T)ER[T] such that f(g(T)) = T. It 
further satisfies g(f(T)) = T. 

PROOF. We construct a sequence of polynomials gn(T)ER[TJ satisfying 

f(gn(T)) == T(mod m+1) and gn+I(T) == gn(T)(mod Tn+1). 

Then g(T) = Lim gn(T) exists and clearly satisfies f(g(T)) = T. 
To start the induction, let gl (T) = a-I T. Now suppose gn-l (T) has been 

constructed. We look for AER so that 

has the desired property. We compute 

f(giT)) = f(gn-I(T) + ATn) 

== f(gn-I(T)) + aATn (mod m+1) 

== T + bTn + aATn (mod Tn+l) 

for some bER by the induction hypothesis. It thus suffices to take A = -bla, 
which is in R because a E R*. This shows that g(T) exists. 

Next, applying g to f(g(T)) = T gives g(f(g(T))) = g(T). This is an iden­
tity in the power-series ring R[g(T)], so g(f(T)) = T. Finally, if f(h(T)) = T, 
then 

g(T) = g(f(h(T)) = (g 0 f)(h(T)) = h(T), 

which shows that g(T) is unique. o 

§3. Groups Associated to Formal Groups 

In general a formal group is merely a group operation, with no actual under­
lying group. But if the ring R is local and complete, and if the variables are 
assigned values in the maximal ideal of R, then the power series giving the 
formal group will converge. In this section we give some basic facts about the 
resulting group. The following notation will be used: 

R a complete local ring 
.It the maximal ideal of R 
k the residue field RI.It 
!F a formal group defined over R, with formal group law F(X, Y). 

Definition. The group associated to !FIR, denoted !F(.It), is the set .It with 
the group operations 

x ffij< Y = F(x, y) 

8j<x = i(x) 

(addition) 

(inverse) 

for x, Y E.It, 

for xE.It. 
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Similarly, for n ~ 1, ff(Jt") is the subgroup of ff(Jt) consisting of the set Jt". 
Since R is complete, the power series F(x, y) and i(x) converge in R for 

x, y E Jt; and then the axioms for a formal group immediately imply that 
ff(Jt) is a group and ff(Jt") a subgroup. 

Example 3.1.1. The additive group (ja(Jt) is just Jt with its usual addition 
law. Notice the exact sequence (of additive groups) 

o --+ (jAJt) --+ R --+ k --+ o. 

Example 3.1.2. The multiplicative group (jm(Jt) is the group of I-units (i.e. 
1 + Jt) with its usual multiplication. Notice we again have an exact sequence 

o --+ (jm(Jt) --+ R * --+ k* --+ o. 

Example 3.1.3. Let P. be the formal group associated to an elliptic curve EjK 
(2.2.3), where K is the quotient field of R. As we noted in section 1, the power 
series x(z) and y(z) give a map 

Jt --+ E(K) 

z --+ (x(z), y(z». 

From the way the power series for P. was defined, this map gives a homo­
morphism of p.(Jt) to E(K). As we will see in chapter VII, there is often an 
exact sequence 

o --+ P.(Jt) --+ E(K) --+ E(k) --+ 0, 

where E is a certain elliptic curve defined over the residue field k. In this way 
the study of E(K) is reduced to the study of the formal group P. and the study 
of an elliptic curve over a smaller (so hopefully simpler) field. 

Proposition 3.2. (a) For each n ~ 1, the map 

ff(Jt")jff(Jt"+l) --+ Jt"jJt"+l 

induced by the identity map on sets is an isomorphism of groups. 
(b) Let p be the characteristic of k (p = 0 is allowed). Then every torsion 
element of ff(Jt) has order a power of p. (See section 6 for a more precise 
description.) 

PROOF. (a) Since the underlying sets are the same, it suffices to show that the 
map is a homomorphism. But for x, y E Jt", 

x Ei1j'" y = F(x, y) = x + y + ... 
== x + y (mod Jt2"). 

(b) We give two proofs of this important fact. Multiplying an arbitrary tor­
sion element by an appropriate power of p, it suffices to prove that there are 
no non-zero torsion elements of order prime to p. Thus let m ~ 1 be prime to 
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p (arbitrary if p = 0) and XE~(vIt) an element with [m](x) = O. We must 
show x = O. 

First, since m is prime to p, we see that m¢vIt. Hence from (2.3b), em] is an 
isomorphism of the formal group ~/R to itself, so it induces an isomorphism 

em] : ~(vIt) ~ ~(vIt). 

In particular, it has trivial kernel, so x = O. 
For the second proof, we assume that R is Noetherian. We show induc­

tively that x E vIt" for all n ~ 1, which implies x = 0 from Krull's theorem 
([A-M, Corollary 10.20]). By assumption, XEvIt. Suppose X EvIt". Look at 
the image x of x in ~(vIt")/~(vltn+1). On the one hand, x has order dividing 
m. On the other hand, ~(vIt")/~(vIt"+1) has only p-torsion, since from (a) it is 
isomorphic to the k vector space vltn/vIt" + 1. Hence x = 0, so XEvIt"+l as 
desired. 0 

§4. The Invariant Differential 

We return to the study of a formal group ~ defined over an arbitrary ring R. 
In such a formal setting, a differential form is simply an expression P(T) dT 
with P(T) E R[T]. Of particular interest are those differential forms which 
respect the group structure of ~. 

Definition. An invariant differential on ~/R is a differential form 

w(T) = P(T)dTER[T] dT 

satisfying 

w 0 F(T, S) = w(T). 

[In other words, satisfying 

P(F(T, S))Fx(T, S) = P(T), 

where Fx(X, Y) is the partial derivative of F with respect to the first variable.] 
An invariant differential as above is said to be normalized if P(O) = 1. 

Example 4.1.1. On the additive group qja, an invariant differential is w = dT. 

Example 4.1.2. On the multiplicative group qjm, an invariant differential is 

w = (1 + T)-1 dT = (1 - T + T2 - ... ) dT. 

Proposition 4.2. Let ~ / R be a formal group. There exists a unique normalized 
invariant differential on ~ / R, given by the formula 

w = Fx(O, T)-l dT. 

Every invariant differential on ~ fR is of the form aw for some a E R. 
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PROOF. Suppose P(T)dTis an invariant differential on !F/R. Thus 

P(F(T, S))Fx(T, S) = P(T). 

Putting T = ° (remember F(O, S) = S) gives 

P(S)Fx(O, S) = P(O). 

Since Fx(O, S) = 1 + ... , we see that P(T) is determined by P(O), and every 
possible invariant differential is of the form aw with a E Rand 

w(T) = Fx(O, T)-l dT. 

Since this w is normalized, it only remains to show that it is invariant. 
Thus we must show that 

To prove this, differentiate the associative law 

F(U, F(T, S)) = F(F(U, T), S) 

with respect to U to obtain (chain rule!) 

Fx(U, F(T, S)) = Fx(F(U, T), S)Fx(U, T). 

Now putting U = ° (note F(O, T) = T) yields 

Fx(O, F(T, S)) = Fx(T, S)Fx(O, T), 

which is the desired result. D 

Corollary 4.3. Let ff, r§/R be formal groups with normalized invariant dif­
ferentials w:!!" w'§. Let f: ff --+ r§ be a homomorphism. Then 

(Here f'(T) is the formal derivative of the power series, obtained by differen­
tiating f(T) term by term.) 

PROOF. Let F(X, Y), G(X, Y) be the formal group laws for ff and r§. We 
verify that w'! 0 f is an invariant differential on ff: 

w'§ 0 f(F(T, S)) = w'§(G(f(T),f(S))) since f is a homomorphism 

= w'§ 0 f(T) since w'§ is invariant for r§. 

Hence from (4.2), w'§ 0 f equals aw.~. Comparing initial terms gives a = f'(0). 

o 

Corollary 4.4. Let ff / R be a formal group and p E Z a prime. Then there are 
power series f(T), g(T)E R[T] such that 

[pJ(T) = pf(T) + g(TP). 
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PROOF. Let w(T) be the normalized invariant differential on fF. From (2.3a) 
we have [p]'(O) = p, so (4.3) implies that 

pw(T) = w 0 [p](T) = (1 + ... ) [p]'(T)dT. 

Since the series (1 + ... ) is invertible in R[T], it follows that 
[p]'(T)EpR[T]; hence every term aT" in the series [p](T) satisfies either 
a E pR or pin. 0 

Example 4.5. Let E be the formal group associated to an elliptic curve (2.2.3). 
Then in terms of the coefficients of a Weierstrass equation for E, one finds 

[2](T) = 2{T - a2 T3 + ... } + { -a1 T2 + (al a2 - 7a3)T4 + ... }, 
[3](T) = 3{T - a1 T2 + (4a1a2 - 13a3)T4 + ... } + {(ai - 8a2)T3 + ... }. 

§5. The Formal Logarithm 

By integrating an invariant differential, one might hope to obtain a homo­
morphism to the additive group. Unfortunately, integration tends to intro­
duce denominators, but at least in characteristic 0 we can proceed fairly well. 

Definition. Let R be a ring of characteristic 0, K = R ® Q, and fF IRa formal 
group. Let 

w(T) = 1 + Cl T + C2 T2 + c3 T3 + ... dT 

be the normalized invariant differential on fFIR. The formal logarithm of 
!F / R is the power series 

10gF(T) = f w(T) = T + i T2 + C; T3 + .. ·EK[T]. 

The formal exponential of !FIR is the unique power series eXPF(T)EK[T] 
satisfying 

10gF 0 eXPF(T) = eXPF ologF(T) = T. 

(Note eXPF exists and is unique from (2.4).) 

Example 5.1. The formal group law and invariant differential of the formal 
multiplicative group fF = Gm are 

FF(X, Y) = X + Y + XY and wF(T) = (1 + T)-1 dT. 

Thus its formal logarithm and exponential are given by 

10gF(T) = f (1 + T)-1 dT = "~1 (- 1 )"-1 T" In 
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and 
00 

expg;-(T) = L Tn/n!. 
n=l 

(Remember that the "identity" is at T = 0, so in terms of the usual series these 
series are 10g(1 + T) and eT - 1.) 

Proposition 5.2. Let .fF / R be a formal group with char(R) = O. Then 

logg;- : .fF ~ Ga 

is an isomorphism of formal groups over K = R ® 10. (N.B. Due to the de­
nominators in logg;-, it is not in general an isomorphism over R.) 

PROOF. Let w(T) be the normalized invariant differential on .fF /R. Thus 

w(F(T, S» = w(T). 

Integrating this with respect to T gives 

logg;-F(T, S) = logg;-(T) + f(S) 

for some "constant of integration" f(S) E K [S]. Taking T = 0 shows that 
I(S) = logg;-(S), which proves that logg;- is indeed a homomorphism. Its 
inverse is expg;-, so logg;- is an isomorphism. 0 

Application 5.3. Suppose R is a ring of characteristic 0 and F(X, Y) E R [X, Y] 
is a power series satisfying 

F(X, F(Y, Z» = F(F(X, Y), Z), F(X,O) = X, F(O, Y) = Y. 

We note that in constructing the invariant differential, formal logarithm, and 
formal exponential, and in proving their basic properties, we used only these 
three facts about F(X, Y). Thus letting K = R ® 10, we have shown the 
existence of power series 10g(T), exp(T) E K[T] such that 

F(X, Y) = exp(log(X) + 10g(Y». 

In particular, we see that F(X, Y) = F(Y, X). In other words, every one­
parameter formal group in characteristic 0 is automatically commutative. 
(For a more precise statement, see exer. 4.2b.) 

For certain applications it is useful to have a bound for the denominators 
appearing in log and expo For the former, it is clear from the definition, while 
for the latter we use the following calculation. 

Lemma 5.4. Let R be a ring with char(R) = 0, and let 

00 a 
f(T) = L ~Tn 

n=l n! 

be a power series with an E R and alE R *. Then the unique power series satisfy-
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ing f(g(T» = T (cf. 2.4) can be written 

g(T) = f b~ Tn 
n=l n. 

with bnER. 

PROOF. Differentiating f(g(T)) = T gives 

f'(g(T»g'(T) = 1; 

so evaluating at T = 0 shows that 

bl = g'(O) = 1/1'(0) = 1/al ER*. 

Differentiating again yields 

f'(g(T»g"(T) + f"(g(T))g'(T)2 = O. 

123 

Now repeated differentiation will show that for every n ~ 2, f'(g(T»g(n)(T) 
can be expressed as a polynomial (with integer coefficients) in the variables 
j<i)(g(T», 1 ~ i ~ n, and gW(T), 1 ~j ~ n - 1. Hence evaluating at T = 0 
expresses a l bn as a polynomial in ai' ... , an, bl , ... , bn- l . Since ai' bl E R*, an 
easy induction now shows that every bn E R. 0 

Proposition 5.5. Let R be a ring with char(R) = 0, and let ~ /R be a formal 
group. Then 

00 a 00 b 
10gjO(T) = L --.!!. Tn and expjO(T) = L --.!!. Tn 

n=l n n=l n! 

PROOF. The expression for 10gjO follows directly from the definition, and then 
the above lemma (5.4) shows that expjO has the desired form. 0 

§6. Formal Groups over Discrete Valuation Rings 

Let R be a complete local ring with maximal ideal .It, and let ~ /R be a 
formal group. As we have seen (2.2b), the associated group ~(.It) has no 
torsion of order prime to p = char(R/.It). We now analyze more closely the 
p-primary torsion for the case of discrete valuation rings. 

Theorem 6.1. Let R be a discrete valuation ring which is complete with respect 
to its maximal ideal.lt, let p = char(R/.It), and let v be the valuation on R. Let 
~ /R be a formal group, and suppose that x E ~(.It) has exact order pn for some 
n ~ 1. (I.e. [pnJ (x) = 0 and [pn-l J (x) :I: 0.) Then 

v(p) 
v(x) ~ I. pn _ pn 
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PROOF. The statement is automatic (and uninteresting) if char(R) :f: 0 or 
p = 0, since then v(p) = 00. We assume this is not the case. From (4.4), we 
know that 

[p] (T) = pf(T) + g(T"); 

and from (2.3a), f(T) = T + .... We prove the theorem by induction on n. 
Suppose x :f: 0 and [p](x) = O. Thus 

o = pf(x) + g(xP). 

Since R is a discrete valuation ring, the only way that the leading term of 
pf(x) can be eliminated is to have 

v(px) ~ v(xP). 

Hence 

v(p) ~ (p - 1)v(x), 

which proves the theorem for n = 1. 
Now assume that the theorem is true for n, and let x E ~(J() have exact 

order p"+l. Then 

v([p] (x» = v(pf(x) + g(xP» 

~ min{v(px), v(xP)}. 

But [p](x) has exact order p", so by the induction hypothesis 

v(p)j(p" - p,,-l) ~ v([p] (x)). 

Therefore 

v(p)j(p" - p,,-l) ~ min{v(px), v(xP)}. 

But since v(x) > 0 and n ~ 1, it certainly is not possible to have 

v(p)j(p" - p,,-l) ~ v(px). 

We conclude that 

v(p)j(p" - p,,-l) ~ v(xP) = pv(x), 

which is exactly the desired result. D 

Example 6.1.1. Let ~ be a formal group defined over 7Lp , the ring of p-adic 
integers. If p ~ 3, then (6.1) says that ~(p7Lp) has no torsion at all; and even 
for p = 2 it has at most elements of order 2. The same holds for the ring of 
integers in any finite unramified extension of Op. For a general finite exten­
sion, the determining factor is the ramification degree (which equals v(p) if 
one takes a normalized valuation.) 

Next we show thllt ~(Jt) has a large piece that looks like the additive 
group. The idea is to use the formal logarithm to define the map, but the 
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presence of denominators means that convergence is no longer automatic. 
The following two lemmas will thus be useful. 

Lemma 6.2. Let v be a valuation and p E 7l. a prime with 0 < v(p) < 00. Then for 
all integers n ~ 1, 

PROOF. We compute 

v(n!) ~ (n - l)v(p) . 
p-l 

00 [nJ [lo~nlnv(p) 
v(n!) = L i v(p) ~ L -; 

;=1 P ;=1 p 

= nv(p) (1 _ p-[logpn1) ~ (n - l)v(p) . 
p-l p-l 

D 

Lemma 6.3. Let R be a ring of characteristic 0, complete with respect to a 
discrete valuation v, and let p E 7l. be a prime with v(p) > o. 
(a) Let f(T) be a power series of the form 

00 a 
f(T) = L -.!! Tn with an E R. 

n=1 n 

If X E R satisfies v(x) > 0, then the series f(x) converges in R. 
(b) Let g(T) be a power series of the form 

00 b 
g(T) = L i Tn with bnER and b1 ER*. 

n=1 n. 

If XER satisfies v(x) > v(p)/(p - 1), then the series g(x) converges in R, and 

v(g(x)) = v(x). 

PROOF. (a) For a general term of f(x), we have 

v(anxn/n) ~ nv(x) - v(n) since anER 

~ nv(x) - (logp n)v(p); 

and this last expression goes to 00 as n goes to 00. Since v is non­
archimedean, fix) converges. 
(b) For a general term of the series g(x), we have 

v(bnxn/n!) ~ nv(x) - v(n!) since bnER 

~ nv(x) - (n - l)v(p)/(p - 1) from (6.2) 

{ v(p) } 
= v(x) + (n - 1) v(x) - P _ 1 . 
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Hence from the initial assumption on v(x), we have 

v(bnxnjn!) -+ 00 as n -+ 00, and 

v(bnxnjn!) > v(x) for n ~ 2. 

Since v is non-archimedean, the former implies that g(x) converges, and the 
latter shows that the leading term predominates. (Note v(b1x) = v(x).) 0 

Theorem 6.4. Let K be a field of characteristic 0, complete with respect to a 
normalized discrete valuation v (i.e. v(K*) = Z), R the valuation ring of K, .,({ 
the maximal ideal of R, and p E Z a prime with v(p) > O. Let $' j R be a formal 
group. 
(a) The formal logarithm induces a homomorphism 

(taken additively). 

(b) Let r > v(p)j(p - 1) be an integer. Then the formal logarithm induces an 
isomorphism 

PROOF. (a) Since 

logFF(X, Y) = 10gFX + logFY 

as power series (5.2), it suffices to prove that logF(x) converges for x E.,({. 

This follows from (5.5) and (6.3a). 
(b) Similarly, since logF and eXPF give inverse homomorphisms as power 
series (5.2), it suffices to show that for XE.,{{r, both logF(x) and eXPF(x) 
converge and are in .,{{r. This follows immediately from (5.5) and (6.3b). (Note 
that since v is normalized, x E.,({r is equivalent to v(x) ~ r.) 0 

Remark 6.5. If r > v(p)jp - 1, then (6.4) implies that $'(.,{{r) is torsion free, 
since IbiA.,{{r) certainly is. We thus recover the n = 1 case of (6.1). 

§7. Formal Groups in Characteristic p 

For this section we let R be a ring of characteristic p > O. 

Definition. Let $', ~jR be formal groups and f: $' -+ ~ a homomorphism 
defined over R. The height of f, denoted ht(f), is the largest integer h such 
that 

f(T) = g(ph) 

for some power series g(T)ER[T]. (If f = 0, then ht(f) = 00.) The height of 
$', denoted ht($'), is the height of the multiplication by p map [p] : $' -+ $'. 
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Example 7.1. If m;?: 1 is prime to p, then ht([mJ) = 0, since [mJ(T) = 
mT + ... (2.3a). On the other hand, (4.4) implies that ht([pJ) ;?: 1, so the 
height of a formal group is always a positive integer. 

Proposition 7.2. Let ff, ~ I R be formal groups and f: ff --+ ~ a homomorphism 
defined over R. 
(a) If f'(0) = 0, then f(T) = f1(P) for some f1(T)ER[T]. 
(b) Write f(T) = g(ph) with h = ht(f). Then g'(O) #- O. 

PROOF. (a) Let w§' and w<§ be the normalized invariant differentials on ff and 
~. Then 

o = f'(O)w§'(T) 

= WC!l(f( T)) 

= (1 + ... )f'(T) dT. 

Hence f'(T) = 0, so f(T) = f1 (P). 

since f'(0) = 0 

from (4.3) 

(b) Let q = ph, and if F(X, Y) = r.aijX i yi is the power series for ff, let ff(q) 
denote the formal group with group law F(q)(X, Y) = r.a1iXi yi. One easily 
checks that since char(R) = p, ff(q) is a formal group. We now show that g is 
a homomorphism from ff(q) to ~. 

g(F(q)(X, Y)) = g(F(S, T)~ writing sq = X, Tq = Y 

= f(F(S, T)) 

= G(f(S), f(T)) since f is a homomorphism 

= G(g(sq), g(P)) 

= G(g(X), g(Y)). 

Hence if g'(O) = 0, then from (a) we would have g(T) = g1 (P). This would 
mean that 

f(T) = g(ph) = g1(ph+'), 

contradicting the fact that h = ht(f). Therefore g'(O) #- o. 

Next we show that the height behaves well under composition. 

Proposition 7.3. Let ff,~, :?fIR be formal groups and 

ff!... ~!!..:?f 

a chain of homomorphisms. Then 

ht(g 0 f) = ht(f) + ht(g). 

PROOF. Write 

D 
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Then 
gof(T) = gl(f1(pht(f))pht(9)) = gl(11(pht(f)+ht(g), 

where 11 is obtained from f1 by raising each coefficient to the pht(g) power. 
Since gl and f1 have non-zero linear terms (7.2b), it follows that 

ht(g 0 f) = ht(f) + ht(g). o 

Finally, we return to the study of elliptic curves, and relate the inseparable 
degree of an isogeny to the height of the corresponding map on the formal 
groups. 

Theorem 7.4. Let K be a field of characteristic p > 0, E 1, E21K elliptic curves, 
and t/J: E1 - E2 a non-zero isogeny defined over K. Further let f: £1 - £2 be 
the homomorphism of formal groups induced by t/J. Then 

deg;(t/J) = pht(f). 

Corollary 7.5. Let ElK be an elliptic curve. Then 

ht(P.) = 1 or 2. 

PROOF. We start with two special cases. 

Case 1. t/J is the p"-power Frobenius map. Then degit/J = pr (11.2.11), while 
f(T) = TP', so ht(f) = r. 

Case 2. t/J is separable. Let ro be an invariant differential on E2IK, and let 
ro(T) be the corresponding differential on the formal group £2' Since t/J is 
separable, we have t/J*ro :F 0 (11.4.2c), so using (4.3), 

ro 0 f(T) = j'(O)ro(T) :F O. 

Hence j' (0) :F 0, so ht(f) = O. 
Now from (11.2.12) every isogeny is the composition of a Frobenius map 

and a separable map. The theorem now follows from the above two cases and 
the fact that inseparable degrees multiply and heights add (7.3) under 
composition. 

The corollary is immediate on applying the theorem with t/J = [p], since 
the map [p] has degree p2 (11I.6.4a). 0 

EXERCISES 

4.1. Let F(X, Y)eR[X, Y] be a power series satisfying 

F(X, Y) = X + Y + ., . and F(X, F(Y, Z» = F(F(X, Y), Z). 

(a) Show that there is a unique power series i(T)eR[T] satisfying 
F(T, i(T» = O. 

(b) Show that F(X, 0) = X and F(O, Y) = Y. 
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4.2. (a) Let R = IFp[e]j(e2). Show that 

F(X, Y) = X + Y + eXP 

defines a "non-commutative formal group". (I.e. F satisfies all the properties 
of a formal group law except F(X, Y) = F(Y, X).) 

(b) Let R be a ring. Show that there exists a non-commutative formal group 
defined over R if and only if there is an e e R and integers m, n ~ 1 such that 
me = eO = O. 

4.3. Let R be the ring of integers in a finite extension of 7l.p and let ~ j R be a formal 
group. 
(a) Show that for every x e ~(.,{{), 

Limit [pO] (x) = o. 

(b) Show that for every rxe71.p there exists a unique homomorphism 
[rx] : ~ --+ ~ with 

[a](T) = rxT + ···eR[T]. 

4.4. Let R and ~jR be as in (exer. 4.3), and let h be the height of the formal group 
over Rj.,{{ obtained by reducing modulo.,{{ the coefficients of the formal group 
law for ~. Show that there is a finite extension R' of R with maximal ideal .,{{' 
such that the p-torsion in ~(.,{{') is isomorphic to (71.jp71.)h. [Hint: Use the p-adic 
version of the Weierstrass preparation theorem [La 8, Ch. 5, Thm. 11.2].] This 
provides an alternative proof of (7.5). 

4.5. Let E be the elliptic curve y2 = x3 + Ax. 
(a) Let w(z) = ~Aozo be the power series for E described in section 1. Prove that 

Ao = 0 unless n == 3 (mod 4). 

(b) Let F(X, Y) = ~F"(X, Y) be the formal group law for E, where F.(X, Y) is a 
homogeneous polynomial of degree n. Prove that 

Fo = 0 unless n == 1 (mod 4). 

(c) Prove the analogous statements for the curve y2 = x3 + A. 



Chapter V 

Elliptic Curves over Finite Fields 

In this chapter we study elliptic curves defined over a fmite field. The most 
important arithmetic quantity associated with such a curve is its number of 
rational points. We start by proving a theorem of Hasse which says that if K 
is a field with q elements, and ElK is an elliptic curve, then E(K) contains 

approximately q points, with an error of no more than 2Jq. Following Weil, 
we then reinterpret and extend this result in terms of a certain generating 
function, the zeta-function of the curve. In the final two sections we study in 
some detail the endomorphism ring of an elliptic curve defined over a finite 
field, and in particular give the relationship between End(E) and the existence 
of non-trivial p-torsion points. The notation for chapter V is: 

K a perfect field of characteristic p > 0 

q a power ofp 

§1. Number of Rational Points 

Let K be a finite field with q elements and let ElK be an elliptic curve. We 
wish to estimate how many points there are in E(K); or equivalently, one 
more than the number of solutions to the equation 

E:y2 +a1xy + a3y = x 3 + a2x2 + a4x + a6 

with (x, y) E K2. Since each value of x yields at most two values of y, a trivial 
upper bound is 2q + 1. But since a "randomly chosen" quadratic equation 
has a 50% chance of being solvable in K, one would expect the right order of 
magnitude to be q. The following theorem, conjectured by E. Artin in his 
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thesis and proved by Hasse in the 1930's, shows that this heuristic reasoning 
is correct. 

Theorem 1.1. Let ElK be an elliptic curve defined over the field with q elements. 
Then 

I #E(K) - q - 11 ~ 2Jq. 

PROOF. Choose a Weierstrass equation for E with coefficients in K, and let 

</J:E--+E 

(x, y) --+ (xq, yq) 

be the qth-power Frobenius morphism (II1.4.6). Since the Galois group GK/K is 
(topologically) generated by the qth_power map on K, we see that for a point 
PEE(K), 

PEE(K) if and only if </J(P) = P. 

Thus 

E(K) = ker(1 - </J), 

so 

# E(K) = # ker(l - </J) 

= deg(1 - </J) (II1.5.5 and III.4.10c). 

(Note the importance of knowing that the map 1 - </J is separable.) Since the 
degree map on End(E) is a positive definite quadratic form (III.6.3), and 
deg ifJ = q (II.2.11c), the following version of the Cauchy-Schwarz inequality 
gives the desired result. D 

Lemma 1.2. Let A be an abelian group and 

d:A--+Z 

a positive definite quadratic form. Then for allljl, </J E A, 

Id(t/I - </J) - d(</J) - d(t/I) I ~ 2J d(</J) d(t/I). 

PROOF. For t/I, </JEA, let 

L(t/I, </J) = d(t/I - </J) - d(</J) - d(t/I). 

By definition of quadratic form, L is bilinear. Since d is positive definite, we 
have for all m, nEZ, 

o ~ d(mt/l- n</J) = m2d(t/I) + mnL(t/I, </J) + n2 d(</J). 

In particular, taking 
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m = -L(t/!, <}) and n = 2d(t/!) 

yields 

o ~ d(t/!) [4d(t/!) d(<}) - L(t/!, <})2]. 

This gives the desired result provided t/! =F 0, while for t/! = 0 the original 
inequality is trivial. 0 

Application 1.3. Let K = f q be a fmite field with q odd. One can use Hasse's 
result to estimate the value of certain character sums on K. Thus let 

f(x) = ax3 + bx2 + ex + deK[x] 

be a cubic polynomial with distinct roots (in K), and let 

X : K* --+ { ± 1 } 

be the unique non-trivial character of order 2. (I.e. X(t) = 1 if and only if t is a 
square in K*.) Extend X to K by setting X(O) = o. We wish to use X to count 
the K-rational points on the elliptic curve 

E:y2 =f(x). 

Each x e K will yield 0 (respectively 1 or 2) point(s) (x, y) e E(K) if f(x) is a 
non-square (respectively zero or a non-zero square) in K. Thus in terms of X 
we find (remember the point at infinity) 

#E(K) = 1 + L (x(f(x» + 1) 
xeK 

= 1 + q + L x(f(x». 
xeK 

Comparing this with (1.1), we have proven 

Corollary 1.4. With notation as above, 

IX~KX(f(X»1 ~ 2Jq. 

Notice that the sum consists of q terms, each ± 1. Thus (1.4) says that as x 
runs through K, the values of a cubic polynomial f(x) tend to be equally 
distributed between squares and non-squares. 

§2. The Wei! Conjectures 

In 1949, Andre Weil made a series ofvery general conjectures concerning the 
number of points on varieties defined over finite fields. In this section we will 
state Weirs conjectures and prove them for elliptic curves. 

Let K be a field with q elements; and for each integer n ~ 1, let KII be the 
extension of K of degree n, so #KII = q". Let V/K be a projective variety, so 
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V is the set of zeros 

fl (xo, ... , xN) = .. -fm(XO' ... , x N) = 0 

of a collection of homogeneous polynomials with coefficients in K. Then 
V(Kn) is the set of points of V with coordinates in Kn. We code the number of 
such points into a generating function. 

Definition. The zeta function of V/K is the power series 

(
00 Tn) 

Z(V/K; T) = exp nf:1 (# V(Kn))n . 

(Here if F(T)E 4Jl[T] is a power series with no constant term, then exp(F(T)) 
is the power series I:r;,o F(T)i/iL) As usual, if we know Z(V/K; T), then we 
can recover the numbers # V(Kn) by the formula 

1 dn I #V(Kn) = ( -1)'d nlogZ(V/K; T) . 
n . T T=O 

The reason for defining Z(V/K; T) in this way, rather than using the more 
natural series I:( # V(Kn)) Tn, will become apparent below. 

Example 2.1. Let V = pN. Then a point of V(Kn) is given by homogeneous 
coordinates [xo, ... , xN] with Xi E Kn not all zero. Two sets of coordinates 
give the same point if they differ by multiplication by an element of K:. 
Hence 

n(N+l) _ 1 N 
# V(Kn) = q n = L qni, 

q - 1 i=O 

so 

OO(N )Tn 
log Z(V/K; T) = n~ ifo qni n 

N 

= L -log(1 - qiT). 
i=O 

Thus 
1 

Z(PN/K; T) = (1 _ T) (1 _ qT) ... (1 _ qNT)' 

Notice that in this case the zeta function is actually in 4Jl(T). In general, if 
there are numbers OCl' ... , OCrEC such that 

for all n = 1,2, ... , 

then Z(V/K; T) will be a rational function. 

Theorem 2.2 (Weil Conjectures). Let K be afield with q elements and V/K a 
smooth projective variety of dimension n. 
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(a) Rationality 

Z(V/K; T)eQ(T). 

(b) Functional Equation 
There is an integer 8 (the Euler characteristic of V) so that 

Z(V/K; 1/l/'T) = ± q"'lIZ T" Z(V/K; T). 

(c) Riemann Hypothesis 
There is a factorization 

Pl (T) ... P2n- l (T) 
Z(V/K; T) = Po(T)Pz(T) ... PZn(T) 

with each Pj(T)eZ[T]. Further poeT) = 1 - T, Pzn(T) = 1 - qnT, and for 
each 1 ~ i ~ 2n - 1, p;(T)factors (over C) as 

P;(T) = n (1 - aijT) with laul = qi/Z. 
j 

This conjecture was proposed by Well [We 3] in 1949, and proven by him 
for curves and abelian varieties. The rationality of the zeta function in general 
was established by Dwork [Dw] in 1960 using techniques of p-adic func­
tional analysis. Soon thereafter the I-adic cohomology theory developed by 
M. Artin, Grothendieck, and others gave another proof of the rationality and 
the functional equation. Then in 1973 Deligne ([Del]) proved the Riemann 
hypothesis. For a nice overview of Deligne's proof, see [Ka]. 

We now prove the Weil conjectures for elliptic curves. Let I be a prime 
different from char(K). Recall that we have a representation (III §7) 

End(E) -+ End(1(E» 

'" -+ "'t· 
Hwe choose a Zrbasis for 1(E), then we can write "'t as a 2 x 2 matrix, and 
in particular can compute 

det("'t), tr("'t)e ZI' 

Of course, the determinant and trace do not depend on the choice of basis. 

Proposition 2.3. Let'" e End(E). Then 

det("',) = deg("') and tr("'t) = 1 + deg("') - deg(1 - ",). 

In particular, det("'t) and tr("'t) are in Z and are independent of I. 

PROOF. Let vl , Vz be a Zrbasis for 1(E), and write the matrix of "'t for this 
basis as 

"'t = (: !). 
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Recall there is a non-degenerate, bilinear, alternating pairing (III.8.3) 

e: 7t(E) x 7t(E) -+ 1t(JI). 

We compute 

e(vl' v2)deg 'l' = e([deg l/I]v 1 , v2) 

= e(~tl/ltvl> v2 ) 

= e(l/ItVl, I/Itvd 

= e(vl' v2t d- bC 

= e( V1 , V2)det 'l't. 

(III.6.la) 

(III.8.3 and 1I1.6.2f) 
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Since e is non-degenerate, we conclude that deg 1/1 = det 1/11" Finally, for any 
2 x 2 matrix A, a trivial calculation yields 

tr(A) = 1 + det A - det(1 - A). D 

Now let 

rft: E-+E 

be the qth-power Frobenius endomorphism, so as we saw in section 1, 

# E(K) = deg(l - rft) (111.5.5 and 111.4. 10c). 

Similarly, for each integer n ~ 1, r is the (qnyh_power Frobenius endomor­
phism, so 

From (2.3), the characteristic polynomial of rftt' has coefficients in Z, so we 
can factor it over C as (say) 

det(T - rftt) = T2 - tr(rftt)T + det(rftt') = (T - a) (T - P). 

Further, since for every rational number m/n E 11), 

det((m/n) - rftt') = det(m - nrftt}/n2 = deg(m - nrft)/n2 ~ 0, 

it follows that the quadratic polynomial det(T - rftt) has complex conjugate 
roots. Thus lal = IPI, so from 

ap = det rftt = deg rft = q, 

we conclude that 

lal = IPI = .;q. 
Finally we note that the characteristic polynomial of rft? is given by 

det(T - rft?) = (T - an) (T - pn), 



136 V. Elliptic Curves over Finite Fields 

(To compute this, we may put fiJt in Jordan normal form, so it is upper 
triangular with ex and P on the diagonal.) In particular, 

# E(KII) = deg(1 - fiJ") 

= det(1 - fiJi) from (2.3) 

= 1 - ex" - P" + q", 

where ex, pee are complex conjugates of absolute value Jq. From this 
expression it is easy to verify the Wei! conjectures for elliptic curves as 
follows. 

Theorem 2.4. Let K be afield with q elements and E/K an elliptic curve. Then 
there is an a e Z so that 

Further 

1- aT + qT2 
Z(E/K; T) = (1 _ T) (1 - qT)' 

Z(E/K; 1/qT) = Z(E/K; T), and 

1 - aT + qT2 = (1 - exT) (1 - PT) with lexl = IPI = Jq. 

PROOF. We compute 

00 

log Z(EjK; T) = L (# E(KII»T"jn definition 
11=1 

00 

= L (1 - ex" - P" + ql)T"/n from above 
11=1 

= -10g(1 - T) + 10g(1 - exT) + log(1 - PT) - log(1 - qT). 

Hence 

(1 - exT) (1 - PT) 
Z(E/K; T) = (1 _ T) (1 - qT) , 

which has the desired form, since from above ex and P are complex conjugates 

of absolute value Jq, and 

a'= ex + P = tr(fiJt) = 1 + q - deg(1- fiJ)eZ. 

The functional equation is immediate (with 8 = 0). o 

Remark 2.5. To see why (2.2c) is called the Riemann hypothesis, we make a 
change ofvariable and let T = q-'. Thus for an elliptic curve we have 

_ 1 - aq-' + ql-2. 
(E/K(S) = Z(E/K; q ") = (1 _ q-") (1 _ q1-")' 



§3. The Endomorphism Ring 137 

Now the functional equation reads 

'E/K(1 - s) = 'E/K(S), 

which certainly looks familiar. Further, the Riemann hypothesis for 

Z(EIK; T) proved above says that if 'E/K(S) = 0, then Iqsl = Jq, so Re(s) = 1. 

§3. The Endomorphism Ring 

Let K be a field of characteristic p, and let ElK be an elliptic curve. We have 
seen (111.6.4) that there are two possibilities for the group of p-torsion points 
E[p], namely 0 and 7Llp7L. Similarly, there are several possibilities for the 
endomorphism ring End(E) (III §9). The next result shows that the seemingly 
unrelated values of E[p] and End(E) are in fact far from independent. 

Theorem 3.1 ([De 1]). Let K be a (perfect)field of characteristic p and ElK an 
elliptic curve. For each integer r ~ 1, let 

rP, : E -+ E(P") and ~,: E(P") -+ E 

be the p' -power Frobenius map and its dual. 
(a) The following are equivalent. 

(i) E[p'] = Of or one (all) r ~ 1. 
(ii) ~,is (purely) inseparable for one (all) r ~ 1. 

(iii) The map [p] : E -+ E is purely inseparable andj(E)E IFp 2. 

(iv) End(E) is an order in a quaternion algebra. (Note End(E) means EndK(E).) 
(v) Theformal group ElK associated to E has height 2. (cf. IV, §7.) 

(b) If the equivalent conditions in (a) do not hold, then 

E[p'] = 7Llp'7L for all r ~ 1, 

and the formal group ElK has height 1. Further, if j(E) E IFp, then End(E) is an 
order in a quadratic imaginary field. (For j(E) transcendental over IF p' see exer. 
5.8.) 

Definition. If E has the properties given by (3.1 a), then we say that E is 
supersingular, or that E has Hasse invariant O. Otherwise we say that E is 
ordinary, or that E has Hasse invariant 1. 

Remark 3.2.1. There are yet further characterizations of supersingular elliptic 
curves which are quite important in various applications. See [Har IV §4] for 
a description in terms of sheaf cohomology, and [La 3, app. 2 §5] for one 
involving residues of differentials. 

Remark 3.2.2. Do not confuse the notions of singularity and supersingularity. 
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By definition a supersingular elliptic curve is an elliptic curve, so in particular 
it is a non-singular (i.e. smooth) curve. 

PROOF OF (3.1). For notational convenience, we let ifJ = ifJl' 
(a) Since the Frobenius map is purely inseparable (II.2.11b), we have 

deg.(~r) = degs[p1 = (deg.[p])' = (deg.~)'. 

Combining this with (III.4.10a) yields 

#E[p1 = deg.(~r) = deg.(~)', 

from which the equivalence of (i) and (ii) follows immediately. 
Next, from (IV.7.4) and the fact that ifJ is purely inseparable, we have 

degj ~ = (degj[p])/p = pht(£)-l. 

Since ~ has degree p, this shows that (ii) and (v) are equivalent. 
We now prove (ii) => (iii) => (iv) => (ii). 

(ii) => (iii). From (ii), it is immediate that [p] = ~ 0 ifJ is purely inseparable, so 
we must show thatj(E)E IFp2. We apply (11.2.12) to the map ~: E(p) --+ E. Since 
~ is purely inseparable by assumption, it follows from (11.2.12) and compari­
son of degrees that ~ factors as 

where ifJ' is the pth-power Frobenius map on E(p) and", has degree 1. But then 
'" is an isomorphism (11.2.4.1), so 

(cf. 111.4.6). 

Hence j(E) ElF p2. 

(iii) => (iv). Suppose End(E) is not an order in a quaternion algebra. We 
proceed to derive a contradiction. From (111.9.4) we see that 

:% = End(E) ® 0 

is a number field (either 0 or quadratic imaginary over 0). 
Let E' be any elliptic curve isogenous to E, say'" : E --+ E'. Since'" 0 [p] 

= [p] 0 '" and [p] is purely inseparable on E, comparing inseparability de­
grees shows [p] is also purely inseparable on E'. Hence 

#E'[p] = degs[p] = 1, 

so from (i) => (iii) above, j(E') ElF p2. This gives the crucial fact that up to 
isomorphism, there are only finitely many elliptic curves isogenous to E. 

Now choose a prime t E Z, t =F p, so that t remains prime in the rings 
End(E') for every E' isogenous to E. (Since there are only finitely many 
possible End(E')'s, and each is a subring of:%, it is easy to find such an t. See 
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exer. 5.5.) From (111.6.4b), 

so we can find a sequence of subgroups 

ell! c ell2 C ... c E with elli ~ 7l../{i71... 

Let Ei = E/elli be the quotient of E by elli (111.4.12), so there is an isogeny 
E ~ Ei with kernel ell i . From above, there are only finitely many distinct E/s, 
so we can choose integers m, n > 0 such that Em+n and Em are isomorphic. 
Composing this isomorphism with the natural projection from Em to Em+n, 
we produce an endomorphism of Em, 

proj 
A.: Em~ Em+n ~ Em· 

Note that the kernel of A. is cyclic of order r. (I.e. ker(A.) ~ ellm+n/ellm.) But ( 
is prime in the ring End(Em), so just by comparing degrees we must have 
A. = U 0 [(nI2] for some U E Aut(Em). (Also n must be even.) But the kernel of 
[rI2] is not cyclic for any n > O. This contradiction proves the desired result. 
(iv) = (ii). Suppose that (ii) is false, so ~r is separable for all r ~ 1. We proceed 
to prove that End(E) is commutative, which will contradict (iv) and so give 
the desired result. 

First we show that the natural map 

End(E) ~ End(~(E)) 

is injective. Suppose that", E End(E) goes to O. Then from the definition of 
~(E) we have "'(E[pr]) = 0 for all r ~ 1. Since [prJ = lPr o~" it follows that 

ker ~r c ker "'. 

Now the assumption that ~r is separable implies that'" factors through ~r 
(111.4.11), so for every r there is a commutative diagram 

E J, I E(pr) 

~lAr 

Hence 

deg A.r = deg "'/deg ~r = p-r deg "'. 

Since this holds for every r, and deg A.r is an integer, we see that eventually 
A.r = O. Therefore", = O. 

Next, from (III.7.1b), we know that Tp(E) is either 0 or 7l..p- But 
~(E)/p~(E) ~ E[p], and by assumption E[p] =I- 0, so ~(E) ~ 7l..p. Now 
combining this fact with the injection proven above, we have 

End(E) ~ End(Tp(E)) ~ End(71..p) ~ 7l.. p. 

Therefore End(E) is commutative. 
(b) From (111.6.4c), E[pr] is 0 or 7l../pr71.. for every r ~ 1. Hence if condition (i) 
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of (a) is false, then we must have 

E[p'] ~ 7l.Ip'71. for all r ~ 1. 

Further, since (v) is assumed not to hold, (IV.7.5) implies that P.IK has height 
1. 

Suppose now thatj(E) E IF p and E does not satisfy the conditions in (a). We 
can find an elliptic curve E', defined over a finite field K, which is isomorphic 
to E (11I.1.4b). Let #K = p', so ¢J, is an endomorphism of E'. Suppose that 

¢J, E 7l. c End(E'). 

Then comparing degrees, it would follow that 

¢J, = [± p'/2] 

(and necessarily r is even.) But then by (4.10) and (11.2.llb), 

# E'[p'/2] = degs ¢J, = 1, 

contradicting the assumption that (i) does not hold. Therefore ¢J, ¢ 7l., so 
End(E') is strictly larger than 7l.. By assumption, it is not an order in a 
quatemion algebra, so from (111.9.4) the only remaining possibility is an 
order in a quadratic imaginary field. Since End(E') ~ End(E), this completes 
the proof. D 

§4. Calculating the Hasse Invariant 

From (3.1a) we see that up to isomorphism, there are only finitely many 
elliptic curves with Hasse invariant 0, since each has j-invariant in IFp 2. For 
p = 2, one can easily check (exer. 5.7) that the only supersingular elliptic 
curve is 

E: y2 + y = x 3• 

For p > 2, the following theorem gives a simple criterion for determining 
whether an elliptic curve is supersingular. 

Theorem 4.1. Let K be finite field of characteristic p > 2. 
(a) Let ElK be an elliptic curve with Weierstrass equation 

E: y2 = f(x), 

where f(x) E K[x] is a cubic polynomial with distinct roots (in K). Then E is 
supersingular if and only if the coefficient of x P- 1 in f(x)(P-l)/2 is zero. 
(b) Let m = (p - 1}/2, and define a polynomial 

Hp(t) = f (~)\i. 
i=O I 
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Let A E K, A =F 0, 1. Then the elliptic curve 

E : y2 = x(x - 1) (x - A) 

is supersingular if and only if Hp(A) = O. 

141 

(c) The polynomial Hp(t) has distinct roots in K. Up to isomorphism, there are 
exactly 

[p/12] + 8p 

supersingular elliptic curves in characteristic p, where 83 = 1, and for p ~ 5, 

8p = 0, 1, 1, 2 if p == 1, 5, 7, 11 (mod 12). 

Remark 4.1.1. The results of this theorem (and more) are mostly in [De 1]. 
Our proof of (a) follows [Man 1], and (c) is from [Ig]. For a beautiful 
generalization to curves of higher genus, see [Man 1]. 

PROOF. (a) Let q = # K, let 

X: K* -+ {± 1} 

be the unique non-trivial character of order 2, and extend X to K be setting 
X(O) = O. As we have seen (1.3), X can be used to count the number of points of 
E, 

# E(K) = 1 + q + L x(f(x». 
xeK 

Since K* is cyclic of order q - 1, for any Z E K we have 

X(z) = Z(q-l)/2 in K. 

Hence 

# E(K) = 1 + L f(X)(q-l)/2 in K. 
xeK 

But again from the cyclic nature of K*, we have the easy result 

{
-1 

LXi= 
XEK 0 

ifq-Ili 

ifq-lU 

Since f(x) has degree 3, if we multiply out f(X)(q-l)/2 and sum over x E K, the 
only non-zero term comes from xq - 1• Hence if we let 

Aq = coefficient of xq- 1 in f(X)(q-l)/2, 

then 

#E(K) = 1 + Aq • 

(Note this equality is taking place in K, so it is actually only a formula for 
# E(K) modulo p.) 

On the other hand, letting ,p : E -+ E be the qlb_power Frobenius endomor-
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phism, we have (cf. §2) 

#E(K) = deg(1 - ,p) 
= 1 - a + q, 

where 

a = 1 - deg(1 - ,p) + deg ,p. 
(I.e. [a] = ,p + J.) Comparing these two expressions for #E(K), we see that 

(as an element of K). 

Since a is an integer, this shows that 

Aq = O<=>a == 0 (mod pl. 

But J = [a] - ,p, so 

a == 0 (mod p)<=>J is inseparable 

<=> E is supersingular 

This proves that 

Aq = 0 <=> E is supersingular. 

(111.5.5) 

(3.1a(ii». 

It remains to show that Aq = 0 if and only if Ap = o. Writing 

!(X)(pr+l_1)/2 = !(X)(P'-1)/2(!(X)(P-l)/2)P' 

and equating coefficients (remember f is a cubic) yields 

This easily gives the desired result by induction on r. 
(b) This is a special case of (a). We need the coefficient of XP-l in 
[x(x - l)(x - A)]m, so the coefficient of xm in (x - l)(x - At. That 
coefficient is 

f (rr:)(-A)i( m .)(-1t -i, 
i=O z m - z 

which differs from Hp(A) by a factor of( -1t. 
(c) Let P) be the differential operator 

d2 d 
P) = 4t(1 - t) dt2 + 4(1 - 2t) dt - 1. 

Then by direct calculation and rearranging terms, one finds (remember 
m = (p - 1)/2) 

~Hp(t) = Pi~ (p - 2 - 2i)(7Y ti. 
In particular, since char(K) = p, 

~Hp(t) = 0 in K[t]. 
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Hence the only possible multiple roots of Hp(t) in K are t = 0 and t = 1. But 

( p - 1) Hp(O) = 1 and Hp(l) = m == (-1r (mod p), 

so the roots of Hp(t) are indeed distinct; and each root A gives an elliptic curve 

E). : y2 = x(x - 1) (x - A). 

Now for p = 3, Hp(t) = 1 + t, so there is exactly one supersingular elliptic 
curve. It has j-invariant j( -1) = 1728 = O. We assume now that p ~ 5. Recall 
that the association A -. j(A) = j(E;.} is exactly six-to-one except for j = 0 and 
1728, where it is two-to-one and three-to-one respectively (111.1.7). Further, if 
Hp(A) = 0, then for every A' satisfying j(A') = j(A) we must have Hp(A') = 0; 
since E)., ~ E)., and the roots of Hp(t) give every A for which E). is super­
singular. Let cp(j) = 1 if the elliptic curve with j-invariant j is supersingular 
over IF p' and cpU) = 0 if it is ordinary. Then using the fact that Hp(t) has 
distinct roots, the abqve considerations imply that the number of super­
singular elliptic curves in characteristic p ~ 5 is 

~(p ; 1 _ 2cp(0) - 3cp (1728)) + cp(O) + cp(1728) 

p - 1 2 1 
= -2- + "3 cp(O) + 2"cp(1728). 

As we will compute directly below (4.4,4.5), cp(O) is 0 or 1 according as p == 1 
or 2 (mod 3), and cp(1728) is 0 or 1 according as p == 1 or 3 (mod 4). Taking 
the four possibilities for p (mod 12) gives the desired result. 0 

Remark 4.2. The differential operator !!fi which we used to prove (4.1c) prob­
ably seems rather mysterious. This operator is called the Picard-Fuchs 
differential operator for the Legendre equation 

y2 = x(x - 1) (x - t). 

It arises quite naturally when one looks at the Legendre equation as defining 
a family of elliptic curves parametrized by a complex variable t (i.e. an 
elliptic surface over IP' 1). For a nice informal discussion of this connection, see 
[ele, §2.10]. 

Example 4.3. For p = 11, 

Hp(t) = t5 + 3t4 + t3 + t2 + 3t + 1 

= (t2 - t + 1) (t + l)(t - 2)(t + 5)(mod 11). 

The supersingular j-invariants in characteristic 11 are j = 0 and j = 1 = 1728. 

Example 4.4. For which primes p ~ 5 is the elliptic curve 

E: y2 = x 3 + 1 
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supersingular? Notice this curve hasj(E) = O. From the criterion of (4.1 a), we 
must compute the coefficient of XP-1 in (x 3 + 1)(P-1)/2. If p == 2(3), then there 
is no XP-1 term, so E is supersingular; while if p == 1 (3), then the coefficient is 
([==H~), which is non-zero modulo p, so in this case E is ordinary. 

Example 4.5. Similarly we compute for which primes p ~ 3 the j = 1728 
elliptic curve 

E:y2 = x3 + x 

is supersingular. This is determined by the coefficient of X(p-1)/2 in 
(x2 + 1)(P-1)/2, which equals 0 if p == 3(4) and (~=H~l) if p == 1(4). Hence E is 
supersingular if p == 3(4) and ordinary if p == 1(4). 

The above examples might suggest that for a given Weierstrass equation 
with coefficients in Z, the resulting elliptic curve is supersingular in character­
istic p for half of the primes. This is in fact true provided the elliptic curve has 
complex multiplication over 0, as thej = 0 andj = 1728 curves do. We will 
discuss a more precise result, due to Deuring, in appendix C §11. The next 
example shows that for elliptic curves without complex multiplication, such 
supersingular primes seem to be quite rare. 

Example 4.6. Let E be given by the equation 

E : y2 + y = x 3 - x 2 - 10x - 20, 

soj(E) = _212 3f3j115. Then either by using the criterion of (4.1 a) directly, 
or else using (exer. 5.10) and [B-K, table 3], one finds that the only primes p 
< 100 for which E is supersingular in characteristic pare p = 19 and p = 29. 
(D. H. Lehmer has calculated that there are exactly 27 primes p < 31500 for 
which this E is supersingular.) 

It is always true that there are infinitely many primes for which E is 
ordinary (exer. 5.11); and if E does not have complex multiplication, then 
Serre has shown that the set of supersingular primes for E has density 0 
([Se 3]). There is a more precise conjecture, due to Lang and Trotter [L-T], 
which says that for such E, 

# {p < x : EjF pis supersingular} '" cJ'X/log x 

as x -+ 00, where c > 0 is a constant depending on E. However, at present the 
set in question is not known to be infinite for any elliptic curve not having 
complex multiplication. 

EXERCISES 

5.1. Verify the Wei! conjectures for V = IPN. 

5.2. Let K be a finite field, V/K a smooth projective variety of dimension n, and 8 the 
Euler characteristic of V (cf. 2.2b). Show that up to ± 1, the function 

q-ES/2Z(V/K; q-,) 

is invariant under the substitution s -+ n - s. 



Exercises 

5.3. Show that for any square matrix A, 

expC~ (trace A")T"/n) = 1/det(1 - AT). 

5.4. Let K be a finite field and E, E'/K elliptic curves. 
(a) If E and E' are isogenous, show that 

#E(K) = #E'(K). 

(b) Prove the converse. [Hint: Use (III.7.7a).] 
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5.5. Let f l , ... , ~/C be quadratic fields and let all' ... , al" be orders in 
f l , ... , ~. Show that there is a prime t E 71. so that tali is a prime ideal of ali for 
each i = 1, 2, ... , n. 

5.6. Let E, E'/fF p be elliptic curves with Hasse invariant 1. 
(a) Show that the natural map 

Hom(E, E') ® 71.p -+ Hom(T,,(E), T,,(E')) 

is injective. [Hint: Mimic the proof of III.7.4.] 

(b) If End(E) is an order in C(J=D), then J=D E Cp . 

5.7. Show that the only supersingular elliptic curve in characteristic 2 is the curve 
withj-invariant O. 

5.8. If char K = P and E/ K is an elliptic curve with j(E) ¢ fF p' show that End(E) = 71.. 
[Hints: From (111.9.4) it suffices to show that End(E) is not an order in a 
quadratic imaginary field. Now mimic the proof of (3.1 a, (iii) => (iv)).] 

5.9. Prove the following "mass formula" of Eichler and Deuring: 

1 

~ IAutEI ElF. 
8upersingular 

p-1 

24 

5.10. Let E/fF p be an elliptic curve, and ifJ : E -+ E the qlh-power Frobenius endo­
morphism. 
(a) Prove that E is supersingular if and only if 

tr(ifJ) == 0 (mod pl. 

(Here the trace of ifJ is computed in End(Tt(E)) for any prime t oF p.) 
(b) Suppose now that q = p. Prove that E is supersingular if and only if 

#E(fFp) = p + 1. 

5.11. Let E be an elliptic curve defined over C, and fix a Weierstrass equation for E 
with coefficients in 71.. Show that there are infinitely many primes p E 71. so that 
the reduced curve E/fF p has Hasse invariant 1. [Hint: Fix a prime t, look at those 
primes p which split completely in the field C(E[t)) obtained by adjoining the 
coordinates of all t-torsion points of E to C, and use exer. 5.10.] 

5.12. Prove that for every prime p ~ 3, the elliptic curve 

E:y2 = x 3 + X 

satisfies 
#E(fFp) == 0 (mod 4). 



CHAPTER VI 

Elliptic Curves over C 

Evaluation of the integral giving arc-length on a circle, namely J 1/~ dx, 
leads to an (inverse) trigonometric function. The analogous problem for the 
arc-length of an ellipse yields an integral which is not computable in terms of 
so-called "elementary" functions. Due to the indeterminacy in the sign of the 
square root, the study of such integrals over C leads one to look at the 
Riemann surface on which they are most naturally defined. For the ellipse, 
this Riemann surface turns out to be the set of complex points on an elliptic 
curve E. We thus begin our study of elliptic curves over C by studying certain 
elliptic integrals, which are line integrals on E(C). (In fact, the reason that 
elliptic curves are so named is because they are the Riemann surfaces as­
sociated to the integrals for the arc-length of ellipses. In terms of their geome­
try, ellipses and elliptic curves actually have little in common, the former 
having genus 0 and the latter genus 1.) 

This study of elliptic integrals leads to questions which are fairly difficult to 
answer if one restricts attention to integrals. But, as with the more familiar 
circular functions, it is much easier to develop a theory of the corresponding 
inverse functions. (Thus trigonometry is not generally built up around the 

function J 1/~ dx, but rather its inverse sin (x).) In sections 2 and 3 we 
give the rudiments of this theory of elliptic functions, which are those mero­
morphic functions having two IR-linearly independent periods. We then 
relate this theory back to our original study of elliptic integrals, and use the 
relationship to make various deductions about elliptic curves over C. In the 
final section we amplify on the remark that the study of elliptic curves over C 
essentially encompasses the theory of elliptic curves over arbitrary algebra­
ically closed fields of characteristic o. 

The analytic theory of elliptic functions and integrals is a beautiful, but 
vast, body of knowledge. The contents of this chapter represent a very mod­
est beginning in the study of that theory. Further, we have restricted our-
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selves to the function theory of a single elliptic curve. There is another sort of 
function theory which is quite important, namely the theory of modular func­
tions, in which one studies functions whose domain is the set of all elliptic 
curves over C. (See C §12 for a brief discussion and a list of references.) We 
do not touch on the subject of modular functions in this chapter. 

§1. Elliptic Integrals 

Let E pe an elliptic curve defined over C. Since char(C) = 0 and C is algebra­
ically closed, there is a Weierstrass equation for E in Legendre form (III.I.7), 

Then the natural map 

E : y2 = x(x - 1)(x - A). 

E(C) --+ pl 

(x, y) --+ x 

is a double cover ramified over precisely the four points 0, 1, A, OCJ E pl(C). 
Recall (IILI.S) that (J) = dx/y is a holomorphic differential form on E. 

Suppose that we try to define a map 

E(C) ~ C 

where the integral is along some path connecting 0 to P. Of course, this map 
may not be well-defined. To see why, let P = (x, y), and look at what is 
happening in pl. 

We are attempting to compute the complex line integral 

fx dt 

00 Jt(t - 1)(t - A) . 

The problem is that this integral is not path-independent, because the square-

00 

Figure 6.1 



148 VI. Elliptic Curves over C 

I 
BrllnCh Cuts 

~~. 
o 1 

Figure 6.2 

root is not single valued. Thus in Figure 6.1, the integrals J .. w, Jpw, Lw are 
not equal. 

In order to make the integral well-defined, it is necessary to make branch 
cuts. For example, the integral will be path-independent on the complement 
of the branch cuts illustrated in Figure 6.2, because in this region it is possible 

to define a single-valued branch of Jt(t - l)(t - A). More generally, since 
the square-root is double-valued, we should take two copies of 1P1(C), make 
the indicated branch cuts (Figure 6.3), and glue them together along the 
branch cuts to form a Riemann surface (Figure 6.4). (Note that 1P1(C) 
= C u { 00 } is topologically nothing more than a 2-sphere.) As is readily seen, 
the resulting Riemann surface is a torus. It is on this surface that one should 

really study the integral J dt/Jt(t - l)(t - A); and in fact, elliptic curves first 
arose when people began to study such integrals. (The very reason that they 

co co 

Figure 6.3 

co 

Figure 6.4 
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Paths in 1P'(a:) Paths on Torus 

Figure 6.5 

are called elliptic curves is because such "elliptic integrals" arise when one 
attempts to calculate the arc-length of an ellipse (exer. 6.13a).) 

Returning now to our hypothetical map 

E(C)~C 

it is seen that the indeterminacy comes from integrating across branch cuts in 
1]J>1 (or around non-contractable loops on the torus). Figure 6.5 illustrates two 
closed paths rx and P for which the integrals J",co and Jpco may be non-zero. 
We thus obtain two complex numbers, which are called periods of E, 

COl = 1 co and CO2 = L CO. 

Notice that the paths rx and P generate the first homology of the torus. Thus 
any two paths from 0 to P differ by something homologous to nl rx + n2P for 
some nl , n2 E Z, so the integral J~ co is well-defined up to addition of a number 
of the form n 1 COl + n2 co2 • Let 

A = {nlcol + n2 co2 : nl , n2 EZ}. 

We have thus shown that there is a well-defined map 

F: E(C) ~ CIA 

P ~ J~ co (mod A). 

Further, using the translation invariance of co (111.5.1), we can easily verify 
that F is a homomorphism. (The group law on CIA being induced by ad­
dition on Co) Thus 

f:+Q 
co == f: co + f:+Q 

co == f: co + LQ r;co == f: co + f: co (mod A). 

Now the quotient space CIA will be a Riemann surface (i.e. a one­
dimensional complex manifold) if and only if A is a lattice; that is, if and only 
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if the periods WI and W 2 which generate A are linearly independent over IR. 
This turns out to be the case; and further, F gives a complex analytic isomor­
phism from E(C) to C/ A. However, rather than proving these facts here, we 
will instead turn to the study of the space CjA for a given lattice A. In section 
3 we will construct the inverse to the mapping F, and show that C/ A is 
analytically isomorphic to EA(C) for a certain elliptic curve EA/C, The unifor­
mization theorem (5.1) then says that every elliptic curve E/C is isomorphic 
to some EA , from which we will be able to deduce (5.2) that the periods of E/C 
are IR-linearly independent and that F is a complex analytic isomorphism. 
(For a direct proof of the independence, which uses only Stokes' theorem in 
1R2, see [Cle, §2.9].) 

§2. Elliptic Functions 

Let A c C be a lattice; that is, A is a discrete subgroup of C which contains 
an IR-basis for C, In this section we will study merom orphic functions on the 
quotient space CIA; or equivalently, meromorphic functions on C which are 
periodic with respect to the lattice A. 

Definition. An elliptic Junction (relative to the lattice A) is a meromorphic 
function J(z) on C which satisfies 

f(z + w) = f(z) for all wEA, ZEc' 

The set of all such functions is denoted qA). qA) is clearly a field. 

Definition. A Jundamental parallelogram for A is a set of the form 

D = {a + t I WI + t 2 W2 : 0 ~ t I' t 2 < I}, 

where a E C and WI' W2 are a basis for A. Thus the map of sets D --+ C/ A is 
bijective. We denote the closure of Din C by 15. (A lattice and three different 
fundamental parallelograms are illustrated in Figure 6.6.) 

/ ' 

. , 

, , 

, , 

o 

Figure 6,6 



§2. Elliptic Functions 151 

Proposition 2.1. An elliptic function with no poles (or no zeros) is constant. 

PROOF. Suppose that f(z) E qA) is holomorphic. Let D be a fundamental 
parallelogram for A. Then the periodicity of f implies that 

sup If(z)1 = sup If(z) I. 
ZEC ZED 

But f is continuous and i5 is compact, so If(z) I is bounded on i5, hence it is 
bounded on all ofC. Therefore, by Liouville's theorem ([Ahl, ch. 4, §2.3]), f is 
constant. Finally, if f has no zeros, look at 1/ f D 

Let f be an elliptic function, and let WE C. Then, as for any meromorphic 
function, we can define 

ordw(f) = order of vanishing of fat w, and 

resw(f) = residue of fat W 

(cf. [Ahl, ch. 4, §3.2, §5.1]). However, since f is elliptic, we see that the order 
and residue of f remain the same if W is replaced by W + OJ for any OJ E A. This 
prompts the following convention. 

Notation. By LwEC/A we mean a sum over wED, where D is a fundamental 
parallelogram for A. (By implication, the resulting sum is independent of the 
choice of D.) 

Notice that (2.1) is the complex analogue of (11.1.2), which says that an 
algebraic function without poles is constant. The next theorem and corollary 
continue this theme by proving for C/ A results analogous to parts of (11.4.8) 
and (III.3.5). 

Theorem 2.2. Let f E qA). 

(a) L resw(f) = O. 
WE CIA 

(b) L ordw(f) = O. 
WE CIA 

(c) L ordw(f)wEA. 
WEC/A 

PROOF. Let D be a fundamental parallelogram for A such that f(z) has no 
poles or zeros on the boundary aD of D. All three parts of the theorem are 
simple applications of the residue theorem [Ahl, ch. 4, thm. 19] applied to 
appropriately chosen functions on D. 
(a) By the residue theorem, 

L resw(f) = ~21 . f J(z) dz. 
WEIC/A nl aD 
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Now the periodicity of J implies that the integrals along the opposite sides of 
the parallelogram cancel, so the total integral around the boundary of D is 
zero. 
(b) The periodicity of J(z) implies that 1'(z) is also periodic, so applying (a) to 
the elliptic function 1'(z)IJ(z) gives 

1 f 1'(z) I ordw(f) = -2' J( ) dz = O. 
wEe/A m aD z 

(c) We apply the residue theorem to the function z1'(z)IJ(z) 

I ordw(f)w = -21 . f z1'(z)IJ(z)dz 
wEe/A m aD 

= - + + + z1'(z)IJ(z)dz. 1 (fa
+

£01 fa
+

£01 
+£02 f a+£02 fa) 

2ni a a+Wl a+COt +ro2 a+ro2 

Now in the second (respectively third) integral make the change of variable 
z --+ z - (01 (respectively z - (02)' Then using the periodicity of 1'IJ yields 

(02 fa+W11'(Z) (01 f a+w2 1'(Z) 
I ordw(f)w = -2 . J( ) dz + -2 . J( ) dz. 

wEe/A m a Z m a Z 

But for any meromorphic function g(z), the integral 

1 fb g'(z) 
- --dz 
2ni a g(z) 

is the winding number around 0 of the path 

[0, 1J --+ C, t --+ g«1 - t)a + tb); 

and in particular, if g(a) = g(b), then the integral is an integer. Hence the 
periodicity of 1'(z)IJ(z) implies that 1: ordw(f)w has the desired form. 0 

Definition. The order of an elliptic function is its number of poles (counted 
with multiplicity) in any fundamental parallelogram. (Note that from (2.2b), 
the order is also equal to the number of zeros.) 

Corollary 2.3. A non-constant elliptic Junction has order at least 2. 

PROOF. If J(z) has a single simple pole, then from (2.2a) the residue at that 
pole is 0, so J is actually holomorphic. Now apply (2.1). 0 

We now define the divisor group Div(C/A) to be the group of formal linear 
combinations 1:w E CiA nw(w) with nw E 71. and nw = 0 for all but finitely many w. 
Then for D = 1:nw(w)EDiv(C/A), we define 

deg D = degree of D = Inw and DivO(C/A) = {DEDiv(C/A): deg D = O}. 
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From (2.2b), for any fEqA)* we can define a divisor div(f)EDivO(C/A) by 

div(f) = L ordw(f)(w). 
weC/A 

Clearly the map div: qA)* -+ DivO(CI A) is a homomorphism, since each 
ordw is a valuation. Finally, we define a summation map 

sum: DivO(C/A) -+ CIA 

The following exact sequence encompasses our main results on CIA, as well 
as one fact (3.4) to be proven in the next section. 

Theorem 2.4. The sequence 
div. sum 

1 -+ C* -+ qA)* -+ DIVO(ClA)---+ CIA -+ 0 

is exact. 

PROOF. Exactness on the left is clear, and on the right follows from 
sum((w) - (0)) = w. Exactness at qA)* is (2.1), and exactness at DivO(C/A) 
is (2.2c) and (3.4). 0 

§3. Construction of Elliptic Functions 

In order to show that the results of section 2 are not vacuous, we must 
construct some non-constant elliptic functions. By (2.3), any such function 
will have order at least 2. Following Weierstrass, we look for a function with 
a pole of order 2 at z = o. 

Definition. Let Ace be a lattice. The Weierstrass ~-function (relative to A) is 
defined by the series 

111 
~(z; A) = 2" + L ( )2 2 . 

Z mEA Z - W W 
w#O 

The Eisenstein series of weight 2k (for A) is the series 

G2k(A) = L W- 2k• 
weA 
w#O 

(For notational convenience, we write ~(z) and G2k if the lattice A has been 
fixed.) 

Theorem 3.1. Let A c C be a lattice. 
(a) The Eisenstein series G2k for A is absolutely convergent for all k > 1. 
(b) The series defining the Weierstrass ~-function converges absolutely and 
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uniformly on every compact subset of C - A. It defines a meromorphic function 
on C having a double pole with residue 0 at each lattice point and no other poles. 
(c) The Weierstrass to-function is an even elliptic function. 

PROOF. (a) Since A is discrete in C, one easily checks that there is a constant 
c = c(A) so that for all N ~ 1, the number of lattice points in an annulus 
satisfies 

#{weA:N ~ Iwl < N + I} < cN. 

(See exer. 6.2.) Hence 

'" 1 ~#{weA:N~lwl<N+l} ~ c 
L. -I 12k ~ L. N2k < L. N 2k- 1 < 00. 

meA W N=l N=l 
Iml~l 

(b) If Iwl > 21zl, then 

I 1 1 I I z(2w - z) I 10lz1 
(z - W)2 - w2 = w2(z - W)2 ~ Iwl 3 • 

Hence from (a) we see that the series for to(z) is absolutely convergent for 
z e C - A, and uniforrilly convergent on every compact subset of C - A. 
Therefore it defines a holomorphic function on C - A; and from the series 
expansion it is clear that to(z) has a double pole with residue 0 at each point 
ofA. 
(c) Clearly to(z) = to( -z). (Replace w by -w in the sum.) Since the series for 
to is uniformly convergent, we can compute its derivative to'(z) by termwise 
differentiation: 

to'(z) = -2 L ( 1 )3. 
meA Z - W 

From this expression it is clear that to' is an elliptic function, so integrating 
yields 

to(z + W) = to(Z) + c(W) for all zeA, 

where c(w)eC is independent of z. Now let z = -w12 and use the evenness 
of to(z) to conclude that c(w) = O. D 

Next we show that every elliptic function can be expressed in terms of the 
Weierstrass to-function and its derivative. (This is the analogue of (111.3.1.1).) 

Theorem 3.2. Let A be a lattice. Then 

C(A) = C(to(z), to'(z». 

(I.e. Every elliptic function is a rational combination of to and to'.) 

PROOF. Let f(z) e C(A). Writing 
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Figure 6.7 

1 1 
f(z) = 2 [f(z) + f( -z)] + 2 [f(z) - f( -Z)], 

we see that it suffices to prove the theorem for odd and even functions. But if 
f is odd, then fIJ'f is even, so we are reduced to the case that f is even. 

Now if f is even, we have 

ordwf = ord-wf 

for every WE C. Further, we claim that if 2w E A, then ordw f is even. To see 
this, differentiate f(z) = f( - z) repeatedly to obtain 

J<i)(z) = ( -1)if(i)( - z). 

Hence if 2w E A, so J<i)(w) = J<i)( - w), then this implies that J<i)(w) = 0 for all 
odd i, so ordw f must be even. 

Now let D be a fundamental parallelogram for A, and let H be "half" of D, 
so that H is a fundamental domain for (C/ A)/{ ± 1}. (I.e. 

C = (H + A)u(-H + A). 

See Figure 6.7.) The above considerations imply that the divisor of J(z) has 
the form 

L nw[(w) + (-w)] 
WEH 

for certain integers nw' (Note if 2WEA, we are using the fact that ordwf is 
even.) 

Next consider the function 

g(z) = n [fIJ(z) - fIJ(w)]nw. 
WEH-O 

Since the divisor of fIJ(z) - fIJ(w) is (w) + (-w) - 2(0), we see that f and g 
have exactly the same zeros and poles except possibly at w = O. But then 
(2.2b) implies that they have the same order at 0, also. Therefore f(z)/g(z) is a 
holomorphic elliptic function, hence is constant (2.1). This proves that f(z) 
= cg(Z)EC(fIJ(Z), fIJ'(z)). 0 

In order to prove the converse to (2.2), it is convenient to introduce a 
"theta function" for A. 
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Definition. The Weierstrass (J-function (relative to A) is the function defined by 
the product 

(J(Z) = (J(z; A) = Z n (1 - -=-)e-<Z/Wl-<Z/Wl2/2. 
weA OJ 
w#o 

The following lemma gives the basic facts that we will need concerning 
(J(z). For a further description, see exers. 6.3, 6.4. 

Lemma 3.3. (a) The infinite product for (J(z) defines a holomorphic function on 
all of C. It has simple zeros at each Z E A, and no other zeros. 

(b) 
d2 

dz2 log (J(z) = - f.J(z) for all ZEC - A. 

(c) For any OJEA there are constants a, bEC such that 

(J(z + OJ) = eaZ+b(J(z) for all ZEC. 

PROOF. (a) That the infinite product is absolutely and uniformly convergent 
on C follows from (3.1a) and standard facts about convergence of infinite 
products ([Ahl, ch. 5, §2.3]). The location and order of the zeros is clear by 
inspection. 
(b) From (a) we can differentiate 

log (J(z) = log Z + L {lOg (1 - ~) - ~ - ~ (~y} 
term by term. Its second derivative is, up to sign, exactly the series defining 
f.J(z). 
(c) From (3.lc), f.J(z + OJ) = f.J(z). Now integrate twice and use (b) to obtain 

log (J(z + OJ) = log (J(z) + az + b 

for constants of integration a, bE C. 

Proposition 3.4. Let nl' ... , nr E Z and Z 1, •.. , Zr E C satisfy 

Ini = 0 and IniziEA. 

Then there exists al1 elliptic function f(z) E qA) satisfying 

div(f) = I ni(Z;). 

More precisely, if we normalize so that I nizi = 0, then 

f(z) = n (J(z - ziti. 

D 

PROOF. Let A=I:niziEA. Replacing n1(zl)+"'+nr(zr) by n1(zl)+'" 
+ nr(zr) + (0) - (A), we may assume that I:nizi = O. Then (3.3a) implies that 

f(z) = n (J(z - Z;)"i 
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has the correct zeros and poles; while (3.3c) allows us to compute (for any 
wEA) 

J(z + w)jJ(z) = TI e(a(z-z,)+b)n, 

=1. 

Therefore J(z) E qA). D 

We next derive the Laurent series expansion for go(z) about z = 0, from 
which we will deduce the fundamental algebraic relation satisfied by go(z) and 
go'(z). 

Theorem 3.5. (a) The Laurent series Jor go(z) about z = 0 is given by 

00 

go(z) = Z-2 + L (2k + I)G2k+2z2k. 
k;l 

(b) ForallzElCwithz¢A, 

go'(Z)2 = 4go(Z)3 - 60G4 go(z) - 140G6. 

PROOF. (a) Provided Izl < Iwl, we have 

(z - wf2 - w-2 = w-2[(1 - z/wf2 - IJ 
00 

= L (n + 1)zn/wn+2. 
n;l 

Substituting this into the series for go(z) and reversing the order of summa­
tion gives the desired result. 
(b) We write out the first few terms in various Laurent expansions: 

go'(Z)2 = 4z-6 - 24G4 z-2 - 80G6 + ... 

go(Z)3 = Z-6 + 9G4 z- 2 + 15G6 + '" 
go(z) = Z-2 + 3G4 z2 + .... 

Comparing these, we see that the function 

J(z) = go'(Z)2 - 4go(Z)3 + 60G4 go(z) + 140G6 

is holomorphic around z = 0 and vanishes at z = O. But it is also elliptic 
relative to A, and from (3.1b) it is holomorphic away from A, hence it is a 
holomorphic elliptic function. From (2.1), we conclude that J(z) is identically 
zero. 0 

Remark 3.5.1. It is standard notation to set 
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Then the algebraic relation between $O(z) and $O'(z) reads 

$O'(Z)2 = 4$O(Z)3 - g2 $O(z) - g3· 

Let E/C be an elliptic curve. Since the group law E x E .... E is given by 
everywhere locally defined rational functions (III.3.6), we see in particular 
that E = E(C) is a complex Lie group. (I.e. It is a complex manifold with a 
group law given locally by complex analytic functions.) Similarly, if A c !C is 
a lattice, then C/ A with its natural addition is a complex Lie group. The next 
proposition shows that !C/A is always complex analytically isomorphic to an 
elliptic curve. 

Proposition 3.6. Let g2 and g3 be the quantities associated to a lattice A c IC. 
(a) The polynomial 

has distinct roots. Its discriminant 

L\(A) = g~ - 27g~ 

is not zero. 
(b) Let E/!C be the curve 

E:y2 = 4x3 - g2X - g3' 

which is an elliptic curve from (a). Then the map 

rP: !CIA -+ E c 1fP2(C) 

Z -+ [$O(z), $O'(z), 1] 

is a complex analytic isomorphism of complex Lie groups. (I.e. It is an isomor­
phism of Riemann surfaces which is a group homomorphism.) 

PROOF. (a) Let {W1' W2} be a basis for A, and let W3 = w1 + w2. Then since 
$O'(z) is an odd elliptic function, we see that . 

$O'(wJ2) = - $0'( -wJ2) = - $O'(wJ2), 

so $O'(wJ2) = O. Hence from (3.Sb), f(x) vanishes at each x = $O(w;/2), so it 
suffices to show that these three values are distinct. 

The function $O(z) - $O(wJ2) is even, hence has at least a double zero at 
z = wJ2. But since it has order 2, these are the only zeros (in an appropriate 
fundamental parallelogram). Therefore $O(wj/2) =1= $0 (wJ2) for j =1= i. 
(b) The image of rP is contained in E from (3.3b). To see that rP is surjective, let 
(x, Y)EE. Then $O(z) - x is a non-constant elliptic function, so from (2.1) it 
has a zero, say z = a. It follows that $O'(a)2 = y2, so replacing a by -a if 
necessary, we obtain $O'(a) = y. Then rP(a) = (x, y). 

Next suppose that ¢(z 1) = ¢(Z2). Assume first that 2z d. A. Then the 
function $O(z) - $O(Zl) has order 2 and zeros Zl' -Z1' Z2. It follows that 
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Z2 == ±ZI (mod A); and now 

f,J'(ZI) = f,J'(Z2) = f,J'(±ZI) = ± f,J'(ZI) 

implies that Z2 == ZI (mod A). [Note f,J'(ZI) =F 0 from the proof of (a).] Now if 
instead 2ZI EA, then f,J(z) - f,J(ZI) has a double zero at ZI, and vanishes at Z2, 
so again we conclude that Z2 == ZI mod A. This proves that ¢J is injective. 

Next, in order to show that ¢J is an analytic isomorphism, we compute its 
effect on the cotangent space. At every point of E, dx/y is a non-vanishing 
holomorphic differential. Since 

¢J*(dx/y) = df,J(z)/f,J'(z) = dz 

is similarly non-vanishing and holomorphic at every point of CIA, we see 
that ¢J is a local isomorphism. But ¢J is bijective from above, so this implies 
that it is a global isomorphism. 

Finally, to see that ¢J is a group homomorphism, let ZI, Z2 E Co From (3.4), 
there is a function J(z) E C(A) with divisor 

div(f) = (ZI + Z2) - (ZI) - (Z2) + (0). 

Using (3.2), we can write J(z) = F(f,J(z), f,J'(z» for some rational function 
F(X, Y) E C(X, Y); and then considering F(x, y) E C(x, y) = C(E), we have 

div(F) = (¢J(ZI + Z2» - (¢J(ZI» - (¢J(Z2» + (¢J(O». 

It follows from (111.3.5) that 

¢J(ZI + Z2) = ¢J(ZI) + ¢J(Z2)' o 

§4. Maps-Analytic and Algebraic 

In this section we investigate complex analytic maps between complex tori. It 
turns out that they all have a particularly simply form; and, somewhat more 
surprisingly, the maps which they induce on the corresponding elliptic curves 
via (3.6b) are actually isogenies (Le. given by rational functions). 

Thus let Al and A2 be lattices in C. If IX E C has the property that 
IXAI c A2, then scalar multiplication by IX 

is clearly a holomorphic homomorphism. We now show that these are essen­
tially the only holomorphic maps. 

Theorem 4.1. (a) With notation as above, the association 

{IXEC: IXAI C A2} --+ {holomorphic maps ¢J: CjAI --+ C/A2 with ¢J(O) = O} 

is a bijection. 



160 VI. Elliptic Curves over C 

(b) Let El and Ez be the elliptic curves corresponding to the lattices Al and Az 
as in (3.6b). Then the natural inclusion 

{isogenies rP: El ~ Ez} ~ {holomorphic maps rP: CjAl ~ CjAz with rP(O) = O} 

is a bijection. 

PROOF. (a) If rP~ = rPP' then for all Z E C, IXZ == fJz (mod Az). Hence the map 
Z ~ (IX - fJ)z sends C to Az; and since A z is discrete, this map must be 
constant. Therefore IX = fJ. 

Next let rP: CjAl ~ CjAz be a holomorphic map with rP(O) = O. Then, since 
C is simply connected, we can lift rP to a holomorphic map J : C ~ C with 
J(O) = 0 so that the following diagram commutes: 

f 
C ~C 

! ql! 
CjAl ~ CjAz· 

Now for any wEAl ,J(z + W) == J(z) (mod Az) for all z E C. Again using the 
discreteness of A z, we see that J(z + w) - J(z) must be independent of z. 
Thus 

f'(z + w) = f'(z) for all ZEC and all wEAl' 

This says that f'(z) is a holomorphic elliptic function, so from (2.1) it is 
constant. Therefore J(z) = IXZ + y for some IX, Y E C. Now J(O) = 0 implies that 
Y = 0, and J(A l) c Az implies IXAl c Az, so rP = rP~. 
(b) First note that since an isogeny is given locally by everywhere deJined 
rational functions (i.e. it is a morphism), the map induced on the correspond­
ing complex tori will be holomorphic. Thus our association 

Hom(E l , Ez) ~ Holom. Map(CjAl' CjAz) 

is well-defined; and it is clearly injective. 
We now prove surjectivity. From (a), it suffices to consider a map of the 

form rP~, where IX E C* satisfies IXAl c Az. The induced map on Weierstrass 
equations is given by 

so we must show that gJ(IXZ, Az) and gJ'(IXZ, Az) can be expressed as rational 
functions of gJ(z, Al) and gJ'(z, Al)' But using the fact that IXAl c Az, we see 
that for any wEAl, 

gJ(IX(Z + w), Az) = gJ(IXZ + IXW, Az) = gJ(IXZ, Az); 

and similarly for gJ'(IXZ, Az). Thus gJ(IXZ, Az) and gJ'(IXZ, Az) are in qAl). But 
qAl) = qgJ(z, Al), gJ'(z, Al)) from (3.2), which gives the desired result. D 
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Corollary 4.1.1. Let EdC and E2 /C be elliptic curves corresponding to lattices 
A1 and A2 as in (3.6b). Then E1 and E2 are isomorphic (over C) if and only if A1 
and A2 are homothetic. (I.e. A1 = IXA2 for some IXEC*.) 

PROOF. Clear from (4.1). o 

Remark 4.2. Since the maps r/Ja. are clearly homomorphisms, (4.1) implies that 
every complex analytic map from E1 (C) to E2 (C) taking 0 to 0 is necessarily 
a homomorphism. This is the analogue of (111.4.8), which says that every 
isogeny of elliptic curves is a homomorphism. 

§5. Uniformization 

The uniformization theorem for elliptic curves says that every elliptic curve 
over C is parameterized by elliptic functions. The most natural proof of this 
fact uses the theory of modular functions; that is, functions on the set of 
lattices in C. (For example, g2(A) and g3(A) are modular functions.) The 
proof is not difficult, but would take us rather far afield, so we will be content 
to merely state the result here and use it to make various deductions. 

Theorem 5.1. U niformization Theorem. Let A, BE C satisfy A 3 - 27 B2 -=F O. 
Then there exists a unique lattice A c C such that g2(A) = A and g3(A) = B. 

PROOF. See [Ap, Thm. 2.9J, [Rob, 1.3.13J, [Shi 1, §4.2J, or ESe 7, VII Prop. 5]. 
o 

Corollary 5.1.1. Let Elf:- be an elliptic curve. Then there exists a lattice A c C, 
unique up to homothety, and a complex analytic isomorphism 

r/J: CIA -+ E(C) r/J(z) = [f,J(z, A), f,J'(z, A), 1J 

of complex Lie groups. 

PROOF. The existence is immediate from (3.6b) and (5.1), and the uniqueness is 
(4.1.1). 0 

We are now in a position to prove the results left undone in section 1. 

Proposition 5.2. Let EIC be an elliptic curve with Weierstrass coordinate func­
tions x, y. 
(a) Let IX and f3 be paths on E(C) giving a basis for H1 (E, Z). Then the periods 

W 1 = L dxly and W 2 = I dxly 

are IR-linearly independent. 
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(b) Let A c C be the lattice generated by Qh and (1)2. Then the map 

F: E(C) --+ CIA F(P) = f: dxly (mod A) 

is a complex analytic isomorphism of Lie groups. Its inverse is the map given in 
(5.1.1). 

PROOF. (a) From (5.1.1) there exists some lattice Al such that the map 

is a complex analytic isomorphism. It follows that r/Jl1 0 rJ. and r/Jl1 0 f3 are a 
basis for HI (C/A 1 , Z). Note further that HI (C/A 1 , Z) is isomorphic to Al via 
the map y --+ L dz; while the differential dxly on E pulls back to 

r/Jt(dxly) = dtJ(z)/tJ'(z) = dz 

on C/A 1 • Therefore the periods 

(1)1 = f dxly = f dz 
at t/Jt~10at 

and (1)2 = [ dxly = f dz 
Jp "',~10P 

are a basis for AI, so in particular they are ~-linearly independent. 
(b) We have just shown above that the lattice Al corresponding to E in 
(5.1.1) is precisely the lattice A generated by the periods of E. The compo­
sition F 0 r/J thus gives an analytic map 

f(I"(Z).I"'(Z)) 

F 0 r/J: CIA --+ CIA F 0 r/J(z) = dxlY. 
o 

Since 

F*(dz) = dxly and r/J*(dxly) = dtJ(z)/tJ'(z) = dz, 

we see that 

(F 0 r/J)* dz = dz. 

On the other hand, (4.1 a) says that any analytic map CIA --+ CIA has the form 
l/Ia(z) = az for some a E C*. Since l/I:(dz) = adz, we see that F 0 r/J(z) = z. (I.e. 
F 0 r/J is the identity map.) But we already know (3.6b) that r/J is an analytic 
isomorphism; and so F = r 1 is, too. D 

Much of the preceding material can be summarized as an equivalence of 
certain categories. 

Theorem 5.3. The following categories are equivalent. 

(a) Objects: Elliptic curves over C. 
Maps: I sogenies. 
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(b) Objects: Elliptic curves over C. 
Maps: Complex analytic maps taking 0 to O. 

(c) Objects: Lattices A c C, up to homothety. 
Maps: Map (AI, A2) = {aEC: aAI c A2 }. 
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PROOF. The one-to-one correspondence between elliptic curves over C and 
lattices (modulo homothety) follows from (3.6b), (5.1.1), and (5.2). The match­
up ofthe maps in (a), (b), (c) is precisely the content of (4.1). 0 

Remark 5.3.1. The equivalence of (a) and (b) in (5.3) is a very special case of a 
general principle (GAGA ESe 1]), which says (among other things) that any 
complex analytic map between projective varieties over C is necessarily given 
by rational functions. (For an introductory discussion, see [Har, app. B].) 

We now use the uniformization theorem (really (5.1.1)) to make some 
general deductions about elliptic curves over C. It is worth remarking that 
even without knowing (5.1.1), everything that we are about to prove would at 
least apply to those elliptic curves which occur in (3.6b). The uniformization 
theorem merely says that this class of curves includes every elliptic curve 
over C. 

Proposition 5.4. Let EIC be an elliptic curve and m ~ 1 an integer. 
(a) As abstract groups, 

E[m] ~ 7Llm7L x 7Llm7L. 

(b) The multiplication-by-m map [m]: E ~ E has degree m2. 

PROOF. (a) From (5.1.1), E(C) is isomorphic to CIA for some lattice A c C. 
Hence 

1 
E[m] ~ (C/A)[mJ ~ -AlA ~ (7Llm7L)2. 

m 

(b) Since char C = 0 and [m] is unramified, the degree of [m] is just the 
number of points in E[m] = [mrl{O}. 0 

Let EIC be an elliptic curve. Notice that (4.1) allows us to identify End(E) 
with a certain subring of C. Thus if E(C) ~ CIA as in (5.1.1), then 

End(E) ~ {aEC: aA sA}. 

Since A is unique up to homothety (4.1.1), this ring is independent of A. We 
now use this description of End(E) to completely characterize the possible 
endomorphism rings which can occur. We recall the following definition 
from (III §9). 
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Definition. Let .Y{' be a number field. An order #t of .Y{' is a subring of .Y{' 

which is finitely generated as a Z-module and satisfies #t ® Q = .Y{'. 

Theorem 5.5. Let EIC be an elliptic curve, and let W1' W2 be generators Jor the 
lattice A associated to E by (5.1.1). Then either 

(i) End(E) = Z; or 
(ii) Q(Wt/W2) is a quadratic imaginary extension oj Q, and End(E) is isomor­

phic to an order in Q(Wt/W2)' 

PROOF. Let -r = Wt/W2' Since A is homothetic to Z + b (multiply by l/(2), 
we may replace A by Z + b. Let 

#t = {IXEC: IXA c A}, 

so #t ~ End(E) from (4.1). Then for any IX E #t, there are integers a, b, c, d such 
that 

IX = a + b-r and IX-r = c + d-r. 

Eliminating -r yields 

1X2 - (a + d)1X + bc = O. 

Thus #t is an integral extension of Z. 
Now suppose that #t =1= Z, and choose IX E #t with IX ¢ Z. Then with notation 

as above, b =1= 0, so eliminating IX gives a non-trivial equation 

b-r2 - (a - d)-r + c = O. 

Therefore Q(-r) is a quadratic imaginary (since -r ¢~) extension of Q. Finally, 
since #t c Q(-r) and #t is integral over Z, it follows that #t is an order of Q(-r). 

o 

§6. The Lefschetz Principle 

The LeJschetz principle says roughly that algebraic geometry over an arbi­
trary algebraically closed field of characteristic 0 is "the same" as algebraic 
geometry over C. One can, of course, make this precise by formulating an 
equivalence of suitably defined categories; but we will be content here to give 
a more informal presentation. 

The first observation to make is that if the given field K can be embedded 
in C, then everything proceeds smoothly. For example, if K c C is any field 
and if ElK is an elliptic curve, then the fact that Em] : E .... E is an algebraic 
map (i.e. given by rational functions) implies that E[m] c E(K) c E(C). 
Hence using (5.4), we obtain a proof that 

E[m] = E(K)[m] = E(C)[m] ~ (ZlmZ)2. 
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Note that the embedding K c C need not be topological (assuming K has 
a topology in the first place.) It does not matter that we may have used the 
topology of C to reach our conclusions (such as in the analytic isomorphism 
E(C) ~ CjA), as long as our hypotheses and conclusions are purely algebraic. 

The second observation is that theorems in algebraic geometry generally 
deal with finite (or at worst, countable) sets. For example, any variety is 
defined by a finite set of polynomial equations (Hilbert basis theorem), and 
each equation has finitely many coefficients. Similarly, an algebraic map 
between varieties is given by a finite set of polynomials, each having a finite 
number of coefficients. Now suppose that {Vl' Vz,"'} is a finite (or count­
able) set of varieties defined over some field K of characteristic 0, and suppose 
that {tPl' tPz'."} is a finite (or countable) set of rational maps (defined over 
K) between various of the V;'s. Let Ko c K be the field generated over Q by 
all of the coefficients of all of the polynomials defining all of the V;'s and all of 
the tP/s. Then trdeg(Ko/Q) clearly has cardinality at most that of the natural 
numbers, so we can embed Ko c C (Zorn's lemma). Now from the above 
discussion concerning subfie1ds of C, we will be able to reduce most algebro­
geometric questions concerning the V;'s and tP/s to the corresponding ques­
tion over C, where we may be able to profitably employ techniques from 
complex analysis and differential geometry. 

To illustrate the procedure outlined above, we prove the following. 

Theorem 6.1. Let K be a field of characteristic 0 and E/K an elliptic curve. 
(a) Let m ~ I be an integer. Then 

E[m] ~ 7L/m7L x 7L/m7L. 

(b) The endomorphism ring of E is either 7L or an order in a quadratic imagi­
nary extension ojo.. (Compare with (111.9.4).) 

PROOF. (a) This is immediate from (5.4) and the Lefschetz principle. 
(b) Here we can apply the Lefschetz principle to (5.5), once we note that 
End(E) is countably (in fact finitely) generated from (III.7.5). Alternatively, 
even without (III.7.5), we can argue as follows. If End(E) is neither 7L nor 
quadratic imaginary, then it contains a finitely generated subring with the 
same property. Now applying the Lefschetz principle to the maps in this 
subring will contradict (5.5). 0 

EXERCISES 

6.1. Let A = ZW1 + ZWz be a lattice, and let 8(z) be an entire function (i.e. holo­
morphic on all of C.) Suppose that there are constants al' az E C such that 

for all Z E C. 

Prove that 

8(z) = be" for some b, C E IC. 
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6.2. Let A c: C be a lattice. 
(a) Prove that every fundamental parallelogram for A has the same area. De­

note this area by A(A). 
(b) Prove that as R -+ 00, 

# {weA: Iwl ~ R} = A(A)-lnR2 + OCR). 

(The big-O constant depends on A, of course.) 
(c) Prove that there is a constant c = c(A) such that for all R, 

#{weA:R ~ Iwl < R + l} < cR. 

6.3. (a) Prove that for all z, a e C, 

go(z) - go(a) = q(z + a)q(z - a) 
q(z)2q(a)2 

[Hint: Compare zeros and poles.] 
(b) Prove that 

, q(2z) 
go (z) = q(Z)4' 

(c) Prove that for every integer n, the function q(nz)/q(z)n2 is in IC(A). 
(d) More precisely, prove that 

( 1)n-l{1121 ( 1)1} q(nz) - d ( (i+J-l)(») - ..... n - . (r2 - et go z .1':; }'':n-l' (J Z ""l: • ...::: ~ 

6.4. Define the Weierstrass ,-function ,(z) (not to be confused with the Riemann 
'-function) by the series 

'(z)=~+ L {_l __ ~_-;}. 
z ",eA Z - W W W 

","0 

(a) Prove that 

d d 
dz log q(z) = ,(z) and dz nz) = - go (z). 

(b) Prove that 

'( -z) = -,(z); 

and that for all we A, 

,(z + w) = ,(z) + ,,(w), 

where ,,(w) = 2,(w/2) is independent of z. 
(c) Prove that the map f/ : A -+ C given in (b) is linear. 
(d) Write A = z'w1 + 7Lw2 with Im(w1/w2) > O. Prove the Legendre relation 

W2f/(Wl) - Wl"(W2) = 27ti. 

[Hint: Integrate ,(z) around a fundamental parallelogram.] 
(e) Prove that 
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a(z + w) = ±eq(W)(z+w/2)a(z), 

where the sign is positive or negative according to WE 2A or W $ 2A 
respectively. 

(f) Extend IJ : A -> C to an !H.-linear map IJ: C -> C by identifying A @.,!H. with 
C. Let 

G(z) = e-ZQ(Z)/2 a (z). 

Prove that for all WE A, 

IG(z + w)1 = IG(z)l· 

Hence IG(z)1 defines a real analytic function CjA -> IR. 

6.5. Verify the following indefinite integrals. 
(a) J p(Z)2 dz = ip'(z) + l2g2Z + C. 
(b) J p(Z)3 dz = l~OP"'(Z) -lOg2((Z) + log3Z + C. 

6.6. For a lattice A c C, let g2(A) and g3(A) be as in (3.3.1), and define 

~(A) = g2(A)3 - 27g3(A)2 and j(A) = 1728g2(A)3/MA). 

(a) Let XEC*. Prove that 

and so 

j(xA) = j(A). 

(b) Prove that j(A tl = j(A2) if and only if there is an IXE C* such that IXAI = A2. 
(c) Prove that 

j(Z + Zi) = 1728 and j(Z + Ze ni/3 ) = O. 

6.7. Elliptic curves over !H.. Let £/C be an elliptic curve corresponding to a lattice 
Ace. 
(a) Prove that £ can be defined over !H. if and only if there is an IX E C* such that 

IXA is mapping to itself by complex conjugation. [Hint: First show that 
j(A) = j(A).] 

(b) Suppose £ is defined over !H., and that we have chosen a lattice A for £ which 
is invariant under complex conjugation. Prove that ~(A) E !H.; and that £(!H.) 
is connected if and only if ~(A) > O. 

(c) Let £/C have a Legendre equation 

£ : y2 = x(x - l)(x - A). 

Prove that A E !H. if and only if £ can be defined over !H. and £[2] c £(!H.). 
(d) If £ is defined over !H. and £[2] c £(!H.), prove that there is a lattice for £ 

which is rectangular (i.e. of the form Zw! + ZW2 i with WI' W2 E !H.). 

6.8. Let ff /0 be a quadratic imaginary field, ~ the ring of integers of ff, and hal the 
class number of ~. Prove that up to isomorphism, there are exactly hal elliptic 
curves £/C with End(£);::;: ~. If £ is such a curve, conclude that j(£) is an 
algebraic number satisfying [.ff(j(E)) : ff] ~ hilt. (In fact, ff(j(£)) is the Hilbert 
class field of ff. See (C §Il) and the references listed there.) 
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6.9. Let EdC and E2/C be elliptic curves, and assume that E1 has complex multi­
plication. Prove that E1 is isogenous to E2 if and only if 

End(E1) ® Q ~ End(E2) ® Q. 

6.10. Let tP: E1 -+ E2 be an isogeny of elliptic curves over C, and let IX e C* correspond 
to tP via the equivalence in (4.1). (I.e. E; ~ CjA; and IXA1 c A2.) Prove that (i 
corresponds to the dual isogency J : E2 -+ E1. 

Elliptic Integrals. The following exercises (6.11-6.13) develop a minute por­
tion of the classical theory of elliptic integrals. 

6.11. Let E/C be an elliptic curve given by a Legendre equation 

E: y2 = X(X -1)(X - A). 

(a) Prove that there is a keC - {O, ± 1} such E has an equation of the form 

E: y2 = (1 _ x2)(1 - k2x2). 

[Hint: Let X = (ax + b)/(cx + d) and Y = ey/(cx + d)2 for appropriate a, b, 
c, d, eEC.] 

(b) For a given value of A, find all possible values of k. Conversely, given k, find 
all values of A. 

(c) Express the j-invariantj(E) in terms of k. 
(d) Suppose A E III (See exer. 6.7.) Show that k may be chosen so as to satisfy 

O<k<1. 

6.12. Complete Elliptic Integrals. Let E be an elliptic curve given by an equation 

E: y2 = (1 _ x2)(1 _ k2 x2). 

To simplify matters, assume that 0 < k < 1. (See exer. 6.11d.) Define complete 
elliptic integrals of the first and second kind to the modulus k by 

First Kind 

Second Kind. 

(This notation is classical. Note that this is the only place in this book where 
E(k) will not mean the k-rational points on E.) 
(a) Make appropriate branch cuts, and show that the lattice for E is generated 

by the periods 

(b) Let k' be the complementary modulus defined by k2 + k,2 = 1, 0 < k' < 1. 
Prove that 
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[Hint: Let x = (1 - k,2X 2t 1/2.] Conclude that the period lattice for the 
elliptic curve E/f:- is generated by 4K(k) and 2iK(k'). 

(c) Prove the transformation formulas 

K(2Jkk ) = (1 + k)K(k) and K(1 - k) = 1 + k K(k'). 
1+ 1+k 2 

[Hint: For the former, use the substitution x = (k + I)X/(1 + kX2).] 

6.13. (a) Show that the complete elliptic integrals defined above may also be written 
as 

r"/2 
K(k) = Jo (1 - k2 sin2 0t1/2 dO, 

E(k) = f/2 (1 - k2 sin2 0)1/2 dO. 

(b) Prove that the arclength of the ellipse 

x2/a2 + y2/b2 = 1 

is given by the complete elliptic integral 

(We assume a ~ b > 0.) 

(c) Prove that the arclength of the lemniscate 

r2 = cos 20 

is given by the complete elliptic integral 2J2K(I/J2). Show that it also 
equals 4 S~ (1 - x4tl/2 dx. (Thus the arclength of the lemniscate resembles 
the arclength of the unit circle, namely 2n = 4 J~ (1 - X2)-1/2 dx.) 

6.14. The Arithmetic-Geometric Mean. For a, bE IR with a ~ b > 0, we define two 
sequences {an} and {bn} by 

ao = a bo = b 

an+1 = t(a. + bJ b.+l = faA· 
(a) Prove that 

Deduce that the limit 

M(a, b) = Lim a. = Lim bn 

exists. M(a, b) is called the arithmetic-geometric mean of a and b. 
(b) Prove that 

and 

M(ca, cb) = cM(a, b). 
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(c) Define the integral J(a, b) by 

J(a, b) = I'/2 (a2 cos2 0 + b2 sin2 Of 1/2 dO. 

Show that J(a, b) is related to certain complete elliptic integrals by the 
formulas 

[ a-bJ Hint: Take k = a + b· 

(d) Prove that 

M(a, b)J(a, b) = n/2. 

[Hint: Use (c) and (exer. 6.12c) to prove that J(a, b) = J(a I , bI). Then calcu­
late Lim J(a., b.).] Combining (c) and (d), note that complete elliptic in­
tegrals of the first kind (for 0 < k < 1) may be computed in terms of the 
arithmetic-geometric mean. 

(e) Prove that the rate of convergence predicted by (a), namely a. - b. ~ 
2-n(a - b), is far slower than the reality. More precisely, use (b) to show that 
it suffices to compute M(a, b) in the case that b ;;:: 1; and under this assump­
tion, prove that 

for all m, n ;;:: O. 

In particular, since eventually a. - b. < 1, the sequences {a.} and {b.} 
eventually converge doubly exponentially. 

(f) Show that 

f (1 - Z4)- I/2 dz = n/2M()2, 1), 

and use this equality to calculate the value of the complete elliptic integral. 
(It was the observation that these two numbers, calculated independently, 
agree to eleven decimal places which led Gauss to initiate his extensive study 
of the arithmetic-geometric mean. For a fascinating account of this subject, 
see [Cox].) 



CHAPTER VII 

Elliptic Curves over Local Fields 

In this chapter we study the group of rational points on an elliptic curve 
defined over a field which is complete with respect to a discrete valuation. We 
start with some basic facts concerning Weierstrass equations and "reduction 
modulo n". This enables us to break our problem up into several pieces; and 
then by examining each piece individually, we will be able to deduce a great 
deal about the group of rational points as a whole. Unless explicitly stated 
otherwise, we will use the following notation. 

K a local field, complete with respect to a discrete valuation v 
R the ring of integers of K = {xeK: v(x) ~ O} 
R* the unit group of R = {xeK: v(x) = O} 
vIt the maximal ideal of R = {xEK: v(x) > O} 
n a uniformizer for R (i.e. vIt = nR) 
k the residue field of R = RlvIt. 

We will further assume that v is normalized so that v(n) = 1. Note that by 
convention, v(O) = 00 is assigned a value larger than every real number. 
Finally, in keeping with our general policy, we will assume that both K and k 
are perfect fields. 

§1. Minimal Weierstrass Equations 

Let ElK be an elliptic curve, and let 

y2 + a1xy + a3y = x3 + a2x2 + a4x + a6 

be a Weierstrass equation for ElK. Since replacing (x, y) by (u- 2 x, u-3 y) 
causes each ai to become uiai' if we choose u divisible by a large power of n, 
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then we can find a Weierstrass equation with all coefficients ai E R. Then the 
discriminant L\ satisfies v(L\) ~ 0; and since v is discrete, we can look for an 
equation with v(L\) as small as possible. 

Definition. Let ElK be an elliptic curve. A Weierstrass equation as above is 
called a minimal (Weierstrass) equation for E at v if v(L\) is minimized subject 
to the condition a1, a2, a3 , a4 , a6 E R. This value of v(L\) is the valuation of the 
minimal discriminant of E at v. 

Remark 1.1. How can one tell if a given Weierstrass equation is minimal? 
First, by definition, all of the a;'s must be in R, so in particular the discrimi­
nant L\ is in R. If the equation is not minimal, then there is a coordinate 
change giving a new equation with discriminant L\' = U12 L\ E R (cf. 111.1.2). 
Thus v(L\) can only be changed by multiples of 12, so we conclude: 

If ai E Rand v(L\) < 12, then the equation is minimal. 

Similarly, since c~ = U4 C4 and c~ = U6C6' we have: 

If ai E Rand v(c4 ) < 4 (or v(c6 ) < 6), then the equation is minimal. 

If char(k) l' 2, 3, then the converse holds, namely minimality implies either 
v(L\) < 12 or v(c4 ) < 4. (See exer. 7.1.) For arbitrary K there is an algorithm of 
Tate ([Ta 6]) which will determine if a given equation is minimal. 

Example 1.2. Let p be a prime and consider the Weierstrass equation 

E : y2 + xy + y = x3 + x2 + 22x - 9 

over the field Or This equation has discriminant L\ = - 215 52 and C4 = 
-5,211. Hence using the above criteria (1.1), this is a minimal Weierstrass 
equation at p for every prime p E Z. 

Proposition 1.3. (a) Every elliptic curve ElK has a minimal Weierstrass 
equation. 
(b) A minimal Weierstrass equation is unique up to a change of coordinates 

with uER* and r, s, tER. 
(c) The invariant differential 

w = dxl(2y + a1x + a3 ) 

associated with a minimal Weierstrass equation is unique up to multiplication by 
an element of R*. 
(d) Conversely, if one starts with any Weierstrass equation with coefficients 
ai E R, then any change of coordinates 

used to produce a minimal Weierstrass equation satisfies u, r, s, t E R. 
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PROOF. (a) One can easily find some Weierstrass equation with all ai E R, and 
among such there is a minimal v(L\) since v is discrete. 
(b) We know (UI.3.1b) that any Weierstrass equation for ElK is unique up to 
the indicated change of coordinates with u E K* and r, s, t E K. Now suppose 
the given equation and the new equation are both minimal. We use the 
transformation formulas (III. 1.2). From the definition ofminimality, we have 
v(L\) = v(S). But u12 L\' = L\, so uER*. From the transformation for b6 (re­
spectively bs) we see that 4r3 (respectively 3r4) is in R, hence r E R. Now the 
transformation for a2 gives S E R, and that for a6 gives t E R. 
(c) Clear from (b), since w' = uw. 
(d) Since u12 L\' = L\ and v(L\') ~ v(L\) (because the new equation is to be 
minimal), we see that v(u) ~ 0, so U E R. Now the proof in (b) can be repeated 
to show that r, s, t E R. D 

§2. Reduction Modulo rc 

We next look at the operation of "reduction modulo n", which we denote by 
a tilde. Thus, for example, the natural reduction map R ~ k = RlnR is de­
noted t ~ t. Now having chosen a minimal Weierstrass equation for ElK, we 
can reduce its coefficients modulo n to obtain a (possibly singular) curve over 
k, namely 

E: y2 + Q1xy + Q3Y = X3 + Q2X2 + Q4X + Q6' 

The curve ElK is called the reduction of E modulo n. From (l.3b), since we 
started with a minimal equation for E, the equation for E is unique up to the 
standard change of coordinates (II 1.3. 1 b) for Weierstrass equations over k. 

Next let PEE(K). We can find homogeneous coordinates P = [xo, Yo, zo] 
with Xo, Yo, Zo E R and at least one of Xo, Yo, Zo in R*. Then the reduced point 
P = [xo, Yo, zo] is in E(k). This gives a reduction map 

E(K) ~ E(k) 

P~P. 

(More generally, one can similarly define a reduction map 

IPn(K) ~ IPn(k). 

The above map is just its restriction to E(K) c 1P2 (K).) 
Now the curve ElK mayor may not be singular (more on this later), but 

recall (III.2.5) that in any case its set of non-singular points, denoted Ens(k), 
forms a group. We define two subsets of E(K) as follows: 

Eo(K) = {PEE(K): PEEns(k)}; 

E1(K) = {PEE(K): P = O}. 
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In words, Eo(K) is the set of points with non-singular reduction, and El (K) is 
the kernel of reduction. From (1.3b), they do not depend on which minimal 
Weierstrass equation we choose. 

Proposition 2.1. There is an exact sequence of abelian groups 

0-+ El (K) -+ Eo(K) -+ Bllik) -+ 0, 

where the right-hand map is reduction modulo 11:. 

PROOF. The group laws on E(K) and ElIs(k) are defined by taking the inter­
section of the curve with lines in !P2• Since the reduction map !P2(K)-+ 
!P2(k) takes lines to lines, it follows that Eo(K) is a group, and that the map 
Eo(K) -+ Ellik) is a homomorphism. Exactness at the left and center now 
comes directly from the definition of El (K). 

It remains to show that the reduction map is surjective. This will follow 
from Hensel's lemma and the completeness of K. Thus let 

f(x,y) = y2 + a1xy + a3Y - x 3 - a2x2 - a4x - a6 = 0 

be a minimal Weierstrass equation, ](x, y) the corresponding polynomial 
with coefficients reduced modulo 11:, and l' = (a, p) E BlIs(k) any point. Since l' 
is a non-singular point of E, we know that either 

! (1') ¥ 0 or :(1') ¥ 0, 

say the former. (The other case is entirely similar.) Choose any Yo E R with 
Yo = p, and look at the equation 

f(x, Yo) = o. 
When reduced modulo 11:, this equation has a as a simple root, since 
(a]lax)(a, Yo) ¥ O. Hence by Hensel's lemma ([La 2, Ch. II, Prop. 2]), the root 
a can be lifted to an Xo E R such that Xo = a and f(xo, Yo) = O. Then the point 
p = (xo, Yo) E Eo(K) reduces to 1'. 0 

Note that if v(A) = 0, so ! ¥ 0, then B is non-singular, EllS = E, and so 
Eo(K) = E(K). In this case (2.1) says that E(K) is built up from two pieces, 
El (K) and E(k). Now B(k) is the set of points on an elliptic curve defined over 
a smaller field; and we will often consider the case where k is a finite field, a 
situation analyzed in some detail in chapter V. 

On the other hand, the following proposition shows that El (K) is also an 
object with which we are already familiar. 

Proposition 2.2. Let ElK be given by a minimal Weierstrass equation, let P.IR 
be the formal group associated to E (IV.2.2.3), and let w(z)ER[z] be the power 
seriesfrom (IV.l.l). Then the map 
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E(A) --+ E1 (K) 

z --+ (w~Z)' - w~Z)) 
is an isomorphism. (We understand that z = 0 goes to O. For the definition of 
the group E(A), see (IV §3).) 

PROOF. From (IY.l.lb) the point (z/w(z), -1/w(z)), when considered as a 
pair of power series, satisfies the Weierstrass equation for E. Since w(z) = 
z3(1 + "')ER[z], it follows that w(z) converges for any zEA. Hence 
(z/w(z), - l/w(z)) is in E(K) for z E A, and since v( -l/w(z)) = - 3v(z), it is 
even in E1(K). Thus we have a well-defined map 

E(A) --+ E1 (K) 

z --+ (z/w(z), -l/w(z)). 

Further, in deriving the power series giving the group law on E, we simply 
used the group law on E (in the (z, w)-plane) and then replaced w by w(z). 
Therefore the map is a group homomorphism. Since w(z) = ° only for z = 0, 
it is injective, so it remains to show that the image is all of E1 (K). 

Let (x, y) E E1 (K). Since (x, y) reduces modulo n to the point at infinity on 
E(k), we see that v(x) < 0 and v(y) < O. But then from the Weierstrass equa­
tion y2 + ... = x3 + ... , we must have 

3v(x) = 2v(y) = -6r 

for some integer r ~ 1. Hence x/y E A, so the map 

E1 (K) --+ E(A) 

(x, y) --+ - x/y 

is well-defined. Again because the group law on E(A) is defined by using the 
group law on E, this map is a homomorphism; and it is clearly injective. 
Hence we have two injections 

E(A) --+ E1 (K) --+ E(A) 

whose composition is the identity, so they are isomorphisms. o 

§3. Points of Finite Order 

In this section we analyze the points of finite order in the group E(K). 
Although we will prove a stronger result below (3.4), we start with the follow­
ing easy proposition, which will provide a crucial ingredient in the proof of 
the weak Mordell-Weil theorem (VIII. 1.1). 
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Proposition 3.1. Let ElK be an elliptic curve and m ;:: 1 an integer relatively 
prime to char(k). 
(a) The subgroup El (K) has no non-trivial points of order m. 
(b) If the reduced curve ElK is non-singular, then the reduction map 

E(K) Em] ~ E(k) 

is injective. (Here E(K) Em] denotes the set of points of order min E(K).) 

PROOF. From (2.1) we have an exact sequence 

o ~ El (K) ~ Eo(K) ~ Ens(k) ~ o. 
But from (2.2), E 1 (K) ~ £(vIt), where £ is the formal group associated to E; 
and from our general result on formal groups (Iy'3.2b), £(vIt) has no non­
trivial elements of order m. This proves (a). Now if E is non-singular, then 
Eo(K) = E(K) and Ens(k) = E(k), so the m-torsion in E(K) injects into E(k), 
which proves (b). D 

Application 3.2. The above proposition (3.1) generally provides the quickest 
method for finding the torsion subgroup of an elliptic curve defined over a 
number field. Thus let K be a number field and Kv the completion of K at 
some discrete valuation v. Then clearly E(K) injects into E(Kv), so by apply­
ing (3.1) for several difIerents v's, one can obtain information about the 
torsion in E(K). We illustrate with several examples over 0). 

Example 3.3.1. Let EjO) be the elliptic curve 

E : yZ + y = x3 - X + 1. 

Its discriminant L\ = - 643 is prime, so E(modulo 2) is non-singular. One 
easily checks that E(lFz) = {O}, hence from (3.1) we conclude that E(o)) has 
no non-zero torsion points. 

Example 3.3.2. Let EjO) be the elliptic curve 

E: yZ = x3 + 3. 

Its discriminant is L\ = _3 524 , so E(modulo p) is non-singular for every 
p ;:: 5. One easily checks that 

#E(1F5) = 6 and #E(1F7) = 13. 

Hence E(o)) can have no non-trivial torsion. In particular, the point 
(1,2) E E(o)) has infinite order, and so E(O)) is an infinite set, two facts which 
are by no means obvious. (For the complete analysis of the rational torsion 
points on the curves yZ = x3 + D with DEZ, see [Fue] or exer. 10.19.) 

Example 3.3.3. Let EIO) be the elliptic curve 

E: yZ = x3 + X, 
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whose discriminant is ,1 = - 32. The point (0,0) E E(iQ) is a point of order 2. 
We compute 

As can easily be checked (exer. 5.12), # E(IF p) is divisible by 4 for every p ~ 5. 
But suppose we look at the actual groups, 

E(1F3) = {O, (0,0), (2,1), (2,2)}, 

E(IF 5) = {O, (0,0), (2,0), (3,0)}. 

Now a point of E has order 2 if and only if its y-coordinate is zero. Hence 

E(1F3) ~ 7l../471.. and E(1F5) ~ (71../271..)2, 

so (0,0) is the only torsion point in E(iQ). 
The next result, due to Cassels, gives a precise bound for the denominator 

of a torsion point. Following Katz-Lang ([La 5, Thm. III.3.7J), we give a 
proof based on general facts concerning formal groups. For an exposition of 
Cassel's original proof, which involves a careful analysis of division poly­
nomials, see [Ca 1, Thm. 17.2J or [La 5, Thm. m.1.5]. 

Theorem 3.4. Assume char(K) = ° and p = char(k) > 0. Let E/K be an elliptic 
curve given by a Weierstrass equation 

E: y2 + a1 xy + a3y = x 3 + a2x2 + a4 x + a6 

with all ai E R. (N.B. The equation need not be minimal.) Let P E E(K) be a point 
of exact order m ~ 2. 
(a) If m is not a power of p, then x(P), yep) E R. 
(b) If m = pn, then 

n2r x(P), n3r yep) E R . [V(P) ] with r = 1 . pn _ pn 

(Here [ J is greatest integer.) 

PROOF. If the equation for E is not minimal, and (x', y') are coordinates for a 
minimal equation, then from (1.3d) we see that 

v(x(P)) ~ v(x'(P)) and v(y(P)) ~ v(y'(P)). 

It thus suffices to prove the theorem for a minimal Weierstrass equation. 
If x(P) E R there is nothing to prove, so we assume v(x(P)) < 0. Then from 

the Weierstrass equation we see that 

3v(x(P)) = 2v(y(P)) = -6s for some integer s ~ 1. 

Further, P is in E1 (K), the kernel of the reduction map, so under the isomor­
phism of (2.2) it corresponds to the element - x(P)/y(P) in the formal group 
E(At). But from (IV.3.2b), E(At) contains no torsion of order prime to p, 
which proves (a). 
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To prove (b) we use (IV.6.1). Since -x(P)/y(P) has exact order pR in E(Jt), 
it follows from (IV.6.1) that 

s = v( -x(P)/y(P» ~ v(p)/(pR _ pR-l). 

Since 1I;2s x(P) and 1I;3s y(P) are in R, this gives the desired result. D 

Application 3.S. Let E/Q be an elliptic curve given by a Weierstrass equation 
having coefficients in 7l... Let P E E(Q) be a point of exact order m. Byembedd­
ing E(Q) into E(Qp) for various primes p, we deduce integrality conditions 
on the coordinates of P. Thus if m is not a prime power, then (3.4a) implies 
x(P), y(P) E 7l... But even if m = pR for some prime p corresponding to a 
normalized valuation v, we have 

[V(p)/(pR _ pR-l)] = [1/(pR _ pR-l)] = 0 

unless p = 2 and n = 1. We conclude that x(P), y(P)E7l.. for every torsion 
point P E E(Q) of exact order m ~ 3. This is best possible, as the example 

E: y2 + xy = x3 + X + 1 (-1/4, 1/8)EE(Q)[2] 

shows. For a further discussion of torsion points over number fields, see 
(VIII §7). 

§4. The Action of Inertia 

In this section we will reinterpret the injectivity of torsion (3.1b) in terms of 
the action of Galois. We set the following notation: 

K R' the maximal unramified extension of K, 
Iv the inertia subgroup of Gi/K' 

Since the unramified extensions of K correspond to the extensions of the 
residue field k, Gi/K has a decomposition 

1 -+ Gi/Knr -+ Gi/K -+ GKnr/K -+ 1 

II " 

In words, the inerti~ group Iv is the set of elements of Gi/K which act trivially 
on the residue field k. (For these basic facts about local fields, see e.g. [Fro §7] 
or [La 2, Ch. I, II]. Remember that K and k are both assumed to be perfect.) 

Definition. Let 1: be a set on which Gi./K acts. We say that 1:: is unramified at v 
if the action of Iv on 1: is trivial. 

Recall that if E/K is an elliptic curve, then we have seen (III §7) that Gi/K 
acts on the torsion subgroups E[m] and the Tate modules 1t(E) of E. 
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Proposition 4.1. Let ElK be an elliptic curve, and suppose that the reduced 
curve Elk is non-singular. 
(a) Let m ~ 1 be an integer relatively prime to char(k) (i.e. v(m) = 0). Then 
E[m] is unramified at v. 
(b) Let t =/: char(k) be a prime. Then 1(E) is unramified at v. 

PROOF. (a) Take a finite extension K'IK so that E[m] c: E(K'), and let 

R' = ring of integers of K' 

.I{' = maximal ideal of R' 

k' = residue field of R' = R'I.I{' 

v' = valuation on K'. 

By assumption, if we take a minimal Weierstrass equation for E at v, then its 
discriminant ~ satisfies v(~) = 0 (since Elk is non-singular.) But v' restricted 
to K is just a multiple of v, so v'(~) = O. Hence the Weierstrass equation is 
also minimal at v', and Elk' is non-singular. Now (3.1b) implies that the 
reduction map 

E[m] -+ E(k') 

is injective. 
Let (1 E Iv and PEE [m]. We must show that pa = P. From the definition of 

the inertia group, (1 acts trivially on E(k'), so 

P;-:::P = pa - P = 0. 

But pa - P is clearly in E[m], so from the injectivity proven above we 
conclude pa - P = O. 
(b) This follows immediately from (a) and the definition 1(E) = Lim E[t"]. 

+- 0 

There is a converse to this proposition, known as the criterion of Neron­
Ogg-Shafarevich, which characterizes when Elk is non-singular in terms of 
the action of the inertia group on torsion points. We will return to this in 
section 7, after first studying the reduced curve E more closely. 

§S. Good and Bad Reduction 

Let ElK be an elliptic curve. Then from our general knowledge of Weierstrass 
equations (III.1.4), the reduced curve E is one of three types. We classify E 
according to these possibilities. 

Defmition. Let ElK be an elliptic curve, and let E be the reduced curve for a 
minimal Weierstrass equation. 
(a) E has good (or stable) reduction over K if E is non-singular. 
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(b) E has multiplicative (or semi-stable) reduction over K if E has a node. 
(c) E has additive (or unstable) reduction over K if E has a cusp. 
In cases (b) and (c), E is naturally said to have bad reduction. If E has 
multiplicative reduction, then the reduction is said to be split (respectively 
non-split) if the slopes of the tangent lines at the node are in k (respectively 
not in k). 

It is quite easy to read off the reduction type of an elliptic curve from a 
minimal Weierstrass equation. 

Proposition 5.1. Let ElK be an elliptic curve with minimal Weierstrass equation 

y2 + a1xy + a3Y = x3 + a2x2 + a4x + a6. 

Let ~ be the discriminant of this equation and C4 the usual combination of the 
a/s (cf III §1). 
(a) E has good reduction if and only ifv(~) = 0 (i.e. ~ER*). In this case Elk is 
an elliptic curve. 
(b) E has multiplicative reduction if and only if v(~) > 0 and v(c4) = 0 (i.e. 
~E.A and C4ER*). In this case En. is the multiplicative group, 

Enik) ~ k*. 

(c) E has additive reduction if and only if v(~) > 0 and v(c4) > 0 (i.e. 
~, C4 E .A). In this case Ens is the additive group, 

Enik) ~ k+. 

PROOF. The type of reduction for E follows from (111.1.4) applied to the 
reduced Weierstrass equation E over the field k. Then the group Ens(k) is 
given by (III.2.5). D 

Example 5.2. Let p ~ 5 be a prime. Then the elliptic curve 

E1 : y2 = x3 + px2 + 1 

has good reduction over Op, while 

E2 : y2 = x3 + x2 + p 

has (split) multiplicative reduction over 0P' and 

E3: y2 = x3 + p 

has additive reduction over Or Notice that E3 has good reduction over 

Qi~p), since the given equation is then not minimal. (Make the substitution 

x=1"P x', y = .(fP y'.) On the other hand, E2 still has multiplicative reduc­
tion over any extension of Or This is in fact true in general; after extending 
the ground field, additive reduction turns either multiplicative or good, while 
the latter two do not change. (See (5.4) below.) This suggests the origins of the 
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terms "stable", "semi-stable", "unstable", although they do have quite precise 
definitions in terms of the stability of points on moduli space. (For a high­
powered account of the general theory, see [M-F].) 

Even if an elliptic curve ElK has bad reduction, it is often useful to know 
whether it attains good reduction over some extension of K. We give this 
property a name. 

Definition. Let ElK be an elliptic curve. E has potential good reduction over 
K if there is a finite extension K'IK so that E has good reduction over K'. 

Example 5.3. If K is a finite extension of Qp, and if ElK has complex multi­
plication, then E has potential good reduction. (See exer. 7.10.) 

The next result explains how reduction type behaves under field extension, 
and the one immediately following provides a useful characterization of when 
an elliptic curve has potential good reduction. 

Proposition 5.4 (Semi-stable reduction theorem). Let ElK be an elliptic curve. 
(a) Let K'IK be an unramified extension. Then the reduction type of E over K 
(i.e. good, multiplicative, or additive) is the same as the reduction type of E over 
K'. 
(b) Let K'IK be any finite extension. If E has either good or multiplicative 
reduction over K, then it has the same type of reduction over K'. 
(c) There exists a finite extension K'IK so that E has either good or (split) 
multiplicative reduction over K'. 

Proposition 5.5. Let ElK be an elliptic curve. Then E has potential good 
reduction if and only if its j-invariant is integral (i.e. if j(E) E R). 

PROOF OF (5.4). (a) For arbitrary K this follows from Tate's algorithm [Ta 6]. 
We will assume char(k) ~ 5, so E has a minimal Weierstrass equation over 
K of the form 

E : y2 = x3 + Ax + B. 

Let R' be the ring of integers in K', v' the valuation on K' extending v, and 

x = (uYx' 

a change of coordinates producing a minimal equation for E over K'. Since 
K'I K is unramified, we can find u E K with (ulu') E (R')*. Then the substitution 

x = u2 x' 

also gives a minimal equation for ElK', since 

v'(u-12 A) = v'((U,)-12 A). 

But this new equation has coefficients in R, so by the minimality of the 
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original equation over K, we have v(u) = O. Hence the original equation is 
also minimal over K'. Since v(A) = v'(A) and v(c4 ) = v'(c4 ), using (5.1) we see 
that E has the same reduction type over K and K'. 
(b) Take a minimal Weierstrass equation for E over K, with corresponding 
quantities A and C4. Let R' be the ring of integers in K', v' the valuation on K' 
extending v, 

y = u3 y' + su2 X' + t 
a change of coordinates giving a minimal Weierstrass equation for E over K'. 
For this new equation the associated A' and c:.. satisfy 

o ~ v'(A') = V'(U- 12 A) and 0 ~ v'(c:") = v'(u-4 c4). 

From (1.3d) we also have U E R', hence 

o ~ v'(u) ~ min {/2 v'(A), iV'(C4)}. 

But for good (resp. multiplicative) reduction we have v(A) = 0 (resp. V(C4) = 0) 
(S.la, b), so in both cases v'(u) = O. Hence 

v'(A') = v'(A) and v'(c:") = V'(C4), 

so again using the characterization in (5.1), E has good (resp. multiplicative) 
reduction over K'. 
(c) We assume char(k) =F 2, and extend K so that E has a Weierstrass equa­
tion in Legendre normal form (1II.1.6) 

E : y2 = x(x - 1) (x - A), A oF 0, 1. 

(For char(k) = 2, see (A.1.4a).) For this equation, 

C4 = 16(A2 - A + 1) and A = 16A2 (A - 1)2. 

We consider three cases. 

Case 1. AER, A =1= 0, 1 (mod vIt). Then AER*, so the given equation has good 
reduction. 

Case 2. AER, A == 0 or 1 (mod vIt). Then AEvIt and C4 ER*, so the given 
equation has (split) multiplicative reduction. 

Case 3. A ¢ R. Choose the integer r ~ 1 so that n' A E R *. Then the substitu­
tion x = n-'x', y = n- 3,/2 y' (where we replace K by K(n 1/2 ) if necessary) gives 
a Weierstrass equation 

(y')2 = x'(x' - n')(x' - n' A) 

for E with integral coefficients, A' E vIt, and c~ E R *, so E has (split) multiplica­
tive reduction. D 
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PROOF OF (5.5). As above, we assume char(k) =F 2 and extend K so that E has 
a Weierstrass equation in Legendre form (111.1.6) 

E: y2 = x(x - l)(x - A), A =F 0,1. 

(For char(k) = 2, see (A.1.4b).) By assumption,j = j(E) E R; and A is related to 
j by 

From this equation and the integrality of j it is immediate that 

AER and A =1= ° or 1 (mod A), 

so the given Legendre equation has integral coefficients and good reduction. 
Conversely, suppose E has potential good reduction. Let K'/K be a finite 

extension so that E has good reduction over K', let R' be the ring of integers 
of K', and let !J.' and c~ be the quantities associated to a minimal Weierstrass 
equation for E over K'. Since E has good reduction over K', we have 
!J.' E (R')*, and hence 

j(E) = (C~)3/!J.' E R'. 

But j(E) E K, since E is defined over K, hence j(E) E R. D 

§6. The Group E/Eo 

Recall that the group Eo(K) consists of those points of E(K) whose reduction 
to £(k) is not a singular point. Further, from (2.1), Eo(K) is made up of two 
pieces that we have analyzed fairly closely, namely Ens(k) and the formal 
group E1 (K) ~ t(A). We are left to study the remaining piece, the quotient 
E(K)/Eo(K). 

The most important fact about this quotient is that it is finite. As the 
theorem given below indicates, one can actually say quite a bit more. Unfor­
tunately, a direct proof, working explicitly with Weierstrass equations, is 
quite lengthy. Since even the simplifying assumption char(k) ;:: 5 leads to a 
long case-by-case proof, we will not give one here (but see exer. 7.7). If the 
residue field k is finite, then the mere finiteness of E(K)/Eo(K) can be proven 
by an easy compactness argument (exer. 7.6). 

Theorem 6.1 (Kodaira, Neron). Let E/K be an elliptic curve. If E has split 
multiplicative reduction over K, then E(K)/Eo(K) is a cyclic group of order 
v(!J.) = - v(j). In all other cases, E(K)/Eo(K) is a finite group of order at 
most 4. 

Corollary 6.2. The subgroup Eo(K) is offinite index in E(K). 
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PROOF. The finiteness of E(K)IEo(K) follows from the existence of the Neron 
model, which is a group scheme over Spec(R) whose generic fiber is ElK. The 
specific description of E(K)IEo(K) comes from the complete classification of 
the possible special fibers of a Neron model. One can also give an elementary 
(but lengthy) proof by doing explicit computations using Weierstrass equa­
tions. See (C §15) for a further discussion 0 

Our most important application of (6.2) will be in the proof of the criterion 
of Neron-Ogg-Shafarevich, which we give in the next section. Another inter­
esting application is the following. 

Proposition 6.3. Let K be a finite extension of Q p (so char( K) = 0 and k is a 
finite field). Then E(K) contains a subgroup of finite index which is isomorphic 
to R + (i.e. taken additively). 

PROOF. From (6.2), E(K)IEo(K) is finite; and from (2.1), Eo (K)/E1 (K) is iso­
morphic to Ens(k), which is finite since k is finite. Hence it suffices to prove 
that E1 (K) has a subgroup of finite index isomorphic to R +. Now E1 (K) is 
isomorphic to the formal group B(vIl) (2.2). Further, from (IV.3.2a), B(vIl) has 
a filtration 

B("/() => B(vIl2 ) => B(vIl3 ) => ••• ; 

and each quotient E(vIli)!E(vIli+1) is isomorphic to .,/(ilvlli+1, which is also 
finite since k is finite. Finally, for an appropriate r (IV.6.4b), the formal 
logarithm map provides an isomorphism 

B(vIl') ~ ,.$I' = 11:' R 

which gives the desired result. 

(taken additively), 

§7. The Criterion of Neron-Ogg-Shafarevich 

o 

If an elliptic curve ElK has good reduction, and m ~ 1 is an integer prime to 
char(k), then we have seen that the torsion subgroup E[m] is unramified (4.1). 
Various partial converses were proven by Neron, Ogg, and Shafarevich, and 
these were vastly generalized by Serre and Tate. We follow the exposition in 
[S-T]. 

Theorem 7.1 (Criterion of Neron-Ogg-Shafarevich). Let ElK be an elliptic 
curve. The following are equivalent. 

(a) E has good reduction over K. 
(b) E[m] is unramified at vfor all integers m ~ 1 relatively prime to char(k). 
(c) The Tate module 1(E) is unramified at v for some (all) primes t 'with 
t =1= char(k). 



§7. The Criterion of Neron-Ogg-Shafarevich 185 

(d) E[m] is unramified at v for infinitely many integers m ~ 1 relatively prime 
to char(k). 

PROOF. We have already proven (a) ~ (b) (4.1), and clearly (b) ~ (c) ~ (d). 
(Note that 1t(E) being unramified is the same as E[tn] being unramified for 
all n ~ 1.) It remains to prove that (d) implies (a). 

Assume (d) holds. Let K nr be the maximal unramified extension of K. 
Choose an integer m satisfying 

(i) m is relatively prime to char(k); 
(ii) m> # E(Knr)/Eo(Knr); 

(iii) E[m] is unramified at v. 

Such an m exists, since we are assuming (d), and E(Knr)/Eo(Knr) is finite from 
(6.2). 

Now consider the two exact sequences 

0-+ Eo(Knr) -+ E(Knr) -+ E(Knr)/Eo(Knr) -+ 0 

0-+ E1 (Knr) -+ Eo(Knr) -+ Ens(k) -+ O. 

(Note k is the residue field of the ring of integers in Knr.) Since E[m] c E(Knr), 
we see that E(Knr) has a subgroup isomorphic to (Z/m7lY But from (ii), 
E(Knr)/Eo(Knr) has order strictly less than m. It follows from the first exact 
sequence that we can find a prime t dividing m so that Eo(Knr) contains a 
subgroup (Z/tZ)z. Now look at the second exact sequence. From (3.1 a), 
E1 (Knr) has no non-trivial t -torsion, so we conclude that Ens(k) has a sub­
group isomorphic to (Z/tZ)z. 

Now suppose that E has bad reduction over Knr. If the reduction is multi­
plicative, then from (5.1 b), 

Ens(k) = (k)*; 

but then the t-torsion in En,(k) would be ZItZ. Hence this type of reduction 
cannot occur. Similarly, if E has additive reduction over Knr, then from (5.1c), 

(taken additively), 

which has no t -torsion at all. This eliminates multiplicative and additive 
reduction as possibilities, so all that remains is for E to have good reduction 
over Knr. Finally, since K nr / K is unramified, we conclude (5.4a) that E has 
good reduction over K. 0 

Corollary 7.2. Let E1, Ez/ K be elliptic curves which are isogenous over K. Then 
either they both have good reduction over K, or neither one does. 

PROOF. Let cjJ : E1 -+ Ez be a non-zero isogeny defined over K, and let m ~ 2 
be an integer relatively prime to both char(k) and deg cjJ. Then the induced map 

cjJ: E1 em] -+ Ez[m] 
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is an isomorphism of GK1K-modules, so in particular either both are unrami­
fied at v, or neither one is. Now use (7.1, a.;;.-d). 0 

Another immediate corollary of (7.1) is a criterion, in terms of the action of 
inertia, for when an elliptic curve has potential good reduction. 

Corollary 7.3. Let E/K be an elliptic curve. Then E has potential good reduc­
tion if and only if the inertia group Iv acts on the Tate module 1I(E) through a 
finite quotient for some (all) prime(s) t #= char(k). 

PROOF. Suppose E has potential good reduction. Then there is a finite exten­
sion K'/K so that E has good reduction over K'. Extending K', we may 
assume K'/K is Galois. Let v' be the valuation on K' and Iv' the inertia group 
of K'. From (7.1), Iv' acts trivially on 1I(E) for any t #= char(k). Hence the 
action of Iv on 1I(E) factors through the finite quotient Iv/Iv" This proves one 
implication. 

Assume now that for some t #= char(k), Iv acts on 1I(E) through a finite 
quotient, say IvfJ. Then the fixed field of J, which we denote KJ, is a finite 
extension of K'" = KIv. Hence we can find a finite extension K'/K so that KJ 

is the compositum 

KJ = K'K"'. 

Then the inertia group of K' is equal to J, and by assumption J acts trivially 
on Tt(E). Now (7.1) implies that E has good reduction over K'. 0 

EXERCISES 

7.1. Assume that char(k) # 2,3. 
(a) Let ElK be an elliptic curve given by a Weierstrass equation with coeffi­

cients aj E R. Prove that the equation is minimal if and only if either 
v(A) < 12 or v(c4 ) < 4. 

(b) Let ElK be given by a minimal Weierstrass equation of the form 

E : y2 = x3 + Ax + B. 

Prove that E has 
(i) good reduction~4A3 + 27B2 ER*; 

(ii) multiplicative reduction ~ 4A 3 + 27 B2 E./{ and AB E R*; 
(iii) additive reduction~A, BE./{. 

7.2. Let ElK be an elliptic curve withj-invariantj(E)ER. Prove that the minimal 
discriminant A of E satisfies 

v(A) < 12 + 12v(2) + 6v(3). 

7.3. Describe all Weierstrass equations 

E: y2 + a1xy + a3Y = x3 + a2x2 + a4x + a6 
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with ai E2 and t1 * 0 for which E(O) contains a torsion point P satisfying 
x(P) rt 2. [Hint: cf. (3.5).] 

7.4. Let ElK be an elliptic curve given by a minimal Weierstrass equation, and 
define subsets of E(K) by 

En(K) = {PEE(K): v(x(P)) ~ -2n} U {O}. 

(a) Prove that each En(K) is a subgroup of E(K). 
(b) Prove that for n ~ 1, 

7.5. Show that the following elliptic curves have good reduction over the indicated 
field by writing down a minimal Weierstrass equation over that field. 
(a) E: y2 = x 3 + x 02(n), n8 = 2. 
(b) E: y2 + y = x3 03(n), n4 = 3. 
(c) E: y2 = x3 + x2 - 3x - 2 Os(n), n4 = 5. 

7.6. Assume that K is locally compact for the topology induced by the discrete 
valuation v. (This is equivalent to the assumption that k is finite, cf. [Ca 8, §7].) 
The following steps provide a proof of (6.2) for such fields. 
(a) Use v to define a topology on [PN(K), and show that [PN(K) is compact for 

this topology. 
(b) Let ElK be an elliptic curve and E(K) c [P2(K) the inclusion coming from a 

minimal Weierstrass equation. Prove that with the induced topology, E(K) 
is compact; and that the translation map Tp: E(K) --+ E(K) is continuous for 
any PEE(K). 

(c) Prove that Eo(K) is an open subset of E(K). (It is also a closed subset!) 
(d) Prove that E(K)IEo(K) is finite. 

7.7. The following examples illustrate some special cases of (6.1). We assume 
throughout that char(k) * 2,3. Let ElK be an elliptic curve given by a Weier­
strass equation 

E : y2 = x 3 + Ax + B. 

(a) If v(A) ~ 1 and v(B) = 1, then E(K) = Eo(K). 
(b) If v(A) = 1 and v(B) ~ 2, then E(K)/Eo(K) ~ 2112. 

[Hint: If P, Q rt Eo(K), use the addition formula to show that P + Q E Eo (K).] 
(c) If v(A) ~ 2 and v(B) = 2, then E(K)/Eo(K) is either 0 or 2/32. 

7.8. Let ElK be an elliptic curve and m an integer relatively prime to char(k). Prove 
that 

Eo(Knr)/mEo(Knr) = O. 

7.9. Let ElK be an elliptic curve with potential good reduction, let m ~ 3 be an 
integer relatively prime to char(k), and let K(E[m]) be the field obtained by 
adjoining to K the coordinates ofthe points of E[m]. 
(a) Prove that the inertia group of K(E[m])IK is independent of m. [Hint: For 

each prime t * char(k), let t' = t if t ~ 3 and t' = 4 if t = 2. Show that 
Pt(Iv) has trivial intersection with the kernel of the map 

Aut(7{(E)) --+ Aut(7{(E)lt'7{(E)) ~ GL2(2It'2). 
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Characterize the inertia group of K(E[m])IK in terms of the kernels of the 
various p/s.] 

(b) Prove that K(E[m])/K is unramified if and only if E has good reduction at v. 
(c) Prove that K(E[m])/K is tamely ramified if char(k) > 3. 

7.10. Let K be a finite extension ofOp , R the ring of integers of K, and ElK an elliptic 
curve with complex multiplication. Prove that j(E) ER. [Hint: Use the descrip­
tion of the maximal abelian extension Kab of K provided by local class field 
theory to prove that the action of GK.b/K on 1{(E) factors through a finite 
quotient. Then apply (exer. 3.24), (7.3), and (5.5).] 

7.11. Use (exer. 3.21) to prove (5.4c) and (5.5) in characteristic 2. 



CHAPTER VIII 

Elliptic Curves over Global Fields 

Let K be a number field and ElK an elliptic curve. Our main goal in this 
chapter is to prove the following result. 

Mordell-Weil Theorem. The group E(K) is finitely generated. 

The proof of this theorem consists of two quite distinct parts, the so-called 
"weak Mordell-Weil theorem" (§1) and the "infinite descent" using height 
functions (§3, 5, 6). We also give a separate proof of the descent step in the 
simplest case (§4), where the general theory of height functions can be re­
placed by explicit polynomial calculations. 

From the Mordell-Weil theorem we see that the Mordell- Weil group E(K) 
has the form 

E(K) ~ Etors(K) x 71:, 

where the torsion subgroup Etors(K) is finite and the rank r of E(K) is a non­
negative integer. For any given elliptic curve, it is possible to describe quite 
precisely the torsion subgroup (§7). The rank is much more difficult to com­
pute, and in general there is no known procedure which is guaranteed to 
yield an answer. We will return to this question in more detail in chapter X. 

The following notation will be used for the next three chapters. 

K a number field 
MK a complete set of inequivalent absolute values on K 
M; the archimedean absolute values in MK 
M~ the non-archimedean absolute values in MK 
v(x) = -loglxlv for absolute values vEMK 

ordv normalized valuation for vEM~ (i.e. ordv(K*) = Z) 
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the ring of integers of K = {xEK: v(x) ~ 0 for all vEM~} 
the unit group of R = {xEK: v(x) = 0 for all vEM~} 
the completion of K at v for vEMK 

the ring of integers, maximal ideal, and residue field asso­
ciated to Kv for v E M2. 

Finally, in those situations where it is important to have the absolute values 
in M K coherently normalized, such as the theory of height functions, we will 
always adopt the "standard normalization" as described in section 5. 

§1. The Weak Mordell-Weil Theorem 

Our goal in this section is to prove the following result. 

Theorem 1.1 (Weak: Mordell-Weil Theorem). Let K be a number field, EjK 
an elliptic curve, and m ~ 2 an integer. Then 

E(K)jmE(K) 

is a finite group. 

For the rest of this section, EjK and m will be as in the statement of (1.1). 
We start with the following reduction lemma. 

Lemma 1.1.1. Let LjK be a finite Galois extension. If E(L)jmE(L) is finite, 
then E(K)jmE(K) is also finite. 

PROOF. Let ~ be the kernel of the natural map E(K)jmE(K) ..... E(L)jmE(L). 
Thus 

~ = (E(K) n mE(L»jmE(K), 

so for each P (mod mE(K» in ~, we can choose a point QpEE(L) with 
[m]Qp = P. (Qp need not be unique, of course.) Having done this, we define a 
map of sets (which is not in general a group homomorphism) 

Ap: GL1K ..... E[m], Ap(O) = Qp - Qp. 

(Notice that Qp - Qp is in E[m], since 

[m](Qp - Qp) = ([m]Qp)" - [m]Qp = P" - P = O. 

The map Ap is actually a 1-cocycle; see section 2.) 
Suppose now that Ap = Ap' for two points P, P' E E(K) n mE(L). Then 

for all 0' E GL1K, 
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so Qp - Qr E E(K). Therefore 

P - P' = [m]Qp - [m]QrEmE(K), so P == P' (mod mE(K)). 

This proves that the association 

cI> --+ Map(GL/K , E[m]), 

is one-to-one. But GL/K and E[m] are finite sets, so there are only a finite 
number of maps between them. Therefore cI> is finite. 

Finally, the exact sequence 

o --+ cI> --+ E(K)/mE(K) --+ E(L)/mE(L) 

nests E(K)/mE(K) between two finite groups, so it too is finite. o 

In view of (1.1.1), it suffices to prove the weak Mordell-Weil theorem (1.1) 
under the additional assumption that 

E[m] c E(K). 

For the remainder of this section we will assume, without further comment, 
that this inclusion is true. 

The next step is to translate the putative finiteness of E(K)/mE(K) into a 
statement about a certain field extension of K. For this purpose, we use the 
following tool. 

Definition. The Kummer pairing 

K: E(K) x GK/K --+ E[m] 

is defined as follows. Let P E E(K), and choose any Q E E(K) satisfying 
[m]Q = P. Then 

K(P, 0') = Qa - Q. 

Proposition 1.2. (a) The Kummer pairing is well-defined. 
(b) The Kummer pairing is bilinear. 
(c) The kernel of the Kummer pairing on the left is mE(K). 
(d) The kernel of the Kummer pairing on the right is GK/L , where 

L = K([mrlE(K» 

is the compositum of all fields K(Q) as Q ranges over the points of E(K) 
satisfying [m]QEE(K). 

Hence the Kummer pairing induces a perfect bilinear pairing 

E(K)/mE(K) x GL/K --+ E[m], 

where L is the field given in (d). 

PROOF. Most of this proposition follows immediately from basic facts con­
cerning group cohomology. (See section 2.) We will give a direct proof here. 
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(a) We must show that K(P, 0') is in E[m] and does not depend on the choice 
of Q. For the former, 

[m]K(P, 0') = [m]Q" - [m]Q = pa - P = 0, 

since P E E(K) and 0' fixes K. For the latter, note that any other choice has the 
form Q + T for some TEE[m]. Then 

(Q + T)" - (Q + T) = Q" + T" - Q - T = Q" - Q, 

because by assumption E[m] c E(K), so 0' fixes T. 
(b) The linearity in P is obvious. For the other side, let 0', rEGiIK' Then 

K(P, O'r) = Q"t - Q = (Q" - Q)' + Qt - Q = K(P, 0')' + K(P, r). 

But K(P, 0') E E[m] is contained in E(K), so it is fixed by r. 
(c) Suppose PEmE(K), say P = [m]Q with QEE(K). Then any O'EGilK fixes 
Q, so 

K(P, 0') = Q" - Q = O. 

Conversely, suppose K(P, 0') = 0 for all 0' E GiIK' Thus choosing Q E E(K) 
with [m]Q = P, we have 

Q"=Q for all 0' E GiIK' 

Therefore QEE(K), so P = [m]QEmE(K). 

(d) Suppose 0' E GilL' Then 

K(P, 0') = Q" - Q = 0, 

since Q E E(L) from the definition of L. Conversely, suppose 0' E GilK and 
K(P,O') = 0 for all PEE(K). Then for every QEE(K) satisfying [m]QEE(K), 

0= K([m]Q, 0') = Q<f - Q. 

But L is the compositum of K(Q) over all such Q, so 0' fixes L. Hence 0' E GilL' 
Finally, the last statement of (1.2) is clear from what precedes it, once we 

note that LjK is Galois because GilK takes [mr1 E(K) to itself. (Alternatively, 
from (d), GilL is the kernel of the homomorphism 

Gi/K --t Hom(E(K), E[m]), 

so it is a normal subgroup.) 

0' --t K( • , 0'), 

D 

Using (1.2), we see that the finiteness of E(K)jmE(K) is equivalent to the 
finiteness of the extension LjK. The next step is to analyze this extension. 
Our main tool will be (VII.3.1), which we restate after making appropriate 
definitions. 

Definition. Let K be a number field and EjK an elliptic curve. Let v E MK be a 
discrete valuation (i.e. v E M~). Then E is said to have good (respectively bad) 
reduction at v if E has good (respectively bad) reduction when considered 
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over the completion Kv (cf. VII §5). Taking a minimal Weierstrass equation 
for E over Kv, we denote the reduced curve over the residue field by Ev/kv' 
[N.B. It may not be possible to choose a single Weierstrass equation for E 
over K which is simultaneously minimal for all Kv' However, this can be 
done if K = ([J. For further details, see section 8.] 

Remark 1.3. Take any Weierstrass equation for E/K, 

E:y2 + a1xy + a3 y = x3 + a2x2 + a4 x + a6, 

say with discriminant A. Then for all but finitely many v E M~, we have 

for i = 1, ... ,6 and v(A) = O. 

Now for such v, the given equation is already a minimal Weierstrass equa­
tion, and the reduced curve Ev/kv is non-singular. This shows that E has good 
reduction at v for all but finitely many vEM~. 

Proposition 1.4 (restatement of VII.3.1b). Let vEM~, and suppose that 
v(m) = 0 and E has good reduction at v. Then the reduction map 

E(K)[m] --.. Ev(kv) 

is injective. 

We are now ready to analyze the extension L/K. 

Proposition 1.5. Let 

L = K([mrl E(K» 

be the field defined in (1.2d). 
(a) L/K is an abelian extension of exponent m. (I.e. GL1K is abelian and every 
element has order dividing m.) 
(b) Let 

S = {vEM~: E has bad reduction at v} u {vEM~: v(m) =1= O} u M;. 

Then L/K is unramified outside S. (I.e. IfvEMK and v¢S, then L/K is unrami­
fied at v.) 

PROOF. (a) This follows immediately from (1.1), which implies that there is an 
injection 

GL1K --.. Hom(E(K), E[m]) 

cr --.. K( . , cr). 

(b) Let vEMK with v¢S, let Q EE(K) satisfy [m]QEE(K), and let K' = K(Q). 
It suffices to show that K'/K is unramified at v, since L is the compositum of 
all such K '. Let v' E M K' be a place of K' lying above v, and let k~, /kv be the 
corresponding extension of residue fields. Since E has good reduction at v 
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(remember vrtS), it certainly has good reduction at v' (take the same Weier­
strass equation). Thus we have the usual reduction map 

E(K') --+ Ev'(k'.,.), 

which we denote as usual by a tilde. 
Now let IV'lv C GK'IK be the inertia group for v'/v, and let (fElv'IV' By 

definition of inertia, (f acts trivially on Ev'(k'.,.), so 

<f=Q = QU _ Q = (). 

On the other hand, 

[m](QU - Q) = ([m]Qt - [m]Q = 0, 

since Em] Q E E(K). Thus QU - Q is a point of order m which is in the kernel of 
the "reduction modulo v" map. It follows from (1.4) that 

This proves that Q is fixed by every element ofthe inertia group IV'lv, hence 
K' = K(Q) is unramified over K at v'. Since this holds for every v' over v, and 
for every vrts, we have proven that K'/K is unramified outside S. 0 

To complete the proof of the weak Mordell-Weil theorem, all that remains 
is to show that any field extension L/K satisfying the conditions of (1.5) is 
necessarily a finite extension. The proof of this fact relies on the two funda­
mental finiteness theorems of algebraic number theory, namely the finiteness 
of the ideal class group and the finite generation of the group of S-units. 

Proposition 1.6. Let K be a number field, S c MK a finite set of places contain­
ing M;, and m ;::: 2 an integer. Let L/K be the maximal abelian extension of K 
having exponent m which is unramified outside of S. Then L/K is a finite 
extension. 

PROOF. Suppose the proposition were true for some finite extension K' of K, 
where S' is the set of places of K' lying over S. Then LK'/K', being abelian of 
exponent m unramified outside S', would be finite; and so L/K would also be 
finite. It thus suffices to prove the proposition under the assumption that K 
contains the mth-roots of unity Pm' 

Similarly, we may increase the set S, since this only has the effect of making 
L larger. Using the fact that the class number of K is finite, we can thus add a 
finite number of elements to S so that the ring of S-integers 

Rs = {aEK: v(a);::: 0 for all VEMK , viS} 

is a principal ideal domain. We may also enlarge S so that v(m) = 0 for all 
vrtS. 

Now the main theorem of Kummer theory says that if a field (of character­
istic 0) contains Pm' then its maximal abelian extension of exponent m is 
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obtained by adjoining mth-roots. (See any basic text on field theory, for 
example [Bi §2] or [Ar, theorem 25]; or do exer. 8.4.) Thus L is the largest 
subfield of 

K(.:yQ: aEK) 

which is unramified outside S. 
Let vEMK , v¢S. Looking at the equation 

xm-a=O 

over the local field Kv , and remembering that v(m) = 0, it is clear that 
Kv(.:yQ)/Kv is unramified if and only if 

ordv(a) == 0 (mod m). 

(Recall ordv is the normalized valuation associated to v.) Now when adjoin­
ing mth-roots, it is only necessary to take one representative for each class in 
K*/(K*r. We conclude that 

L = K(.:yQ: aE Ts), 

where 

Ts = {aEK*/(K*r: ordv(a) == 0 (m) for all vEMK , v¢S}. 

To finish the proof, it thus suffices to show that the set IS is finite. 
Consider the natural map 

Rt --+ IS· 
We claim that it is surjective. To see this, suppose a E K* represents an 
element of IS. Then the ideal aRs is the mth-power of an ideal in Rs, since the 
prime ideals of Rs correspond to the valuations v ¢ S. Since Rs is a principal 
ideal domain, there is abE K * so that aRs = bm Rs, Hence there is a U E R~ so 
that 

Then a and u give the same element of Ts, so Rt surjects onto Ts. Now the 
kernel of this map certainly contains (R~)m, so we have a surjection 

Rt/(Rtr ... IS· 
(It is actually an isomorphism.) But Dirichlet's S-unit theorem [La 2, V §1] 
says that Rt is finitely generated, so this proves that Ts is finite, and thereby 
completes the proof of the proposition. 0 

The three propositions proven above may now be combined to give our 
main result. 

PROOF OF THE WEAK MORDELL-WEIL THEOREM (1.1). Let L= K([mrlE(K)) 
be the field defined in (1.2d). Since E[m] is finite, the perfect pairing given in 
(2.1) shows that E(K)/mE(K) is finite if and only if GL1K is finite. Now (1.5) 
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shows that L has certain properties, and (1.6) shows that any extension of K 
with those properties is a finite extension, which gives the desired result. 
(Note that the set S of (1.5b) is a finite set; cf. (1.3).) D 

Remark 1.7. The heart ofthe proof of the weak Mordell-Weil theorem lies in 
the assertion that the field L = K([mrl E(K» is a finite extension of K. We 
proved this by first showing (1.5) that it is abelian, of exponent m, and 
unramified outside a certain finite set S c M K • The desired result then fol­
lowed from the basic Kummer theory of fields given in the proof of (1.6). It is 
worth pointing out that instead of (1.6), we could have used the more general 
theorem of Minkowski which asserts that there are only finitely many exten­
sions of K of bounded degree which are unramified outside of S. To apply 
this in the present instance, note that for any Q E [mr1 E(K), the field K(Q) 
has degree at most m2 over K. (The GK/K conjugates of Q all have the form 
Q + T for some TEE[m].) It follows from Minkowski's theorem that as Q 
ranges over [mr1E(K), there are only finitely many possibilities for the fields 
K(Q). Hence their compositum K([mrl E(K» is a finite extension of K. 

Remark on Effectivity 

Let EjK be an elliptic curve with E[m] c E(K), let S c MK be the usual set of 
bad places for EjK (as in (1.5b», and let LjK be the maximal abelian exten­
sion of K having exponent m which is unramified outside S. Then from (1.2) 
and (1.5), the Kummer pairing induces an injection 

E(K)jmE(K) -+ Hom(GL /K , E[m]). 

Now it is possible to make the proof of (1.6) completely explicit, and so 
exactly determine the finite group GL /K (see exer. 8.1). Thus one can describe 
all of the elements of the group Hom(GL /K , E[m]), and the crucial question 
becomes that of determining which of these elements come from points of 
E(K)jmE(K). It is this last question for which there is at present no known 
effective procedure for answering. We will examine this problem in more 
detail in chapter X. There we will exhibit a smaller group into which 
E(K)jmE(K) injects, and see what can be said about the cokernel. Let us also 
note that this is the only point at which the Mordell-Weil theorem is ineffec­
tive; if one can produce generators for E(K)jmE(K), then one can find gen­
erators for E(K). (See (3.2) and exer. 8.18.) 

§2. The Kummer Pairing via Cohomology 

In this section we reinterpret the Kummer pairing of §1 in terms of group 
cohomology. The methods used here will not be used again until chapter X, 
and may be omitted by the reader wishing to proceed directly to the proof of 
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the Mordell-Weil theorem. For the basic facts on group cohomology which 
we will use, see appendix B and/or the references listed there. 

We start with the short exact sequence of GK/K-modules, 
- Em] -

0--> E[m] --> E(K) --> E(K) --> 0, 

where m ~ 2 is a fixed integer. Taking GK/K cohomology yields a long exact 
sequence which starts 

0--> E(K) [m] --> E(K) Ej E(K) 
" 1 1 - Em] 1 -

--> H (GK/K , E[m]) --> H (GK/K , E(K» --> H (GK/K , E(K». 

Now from the middle of this long exact sequence we can extract the following 
short exact sequence, which we call the Kummer sequence for E/K: 

E(K) [; 1 _ 1 _ -
0--> mE(K) --> H (GK/K , E[m]) --> H (GK/K , E(K»[m] --> O. 

(As usual, for any abelian group A, A[m] denotes the m-torsion subgroup of 
A.) 

From general principles, the connecting homomorphism b is computed as 
follows. Let PEE(K) and choose some QE E(K) satisfying [m]Q = P. Then a 
l-cocycle representing b(P) is given by 

c: GK1K --> E[m] 

Ca = Qa - Q. 

But this is exactly the Kummer pairing defined in §1, 

Ca = K(P, a). 

(This assumes we use the same Q for both sides, of course.) 
Now suppose that E[m] is contained in E(K). Then 

Hl(GK/K , E[m]) = Hom(GK/K , E[m]), 

so in this case we have an injective homomorphism given by 

E(K)/mE(K) ~ Hom(GK/K , E[m]) 

P --> K(P, '). 

This provides an alternative proof of (1.2abc). 
Similarly, we can use the inflation-restriction sequence (B.2.4) to obtain a 

quick proof of reduction lemma (1.1.1). Thus if L/K is a finite Galois exten­
sion (say with E[m] c E(L», then we have a commutative diagram 

o --> <l> --> E(K}/mE(K) --> E(L)/mE(L) 
~ ~ ~ 

1 inf 1 res 1 } o --> H (GL/K , E[m]) --> H (GK/K , E[m]) --> H (GL/L> E[m] . 

Since GL /K and E[m] are finite groups, the cohomology group Hl(GL /K , E[m]) 



198 VIII. Elliptic Curves over Global Fields 

is finite, so W is finite also. (The map Ap: GL /K -+ E[m] defined in the proof of 
(1.1.1) is a cocycle whose cohomology class is precisely the image of PEW in 
Hl(GL/K , E[m]).) 

Returning now to the general case, we reinterpret (1.Sb) in terms of 
cohomology. 

Definition. Let M be a GK/K-module, v E M~ a discrete valuation, and 
Iv c GK/K the inertia group for v. A cohomology class e E H'( GK/K , M) is said 
to be unramified at v if it is trivial in H'(lv, M). 

Proposition 2.1. Let 

S = {vEM~: E has bad reduction at v} u {vEM~: v(m) =F O} u M;. 

Then the image of E(K) in Hl(GK/K , E[m]) under the connecting homomor­
phism ~ consists of cohomology classes which are unramified at every vEMK , 

v¢S. 

PROOF. Let P E E(K), and as above let 

Cu = QU - Q 

be a cocycle representing ~(P), where [m]Q = P. Then from (1.5b), the field 
K(Q) is unramified over v. (Note that the proof of (l.Sb) did not use the 
assumption that E[m] is contained in E(K).) Hence Iv acts trivially on Q, so 
for all (lEIv , Cu = o. 0 

The Kummer Sequence for Fields 

The exact sequences derived above are analogous to the usual ones related to 
Kummer theory for a field. To make the analogy clear, we briefly recall the 
relevant facts. Corresponding to the multiplication-by-m sequence for E used 
above is the exact sequence of GK/K-modules 

- m-
1 -+ Pm -+ K* -+ K* -+ 1, 

where the map denoted m is raising to the mth-power. Taking GK/K coho­
mology yields a long exact sequence, from which we extract 

~ -
1 -+ K*/(K*)m -+ Hl(GK/K , Pm) -+ Hl(GK/K , K*). 

Now Hilbert's famous "theorem 90" (B,2.S) asserts that 

Hl(GK/K • K*) = 0, 

so the connecting homomorphism ~ is an isomorphism. This is in marked 
contrast to the situation for elliptic curves, where the non-triviality of 
Hl(GK/K , E(K» provides much added complication. (See chapter X.) Collect-
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ing the above facts, and using an explicit computation of the connecting 
homomorphism, we have the following. 

Proposition 2.2. There is an isomorphism 

b: K*/(K*)m ~ Hl(Gj(/K' Jim) 

given by 

b(a) = cohomology class of {a ~ rxtl/rx}, 

where rx E K * satisfies rxm = a. 

§3. The Descent Procedure 

Our main goal in this chapter is to prove that E(K), the group of rational 
points on an elliptic curve, is finitely generated. So far, we know (1.1) that the 
quotient group E(K)/mE(K) is finite. It is easy to see that this is not enough. 
For example, lR/mlR = 0 for every integer m ~ 1, but IR is certainly not finitely 
generated. Similarly, if E/Op is an elliptic curve, then (VII.6.3) says that E(Op) 
has a subgroup of finite index isomorphic to the additive group 7l.p- Hence 
E(Op)/mE(Qp) is finite and E(Op) is not finitely generated. 

An examination of these two examples shows that the problem occurs 
because of the large number of elements in the group which are divisible by 
m. The idea used to finish the proof of the Mordell-Weil theorem is to show 
that on an elliptic curve over a number field, the multiplication by m map 
tends to increase the "size" of a point; and that there are only finitely many 
points with small "size". This will bound how high a power of m can divide a 
point, and so eliminate problems such as in the above examples. Of course, 
all of this is very vague until we explain what is meant by the "size" of a point. 

In this section we will axiomatize the situation and describe the type of size 
(or height) function needed to prove that an abelian group is finitely gen­
erated. Then in the next section we will define such a function on an elliptic 
curve in the simplest case, and use explicit formulas to prove that it has the 
desired properties. This will suffice to prove a special case of the Mordell­
Weil theorem (4.1). After that, we will turn back to the general case and 
develop the theory of height functions in sufficient generality to both prove 
the Mordell-Weil theorem (6.7) and be useful for future applications. 

Proposition 3.1 (Descent theorem). Let A be an abelian group. Suppose there is 
a "height" function 

h:A~1R 

with the following three properties: 
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(i) Let Q E A. There is a constant C1, depending on A and Q, so that for all 
PEA, 

h(P + Q) ~ 2h(P) + C1• 

(ii) There is an integer m ~ 2 and a constant C2 , depending on A, so that for 
all PEA, 

(iii) For every constant C3 , 

is a finite set. 

Suppose further that for the integer m in (ii), the quotient group A/mA is finite. 
Then A is finitely generated. 

PROOF. Choose elements Q1' ... , Q,EA to represent the finitely many cosets 
in A/mA. Now let PEA. The idea is to show that by subtracting an appropri­
ate linear combination of Q1' ... , Q, from P, we will be able to make the 
height of the resulting point less than a constant which is independent of P. 
Then Q 1, ... , Q, and the finitely many points with height less than this 
constant will generate A. 

Write 

P = mP1 + Qt, 

Continuing in this fashion, 

Now for any j, we have 

for some 1 ~ i1 ~ r. 

1 
h(~) ~ -2 [h(m~) + C2] 

m 
from (ii) 

from (i), 

where we take C~ to be the maximum of the constants from (i) for Q = - Qt, 
1 ~ i ~ r. Note that Ci and C2 do not depend on P. 

Now use the above inequality repeatedly, starting from Pn and working 
back to P. This yields 
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< (~2 Yh(P) + ~2~ ~2 
~ rn h(P) + (C~ + C2)/2 since m ;?; 2. 

It follows that by taking n sufficiently large, we will have (say) 

h(Pn) ~ 1 + (C~ + C2 )/2. 

Since (from above) 

n 
P _ np '\' j-1Q - m n + L... m i}' 

j=l 

it follows that every PEA is a linear combination of the points in the set 

{Ql> ... , Qr} U {QEA: h(Q) ~ 1 + (C~ + C2)/2}. 
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From (iii), this is a finite set, which proves that A is finitely generated. 0 

Remark 3.2. What is needed to make the descent theorem effective; that is, to 
allow us to find generators for the group A? First, we must be able to calculate 
the constants C1 = C1 (Q;) for each of the elements Ql> ... , Qr E A representing 
the cosets of A/mA. Second, we must be able to calculate the constant C2 • 

Third, for any constant C3 , we must be able to determine the elements in the 
finite set {P E A : h(P) ~ C3 }. The reader may check (exer. 8.18) that for the 
height functions which we will define on elliptic curves (§4, 5, 6), all of these 
constants are effectively computable provided we can find elements of E(K) 
which generate the finite group E(K)jmE(K). Unfortunately, at present 
there is no known procedure which is guaranteed to give generators for 
E(K)/mE(K). We will return to this question in chapter X. 

§4. The Mordell-Weil Theorem over Q 

In this section we will prove the following special case of the Mordell-Weil 
theorem. 

Theorem 4.1. Let E/QJ be an elliptic curve. Then the group E(QJ) is finitely 
generated. 

We will, of course, soon be ready to prove the general case (6.7). But it 
seems worthwhile to give the proof of (4.1) first, since in this case the neces­
sary height computations using explicit formulas are not too cumbersome. 
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Fix a Weierstrass equation for E/Q of the form 

E: y2 = x3 + Ax + B 

with A, BE71.. From (1.1) we know that E(Q)/2E(Q) is finite, so to use the 
descent theorem (3.1), we need to define a height function on E(Q). 

Definition. Let t E Q and write t = p/q as a fraction in lowest terms. The 
height of t, denoted H(t), is defined by 

H(t) = max{lpl, Iql}. 

Definition. The height on E(Q) (relative to the given Weierstrass equation) is 
the function 

hx: E(Q) ~ IR 

hAP) = {~Og H(x(P)) if P # 0 

if P = o. 
Notice hAP) is always non-negative. 

The following lemma gives us the necessary information about this height 
function 

Lemma 4.2. (a) Let Po E E(Q). There is a constant C1, depending on Po, A, B, so 
that for all P E E(Q), 

hAP + Po) :::; 2hAP) + C1 · 

(b) There is a constant C2 , depending on A, B, so that for all P E E(Q), 

hA[2]P) ~ 4hAP) - C2 • 

(c) For every constant C3 , the set 

is finite. 

PROOF. (a) Taking C1 > max{hAPo), hA[2]Po)}, we may assume Po # 0 and 
P # 0, ±Po. Then writing 

(where the indicated fractions are in lowest terms), the addition formula 
(III.2.3d) reads 

( y - YO)2 
x(P + Po) = -- - x - Xo. 

x - xo 

Now multiplying this out and using that P and Po satisfy the Weierstrass 
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equation yields 

(p P. ) = (xxo + A)(x + xo) + 2B - 2yyo 
x + 0 (x _ X O)2 

(aao + Ad2dJ)(adJ + aod2) + 2Bd4d~ - 2bdbodo 
(adJ - aod2)2 
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In computing the height of a rational number, cancellation between 
numerator and denominator can only decrease the height, so we find by an 
easy estimation that 

H(x(P + Po» ~ Ci max{laI 2, Idl4, Ibdl}, 

where Ci has a simple expression in terms of A, B, ao, bo, do. Since 
H(x(P» = max{lal, IdI 2}, this is exactly what we want except for the pres­
ence ofthe Ibdl. But since P is on the curve, 

b2 = a3 + Aad4 + Bd6 , 

so 

Using this above yields 

H(x(P + Po» ~ C1 max{laI 2, Id14 } = C1 H(x(p»2, 

and now taking logarithms gives the desired result. 
(b) By choosing C2 ~ 4hx (T) for each of the points TeE(Q)[2], we may 
assume that [2]P =F O. Then writing P = (x, y), the duplication formula 
(III.2.3d) reads 

x([2]P) = X4 - 2Ax2 - 8Bx + A2 
4x3 + 4Ax + 4B 

It is convenient to define homogeneous polynomials 

F(X, Z) = X 4 - 2AX2Z 2 - 8BXZ3 + A2Z4, 

G(X, Z) = 4X 3Z + 4AXZ 3 + 4BZ4. 

Then if we write x = x(P) = alb as a fraction in lowest terms, x([2]P) can be 
written as a quotient of integers 

x([2]P) = F(a, b)/G(a, b). 

However, in contrast to (a), we are looking for a lower bound for H(x([2]P», 
so it will be important to bound how much cancellation can occur between 
numerator and denominator. 

The idea is to use the fact that F(X, 1) and G(X, 1) are relatively prime 
polynomials, so they generate the unit ideal in Q[X]. This implies that 
identities of the following sort exist. 
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Sublemma 4.3. Let /l = 4A3 + 27B2, 

F(X, Z) = X 4 - 2AX2Z 2 - 8BXZ3 + A2Z\ 

G(X, Z) = 4X3Z + 4AXZ3 + 4BZ\ 

fl(X, Z) = 12X2Z + 16AZ3, 

gl(X, Z) = 3X3 - 5AXZ2 - 27BZ3, 

f2(X, Z) = 4(4A3 + 27B2)X3 - 4A2BX2Z 

+ 4A(3A3 + 22B2)XZ2 + 12B(A3 + 8B2)Z3, 

g2(X, Z) = A2BX3 + A(5A3 + 32B2)X2Z 

+ 2B(13A3 + 96B2)XZ2 - 3A2(A3 + 8B2)Z3. 

Then the following identities hold in o [X, Z]: 

fl(X, Z)F(X, Z) - gl(X, Z)G(X, Z) = 4/lZ 7 

f2(X, Z)F(X, Z) + g2(X, Z)G(X, Z) = 4/lX7. 

PROOF. Since F(X, Z) and G(X, Z) are relatively prime homogeneous poly­
nomials (provided /l =F 0), it is clear a priori that identities of this sort will 
exist. To check the validity of the two given identities is at worst a tedious 
calculation, which we leave for the reader. (To actually find the polynomials 
fl' 91'/2' 92' one can use the Euclidean algorithm or the theory ofresultants.) 

We return to the proof of (4.2b). Let 

() = gcd(F(a, b), G(a, b» 

be the cancellation in our fraction for x([2]P). From the equations 

fl (a, b)F(a, b) - gl (a, b)G(a, b) = 4/lb 7 

f2(a, b)F(a, b) + g2(a, b)G(a, b) = 4/la7, 

we see that () divides 4/l. Hence we obtain the bound 

and so 

H(x([2]P» ~ max{F(a, b), G(a, b)}/14/l1. 

On the other hand, the same identities give the estimates 

14/lb7 1 ~ 2 max{fl(a, b), gl(a, b)} max {F(a, b), G(a, b)}, 

14/la7 1 ~ 2 max {f2(a, b), 92(a, b)} max{F(a, b), G(a, b)}. 

Now looking at the expressions for fl' f2' 91> and g2 in (4.3), we have 

max{fl(a, b), g1(a, b),f2(a, b), g2(a, b)} ~ C max{laI 3, IbI3}, 

o 
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where C is a constant depending on A and B. Combining the last three 
inequalities yields 

max{14Aa71, 14Ab71} ::;; 2C max{lal3, Ib13} max{F(a, b), G(a, b)}, 

and so cancelling max{laI3, Ib1 3} gives 

max{F(a, b), G(a, b)}/14AI ~ (2C)-1 max{lal, Ibl}. 

Since max{lal, Ibl} = H(x(P)), this gives the desired estimate 

H(x([2]P)) ~ (2C)- l H(x(P)). 

(c) For any constant C, the set 

{tEiQ: H(t)::;; C} 

is clearly finite. (It certainly has fewer than (2C + W elements.) But given any 
value for x, there are at most two values of y for which (x, y) is a point of E. 
Therefore 

is also a finite set. D 

Proving (4.1) is now just a matter of fitting together what we have already 
proven. 

PROOF OF (4.1). From (1.1), E(iQ)/2E(iQ) is finite. Now (4.2) says that the height 
function 

satisfies the conditions necessary to apply the descent theorem (3.1) (with 
m = 2). The conclusion from (3.1) is that E(iQ) is finitely generated. D 

§5. Heights on Projective Space 

In order to use the descent theorem (3.1) to prove the Mordell-Weil theorem 
in general, it is necessary to define a height function on the K-rational points 
of an elliptic curve. It is possible to proceed in an ad hoc manner using 
explicit equations, as in the last section; but rather than do this, we will 
instead develop the general theory of height functions, from which will follow 
all of the necessary properties plus considerably more. Since our elliptic 
curves are given as subsets of projective space, in this section we will study a 
certain height function defined on all of projective space; and then in the next 
section we will examine its properties when restricted to the points of an 
elliptic curve. 

Example 5.1. Suppose PE [plN(iQ). Since Z is a principal ideal domain, we can 
find homogeneous coordinates for P, say 
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which satisfy 

xo, ... , XN e 7L and gcd(xo, ... , XN) = 1. 

Then' a natural measure of the height of P would be 

H(P) = max{lxol, ... , IxNI}. 

Notice that with this definition, it is clear that for any constant C, the set 

{Pe PN(O): H(P) ~ C} 

is a finite set. (It has fewer than (2C + 1)N+l elements.) This is the sort of 
finiteness property needed to apply the descent theorem (3.1). 

Now in trying to directly generalize (5.1) to arbitrary number fields, one 
runs into difficulty when the ring of integers is not a principal ideal domain. 
We thus take a somewhat different approach, for which purpose we now 
specify more precisely how the absolute values in MK are to be normalized. 

Definition. The set of standard absolute values on 0, which we again denote 
by Mo, consists ofthe following: 

(i) M 0 contains one archimedean absolute value, given by 

Ixlco = usual absolute value = max{x, -x}. 

(ii) For each prime pe7L, Mo contains one non-archimedean (p-adic) ab­
solute value, given by 

Ipn~lp =p-n for a, be7L, gcd(p, ab) = 1. 

The set of standard absolute values on K, denoted MK , consists of all absolute 
values on K whose restriction to 0 is one of the absolute values in Mo. 

Definition. For veMK , the local degree at v, denoted nv, is given by 

nv = [Kv: Ov]' 

(Here Kv and Ov denote, as usual, the completion of the indicated field with 
respect to the absolute value v.) 

With these definitions, we can state the two basic facts from algebraic 
number theory which will be needed. 

Extension Formula 5.2. Let L/K/O be a tower of number fields, and veMK • 

Then 

L nw = [L:K]nv' 
weML 

wlv 

(Here wlv means that w equals v when restricted to K.) 
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Product Formula 5.3. Let xEK*. Then 

For proofs of these two formulas, see [La 2, II §1 and V §1]. 
We are now ready to define the height of a point in projective space. 

Definition. Let PE !PN(K) be a point with homogeneous coordinates 

XjEK. 

The height of P (relative to K) is defined by 

HK(P) = n max{lxolv, ... , IXNlv}nv. 
VEMK 

Proposition 5.4. Let P E !pN (K). 
(a) The height HK(P) does not depend on the choice of homogeneous coordi­
nates for P. 

(b) 

(c) Let LjK be a finite extension. Then 

HL(P) = HK(P)[L:KJ. 

PROOF. (a) Any other choice of homogeneous coordinates for P has the form 
[Axo, ... , AxN] for some ).eK*. Then using the product formula (5.3), we 
have 

n max{l).x;!v}"v= n 1).I=vmax{lx;!vYv= n max {IXilv}"v. 
VEMK j VEMK i VEMK i 

(b) For any point in projective space, one can find homogeneous coordinates 
so that one of the coordinates is 1. Then every factor in the product defining 
HK(P) is at least 1. 
(c) We compute 

HdP) = n max{lxilwYw 
weML 

= n n max{lx;!vYw since xjeK 
veMK weML 

wlv 

= n max{lx;lv}[L:K]nv from (5.2) 
VEMK 

Remark 5.5. If K = 0, then Ho agrees with the more intuitive height function 
given in (5.1). Thus let P e !pN(O), and choose homogeneous coordinates 
[xo, ... , XN] for P so that Xi e 7l.. and gcd(xo, ... , XN) = 1. Then for every non­
archimedean absolute value vEMQ , we have Ix;!v ~ 1 for all i and Ix;!v = 1 
for at least one i. Hence in the product for Ho(P), only the term for the 
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archimedean absolute value contributes, so 

Ho(P) = max{lxoloo , ... , IXNloo}· 

In particular, it follows that 

{PE pN(O): Ho(P) ~ C} 

is a finite set for any constant C. One of our goals is to extend this result to 
HK , and we will actually prove something even stronger (5.11). 

It is sometimes easier to use a height function which is not relative to a 
given field. In view of (S.4c), the following definition makes sense. 

Definition. Let P E pN (0). The (absolute) height of P, denoted H(P), is defined 
as follows. Choose any field K such that P E pN (K). Then 

H(P) = HK(P)l/[K:O] (positive root). 

We now investigate how the height changes under mappings between 
projective spaces. We recall the following definition (cf. 1.3.3). 

Definition. A morphism of degree d between projective spaces is a map 

F: pN _pM 

F(P) = [fo(P), ... ,fM(P)], 

where fo, ... ,fMEO[Xo, ..• , XN] are homogeneous polynomials of degree d 
with no common zero in 0 other than Xo = ... = XN = O. If F can be written 
with polynomials 1; having coefficients in K, then F is said to be defined over 
K. 

Theorem 5.6. Let 

F: pN _pM 

be a morphism of degree d. Then there are constants C1 and C2 , depending on 
F, so that for all points P E pN (0), 

C1H(P)d:::; H(F(P» :::; C2H(P)d. 

PROOF. Write F = [fo, ... ,fM] with homogeneous polynomials 1;, and let 
P = [xo, ... , xN] E PN(O). Choose some number field K contining xo, ... , XN 
and all of the coefficients of all of the 1;'s. Then for each v E M K , let 

IPlv = max {IXilv}, 
O~i~N 

IF(P)lv = max {1.fj(P)lv}, 
O';;j';;M 

and 

IFlv = max{lalv: a is a coefficient of some 1;}. 
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Then from the definition of height, 

HK(P) = n IPI~v and HK(F(P)) = n IF(P)I~v, 
veMK veMK 

so it makes sense to define 

HK(F) = n IFI~v. 
veMK 

(I.e. HK(F) = HK([aO' a1 , •• • J), where the a/s are the coefficients of the f/s.) 
Finally, we let C1 , C2 , ••• denote constants which depend only on M, Nand d, 
and set 

e(v) = g ifvEM; 

ifvEM~. 

(To illustrate the utility of e(v), we note that the triangle inequality can be 
concisely written as 

It 1 + ... + tnlv ::::; ne(V)max{lt 1 Iv, ... , Itnlv} 

for all vEMK , both archimedean and non-archimedean.) 
Having set notation, we tum to the proof of (5.6). The upper bound is 

relatively easy. Let vEMK • The triangle inequality yields 

1/;(P)lv ::::; q(v)IFlvIPI:, 

since /; is homogeneous of degree d. Here C1 could equal the number of terms 
in/;, which is at most (N;d) (i.e. this is the number of monomials of degree d in 
N + 1 variables). Since this holds for each i, we find 

IF(P)lv::::; q(V)IFlvIPI:· 

Now raise to the nv-power, multiply over all vEMK , and take the [K: OJh­
root. This yields the desired upper bound 

(Note that 

L e(v)nv = L nv = [K: OJ from (5.2).) 
veMK vEM'; 

It is worth mentioning that in proving this upper bound, we did not use the 
fact that the f/s have no common non-trivial zero. But for the lower bound 
we will certainly need this fact, since otherwise there are easy counter­
examples (see exer. 8.10). 

Thus we now assume that the set 

{Q E AN +1(Q) :io(Q) = ... = iM(Q) = O} 

consists of the single point (0, ... , 0). It follows from the Nullstellensatz 
([Har, I.1.3A]) that the ideal generated by io, ... ,fM in Q[Xo, ... , XNJ con­
tains some power of each of X o, ... , X N , since each Xi also vanishes at 
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(0, ... , 0). Thus for an appropriate integer e ~ 1, there are polynomials 
gijEQ[Xo, ... , X N] such that 

for each 0 ~ i ~ N. 

Replacing K by a finite extension, we may assume that. each 
gijE K[Xo, ... , XN]' Further, by discarding all terms except those which are 
homogeneous of degree e, we may assume that each gij is homogeneous of 
degree e - d. Let us set the further reasonable notation 

IGlv = max{lblv: b is a coefficient of some gij} 

HK(G) = n IGI:v. 
veMK 

(We note that e and HK(G) may be bounded in terms of M, N, d, and HK(F), 
although to give a good bound is not at all an easy task. See (5.7) for a 
discussion. For our purposes it is enough to note that e and HK(G) do not 
depend on the point P.) 

Recalling that P = [xo, ... , XN], the equations described above imply that 
for each i, 

Now taking the maximum over i gives 

IPI~ ~ q(V) max {lgij(P)lv} IF(P)lv. 
O";j";M 
O~i~N 

But since each gij has degree e - d, the usual application of the triangle 
inequality yields 

Igij(P)lv ~ q(V)IGlvIPI~-d. 

(Here C3 may also depend on e; but as mentioned above, e may be bounded 
in terms of M, N, and d.) Substituting this in above and mUltiplying through 
by IPI~-e gives 

IPI~ ~ Q(V)IGlvIF(P)lv; 

and now the usual raising to the nv-power, multiplying over vEMK , and 
taking the [K: QJh_root yields the desired lower bound. 0 

Remark 5.7. As indicated during the proof of (5.6), in the inequality 

C1H(P)d ~ H(F(P», 

the dependence of C1 on F is not at all straightforward. Precisely, C1 can be 
given in terms of the coefficients of certain polynomials whose existence is 
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guaranteed by the Nullstellensatz. Now the Nullstellensatz can be made 
completely mechanical by the use of elimination theory, but using this 
method directly leads to a very poor estimate. For an explicit version of the 
Nullstellensatz where an effort has been made to give good estimates for the 
coefficients, see [M - W]. 

We also record the special case of (5.6) corresponding to an automorphism 
of [plN. 

Corollary 5.S. Let A E GLN +1 (a), so matrix multiplication by A induces an 
automorphism A : [plN --+ [plN. Then there are constants Cl and C2 , depending on 
the entries of the matrix A, so that for all P E [plN(a), 

C1H(P) :::; H(AP) :::; C2 H(P). 

PROOF. This is (5.6) for a morphism of degree 1. o 

We next investigate the relationship between the height of the coefficients 
of a polynomial and the height of its roots. 

Notation. For x E a, let 

H(x) = H([x, 1]). 

Similarly, if x E K, then 

Theorem 5.9. Let 

f(T) = ao Td + a l T d- l + ... + ad = ao(T - a l )··· (T - ad) E a[T] 

be a polynomial of degree d (i.e. ao "# 0). Then 

d d 

2-d n H(aj ) :::; H([ao, ... , ad]) :::; 2d- l n H(aJ 
j=l j=l 

PROOF. First note that the inequality to be proven remains unchanged if f(T) 
is replaced by (l/ao)f(T). It thus suffices to prove the result under the as­
sumption that ao = l. 

Let K = iQ(a l , ... , ad)' and for vEMK , set 

e(V) = {~ ifvEM: 

if vEM~. 

(Note this notation differs from that used in the proof of (5.6). In the present 
instance, the triangle inequality reads 

for vEMK , x, YEK. 
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Of course, ifVEM~ and Ixlv =F Iylv, then it is an equality.) We will now prove 
that 

d d 

e(vrd n max{l<Xjlv, 1} ~ max {Ia;iv} ~ e(v)d-l n max{l<Xjlv, 1}. 
j=l O';;;i';;;d j=l 

Once this is done, raising to the nv-power, multiplying over vEMK , and 
taking [K: ((J!Jh_roots gives the desired result. 

The proof is by induction on d = deg(f). For d = 1, f(T) = T - <Xl' so the 
inequality is clear. Assume now that we know the result for all polynomials 
(with roots in K) of degree d - 1. Choose an index k so that 

l<Xklv ~ l<Xjlv 

and define a polynomial 

for all 0 ~ j ~ d, 

g(T) = (T - <Xl)'" (T - <xk- 1)(T - <X1+1)'" (T - <Xd) 

= bo Td- 1 + b1 Td- 2 + ... + bd- 1• 

Thus f(T) = (T - <Xk)g(T), so comparing coefficients yields 

(This holds in the entire range 0 ~ i ~ d if we set b_1 = bd = 0.) 
We now prove the upper bound stated above. 

max {Iailv} = max {Ibi - <Xkbi-t!v} 
O';;;i';;;d O';;;i';;;d 

~ e(v) max {Ibilv, I <Xkbi-l Iv} 
O~i~d 

triangle inequality 

~ e(v) max {Ib;iv} max{l<Xklv, 1} 
O~i~d 

d 

~ e(v)d-l n max{l<Xjlv, 1} 
j=l 

induction hypothesis 
applied to g. 

Next, to prove the lower bound, we consider two cases. First, if l<Xklv ~ e(v), 
then by the choice of the index k, 

d n max{l<Xjlv, 1} ~ max{l<Xklv, 1}d ~ e(v)d, 
j=l 

so the result is clear. (Remember ao = 1.) Next, suppose that l<Xklv > e(v). 
Then 

max {Iailv} = max {Ibi - <xkbi- 1 Iv} 
O::S;;i::S;;d O::S;;i~d 

~ e(v)-l max {lbilv}max{l<Xklv,1}. 
O';;;i';;;d-l 

Here the last line is an equality for vEM~, while for vEM; we are using the 
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calculation 

max {Ibi - 1Xkbi- 1 Iv} ~ (l1Xklv - 1) max {Ibil v} 
O~i~d O~i~d-l 

> e(vf l l1Xklv max {Ibil v} 
O';;i';;d-l 
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since l1Xklv > e(v) = 2. 

Now applying the induction hypothesis to g gives the desired lower bound, 
which completes the proof of (5.9). 0 

Our first application of (5.9) will be to show that there are only finitely 
many points of bounded height in projective space. To do this, we will need 
to know that the action of Galois does not affect the height of a point. 

Lemma 5.10. Let PE [P>N(O) and (jE GiJ/o. Then 

H(P eT) = H(P). 

PROOF. Let K/Q be a field with P E [p>N(K). (j gives an isomorphism (j: K.::+ K eT, 
and it likewise identifies the sets of absolute values, 

V --t veT. 

(I.e. For XEK and vEMK , IxeTlv. = Ixlv.) Clearly (j also gives an isomorphism 
Kv .::+ K~., so nv = nv.' We now compute 

HdP eT) = n max{lxflw}"w 
weMK• 

= n max{lxflv·}"v. 
veMK 

= n max{lxdv}"v 
veMK 

= HK(P). 

Since [K: Q] = [KeT: Q], this is the desired result. o 
Theorem 5.11. Let C and d be constants. Then the set 

{PE [P>N(O): H(P) ~ C and [Q(P): Q] ~ d} 

contains only finitely many points. In particular, for any number field K, 

{PE [P>N(K): HK(P) ~ C} 

is a finite set. (Recall (I §2) that Q(P) is the minimal field of definition for P.) 

PROOF. Let P E [p>N (0). Take homogeneous coordinates for P, say 
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P = [Xo, ... , xNJ, 

with some Xj = 1. Then O(P) = O(xo, ... , xN), and we have the easy estimate 

HQ(p)(P) = n max {Ixdv}n v 

veMQ(p) O';;'i';;'N 

~ max ( n maX{I X ilv,1}nv) 
O';;'i';;'N veMO(p) 

= max HQ(p)(x;). 
O~i~N 

Thus if H(P) ~ C and [O(P) : OJ ~ d, then 

max H(Xi) ~ C and max [O(x i): OJ ~ d. 
O~i~N O~i~N 

It thus suffices to prove that the set 

{xEij:H(x)~C and [O(x):OJ~d} 

is finite (I.e. We have reduced to the case N = 1.) 
Suppose x E ij is in this set, and let e = [O(x): OJ, so e ~ d. Further let 

x = Xl' X2' ••• , Xe be the conjugates of x (in ij), so the minimal polynomial of 
x over 0 is 

Now 

e 

H([1, al , ... , aeJ) ~ 2e - l n H(x) from (5.9) 
j=l 

= 2e - l H(x)e from (5.10) 

since H(x) ~ C and e ~ d. 

Since the a;'s are in 0, it is now clear that for given C and d there are only 
finitely many possibilities for the polynomial fAT). (I.e. We are using the 
special case of the theorem with K = 0, for which it is easy to prove. See (5.1, 
5.3).) Since for a given polynomial there are at most d elements in our set, this 
proves that the set is finite. 0 

Remark 5.12. Tracing through the proof of (5.11), it is easy enough to give an 
upper bound, in terms of C and d, for how many points are in the set 

{PE IPN(ij): H(P) ~ C and [O(P): OJ ~ d}. 

(See exer. 8.6a.) More difficult is to give a precise asymptotic estimate for 

#{PEIPN(K):HK(p) ~ C} 

as a function of C for C -+ 00. Such an estimate has been given by Schanuel. 
(See [SchaJ or [La 7, Ch. 3, §5].) 
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§6. Heights on Elliptic Curves 

In this section we use the general theory of heights as developed in the 
previous section to define height functions on elliptic curves. The main 
theorems (6.2, 6.4) exhibit the interplay between the height of points and the 
addition law on the elliptic curve. As an immediate corollary, we will deduce 
the remaining results needed to prove the Mordell-Weil theorem for arbi­
trary number fields (6.7). 

It is convenient to use the "big-O" notation. 

Notation. Let f, g be two real-valued functions on a set Y. Then we write 

f = g + 0(1) 

if there are constants CI and C2 so that 

CI ~ f(P) - g(P) ~ C2 for all PEY. 

If only the lower (respectively upper) inequality is satisfied, then we naturally 
write f ~ g + 0(1) (respectively f ~ g + 0(1)). 

Let ElK be an elliptic curve. Recall (11.2.2) that any non-constant function 
f E K(E) determines a surjective morphism (which we also denote by f) 

f: E ~ [pI 

{[1,0] 
P ~ [f(P),1] 

if P is a pole of f 
otherwise. 

It would be reasonable to define a height function on E(K) by setting 
Hf(P) = H(f(P)). However, the height function H tends to behave multi­
plicatively (as in (5.6) for example), while for our purposes it will be more 
convenient to have a height which behaves additively. This prompts the 
following definitions. 

Definition. The (absolute logarithmic) height on projective space is the 
function 

h: [PN(Q) ~ IR 

h(P) = log H(P). 

Notice that from (5.4b), h(P) ~ 0 for all P. 

Definition. Let ElK be an elliptic curve andfEK(E) a function. The height on 
E (relative to f) is the function 

hf: E(K) ~ IR 

hf(P) = h(f(P». 
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We start by transcribing the finiteness result from section 5 into the current 
setting. 

Proposition 6.1. Let ElK be an elliptic curve and f E K(E) a non-constant 
function. Then for any constant C, 

{P E E(K) : hj(P) :( C} 

is a finite set. 

PROOF. The function f gives a finite-to-one map of the set in question to the 
set 

{QEJPI(K):H(Q):( eC}. 

(Note that since f E K(E), any PE E(K) will go to a point f(P) E JPI(K).) Now 
apply (5.11) to this last set. D 

The next theorem gives a fundamental relationship between height func­
tions and the addition law on an elliptic curve. 

Theorem 6.2. Let ElK be an elliptic curve and let f E K(E) be an even function 
(i.e. f 0 [ -1] = f). Then for all P, Q E E(K), 

hj(P + Q) + hj(P - Q) = 2hj (P) + 2hj (Q) + 0(1). 

(Here the constants inherent in the 0(1) depend on the elliptic curve E and the 
function f, but are of course independent of P and Q). 

PROOF. Choose a Weierstrass equation for ElK of the form 

E : y2 = X3 + Ax + B. 

We start by proving the theorem for the particular function f = x. The 
general case will then be an easy corollary. 

Since hA 0) = 0 and hA - P) = hAP), the result clearly holds if P = 0 or 
Q = o. We now assume that P, Q # 0, and write 

X(P) = [Xl' 1], 

x(P + Q) = [X3' 1], 

X(Q) = [X2' 1], 

x(P - Q) = [X4' 1]. 

(Here X3 or x4 may equal 00 if P = ± Q.) Now the addition formula (III.2.3d) 
and a little bit of algebra yield the relations 

2(XI + x 2 )(A + X I X2) + 4B 
X3 + X 4 = 2 ' 

(Xl + X2) - 4X I X2 

(X I X2 - A)2 - 4B(XI + x2) 
X 3 X 4 = 2 

(Xl + x 2 ) - 4X I X2 
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Define a map g : !p2 --+ !p2 by 

g([t, u, v]) = [u2 - 4tv, 2u(At + v) + 4Bt2, (v - At)2 - 4Btu]. 

Then the formulas for X3 and X4 show that there is a commutative diagram 

ExE!!.ExE 

! ! 
(I !p l x!p l !p l x!p l (I, 

! ! 
!p2 ~ !p2 

where 

G(P, Q) = (P + Q, P - Q), 

and the vertical map (I is the composition of the two maps 

E x E --+!pl X !p l and 

(P, Q) --+ (x(P), x(Q)) 

(The idea here is to treat t, u, v as 1, Xl + X2' X 1X2' Then g([t, u, v]) becomes 
[1, X3 + X4' X3X4].) 

The next step is to show that g is a morphism, so as to be able to apply 
(S.6). By definition (cf. 1.3.3), this means we must show that except for t = 

U = v = 0, the three homogeneous polynomials defining g have no common 
zeros. Suppose now that g( [t, u, v]) = [0, 0, 0]. If t = 0, then from 

u2 - 4tv = ° and (v - At)2 - 4Btu = 0, 

we see that U = v = 0. Thus we may assume that t =I- 0, and so it makes sense 
to define a new quantity X = u/2t. (Intuition: If we write t, u, v as 1, Xl + X2' 
X1 X2, then the equation u2 - 4tv = 0 becomes (Xl - x 2 )2 = 0, so Xl = X2 = 
u/2t. In other words, we are now dealing with the case that P = ± Q.) Notice 
that the equation u2 - 4tv = ° can be written as x2 = v/t. Now dividing the 
equalities 

2u(At + v) + 4Bt2 = 0 and (v - At)2 - 4Btu = 0 

by t2 and rewriting them in terms of X yields the two equations 

tjJ(x) = 4x(A + x2) + 4B = 4x3 + 4Ax + 4B = 0, 

tP(x) = (x2 - Af - 8Bx = X4 - 2Ax2 - 8Bx + A2 = 0. 

[These polynomials should be familiar. Their ratio tP(X)N(X) is exactly the 
rational function which appears in the duplication formula (III.2.3d).] To 
show that tjJ(X) and tP(X) have no common root, one need merely verify the 
formal identity already used in (4.3), 

(12X 2 + 16A)tP(X) - (3X 3 - SAX - 27B)tjJ(X) = 4(4A3 + 27B2) =I- 0. 

(Note how the non-singularity of the Weierstrass equation plays a crucial 
role here.) This completes the proof that g is a morphism. 
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We return to our commutative diagram, and compute 

h(O'(P + Q, P - Q)) = h(O' 0 G(P, Q» 

= h(g oO'(P, Q» 

= 2h(0'(P, Q)) + 0(1) from (5.6), 

since g is a morphism of degree 2. Now to complete the proof of (6.2) for 
f = x, we will show that for all Ru R2 E E(K) there is a relation 

h(O'(R!, R2» = hx(Rl) + hAR2) + 0(1). 

Then using this relation twice, once on each side of the equation 

h(O'(P + Q, P - Q» = 2h(0'(P, Q» + 0(1), 

will give the desired result. 
One immediately verifies that if either Rl = 0 or R2 = 0, then h(O'(Rl' R2» 

equals hAR1) + hAR2). Otherwise, we may write 

x(R 1) = [cx l , 1] and x(R 2 ) = [a 2 , 1], 

and so 

h(G'(Ru R2» = h([l, CXl + CX2' a l cx2]) and hx(Rl) + hAR2) = h(cx 1) + h(cx2). 

Then from (5.9) applied to the polynomial (T + cxl)(T + 0(2)' we obtain the 
desired estimate 

h(1X1) + h(cx2) - log 4 ~ h([l, 1X1 + 1X2' oc l OC2J) ~ h(oc l ) + h(oc2) + log 2. 

Finally, to deal with the case of an arbitrary even function fEK(E), we 
prove that 

hf = t(degf)hx + 0(1). 

From this, (6.2) follows immediately by mUltiplying the known relation for hx 
by t(degf). Thus the following lemma will complete the proof of (6.2). 0 

Lemma 6.3. Let f, g E K (E) be even functions. Then 

(deg g)hf = (degf)hg + 0(1). 

PROOF. Let x, YEK(E) be Weierstrass coordinates for ElK. The subfield of 
K(E) consisting of even functions is exactly K(x) (III.2.3.1), so we can find a 
rational function p(X) E K(X) so that there is a commutative diagram 

Hence using (5.6) and the fact that p is a morphism (11.2.1), 
hf = hx 0 p = (deg p)hx + 0(1). 
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But from the diagram, 

degf = deg x deg p = 2 deg p, 

so we find 

2hf = (degf)hx + 0(1). 

The same reasoning for g yields 

2hg = (deg g)hx + 0(1), 

and combining these last two equalities gives the desired result. D 

Corollary 6.4. Let E/ K be an elliptic curve and f E K (E) an even function. 
(a) Let Q E E(K). Then for all P E E(K), 

hf(P + Q) ~ 2hf (P) + 0(1), 

where the 0(1) depends on E, f, and Q. 
(b) Let mE 7L.. Then for all P E E(K), 

hf([m]P) = m2hf (P) + 0(1), 

where the 0(1) depends on E, f, and m. 

PROOF. (a) This follows immediately from (6.3), since hf(P - Q) ;?; O. 
(b) Since f is even, it suffices to consider m ~ O. Further, the result is trivial 
for m = 0, 1. We finish the proof by induction. Assume it is known for m - 1 
and m. Replacing P, Q in (6.3) by [m]P, P, we find 

hf([m + 1]P) = -hf([m - 1]P) + 2hf ([m]P) + 2hAP) + 0(1) 

= (-(m - 1)2 + 2m2 + 2)hJ (P) + 0(1) by the induction 
hypothesis 

D 

Remark 6.5. The above results (6.3, 6.4) are clearly also true for an odd 
function f, since then f2 is even, and one easily checks that hp = 2hJ . 

Although we will not prove it, they are true for arbitrary IE K(E) "to within 
e". To be precise, say for (6.4b), it is true that for every e > 0 there are 
inequalities 

(1 - e)m2 hf - 0(1) ~ hf 0 Em] ~ (1 + e)m2 hf + 0(1), 

where now the 0(1) depends on E,f, m, and e. (See exer. 9.14c. For a proof in 
a much more general setting, see [La 7, Ch. 4, Cor. 3.5].) 

Remark 6.6. Theorem 6.2 seems to say that the height function hf is "more or 
less" a quadratic form. In section 9 we will see that there is an actual quadra­
tic form, called the canonical height, which differs from hI by a bounded 
amount. 
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It should be clear that we now have all the tools needed to complete the 
proof ofthe Mordell-Weil theorem. 

Theorem 6.7 (Mordell-Weil theorem). Let K be a number field and ElK an 
elliptic curve. Then the group E(K) is finitely generated. 

PROOF. Choose any even, non-constant function f E K(E), for example the x­
coordinate function on a Weierstrass equation. The Mordell-Weil theorem 
will now follow immediately from the weak Mordell-Weil theorem (1.1) 
with m = 2 and the descent theorem (3.1), once we show that the height 
function 

hf :E(K) -+ ~ 

has the following three properties. 

(i) Let Q E E(K). There is a constant C1, depending on E, f, and Q, so that 
for all P E E(K), 

hf(P + Q) ~ 2hf (P) + C1 • 

(ii) There is a constant C2 , depending on E and f, so that for all P E E(K), 

hf ([2]P) ;;?; 4hf (P) - C2· 

(iii) For every constant C3 , 

is a finite set. 

But (i) is a restatement of (6.4a), (ii) is immediate from the m = 2 case of (6.4b), 
and (iii) is just (6.1). This completes the proof of the Mordell-Weil theorem. 

o 

§7. Torsion Points 

The Mordell-Weil theorem implies that the group ofrational torsion points 
on an elliptic curve is finite. Of course, this also follows from the correspond­
ing result for local fields. 

Since an elliptic curve over a number field K can be treated as an elliptic 
curve over the completion Kv for each v E M K' the local integrality conditions 
for torsion points (VII.3.4) can be pieced together to give the following global 
statement. 

Theorem 7.1. Let ElK be an elliptic curve with Weierstrass equation 

y2 + alxy + a3Y = x3 + a2x2 + a4x + a6 

such that all of the a;'s are in R. Let P E E(K) be a point of exact order m ;;?; 2. 
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(a) If m is not a prime power, then 

x(P), yep) E R. 

(b) If m = p" is a prime power, for each v E M~ let 

r = [ ordv(p) ] 
v n n-1 p - p 

([ ] is greatest integer). 

Then 

ordv(x(P)) ~ - 2rv and ordv(Y(P)) ~ - 3rv. 

In particular, x(P) and yep) are v-integeral if ordv(p) = 0. 

The following corollary was proven independently by Lutz and Nagell, 
who had discovered divisibility conditions somewhat weaker than (7.1). 

Corollary 7.2 ([Lut], [Nag]). Let Efo. be an elliptic curve with Weierstrass 
equation 

A,BEZ. 

Suppose P E E(o.) is a non-zero torsion point. Then 

(a) x(P), yep) E Z. 

(b) Either [2]P = 0, or else y(P)2 divides 4A 3 + 27B2. 

PROOF. (a) Let P have exact order m. Ifm = 2, then yep) = 0, so X(P)E Z since 
it is the root of a monic integral polynomial. If m > 2, then the result follows 
immediately from (7.1), since the quantity rv in (7.1b) is necessarily 0. 
(b) We assume that [2]P "# 0, so yep) "# O. Then applying (a) to both P and 
[2]P, we have x(P), yep), x([2P])EZ. Let 

r/J(X) = X 4 - 2AX2 - 8BX + A2 

and 

tjJ(X) = X 3 + AX + B. 

Then the duplication formula (III.2.3d) reads 

x( [2P]) = r/J(x(P) )f4tjJ(x(P)). 

On the other hand, we have the usual polynomial identity (4.3) 

f(X)r/J(X) - g(X)tjJ(X) = 4A 3 + 27B2. 

(I.e. f(X) = 3X2 + 4A and g(X) = 3X 3 - 5AX - 27B.) Now put X = x(P), 
and use the duplication formula and the fact that y(p)2 = tjJ(x(P)) to obtain 

y(P)2[4f(x(P))x([2]P) - g(x(P))] = 4A 3 + 27B2. 

Since all quantities in this equation are integers, the result follows. 0 
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Remark 7.3.1. A glance at the proof of (7.2b) will show that we actually 
proved that any point PEE(iQ) such that x(P) and x([2]P) are both integers 
has the property that y(p)2 divides 4A 3 + 27 B2. The same argument works 
for number fields. Further, even if x(P) or x([2]P) is not integral, any bound 
for their denominators (such as (7.1b)) will give a corresponding bound for 
y(P) (see exer. 8.11). 

Remark 7.3.2. Recall (VJI.3.2) that in practice, one of the quickest methods 
for bounding the torsion in E(K) is to choose various finite places v for which 
E has good reduction, and then use the injection (VII.3.1) 

E(Kv)[m] --+ E(kv) 

for m relatively prime to char(kv)' 

Example 7.4. The Weierstrass equation 

E:y2 = x 3 - 43x + 166 

has 

4A3 + 27B2 = 425984 = 215 .13. 

Hence any torsion point in E(iQ) has its y-coordinate in the set 

{O, ±1, ±2, ±4, ±8, ±16, ±32, ±64, ±128}. 

A little bit of work with a calculator reveals the points 

{(3, ± 8), (- 5, ± 16), (11, ± 32)}. 

On the other hand, since E has good reduction modulo 3, we know that 
Etors(iQ) injects into E(1F3) (cr. VII.3.2); and one checks that #E(1F3) = 7. This 
still does not prove anything, since the divisibility condition in (7.2b) is only 
necessary, not sufficient. But now using the doubling formula for P = (3, 8), 
one finds 

x(P) = 3, x([2]P) = - 5, x([4]P) = 11, x([8]P) = 3. 

Hence [8]P = ±P, so P is a torsion point of exact order 7 or 9. (It doesn't 
have order 3, since x(P) "# x([2]P).) From above, the only possibility is order 
7, so we conclude that Etors(iQ) is a cyclic group of order 7 consisting of the six 
points listed above together with O. 

All of the above discussion has focused on characterizing the torsion sub­
group of a given elliptic curve. Another sort of question one might ask is the 
following. Given a prime p, does there exist an elliptic curve E/iQ such that 
E(iQ) contains a point of order p? The answer in general is no. For example, 
E(iQ) can never contain a point of order 11, a fact which is by no means 
obvious. Such a statement, which deals uniformly with the set of all elliptic 
curves, naturally tends to be more difficult to prove than a result such as (7.2), 
in which the bounds obtained become weaker as the elliptic curve is varied. 
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The definitive characterization of torsion subgroups over Q is given by the fol­
lowing theorem, whose proof is unfortunately far beyond the scope of this book. 

Theorem 7.5 (Mazur [Maz 1], [Maz 2]). Let EIQ be an elliptic curve. Then the 
torsion subgroup Etors(Q) is one of the following fifteen groups: 

7l.1N71. 1 ~ N ~ 10 or N = 12; 

7l.1271. x 7l.12N71. 1 ~ N ~ 4. 

Further, each of these groups does occur as an Etors(Q). (For an example of 
each possible group, see exer. 8.12.) 

For arbitrary number fields, there is the following result of Manin. 

Theorem 7.6 ([Man 2]). Let KIQ be a number field and PE71. a prime. There is 
a constant N = N(K, p) so that for all elliptic curves ElK, the p-primary 
component of E(K) has order dividing pN. 

Taken together, (7.5) and (7.6) provide the best evidence to date for the 
following longstanding conjecture. 

Conjecture 7.7. Let KIQ be a number field. There is a constant N = N(K) so 
that for all elliptic curves ElK, 

[Etors(K)[ ~ N. 

Remark 7.8. For those torsion subgroups which are allowed in Mazur's 
theorem (7.5), it is a classical result that the elliptic curves ElK having the 
specified torsion subgroup all lie in a I-parameter family. For example, the 
curves ElK with a point P E E(K) of order 7 all have Weierstrass equations of 
the form 

P = (0,0) 

with 

dEK and ~ = d7 (d - 1f(d3 - 8d 2 + 5d + 1) #- o. 
(See exer. 8.13a, b. A complete list is given in [Ku].) In general, the elliptic 
curves ElK with a point P E E(K) of order m ~ 4 are parametrized by the K­
rational points of another curve, called a modular curve. (See appendix C §13 
and exer. 8.13c.) 

§8. The Minimal Discriminant 

Let ElK be an elliptic curve. For each non-archimedean absolute value 
vEM~, we can find a Weierstrass equation for E, 
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which is a minimal equation for E at v. Let L\v be the discriminant of this 
equation. 

Definition. The minimal discriminant of ElK, denoted !!JE/K' is the (integral) 
ideal of K given by 

t7A - n nordv(.:\v) 
;:DEIK - T'v • 

VEM~ 

Here pv is the prime ideal of R associated to v. Thus !!JE1K catalogs the 
valuation of the minimal discriminant of E at every place v E M~. In a certain 
sense, it is a measure of how arithmetically complicated the elliptic curve E is. 

We now ask whether it is possible to find a single Weierstrass equation 
which is simultaneously minimal for every v E Mr Let 

y2 + a1xy + a3 y = x 3 + a2x2 + a4 x + a6 

be any Weierstrass equation for ElK, say with discriminant L\. Then for each 
v E M~ we can find a change of coordinates 

which gives the minimal equation listed above. As usual, the two discrimi­
nants are related by 

L\ = u~2L\v' 
Hence if we define an ideal, depending on L\, by the equation 

0.:\ = n p;;-Ordv(Uvl, 
veM~ 

then the minimal discriminant can be written 

!!JE/K = (L\)o,F. 

Lemma 8.1. With notation as above, the ideal class of K corresponding to 0.:\ is 
independent of L\. 

PROOF. Take another Weierstrass equation for ElK, say with disc'riminant No 
Then L\ = u12L\' for some uEK*, so directly from the definitions we see that 

(L\')a,l~ = !!JE1K = (L\)o,l2 = (A') [(u)o.:\J1 2. 

Hence 0.:\, = (u)o.:\. o 

Definition. The Weierstrass class of ElK, denoted 0E/K' is the ideal class of K 
corresponding to any ideal 0.:\ as in (8.1). 

Definition. A global minimal Weierstrass equation for ElK is a Weierstrass 
equation 
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i + a1xy + a3 y = x3 + a2x 2 + a4 x + a6 

for ElK such that a1 , a2, a3 , a4 , a6 ER and the discriminant A of the equation 
satisfies ~E/K = (A). 

Proposition 8.2. There exists a global minimal Weierstrass equation for ElK if 
and only ifaE/K = (1). 

PROOF. Suppose ElK has a global minimal Weierstrass equation, say with 
discriminant A. Then ~E/K = (A), so with notation as above, 

12 ordv(a~) = ordv(~E/K) - ordv(A) = 0. 

Hence a~ = (1), so aE/K = class of a~ = (1). 
Conversely, suppose aE/K = (1). Choose any Weierstrass equation for ElK, 

say with coefficients ai E R and discriminant A; and as above, for each v E M~ 
let 

be a change of variables which produces a minimal equation at v, say with 
coefficients ai,v and discriminant Av. We may clearly assume that uv = 1 and 
rv = Sv = tv = ° for all but finitely many v, say for all v not in some set 
S c M~. Note also that all of uv, rv, sv, tv are v-integral (VII.1.3d). 

By definition, the fact that aE/K = (1) means that the ideal 

n p~rdv(uv) 
veM2 

is principal, generated by some u E K *. Then 

for all vEM~. 

Now by the Chinese remainder theorem [La 2, Ch. I, §4], there are elements 
r, s, t E R so that for the finitely many v E S, we have 

ordv(r - rv), ordv(s - sv), ordv(t - tJ > max {ordv(u~ai,v)}' 
i=1,2,3,4,6 

Now consider the new Weierstrass equation for ElK given by the change 
of coordinates 

x = U2 X ' + r 
which has coefficients a; and discriminant A'. Then A = U 12 S, so from above 

ordv(S) = ordv(u- 12 A) = ordv((uv/u)12 Av) = ordv(Av). 

Thus the new equation is globally minimal provided that its coefficients are 
all integral. But this is easily checked using the transformation formulas 
(III.l.2). If v ¢ S, then ordv(u) = 0, so each a; is v-integral, since it is a poly­
nomial in r, s, t, at> ... , a6 . For v E S, we illustrate the argument for a~, the 
other coefficients being done similarly. Thus 
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ordv(u2a~) = ordv(a2 - sal + 3r - S2) 

= ordv[u;a2,v - (s - sv)(a1 + s + sv) + 3(r - rv)] 

= ordv(u;a2,v), 

where the last line follows from the previous one by the choice of r, s and the 
non-archimedean nature of v. Since 

ordiu) = ordv(uv) and ordv(a2,v) ~ 0, 

this gives the desired result. o 

Corollary 8.3. If K has class number 1, then every elliptic curve ElK has a 
global minimal Weierstrass equation. In particular, this is true for K = Q. (The 
converse is also true; see exer. 8.14.) 

Example 8.4. The equation 

y2 = x3 + 16 

has discriminant A = _212 33• It is not minimal at 2. The substitution 

x = 4x' y = 8y' + 4 

gives the global minimal equation 

(y')2 + y' = (x')3. 

Example 8.5. Let K = Q(F-iO), so K has class number 2, the class group 

being generated by the prime ideal p = (5, F-iO). Consider the elliptic 
curve ElK given by the equation 

E : y2 = x 3 + 125. 

This equation has discriminant A = _24 33 56 , so it is already minimal at 
every prime of K except possibly for the prime p, which lies over 5. (See 
VII.l.l.) For p, the change of coordinates 

x = (F-iO)2 X' Y = (J=1o)3 y' 

gives an equation 

(y')2 = (X')3 _ 2-3 

which has good reduction at p. Hence 

!!)E/K = (24 33) 

and 

aE/K = ideal class of p. 

In particular, there is no global minimal Weierstrass equation for ElK. 
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Remark 8.6. If K has class number 1 and ElK is an elliptic curve, then one 
can find a global minimal Weierstrass equation for ElK by finding local 
minimal equations (e.g. by using Tate's algorithm [Ta 6]) and then following 
the proof of (S.2). There is also an algorithm, due to Laska ([Las 1]), which is 
both fast and easy to implement on a computer. 

Even if R has class number greater than 1, it is often useful to know that an 
elliptic curve ElK has a global Weierstrass equation which is in some sense 
"almost minimal". The following proposition gives one possibility. (For an­
other, see exer. S.14c.) 

Proposition 8.7. Let S c MK be a finite set of absolute values containing M: 
and all places dividing 2 and 3. Further assume that the ring of S-integers Rs is 
a principal ideal domain. Then every elliptic curve ElK has a model 

E : y2 = x 3 + Ax + B 

with A, BERs and discriminant A = -16(4A3 + 27B2) satisfying 

!0E1K Rs = ARs· 

(Such a Weierstrass equation might be called S-minimal.) 

PROOF. Choose any Weierstrass equation for ElK ofthe form 

E : y2 = x 3 + Ax + B, 

and let A = -16(4A3 + 27B2). For each vEMK, v¢S, choose a uvEK* so 
that the substitution 

x = u~x' 

gives a minimal equation at v. Thus 

for all vEMK, v¢S. 

Since Rs is a principal ideal domain, there is a u E K * such that 

v(u) = v(uv) for all vEMK, v¢S. 

Then the equation 

E:y2 = x 3 + u-4 Ax + u-6B 

has the desired property. 

§9. The Canonical Height 

D 

Let ElK be an elliptic curve and f E K(E) an even function. Theorems 6.2 and 
6.4 say that the height function hf is more or less a quadratic form, at least 
"up to 0(1)". Andre Neron asked whether one could find an actual quadratic 
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form which differs from hi by a bounded amount. He constructed such a 
function by writing it as a sum of "quasi-quadratic" local functions ([Ne 3]). 
At the same time, Tate came up with a simpler global definition. We will give 
Tate's construction here. (See appendix C §18 for a discussion of local height 
functions.) 

Proposition 9.1 (Tate). Let ElK be an elliptic curve, f E K(E) a non-constant 
even function, and P E E(K). Then the limit 

-d 1 f Lim4-N hl ([2N]P) 
eg( ) N-+oo 

exists, and is independent of f 

PROOF. We show that the sequence is Cauchy. From (6.4b) with m = 2, there 
is a constant C so that for all Q E E(K), 

Ihl ([2]Q) - 4hf (Q)1 ::::;; C. 

Now let N ~ M ~ 0 be integers. Then 

14-Nhf([2N]P) - 4-M hA[2M ]P)1 

= I :t~ 4-,,-1 hl ( [2"+1] P) - 4-" hf ( [2"] P) I 
N-1 

~ L 4-n- 1 Ihf([2,,+1]P) - 4hf ([2"]P)1 
,,=M 

N-1 ::::;; L 4-,,-1C using Q = [2n]p above 
n=M 

::::;; C/4M+1. 

This shows that the sequence 4-Nhf ([2NJP) is Cauchy, so it converges. 
Next suppose g E K(E) is another non-constant even function. Then from 

(6.3), 

(deg g)hf = (degf)hg + 0(1), 

so 

(deg g)4-Nhf ([2N]P) - (degf)4-Nhg([2N]P) = 4-NO(1) --+ 0 

as N --+ 00. Hence the limit does not depend on the choice of the function f 
o 

Definition. The canonical (or Neron-Tate) height on ElK, denoted h or hE, is 
the function 
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defined by 

(Here f E K(E) is any non-constant even function.) 

Remark 9.2. From (9.1), the canonical height is well-defined and is indepen­
dent of the choice of f. 

Theorem 9.3 (Neron-Tate). Let E/K be an elliptic curve and h the canonical 
height on E. 
(a) For all P, QEE(K), 

h(P + Q) + h(P - Q) = 2h(P) + 2h(Q) (parallelogram law). 

(b) For all PEE(K) and mEZ, 

h([m]P) = m2 h(P). 

(c) h is a quadratic form on E. (In other words, h is even, and the pairing 

< , ): E(K) x E(K) --+ ~ 

<P, Q) = h(P + Q) - h(P) - h(Q) 

is bilinear.) 
(d) Let PEE(K). Then h(P) ~ 0, and 

h(P) = 0 if and only if P is a torsion point. 

(e) Let f E K(E) be an even function. Then 

(degf)Jt = hf + 0(1), 

where the 0(1) depends on E and f 
Further, if h' : E(K) --+ ~ is another function which satisfies (e) for some non­

constant function f and (b) for anyone integer m ~ 2, then hi = h. 

PROOF. We will start by proving (e), and then return to (a)-(d). 
(e) In the course of proving (9.1), we found a constant C (depending on the 
choice of f) so that for all integers N ~ M ~ 0 and all points P E E(K), 

\4-Nhf ([2N]P) - 4-M hf ([2M ]P)\ ~ C/4M +1• 

Taking M = 0 and letting N --+ 00 gives the desired estimate 

\(degf)h(P) - hf(P) \ ~ C/4. 

(a) From (6.2), we have 

hf(P + Q) + hAP - Q) = 2hAP) + 2hAQ) + 0(1). 
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Replace P, Q by [2N]P, [2N]Q, multiply through by deg\f) 4-N, and let 

N --. 00. The 0(1) term disappears, and we obtain 

~(P + Q) + ~(P - Q) = 2~(P) + 2~(Q). 
(b) From (6.4b), 

hA[m]P) = m2hf (P) + 0(1). 

As usual, replace P by [2N]P, multiply by 4-N, and let N --. 00. (Alternative 
proof: Use (a) and induction on m.) 
(c) It is a standard fact from linear algebra that a function satisfying the 
parallelogram law is quadratic. For completeness, we include a proof. 

Putting P = 0 in the parallelogram law (a) shows that ~( - Q) = ~(Q), so ~ 
is even. By symmetry, it suffices to prove that 

(P + R, Q) = (P, Q) + (R, Q), 

which in terms of ~ becomes 

~(P + R + Q) - ~(P + R) - ~(P + Q) - ~(R + Q) + ~(P) + ~(R) + ~(Q) = o. 
Now four applications of the parallelogram law (and the evenness of ~) give 

~(P + R + Q) + ~(P + R - Q) - 2~(P + R) - 2~(Q) = 0, 

~(P - R + Q) + ~(P + R - Q) - 2~(P) - 2~(R - Q) = 0, 

f,(P - R + Q) + ft(P + R + Q) - 2ft(P + Q) - 2ft(R) = 0, 

~R+0+~R-0-~~-~~=Q 

The alternating sum of these four equations is the desired result. 
(d) The first conclusion is clear, since hf(P) ~ 0 for all functions f and all 
points P. For the second, note that one implication is immediate; since if Pis 
a torsion point, say with [m]P = 0 for some m ~ 1, then (b) implies that 

~(P) = m-2~([m]P) = m-2~(0) = O. 

Conversely, let PeE(K') for some finite extension K'/K, and suppose that 
~(P) = O. Then for every integer m, ~([m]P) = m2~(p) = O. Hence from (e) 
there is a constant C so that for every me I, 

hf([m]P) = l(degf)~([m]P) - hf([m]P)1 ~ C. 

Thus the set {P, [2]P, [3]P, ... } is contained in 

{Q E E(K') : hf(Q) ~ C}. 

But from (6.1), the latter is a finite set, so P must have finite order. 
Finally, to prove uniqueness, suppose k satisfies 

k 0 [m] = m2~' and (degf)k = hf + 0(1) 
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for some integer m ~ 2. Repeated application of the first equality yields 

Pi' 0 [mN] = m2N Pi' for N = 1,2, .... 

Further, since fi also satisfies (e), we have 

Pi' - fi = 0(1). 

Hence 

Pi' = m-2N fil 0 [mN] 

= m-2N(fi 0 [mN] + 0(1)) 

= fi + m-2NO(1) 

Letting N -+ 00 yields fi' = fi. 

since fi satisfies (b). 

o 
Remark 9.4. Notice that the Mordell-Well theorem implies that ~ ® E(K) is 
a finite dimensional real vector space, while (9.3c,d) implies that fi is a 
positive definite quadratic form on the quotient group E(K)/Etors(K). [Here 
Etors(K) is the torsion subgroup of E(K).] Now E(K)/Etors(K) sits as a lattice 
in ~ ® E(K), so it would appear to be clear that the extension of fi to 
~ ® E(K) is also positive definite. This is true, but as was pointed out by 
Cassels, one must use more than just (9.3c, d). 

Lemma 9.5. Let V be a finite dimensional real vector space, and let LeV be a 
lattice. Suppose q: V -+ ~ is a quadratic form which has the following 
properties: 

(i) Let PEL. Then q(P) = 0 if and only if P = O. 
(ii) For every constant C, 

{PEL: q(P) ~ C} 

is a finite set. 

Then q is positive definite on V. 

PROOF. Choose a basis for V so that for X = (Xl' ... , X,)E V, q has the form 

s t 

q(X) = L xf - L X;+i' 
i=l i=l 

where s + t ~ r = dim(V). (See, e.g. [YdW, §12.7] or [La 8, Ch. XIV, §3, §7].) 
This basis gives an isomorphism V ~ ~n; let J.l be the measure on V corres­
ponding to the usual measure on ~n. We now need the following elementary 
result, which is due to Minkowski: 

Let B c V be a convex set which is symmetric about the origin. If Jl.(B) is 
sufficiently large, then B contains a non-zero lattice point. 

For a proof, see for example [H-W, thm. 447] or [La 2, Ch. 5, §3]. Now look 
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at the sets 

B(e, 0) = {x = (Xl' ... , Xr)e V: i~ X; ~ e and it X;+i ~ o}. 
They are convex and symmetric about the origin for any e, 0 > O. Let 

A = inf{q(P): PeL, P =F O} 

From (i) and (ii), we have A > O. 
Now suppose that q is not positive defmite on V, so s < r. Then from 

Minkowski's theorem, the set B(tA, (j) contains a non-zero lattice point P if (j 
is sufficiently large. (The volume of B(tA, (j) is infinite if s + t < r, and grows 
like 01/2 as (j -+ 00 if s + t = r.) But then 

s I 1 
q(P) = i~ x; - i~ x;+s ~ 2 A, 

contradicting the definition of A. Therefore q is positive definite on V. 
o 

Proposition 9.6. The N eron-Tate height is a positive definite quadratic form on 
the vector space IR ® E(K). 

PROOF. This follows from (9.5) applied to the lattice E(K)/Etors(K) inside 
IR ® E(K). Condition (i) of (9.5) is exactly (9.3c, d); while condition (ii) of (9.5) 
follows from (9.3e), which says that bounding h is the same as bounding hr' 
and then applying (6.1). 0 

We now have the following quantities associated to ElK: 

IR ®E(K) 
h 
E(K)/Etors(K) 

a finite dimensional vector space, 
a positive definite quadratic form on IR ® E(K), 
a lattice in IR ® E(K). 

Now in such a situation, an extremely important invariant is the volume of a 
fundamental domain for the lattice, computed with respect to the metric 
induced by the quadratic form. (For example, the discriminant of a number 
field K is the volume of its ring of integers with respect to the quadratic form 
X -+ traceKIQ(x2). Similarly, the regulator of K is the volume of its unit group, 
using the logarithm mapping and the usual metric on Euclidean space.) 

Defmition. The Neron- Tate pairing on ElK is the bilinear form 

(, ): E(K) x E(K) -+ IR 

defined by 

(P, Q) = h(P + Q) - h(P) - h(Q). 
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Definition. The elliptic regulator of ElK, denoted RE/K' is the volume of a 
fundamental domain for E(K)IEtors(K), computed using the quadratic form "­
In other words, choose P l , ... , PrEE(K) to generate E(K)IEtors(K). Then 

RE/K = det( (Pi' lj> h~i~r . 
l~j~r 

(If r = 0, we set RE/K = 1 by convention.) 
As an immediate corollary to (9.6), we obtain: 

Corollary 9.7. The elliptic regulator is always positive. 

Remark 9.8. We have defined the elliptic regulator using the absolute height. 
Sometimes it is defined using the height relative to the given field K. As is 
immediately clear, this new regulator would differ from the old regulator by a 
factor of [K : 0]'. 

Since h(P) > ° for all non-torsion points P E E(K), a natural question to 
ask is how small can h(P) be? One would like to say that h(P) must be large if 
the elliptic curve is "complicated" in some sense. The following precise con­
jecture is a slight generalization of a conjecture of Lang [La 5, p. 92]. 

Conjecture 9.9. Let ElK be an elliptic curve with j-invariant jE and minimal 
discriminant ~E/K. There is a constant c > 0, depending only on [K : 0], so that 
for all non-torsion points P E E(K), 

h(P) > c max {h(jE)' log NK/IQ~E/K' I}. 

Note that the strength ofthe conjecture lies in the fact that the constant cis 
independent of both the elliptic curve E and the point P. Such estimates have 
applications to counting integral points on elliptic curves (see (IX.3.5) for a 
discussion). Conjecture 9.9 is known to be true if one restricts attention to 
elliptic curves whose j-invariant is integral; and more generally such an 
estimate exists with the constant c depending on [K: 0] and the number of 
prime ideals dividing the denominator of jE. (See [Sill] and [Sil 5] for 
details. A special case is given in exer. 8.17.) 

§10. The Rank of an Elliptic Curve 

It follows from the Mordell-Weil theorem (6.7) that the Mordell-Weil group 
E(K) of an elliptic curve ElK can be written in the form 

E(K) ~ Etors(K) x 7l.r. 

As we have seen (§7), the torsion subgroup Etors(K) is relatively easy to 
compute, both in theory and in practice. The rank r is much more mysterious, 
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and an effective procedure for determining it in all cases is still being sought. 
There are very few general facts known concerning the rank of elliptic curves, 
but there are a number of fascinating conjectures. In this section we will 
briefly discuss some of these conjectures. (See chapter X for a description of 
some of the methods which have been developed for actually computing the 
group E(K).) 

The rank of a "randomly chosen" elliptic curve over 0 tends to be fairly 
small, and it is quite difficult to produce such curves of even moderately high 
rank. None the less, there is the following "folklore" conjecture. 

Conjecture 10.1. There exist elliptic curves EIO of arbitrarily large rank. 

The principal evidence for this conjecture comes from work of Shafarevich 
and Tate ([Sha-T]), who show that the analogous result is true for function 
fields (i.e. when 0 is replaced by the field of rational functions IFp(T». Neron 
has constructed an infinite family of elliptic curves over 0 having rank at 
least 11 (C.20.1.1), and Mestre ([Mes 2]) has produced examples with higher 
rank. For example, Mestre shows that the elliptic curve 

y2 _ 246xy + 36599029y = x 3 - 89199x2 - 19339780x - 36239244 

has rank at least 12 over 0; and his ideas can be used to produce curves of 
even higher rank. (However, they do not seem well-suited to producing 
infinite families of such curves.) 

Attached to an elliptic curve ElK is a certain Dirichlet series LE/K(S), called 
the lrseries of ElK. (See (exer. 8.19) and (C §16) for the definition of L E/K .) For 
the moment, it is enough to know that the definition of LE/K(S) involves only 
the number of points on the reduction E(kv) for each finite place vEMK • 

There is a conjecture, due to Birch and Swinnerton-Dyer, which says that 
LE/K(S) has a zero at s = 1 whose order exactly equals the rank of E(K). 
Further, the leading coefficient in the Taylor series expansion of LE/K(S) 
around s = 1 should be expressable in terms of various global arithmetic 
quantities associated to E(K), including the elliptic regulator RE/K • Thus in 
some sense, the conjecture of Birch and Swinnerton-Dyer is a version of the 
Hasse principle which applies to elliptic curves, since it (hypothetically) 
shows how information about the v-adic behavior of E for all places v E MK 
determines global information such as the rank of E(K) and the elliptic 
regulator RE/K • (For a more detailed discussion of lrseries and the conjecture 
of Birch and Swinnerton-Dyer, including some of the progress made in prov­
ing it, see appendix C §16.) 

In addition to having an effective method for computing the rank of an 
elliptic curve, it would be good to have a theoretical description of just how 
large a generating set need be. Based partly on analogy with the problem of 
computing generators for the unit group of a number field .and partly on a 
number of very deep conjectures in analytic number theory, Serge Lang has 
suggested the following. 
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Conjecture 10.2 (Lang [La 9]). Let E/Q be an elliptic curve oj rank r. Then 
there is a basis PI' ... , Pr Jor the Jree part oj E(O) satisJying 

Jor all 1 ~ i ~ r. 

Here fi is the canonical height on E (cf. §9), ~E/Q is the minimal discriminant oj 
E/O (cJ. §8), and Ce is a constant depending only on e. (Lang's conjecture is 
actually more precise, see [La 9].) 

Since fi is the logarithmic height, (10.2) says that the x-coordinates of the 
generators might grow exponentially with the discriminant of the curve. 
(Similarly, the height H(u) of a generator for the unit group in a real quadra­
tic field seems to grow exponentially with the discriminant of the field. Of 
course, it is easy to choose a sequence of such fields for which H(u) grows 
polynomially; but on average, one expects the growth to be exponential.) The 
expected exponential behavior for elliptic curves is illustrated by the follow­
ing example of Bremner and Cassels [Br-C]. They show that the elliptic 
curve 

y2 = x 3 + 877x 

has rank 1, and the x-coordinate of a generator P is given by 

x = (612776083187947368101/7884153586063900210)2. 

To compare this example with Lang's conjecture, we compute 

log fi(p)/logl~E/QI ~ 0.2, 

which is well within the suggested bound of t + e. 

EXERCISES 

8.1. Let E/K be an elliptic curve, rn ~ 2 an integer, £'K the ideal class group of K, 
and 

s = {vEM~: E has bad reduction at v}u {vEM~: v(rn) =I- O} u M;. 

Assuming that E[rn] c E(K), prove the following quantitative version of the 
weak Mordell-Weil theorem: 

rankz/mz(E(K)jrnE(K)):::; 2#S + 2 rankz/mz£'K[rn]. 

8.2. For each integer d ~ 1, let Ed/Q be the elliptic curve 

Ed: y2 = x 3 - d2 x. 

Prove that 

EAQ) :;;;: finite group x lLr 

for some integer 

r :::; 2v(2d), 
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where v(N) denotes the number of distinct primes dividing N. [Hint: Use exer­
cise 8.1.] 

8.3. Let ElK be an elliptic curve and LIK an (infinite) algebraic extension. Suppose 
that the rank of E(M) is bounded as M ranges over all finite extensions MIK 
contained in L. 
(a) Prove that E(M) ® 0 is finite dimensional (as a O-vector space.) 
(b) Assume further that LIK is Galois and Etor.(L) is finite. Prove that E(L) is 

finitely generated 

8.4. Assume that JIm c K. Prove that the maximal abelian extension of K of expo­
nent m is the field 

K(a 1/m : aeK). 

[Hint: Use (2.2), which in this case says that every homomorphism X: Gi/K --. JIm 
has the form X(u) = a"la for some ae K*.] 

8.5. Let eeHl(Gi/K' M) be unramified at v. Prove that there is a l-cocycle 
c: GilK --. M in the cohomology class of e such that Ca = 0 for all u e Iv' [Hint: 
Use the inflation-restriction sequence (B.2.4) for Iv c Gi/K'] 

8.6. Prove Kronecker's theorem: Let x e 0*. Then H(x) = 1 if and only if x is a root 
of unity. (This is the mUltiplicative-group version of (9.3d).) 

8.7. (a) Give an explicit upper bound, in terms of N, C, and d, for the number of 
points in 

{PeIPN(Q): H(P) ~ C and [O(P): 0] ~ d}. 

(b) Let 

Prove that 

as C --. 00, 

where '(s) is the Riemann '-function. (For more about vK(N, C), see (5.12).) 

8.8. Prove the following standard facts about height functions. 
(a) H(XIX2'" xN) ~ H(x1)H(X2)'" H(xN). 
(b) H(XI + X2 + ... + xN) ~ NH(Xl)H(X2)'" H(XN)' 
(c) For P = [xo, ... , XH] e pH and Q = [Yo, ... , YM] e pM, let-

P*Q = [xoYo, XOYl," _, XiYj, ... , xNYM]epMH+M+N. 

Then 

H(P*Q) = H(P)H(Q). 

(The map (P, Q) --. P*Q is the Segre embedding of pH x pM in pMH+M+H. See 
[Har, exer. 1.2.14].) 

(d) For P = [xo, ... , XH] e pH, let 

p(d) = [fo(P), ... , fM(P)] e pM, 
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where M = (N;") - 1, and fo(X), ... JM(X) are the M possible monomials of 
degree d in the N + 1 variables Xo, ... , X N' Then 

H(p(d») = H(p)d = H([xg, ... , x~]). 

(The map P --+ p(d) is the d-uple embedding of !pN in !pM. See [Har, exer. 
I.2.12].) 

(e) If x i= 0, then 

H(l/x) = H(x). 

(f) Let K be a number field and let xo, ... , X N E K be algebraic integers. Then 

H([xo, ... , x N ]) ~ max H(XJK: Ill. 
O!'f:i~N 

8.9. Let xo, ... , xN E K, and let b be the fractional ideal of K generated by xo, ... , XN' 

Then 

HK([xO' ••• , xN ]) = (NK/llbf 1 n max {Ix;!v}nv. 
veM'K O~i~N 

8.10. Let F be the rational map (1.3.6) which is a morphism at every point except 
[0, 1,0], 

[x, y, z] --+ [x2, xy, Z2]. 

Prove that for all constants C, e > 0, there is a point P E !p2(Q) so that 

H(F(P)) < CH(pr'. 

In particular, (5.6) becomes false if the map F is merely required to be a rational 
map. 

8.11. Prove the following generalization of (7.2) to arbitrary number fields. 
Let ElK be an elliptic curve given by an equation 

y2 = x 3 + Ax + B 

with A, BE R, and let ~ = 4A 3 + 27 B2. Let P E E(K) be a point of exact order 
m ~ 3, and let VE M~. 
(a) If m = pn is a prime power, then 

-6rv ~ ordv(y(p)2) ~ 6rv + ordv(~), 

where 

r = [ ordv(p) J. 
v n n-1 p - p 

(b) If m = 2pn is twice a prime power, then 

where r v is as in (a). 
(e) If m is not of the form pn or 2pn, then 

o ~ ordv(y(p)2) ~ ordv(~)' 
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8.12. For each of the following elliptic curves, calculate Etor,(Q). 
(a) y2 = x 3 - 2 
(b) y2 = x 3 + 8 
(c) y2 = x 3 + 4 
(d) y2 = x 3 + 4x 
(e) y2 _ Y = x 3 _ x2 

(f) y2 = x3 + 1 
(g) y2 + y = x 3 - X + 137 
(h) y2 + txy = x 3 + 16x 
(i) y2 + xy + y = x 3 - x2 - 14x + 29 
(j) y2 + xy = x3 - 45x + 81 
(k) y2 + 43xy - 210y = x3 - 210x2 
(I) y2 = x3 - 4x 
(m) y2 + xy - 5y = x3 - 5x2 
(n) y2 + 5xy - 6y = x 3 - 3x2 

(0) y2 + 17xy - 120y = x3 - 60x2 

8.13. (a) Let ElK be an elliptic curve and PeE(K) a point of order at least 4. By an 
appropriate change of coordinates, show that E has an equation of the form 

E : y2 + uxy + vy = x 3 + vx2 

with u, veK and P = (0,0). 
(b) Show that there is a one-parameter family of elliptic curves ElK with a K­

rational point of order 6. [Hint: Set [3]P = [ -3]P in (a), and find how u 
and v must be related.] Same question for points of order 7; order 9; order 
12. 

(c) Show that the elliptic curves ElK with a K-rational point of order 11 are 
parameterized by the K-rational points of a certain elliptic curve. 

8.14. (a) Generalize (8.2) as follows. Let ElK be an elliptic curve, and let Q by any 
integral ideal in the ideal class aE/K • Then there is a Weierstrass equation for 
E with coefficients ai e R and discriminant .1 satisfying 

(.1) = .@E/KQ 12. 

(b) Suppose that ElK has everywhere good reduction and the class number of 
K is relatively prime to 6. Then ElK has a global minimal Weierstrass 
equation. 

(c) Every elliptic curve ElK has a Weierstrass equation with coefficients ai e R 
and discriminant .1 satisfying 

INK/0.11 ~ I Disc KIQI6INK/o.@E/KI. 

(Qualitatively, this says that one can find a Weierstrass equation whose non­
minimality is bounded solely in terms of K. Such an equation might be 
called quasi-minimal.) 

(d) Let b be any ideal class of K. Prove that there is an elliptic curve ElK such 
that aE/K = b. In particular, if K does not have class number 1, then there 
exist elliptic curves over K which do not have global minimal Weierstrass 
equations. (This gives a converse to (8.3).) 
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8.15. Prove that there are no elliptic curves E/Q having everywhere good reduction. 
[Hints: Take a Weierstrass equation with integral coefficients and discriminant 
L\ = ± 1. Show a1 is odd, so C4 == 1(8). Substitute C4 = U ± 12 into c~ - c~ = 

1728. Show u = 3v and C6 = 9w. Then w = t2 or 3t2• Rule out the former by 
finding w (mod 8), and the latter by showing that it leads to v and w being 
infinitely 3-divisible.] 

8.16. Show that the conclusion of (9.5) is false if the quadratic form q is not required 
to satisfy the finiteness condition (ii). 

8.17. Fix non-zero integers A, B with 4A3 + 27B2 oF O. For each d oF 0, let Ed/Q be 
the elliptic curve 

Ed:y2 = x 3 + d2Ax + d3B. 

Prove that for all square-free integers d oF 0: 
(a) jE is independent of d; 
(b) log I.@Elol = 6 log Idl + 0(1); A 

(c) Every PE Ed(Q) satisfies either [2]P = 0 or h(P) > i log Idl + 0(1). 
(d) For all but finitely many square-free integers d, the torsion subgroup of 

EAQ) is one of {O}, 7L/27L, or (7L/27L)2. 
(Here the O(l)'s may depend on A and B, but they should be independent of d. 
This exercise provides a proof of conjecture 9.9 for the family of curves Ed.) 
[Hint for (c): If P = (r, s) E Ed(Q), then P' = (r/d, s/d 3/2) EEl. Show that h(P) = 
h(P'), that either s = 0 or hy(PI

) is greater than t log Idl, and that Ih - thyl is 
bounded.] 

8.18. Let E/K be an elliptic curve given by a Weierstrass equation 

E : y2 = x3 + Ax + B. 

(a) Prove -.!hat there are absolute constants C1 and C2 such that for all points 
PeE(K), 

IhA[2]P) - 4hAP) 1 ~ C1 h([A, B, 1]) + c2. 

Find explicit values for C1 and C2. [Hint: Combine the proofs of (4.2) and 
(5.6), keeping track of the dependence on the constants. In particular, notice 
that the use of the Nullstellensatz in (5.6) can be replaced by the explicit 
identities given in (4.3).] _ 

(b) Find absolute constants C3 and C4 so that for all points P E E(K), 

IthAP) - h(P)1 ~ c3h([A, B, 1]) + c4 • 

[Hint: Use (a) and the proof of (9.1).] _ 
(c) Prove that for all integers m ~ 1 and all points P, Q E E(K), 

IhA[m]P) - m2hAP)1 ~ 2(m2 + 1) (c3h([A, B, 1]) + C4); 

and 

hAP + Q) ~ 2hAP) + 2hx(Q) + 5(c3h([A, B, 1]) + c4 ). 

[Hint: Use (b) and (9.3).] 
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(d) Let Ql' ... , Q, be a set of generators for E(K)/2E(K). Find absolute constants 
cs, c6 , and C7 so that the set of points PEE(K) satisfying 

hAP) :( Cs max {hAQi)} + c6h([A, B, 1]) + C7 

contains a complete set of generators for E(K). [Hint: Follow the proof of 
(3.1), using (c) to evaluate the constants that appeaL] 

8.19. The L-Series Attached to an Elliptic Curve. Let E/Q be an elliptic curve, and 
choose a global minimal Weierstrass equation 

y2 + a1 xy + a3 = x 3 + a2x 2 + a4x + a6 

for E/Q (cf.8.3). For each prime p, let Ap be the number of points on the reduced 
curve E mod p (remember to include the point at infinity); and let 

tp = 1 + p - Ap. 

The L-Series associated to E/Q is defined by the Euler product 

LE(S) = n (1 - tpp-S)-l n (1 - tpP-S + pl-2s)-1. 

pla(E) plaCE) 

(a) If LE(S) is expanded as a Dirichlet series :Ec.n-s, show that its pth coefficient 
(for p prime) satisfies cp = tp. 

(b) If E has bad reduction at p (so p divides L1(E)), prove that tp = 1, -1, or 0 
according as the reduced curve E (mod p) has a node with tangents whose 
slopes are rational over IF P' a node with tangents quadratic over IF P' or a 
cusp (cf. exer. 3.5). 

(c) Prove that the Euler product for LE(S) converges for all S E IC with 
Re(s) > 3/2. [Hint: Use (V.U).] 
(There are a number of important conjectures concerning the L-series 
attached to elliptic curves. See appendix C §16.) 
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Integral Points on Elliptic Curves 

An elliptic curve may have infinitely many rational points, although the 
Mordell-Weil theorem at least assures us that the group of rational points is 
finitely generated. Another natural Diophantine question is that of determin­
ing, for a given (affine) Weierstrass equation, which rational points actually 
have integral coordinates. In this chapter we will prove a theorem of Siegel 
which says that there are only finitely many such integral points. Siegel gave 
two proofs of his theorem, which we present in sections 3 and 4. Both proofs 
make use of techniques from the theory of Diophantine approximation, and 
so do not provide an effective procedure for actually finding all of the integral 
points. However, his second method of proof reduces the problem to that of 
solving the so-called "unit equation", which in turn can be effectively resolved 
using transcendence theory. We will discuss this method, without giving 
proofs, in section 5. 

Unless otherwise specified, the notations and conventions for this chapter 
are the same as those for chapter VIII. In addition, we set the following 
notation: 

H,HK 

nv = [Kv: OJ 
ScMK 

Rs 

R~ 

height functions (see VIII §5) 
local degree for vEMK (see VIII §5) 
generally a finite set of absolute values containing M'R. 
the ring of S-integers of K 

Rs = {xEK: v(x) ~ 0 for all vEMK , v¢S} 

the unit group of Rs. 
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§1. Diophantine Approximation 

The fundamental problem in the subject of Diophantine approximation is 
the question of how closely an irrational number can be approximated by a 
rational number. 

Example 1.1. For every rational number p/q, we know that the quantity 

I(p/q) - J21 is positive; and since 0 is dense in IR, an appropriate choice of 
p/q will make it as small as desired. The problem is to make it small without 
taking p and q too large. The next two elementary results illustrate this idea. 

Proposition 1.2 (Dirichlet). Let IX E IR with IX rt= O. Then there are infinitely many 
p/q E 0 such that 

PROOF. Let Q be a large integer, and look at the set 

{qlX - [qlX]: q = 0,1, ... , Q}. 

(Here [ ] means greatest integer.) Since IX is irrational, this set consists of 
Q + 1 distinct numbers in the interval between 0 and 1; so by the pigeon-hole 
principle there are integers 0 :::::; ql < q2 :::::; Q satisfying 

l(ql lX - [qllX]) - (q21X - [q21X])1 :::::; l/Q. 

Hence 

I [q21X] - [ql lX] I 1 1 
------IX :::::; :::::; 2. 

q2 - ql (q2 - ql)Q (q2 - ql) 

This provides one rational approximation to IX with the desired property, and 
by increasing Q one can clearly obtain infinitely many. 0 

Remark 1.2.1. A result of Hurwitz says that the l/q2 in (1.2) can be replaced 

by 1/J5q2, and that this is best possible. (See, e.g., [H-W, thm. 195].) 

Proposition 1.3 (Liouville [Liou]). Let IX E OJ be of degree d ~ 2 over 0 (i.e. 
[O(IX): 0] = d). There is a constant C > 0, depending on IX, so that for all 
rational numbers p/q, 

PROOF. Let 
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be the minimal polynomial for oc. Let 

C1 = sup{f'(t): oc - 1 ::;:; t::;:; oc + I}. 

Suppose now that 

1~-ocl::;:;1. 
Then from the mean value theorem, 

On the other hand, qdf(p/q)EZ; and f(p/q) #- 0 since f can have no rational 
roots. Hence 

Combining the last two inequalities gives 

I~-ocl~~' 
which holds for all p/q if we take C = min{1/C1, I}. D 

Remark 1.3.1. Liouville used his theorem to prove the existence of transcen­
dental numbers. (See exer. 9.2.) Note that it is quite easy to find the constant 
C in Liouville's theorem explicitly in terms of oc. This is in marked contrast to 
the results which we will consider below. 

Proposition (1.2) says that every real number can be approximated by 
rational numbers to within 1/q2, while proposition (1.3) says that an algebraic 
number of degree d can be approximated no closer than C/qd. For quadratic 
irrationalities, there is little more to say; but if d ~ 3, then one naturally asks 
what the best exponent is. There is also no particular reason to restrict the 
approximating values to Q; it is useful to allow them to range over any fixed 
number field K. Finally, in measuring how close the approximation is, any 
absolute value should do. 

Definition. Let -r(d) be a positive real-valued function on the natural num­
bers. A number field K is said to have approximation exponent -r if the 
following condition holds: 

Let ocEK, d = [K(oc): K], and vEMK an absolute value on K extended 
in some fashion to K(oc). Then for any constant C, there exist only 
finitely many x E K satisfying the inequality 

Ix - ocl v < CHK(x)-t(d). 
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Thus the elementary estimate of Liouville's theorem (1.3) says that Q has 
approximation exponent T(d) = d + e for any e > O. This result has been 
successively improved by a number of mathematicians. We give a short list. 

Liouville 1851 T(d) = d + e 
Thue 1909 T(d) = !d + 1 + e 
Siegel 1921 T(d) = 2Jd + e 
Gelfond, Dyson 1947 T(d) = J2d + e 
Roth 1955 T(d) = 2 + e. 

In view of (1.2), Roth's result is essentially best possible, although it is not 
unlikely that the e can be replaced by some function e(d) such that e(d) -+ 0 as 
d -+ 00. We should also mention that Mahler showed how to handle several 
absolute values at once, and W. Schmidt ([Schm 2, Ch. VI]) dealt with the 
more difficult problem of simultaneously approximating several irrationals. 

The main ideas which go into the proof of Roth's theorem are quite 
beautiful; and, at least in theory, relatively elementary. Unfortunately, to 
develop those ideas fully would take us rather far afield. Hence rather than 
include the complete proof, we will be content to state here the result that we 
will be using. Then, in section 8, we will briefly sketch the proof of Roth's 
theorem without actually giving any of the myriad details. 

Theorem 1.4 (Roth's Theorem). For every e > 0, every number field K has 
approximation exponent 

T(d) = 2 + e. 

PROOF. See §8 for a brief sketch. A nice exposition for K = Q and the usual 
(archimedean) absolute value is given in [Schm 2, Ch. V]; the general case is 
in [La 7, Ch. 7]. 0 

Example 1.5. How do theorems on Diophantine approximation lead to 
results concerning Diophantine equations? Consider the simple example of 
solving the equation 

x3 - 2y3 = a 

in integers x, YElL, where a ElLis fixed. Suppose (x, y) is a solution with 
y =F O. Let' be a primitive cube root of unity, and factor the equation as 

The second and third terms in the product are bounded away from 0, so we 
obtain an estimate 
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for some constant C independent of x and y. Now from (1.4), or even Thue's 
original theorem with r(d) = !d + 1 + e, we see that there are only finitely 
many possibilities for x and y. Hence the equation 

x 3 - 2y3 = a 

has only finitely many solutions in integers. This type of argument will 
reappear in the proof of (4.1). (See also exer. 9.6.) 

Remark 1.6. The statement of (1.4) says that there exist only finitely many 
elements of K with a certain property. This phrasing is especially felicitous, 
because the proof of (1.4) is not effective. In other words, there is no effective 
procedure which is guaranteed to produce all of the elements in this finite set. 
(See (8.1) for a discussion of why this is so.) We note that as a consequence, all 
of the finiteness results which we will prove in sections 2 and 3 are ineffective, 
since they rely on (1.4). (Similarly, in (1.5), the proof yields no explicit bound 
for Ixl and I yl in terms of a.) However, there are other methods, based on 
estimates for linear forms in logarithms, which are effective. We will discuss 
these, without proof, in section 5. 

§2. Distance Functions 

A Diophantine inequality such as 

Ix - exl v < CHK(xtt(d) 

consists of two pieces. First, there is the height function HK(x), which is an 
arithmetic measure of the size of x. We have already studied height functions 
and their transformation properties in some detail (VIII §5, 6). Second, there 
is the quantity Ix - exlv, which is a topological measure of the distance from x 
to ex (i.e. in the v-adic topology). In this section we will define a notion of 
v-adic distance on curves, deduce some of its basic properties, and reinterpret 
the Diophantine approximation result from section 1 in terms of this 
distance. 

Definition. Let CjK be a curve and P, QEC(Kv). Let tQEKv(C) be a function 
with a zero of order e ~ 1 at Q. The (v-adic) distance from P to Q, denoted 
dv(P, Q), is given by 

dv(P, Q) = min{ltQ(P)I~/e, I}. 

(Of course, if P is a pole of tQ, then ItQ(P)lv = 00, so we naturally set 
dv(P, Q) = 1.) 

Remark 2.1. Clearly the distance function dv has the right qualitative pro­
perty; dv(P, Q) is small if P is v-adically close to Q. On the other hand, it 
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certainly depends on the choice of tQ , so possibly a better notation would be 
dv(P, tQ)' However, since we will only use dv to measure the rate at which two 
points approach one another, the following result will show that all of our 
theorems make sense. 

Proposition 2.2. Let Q E C(Kv), and let tQ and tQ be functions vanishing at Q. 
Then with the notation of (2.1), 

L· . log dv(P, tQ) 1 
UnIt = 

PeC(K.) log dv(P, tQ) . 
P-+Q 

(Here P --+ Q means PEC(Kv) approaches Q in the v-adic topology; i.e., 
dv(P, tQ) --+ 0.) 

PROOF. Let tQ and tQ have zeros of order e and e' respectively at Q. Then the 
function r/J = (tQt/(tQt has neither a zero nor a pole at Q. Hence 1r/J(P)lv is 
bounded away from 0 and 00 as P --+ Q; so as P --+ Q, 

log dv(P, tQ) = 1 + log 1r/J(p)I!/ee' --+ 1. 
log dv(P, tQ) log dv(P, tQ) 

o 

Next we examine the effect of finite maps on the distance between points. 
The crucial observation is that it depends on the ramification of the map, 
rather than on its degree (compare (2.3) with (VIII.5.6». 

Proposition 2.3. Let Cl , C2 /K be curves and f: Cl --+ C2 a finite map defined 
over K. Let Q E Cl (Kv), and let ef(Q) be the ramification index of f at Q (cf. II 
§2). Then 

PROOF. Let tQEKv(C1) and tf(Q)EKv(C2) be uniformizers at the indicated 
points. By definition of ramification index, we can write 

tf(Q) 0 f = t'/lQ)r/J, 

where r/JEKv(C1) has neither a zero nor a pole at Q. It follows that 1r/J(P)lv is 
bounded away from 0 and 00 as P --+ Q. Therefore 

log dv(f(P), f(Q» 
log dv(P, Q) 

log Itf(Q)(f(P»lv 
log I tQ(P)lv 

_ ef(Q) log I tQ(P) Iv + log 1r/J(P)lv 
- log I tQ(P)lv 

as P --+ Q. 

Finally, we reinterpret (1.4) in terms of distance functions. 

o 
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CoroUary 2.4 (of 1.4). Let C/K be a curve, fEK(C) a non-constant function, 
and QEC(K). Then 

L· . flog dv(P, Q) 2 1m In ~ - . 
PeC(K) log HK(f(P» 

P-Q 

(Here P ~ Q means that P approaches Q in the v-adic topology. We obviously 
do not allow P = Q. If Q is not a (v-adic) accumulation point of C(K), then we 
define the Lim inf to be 0.) 

PROOF. Replacing f by 1lfifnecessary, we may assume that f(Q):f: 00. (Note 
that HK«1/f)(P» = HK(f(P».) Then from the definition of dv, we may take 

diP, Q) = min{lf(P) - f(Q)I~/e, 1}, 

where e ~ 1 is the order of vanishing of the function f - f(Q) at Q. Hence 

L· . f log diP, Q) L" flog If(P) - f(Q)lv 1m In = 1m In ------'---'--'-----'-
P-+Q log HK(f(P» P-+Q e log HK(f(P» 

= ~Liminf {IOg(HK(f(P))'lf(P) - f(Q)lv) _ ,}. 
e P_Q log HK(f(P» 

Now if we take 

,=2+8, 

then (1.4) implies that 

HK(f(P))'lf(P) - f(Q)lv ~ 1 

for all but finitely many P E C(K). Therefore 

Liminf log dv(P, Q) ~ _~ = _ 2 + 8. 

P-+Q log HK(f(P» e e 

Since 8 > 0 is arbitrary, and e ~ 1, this gives the desired result. 0 

§3. Siegel's Theorem 

In this section we will prove the following theorem of Siegel, which represents 
a significant improvement on the Diophantine approximation result (2.4). 

Theorem 3.1 (Siegel). Let ElK be an elliptic curve with # E(K) = 00, f E K(E) 
a non-constant even function, v E M K, and Q E E(K). Then 

. . log dv(P, Q) 0 
LImIt = . 
PeE(K) hf(P) 
h,(P)-ro 
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Remark 3.1.1. Although we will only prove (3.1) for even functions, it is in fact 
true in general. (See exer. 9.14d.) 

Before giving the proof of (3.1), let us give some indication of just how 
strong a theorem it is. 

Corollary 3.2.1. Let ElK be an elliptic curve with Weierstrass coordinate func­
tions x and y, let S c MK be a finite set of places containing Mr:, and let Rs be 
the ring of S-integers of K. Then 

{PeE(K): x(P)eRs} 

is a finite set. 

PROOF. We apply (3.1) with the function f = x. Thus suppose that PI' P2 , ••• e 
E(K) is a sequence of distinct points with x(P;)eRs. From the definition of 
the height it follows that 

1 
h,,(Pj ) = [K: OJ v~s 10gmax{l, Ix(P;)I~v}; 

since for the terms with v¢S, we have Ix(Pj)lv ~ 1. Hence by choosing a 
subsequence of the P/s, we may assume that 

for all i, 

where veS is a fixed absolute value. (Note that nv ~ [K: OJ.) In particular, 
Ix(Pj)lv -. 00. Since the only pole of x is at 0, it follows that dV(Pi' 0) -. o. 

Now since x has a pole of order 2 at 0, we can take as our distance 
function 

dv(Ph 0) = min{lx(p;)1;1/2, I}. 

Then for all sufficiently large i, we have 

-log dV(Pi' 0) 1 
----:...---'-'---'---'- ~ --. 

hAP;) 2#S 

But this contradicts (3.1), which says that the left-hand side must approach 0 
as i -. 00. 0 

Clearly the proof of (3.2.1) can be applied to any even function, not just x, 
since (3.1) is given for all even functions. However, one can actually reduce 
the case of arbitrary (not necessarily even) functions to the special case given 
by (3.2.1). This reduction step is also important in its own right, since it is 
used both in Siegel's second proof of finiteness (4.3.1) and with the effective 
methods provided by linear forms in logarithms (5.7). 

Corollary 3.2.2. Let CIK be a curo,;;; of genus 1, and let f e K (C) be a non­
constant function. Let Sand Rs be as in (3.2.1). Then 
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{PE C(K): f(P)ERs} 

is a finite set. Further, (3.2.2) follows formally from (3.2.1). 

PROOF. We are clearly proving something stronger if we extend the field K 
and enlarge the set S. We may thus assume that C(K) contains a pole Q of f 
Then (C, Q) is an elliptic curve over K; let x and y be coordinates on a 
Weierstrass equation for (C, Q), which we may take in the form 

y2 = x3 + Ax + B. 

Now f E K(C) = K(x, y) and [K(x, y): K(x)] = 2, so we can write 

f( ) = rjJ(x) + l/J(x)y 
x, y 1](x) 

with polynomials rjJ(x), l/J(x), 1](x)EK[x]. Further, SInce ordQ(x) = -2, 
ordQ(y) = - 3, and ordQ(f) < 0, it follows that 

2 deg 1] < max{2 deg rjJ, 2 deg l/J + 3}. 

(I.e. This is the condition for f to have a pole at Q.) Next we compute 

(f1](x) - rjJ(X))2 = (l/J(X)'y)2 = l/J(X)2(X 3 + Ax + b). 

Writing this out as a polynomial in x with coefficients in K [f], we see that 
the highest power of x will come from one of the terms j21](X)2, rjJ(X)2, or 
l/J(X)2X 3• From above, the first of these has lower degree (in x) than the latter 
two, while the leading terms of rjJ(X)2 and l/J(X)2X 3 cannot cancel, since they 
have different degrees. It follows that x satisfies a monic polynomial over 
K [f]. (I.e. x is integral over K [f].) Multiplying this polynomial by an 
appropriate element of K to "clear denominators", we have shown that x 
satisfies a relation 

aoxN + al(f)xN- 1 + ... + aN-l(f)x + aN(f) = 0, 

where ao E Rs and a;(f) E Rs[f] for 1 ~ i ~ N. Enlarging the set S, we may 
further assume that ao E Rt. 

Now suppose that P E C(K) satisfies f(P) E Rs. Then P is not a pole of x, 
and the relation 

aox(Pt + al (f(P))x(Pt- 1 + ... + aN- l (f(P))x(P) + aN(f(P)) = ° 
shows that x(P} is integral over Rs. Since also x(P) E K, and Rs is integrally 
closed in K, it follows that x(P) E Rs. This proves that 

{PEC(K):f(P)ERs} c {PEC(K):x(P)ERs}; 

and so the finiteness assertion of (3.2.2) follows from the finiteness result given 
in (3.2.1). 0 

Example 3.3. Consider the Diophantine equation 

y2 = x 3 + Ax + B, 
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where A, BeZ and 4A3 + 27B2 -:F O. The above corollary (3.2.1) says that 
there are only finitely many solutions with x, y e Z. What does (3.1) say in this 
situation, say if we take Q = 0, f = x, and v the archimedean absolute value 
onO? 

Label the non-zero rational points P1 , P2 , ••• in order of non-decreasing 
height, and write 

as a fraction in lowest terms. Then 

and 

hAPi ) = log max{lail, Ibil}. 

(Note that the 1/2 appears because 1/x has a zero of order 2 at 0.) Now (3.1) 
implies that 

. min {log Ibi/ail, O} 0 
LIm = . 
i-+oo max {log lad, log Ibil} 

Similarly, letting Q be a point with x(Q) = 0, we have 

log dv(Pj, Q) = log min {I ai/bi I, 1} 

(with a factor of 1/2 if B = 0); so again from (3.1) we obtain 

Lim min {log lai/bil, O} = o. 
i-+oo max {log lail, log Ibil} 

Now from these two limits, it is an easy matter to deduce that 

Lim log lad = 1. 
i-+oo log I bd 

In other words, when looking at the x-coordinates of the rational points on 
an elliptic curve, the numerators and the denominators tend to have about 
the same number of digits. This is clearly much stronger than the assertion of 
(3.2), which merely says that there are only finitely many points where the 
denominator is 1. 

Remark 3.4. Although Siegel's theorem (3.2) is not effective, which means that 
it does not yield an explicitly computable upper bound for the height of all 
integral points, it can be made quantitative in the following sense (see, e.g., 
[Ev-S]): 

For a given non-singular Weierstrass equation, there is a constant N, which can 
be explicitly calculated in terms of the field K and the coefficients of the equa­
tion, such that the equation has no more than N integral solutions. 

A subtler Diophantine problem, conjectured by Serge Lang, is to give an 
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intrinsic relationship between the number of integral points and the rank of 
the Mordell-Weil group. 

Conjecture 3.5 ([La 5, p. 140]). Let ElK be an elliptic curve, and choose a 
quasi-minimal Weierstrass equation for ElK, 

E : y2 = x3 + Ax + B 

(cf exer. 8. 14c). Let ScM K be a finite set of places containing Me:., and let Rs 
be the ring of S-integers in K. There exists a constant C, depending only on 
K, such that 

# {PEE(K): x(P)ERs} ~ c#S+rankE(K). 

This conjecture is known to be true if one restricts attention to elliptic curves 
with integral j-invariant; and more generally, it holds for a constant C de­
pending on both K and the number of primes of K for which j(E) is not 
integral. (See [Sil 7].) 

We now turn to the proof of (3.1). In broad outline, the argument goes as 
follows. From the theorem on Diophantine approximation (2.4) we have a 
bound, in terms of the height of P, on how fast P can approach Q. Suppose 
now that we write P = [m]P' + Rand Q = [m]Q' + R. Then the distance 
from P' to Q' is about the same as the distance from P to Q (using (2.3), since 
the map P --+ [m]P + R is unramified); while the height of P' is much smaller 
than the height of P. Now applying (2.4) to P' and Q', we will obtain a better 
estimate; and taking m large enough gives the desired result. 

PROOF OF (3.1). Choose a sequence of distinct points Pi E E(K) so that 

L· log dv(Pi' Q) L L' . flog dv(P, Q) 1m = = lmln . 
i~C() hJ(PJ PEE(K) hJ(P) 

hf(P)~C() 

Since dJP, Q) ~ 1 and hJ(P) ~ 0 for all points P E E(K), we have L ~ O. It 
thus suffices to prove that L ~ O. 

Let m be a large integer. From the (weak) Mordell-Weil theorem (VIII. 
1.1), the group E(K)/mE(K) is finite. Hence some coset contains infinitely 
many points of the sequence Pi' Choosing a subsequence, which we again 
denote Pi' we can write 

Pi = [m]Pi + R, 

where Pi, R E E(K) and R does not depend on i. Using the standard pro­
perties of height functions, we compute 

m2hJ(Pf) = hJ([m]Pf) + 0(1) 

= hJ(Pi - R) + 0(1) 

~ 2hJ (PJ + 0(1) 

where the 0(1) is independent of i. 

(VIII.6.4b) 

(VIII. 6.4a), 
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Next we do an analogous computation with distance functions. If Pj is 
bounded away from Q (in the v-adic topology), then log dv(Pj , Q) is bounded, 
so clearly L = O. Otherwise, we can choose a subsequence so that Pj --+ Q. 
Then [m]p;' --+ Q - R, so the sequence P;' must have one of the m2 possible 
mth-roots of Q - R as an accumulation point. Thus by again taking a subse­
quence, we can find a Q' E E(K) so that 

Pi --+ Q' and Q = [m]Q' + R. 

Note that the map E --+ E defined by P --+ [m]P + R is everywhere unrami­
fied (III. 4.1Oc). This lets us use (2.3) to compute 

L· log diP;, Q) - 1 
Im l d(' ')- . 

j-+oo og v P;, Q 

Combining this with the height inequality from above yields the following. 
(Note that the log dv expressions are negative, which reverses the inequality.) 

L· log dv(Pj , Q) L' log dv(Pi, Q') 
L= 1m . ~ Im.l 2' . 

j-+oo hj(Pj ) j-+oo 2 m hAP;) + 0(1) 

Now we apply the theorem on Diophantine approximation (2.4) to the 
sequence Pi E E(K), which v-adically converges to Q' E E(K). This yields 

L· 'nf log dv(P;', Q') ..... -2 
tml , ~ . 
;-+00 [K: O]hj(P;) 

(Note that the [K: 0] factor, which in any case is not important, arises 
because hj is the absolute height, while (2.4) is stated using the relative height 
HK') Using this result in the above inequality for L, we obtain 

L ~ _ 4[K ~ 0] . 
m 

But K is fixed, while the choice of m was arbitrary. Therefore L ~ 0, which is 
the desired conclusion. 0 

§4. The S-Unit Equation 

The proof of Siegel's theorem given in the last section is a special case of 
Siegel's general result that there are only finitely many S-integral points on 
any curve of genus at least 1. (See [La 7, ch. 8, thm. 2.4].) Siegel also gave a 
second proof, which applies only to a more restricted set of curves. However, 
the set of curves treated does include all elliptic curves. Further, the method is 
important, because when combined with results on linear forms in logarithms 
(see section 5), it leads to an effective procedure for finding all S-integral 
points. For this reason, we will now present Siegel's alternative proof. 

The idea of the proof is to reduce the problem of solving for S-integral 
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points on a curve to the problem of solving several equations of the form 

ax + by = 1 

in S-units. We start by giving a quick sketch of how the solution of this S-unit 
equation can be reduced to the Diophantine approximation theorem (1.4). It is 
this ineffective step which can be replaced by the effective results in section 5. 

Theorem 4.1. Let S c MK be a finite set of places, and let a, beK*. Then the 
equation 

ax + by = 1 

has only a finite number of solutions in S-units x, yeRt. 

INEFFECTIVE PROOF (SKETCH). Let m be a large integer. By Dirichlet's S-unit 
theorem ([La 2, V §1]), the group Rt/(Rt)m is finite; let c l , ... , c,eRt be coset 
representatives. Then any solution (x, y) to the original equation can be 
written as 

x = Cixm, y = Cjym 

for some X, Ye Rt and some choice of Ci' Cj. Thus (X, Y) is a solution to the 
equation 

aCi Xm + bCj ym = l. 

Since there are only finitely many choices for Ci' Cj' it certainly suffices to 
prove that for any oc, {3 e K*, the equation 

ocxm + {3ym = 1 

has only finitely many solutions with X, Ye Rs. 
Suppose that there were infinitely many such solutions. Then, since 

HK(Y) = n max{1, IYI:v}, 
veS 

we can find some v e S so that for infinitely many of the solutions, 

I Ylv ~ HK(y)l/[K: O]#s. 

(Note that nv ~ [K: 0].) Let 

ym = - {3/oc. 

We will specify below which mth root to take. The idea is that if m is large 
enough, then X/Yprovides too close an approximation to y. 

We can factor our equation as 

n (X _,y)=~. 
'ellm Y ocY 

Since there are supposed to be infinitely many solutions, we may assume 
HK(Y) is very large; and so I Ylv will also be large. Then from the equality 
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n IX _(yl =_1_, 
'efLm Y v laymlv 

we see that X /Y must be close to one of the (y's; so replacing Y by one of its 
conjugates, we may assume that IX/Y - Ylv is quite small. But then for ( #= 1, 
IX/Y - (Ylv cannot be too small, since 

IX/Y - (Ylv ~ ly(1 - ()Iv - IX/Y - Ylv· 

Hence we can find a constant C1 > 0, independent of X/Yo so that 

IX/Y - Ylv ~ C1IYI;m. 

(See exer. 9.5.) Finally, from the expression 

a(X/y)m = (l/y)m - p, 
one easily deduces that 

HK(X/Y) ~ C2 HK(Y), 

where C2 depends only on a, p, and m. Now combining all of the above 
estimates, we find 

IX/Y - Ylv ~ CHK(x/y)-m/[K: 1O]#s. 

But if we take any m > 2[K: 0] #S, then Roth's theorem (1.4) says that there 
are only finitely many possibilities for X/Yo Further, since 

ym = (a(X/yr + Pfl and X = (X/Y)Y, 

each ratio X/Y corresponds to at most m possible pairs (X, Y). This con­
tradicts our initial assumption that there are infinitely many solutions, and so 
completes the proof of (4.1). D 

Remark 4.2.1. Notice the great similarity in the method of proof for Siegel's 
theorem (3.1) and the S-unit equation (4.1). In both cases one starts with a 
point in a finitely generated group (PeE(K) for the former, (x, y)eR: x R: 
for the latter). Next one uses the "multiplication-by-m" map to produce a new 
point whose height is much smaller, but which is a close approximation to 
another point defined over some finite extension of K. Finally one invokes a 
theorem on Diophantine approximation, such as (1.4), to complete the proof. 

Remark 4.2.2. The proof of (4.1) given above is ineffective, since it makes use 
of Roth's theorem (1.4). But just as for Siegel's theorem, it is possible to make 
(4.1) quantitative; that is, to give an upper bound for the number of solutions. 
A priori, one would expect such a bound to depend on both the field K and 
the set of primes S. In fact, it is possible to prove the following analogue for 
the S-unit equation of Lang's conjecture (3.5) for elliptic curves. The proof, 
which we do not include, is fairly intricate. 

Theorem 4.2.3 (Evertse [Ev]). Let S c MK be a finite set of places containing 
M'K, and let a, be K*. Then the equation 
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ax + by = 1 

has at most 3 x 71K : 0]+2 #s solutions in S-units x, y E Rl 

To see most clearly the analogy with (3.5), note that Rt is a finitely generated 
group of rank # S - 1. Thus the bound in conjecture (3.5) takes the form 
crank (R;J+rank (E(K)) + 1, while the bound in (4.2.3) can be written as crank (R;J+1. 

We now give Siegel's reduction of S-integral points on hyperelliptic curves 
to solutions of the S-unit equation. Although we will not do so, the reader 
should note that every step in this reduction process can be made effective. 

Theorem 4.3 (Siegel). Let f(X)EK[x] be a polynomial of degree d ~ 3 with 
distinct roots (in K). Then the equation 

y2 = f(x) 

has only finitely many solutions in S-integers x, y E Rs. 

PROOF. Clearly we are proving something stronger if we take a finite exten­
sion of K and enlarge the set S. Thus we may assume that f splits over K, say 

f(x) = a(x - 0(1)'" (x - O(d) 

with O(i E K; and then make S sufficiently large so as to satisfy the following: 

(i) aERt; 
(ii) O(i - O(j E Rt for all i oF j; 

(iii) Rs is a principal ideal domain. 

Now suppose that x, y E Rs satisfy y2 = f(x). Let p be a prime ideal of Rs. 
Then p can divide at most one x - 0(;, since if it divides both x - O(i and 
x - O(j' then it divides O(i - O(j' contradicting assumption (ii). Further, from (i), 
p does not divide a. It follows from the equation 

y2 = a(x - 0(1)" . (x - O(d) 

that ordp(x - 0(;) is even, and so the ideal (x - O(;)Rs is the square of an ideal 
in Rs. But from (iii), Rs is a principal ideal domain. Hence there are elements 
Zi E Rs and units bi E Rt so that 

Now let LjK be the extension of K obtained by adjoining to K the square 
root of every element of Rt. Note that LjK is a finite extension, since 
Rt/(Rt)2 is finite from Dirichlet's S-unit theorem. Further let T c ML be the 
set of places of L lying over elements of S, and let RT be the ring of T-integers 
in L. Now each bi is a square in Rn say bi = {3/, so 

x - O(i = ({3iZi)2. 

Taking the difference of any two of these equations yields 

O(j - O(i = ({3i Zi - {3jZJ({3iZi + {3jzJ. 
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Note that (Xj - (Xi E Ri-, while each of the two factors on the right is in RT . It 
follows that each of these factors is a unit, 

f3iZi ± f3jZj E R} 

Now we use Siegel's identity: 

for all i # j. 

f31 Z I ± f32 Z2 + f32 Z2 ± f33 Z3 = l. 
f3 I Z1 - f33 Z 3 f31Z1 - f33 Z3 

This is a sum of two elements of Ri- totaling 1, hence from (4.1) there are only 
finitely many choices for 

f3I ZI + f32 Z2 d f3IZ1 - f32 Z2 an . 
f3 I Z1 - f33 Z3 f3I ZI - f33 Z3 

Multiplying these two numbers, there are only finitely many possibilities for 

hence only finitely many for 

But 
x = (Xl + (f3IZ1)2, 

so there are only finitely many possible values of x; and then for each x, at 
most two y's. 0 

Corollary 4.3.1. Let C/K be a curve of genus 1, and let f E K(C) be a non­
constant function. Then there are only finitely many points P E C(K) such that 
f(P)ER s· 

PROOF. Using the reduction procedure given in (3.2.2), it suffices to consider 
the case that f is the x-coordinate on a Weierstrass equation. But that case 
is covered by (4.3). 0 

§5. Effective Methods 

In 1949, Gelfond and Schneider independently solved Hilbert's problem con­

cerning the transcendence of 2J2. They actually proved the following strong 
transcendence criterion. 



§5. Effective Methods 257 

Theorem 5.1 (Gelfond, Schneider). Let rJ., P EO with rJ. i= 0, 1 and P ~ O. Then 
rJ.p is transcendental. 

Gelfond rephrased his result in terms of logarithms. If rJ. l , rJ. 2 E 0* and if 
log rJ. l and log rJ. 2 are linearly independent over OJ, then they are linearly 
independent over 0. He further showed that one could give an explicit lower 
bound for IPl log rJ. l + P2 log rJ. 2 1 whenever this quantity is non-zero, and 
noted that many Diophantine problems could be solved if one knew an 
analogous result for sums of arbitrarily many logarithms. Such a theorem 
was proven by A. Baker in 1966. The proof is quite involved, so we will be 
content to just quote the following version. 

Theorem 5.2 (Baker). Let rJ. 1 , ••• , rJ.n E K* and Pl' ... , Pn E K. For any constant 
K, define 

r(K) = r(K; rJ. l , ... , rJ.n; Pl' ... , Pn) = h([l, P1, ... , PnJ)h([l, rJ. l , ... , rJ.nJ)"· 

(N.B. These are logarithmic height functions.) Fix an embedding K c C, and 
let 1'1 be the corresponding absolute value. Assume that 

Pl log rJ. l + ... + Pn log rJ.n i= 0. 

Then there are effectively computable constants C, K > 0, depending only on n 
and [K: OJ, such that 

IPl log rJ. l + ... + Pn log rJ.nl > C- t (,,). 

PROOF. See [BaJ or [La 5, VIII, Thm. 1.1]. D 

Remark 5.2.1. We have restricted ourselves in (5.2) to the case of an archi­
medean absolute value. There are analogous results in the non-archimedean 
case, although minor technical difficulties arise due to the fact that the p-adic 
logarithm is only defined in a neighborhood of 1. See (5.6) below for a further 
discussion. 

It is not immediately clear how Baker's theorem (5.2) can be applied to give 
a bound for the solutions to the S-unit equation. We start with the following 
elementary lemma. (See also exer. 9.8.) 

Lemma 5.3. Let V be a finite dimensional vector space over ~. Given any 
basis e = {e l , ... , en} for V, let II' lie be the sup norm with respect to e. (J.e. 
Ilxll e = II!:Xieill = maxflxil}.) Suppose that f= {fl""'!,,} is another basis. 
Then there are constants c l' C 2 > 0, depending on e and f, so that for all x E V, 

PROOF. Let A = (a i) be the change of basis matrix from e to f, so ei = 
!:aijJj; and let IIA II = max{laijl}. Then for any x = !:XieiE V, we have 
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This gives one inequality, and the other follows by symmetry. D 

We apply (5.3) to the following situation. Let S c MK be a finite set of 
places containing M'R, let s = # S, and choose a basis oc l , ••• , OCs- l for the free 
part of R:. Then every ocER: can be written uniquely as 

for integers ml , ... , ms- l and a root of unity,. Define the size of oc (relative to 
{OCl' ••• , ocs-d) by 

m(oc) = max{lmjl}. 

Lemma 5.4. With notation as above, there are constants cl , C2 > 0, depending 
only on K and S, such that for every ocER:, 

Cl h(oc) ~ m(oc) ~ c2 h(oc). 

PROOF. Let S = {Vl"'" v.}, and let nj = nv, be the local degree corresponding 
to Vj' Consider the S-regulator homomorphism 

Ps : Rl--+ ~s 

oc -+ (nl Vl (oc), ... , nsv.(oc». 

Notice that the image of Ps lies in the hyperplane H = {Xl + ... + Xs = O}; 
and by Dirichlet's S-unit theorem, it actually spans H. Let II' II 1 be the sup 
norm on ~s relative to the standard basis, and let II' II 2 be the sup norm 
relative to the basis {Ps(ocl ), ... , Ps(ocs- l ), (1, 1, ... , 1)}. (I.e. {Ps(OCj)} spans H, 
and we have added one extra vector in order to span all of ~s.) From (5.3), 
there are constants Cl' C2 > 0 such that 

for all XE ~s. 

Now let ocER:, and write Ps(oc) = l:mjps(ocj). Then directly from the defi­
nitions, we have 

and 

IIPs(oc)II2 = max{lmjl} = m(oc), 

IIPs(oc)IIl = max{njlvj(oc)I}, 

hK(oc) = Lmax{O, -njvj(oc)}. 

(Note that the sum for hK(oc) need only run over the absolute values in S, since 
v(oc) = 0 for all v ¢ S.) We must now find a way to compare II Ps(oc) II 1 with 
hK(oc). 
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More generally, for any x = (x 1, ... , x.) E H, we can compare II x 111 with 
h(x) = ~ max{O, -x;}. First, since max{O, -Xi} ~ lXii, we have the obvious 
estimate 

h(x) ~ sllxli l . 

On the other hand, if we sum the identity 

Xi = max{O, Xi} - max{O, -X;} 

for 1 ~ i ~ s and use the fact that X E H (i.e. ~Xi = 0), we obtain 

Therefore 

0= h( -x) - h(x); and so h(x) = h( - x). 

2h(x) = h(x) + h( - x) 

= L(max{O, -x;} + max{O, x;}) 

=Llxil 

~ max{lxd} 

= Ilxll l · 

Thus! II x 111 ~ h(x) ~ s II xiiI; and combining this with the above results gives 
an estimate of the desired form, 

o 
We are now ready to show how the solution of the S-unit equation can be 

reduced to the problem of bounds for linear forms in logarithms. 

Theorem 5.5. Fix a, bE K*. There exists an effectively computable constant 
C = C(K, S, a, b) such that any solution (oc, (3) E R~ x R~ to the S-unit equation 

aoc + b{3 = 1 

satisfies H(oc) < C. 

PROOF. Let (oc, (3) be a solution, and choose the absolute value v in S for which 
locl v is largest. Then, since locl w = 1 for all w¢S, we have 

locl~K: 01. ~ n max{l, locl:,w} = HK(oc); 
weS 

and hence 

(Here, as usual, s = # S.) 
To simplify our discussion, we will now assume that v is archimedean. 

(This will certainly be true, for example, if S = M'K. For arbitrary S, see the 
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discussion in (5.6) below.) The mean value theorem applied to the function 
log x yields 

I log x - log y I 1 
~ . 

x - y min{lxl,lyl} 

We use this with x = aa, y = -bP, x - y = 1, and obtain 

Ilog aa -log bPI ~ min{laal, laa - 11}-1 

~ 2(laIH(a)1/'r l . 

(For the last line, we have assumed that lal > 2/1al, since otherwise we have 
the excellent bound H(a) ~ lal' ~ (2/Ial)'.) 

Now let a1 , . •• , a'_ l be a basis for R: as above, and write 

a - yam l am.- I and P - Y'am, am~_1 -., 1 ...• -1 -., 1 ..•• -1' 

Substituting this into the above inequaiity yields 

II(m j - mi) log aj + 10g(aClbC')1 ~ c1H(ar l /., 

where here and in what follows, the constants c1, C2' ••• are effectively com­
putable and depend only on K, S, a, and b. 

From the equality aa + bP = 1, one easily obtains an estimate 

and now applying (5.4) yields 

c3m(a) ~ m(p) ~ c4 m(a). 

(Since we may clearly assume that m(a), m(p) ~ 1.) In particular, 

Imj - mil ~ m(a) + m(p) ~ csh(a). 

Letting qj = mj - mi and y = aClbC we now have an inequality 

Iqllog a1 + ... + q.-llog a'-l + log yl ~ c1H(ar l /. 

with aI' ... , a.-l> Y fixed and ql' ... , q.-l integers satisfying Iqd ~ csh(a). 
Now use Baker's theorem (5.2). This gives a lower bound of the form 

Iql log al + ... + q.-l log as- 1 + log yl ~ c6t , 

where 

t = h([I, ql' ... , qs-l])h([I, aI' ... , a.-I' y])", 

and" is a constant depending only on K and s. But from above, 

h([I, ql> ... , q.-l]) = log max {I, Iqll, ... , Iq.-ll} ~ log(csh(a». 

Combining the upper and lower bounds for the linear form in logarithms and 
using this estimate yields 
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(Note that the basis 1X 1 , .•• , 1X.- 1 depends only on the field K and the set S, so 
it is alright to absorb the h([1, 1X1"'" 1X.-1' y])" exponent into the c7 .) Now a 
little bit of algebra gives 

H(IX) ~ cgh(IX)C9 ; 

and since h(lX) = log H(IX), this implies the desired bound for H(IX). 0 

Remark 5.6. In order to make the argument given in (5.5) apply to a non­
archimedean absolute value, it is necessary to make some minor technical 
alterations. The main difficulty is that the logarithm function in the p-adic 
case only converges in a neighborhood of 1. What one does is to take a sub­
group of finite index in Rt which is generated by S-units which are p-adically 
close to 1, together with a uniformizer for p. Then, assuming that IlXlp is 
sufficiently large, one shows that alX/bp is p-adically close to 1. Now applying 
the above argument to some power of alX/bp will give a well-defined linear 
form in p-adic logarithms, and from then on the argument goes just the same. 
For the final step, of course, one must use a p-adic analogue of Baker's 
theorem. (For more details of this reduction step, see for example [La 5, 
VI §1].) 

Remark 5.7. In order to obtain an effective bound for those points on an 
elliptic curve which satisfy f(P) E Rs, where f is an arbitrary non-constant 
function, it is also necessary to make the reduction step given in (3.2.2) 
effective. This essentially involves giving an effective version of the Riemann­
Roch theorem, which has been done by Coates ([Co]). As the reader might 
guess from the number of reduction steps involved, the effective bounds 
which come out of the current proofs are quite large. To indicate their 
magnitude, we quote the following two results. (See also [Ko-T], (7.2) and 
(7.4).) 

Theorem 5.8. (a) (Baker [Ba, p. 45]) Let A, B, C, DElL satisfy 
max {A, B, C, D} ~ H, and assume that 

E : y2 = AX3 + BX2 + ex + D 

is an elliptic curve. Then any point P = (x, Y)EE(O) with x, YElL satisfies 

max {lxi, I yl} < exp«106 H)10 6
). 

(b) (Baker, Coates [Ba-C]) Let F(X, Y)ElL[X, Y] be an absolutely irreduc­
ible polynomial such that the curve F(X, Y) = 0 has genus 1. Assume that F has 
degree n, and that its coefficients all have absolute value at most H. Then any 
solution F(x, y) = 0 with x, YElL satisfies 

max{lxl, Iyl} < exp exp exp«2H)10nIO
). 
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Linear Forms in Elliptic Logarithms 

Rather than reducing the problem of integral points on an elliptic curve to 
the question of solutions to the S-unit equation, and thence as above to 
bounds for linear forms in logarithms, one can work directly with the analy­
tic parameterization of the elliptic curve. We will now briefly indicate how 
this is done in the simplest case. 

Let Eio. be an elliptic curve given by a Weierstrass equation 

E : y2 = 4x3 - g2X - g3 

with g2' g3 E 7l.. We are interested in bounding the height of points P E E(o.) 
which satisfy x(P) E 7l.. Let 

¢J: CIA -+ E(C} 

be the analytic parameterization of E(C} given by the Weierstrass p-function 
(cf. VI. 5.1.1). We fix a basis {WI' W 2 } for the lattice A. Let 

I/!:E(C}-+C 

be the map inverse to ¢J which takes values in the fundamental parallelogram 
centered at O. (Thus ¢J is the elliptic exponential map, and choosing a funda­
mental parallogram for the elliptic logarithm I/! is comparable to choosing a 
principal value for the ordinary logarithm function.) 

Fix a basis PI' ... , Pr for the free part of E(o.). Then given any point 
PEE(o.), we can write P = qlPI + ... + qrPr + T for certain integers 
ql' ... , qr and a torsion point TEEtors(o.). It follows that 

I/!(P) == ql I/! (PI) + ... + qrl/!(Pr) + I/!(T) (mod A), 

so there are integers m1 and m2 such that 

Now suppose that P is a large integral point; that is, X(P)E71. and Ix(P)1 is 
large. Then P is close to 0 (in the archimedean topology), and so I/!(P) is close 
to O. More precisely, since p(z) = x(¢J(z» behaves like Z-2 for z close to 0, we 
see that 

II/!(PW::;;; c1 Ix(P)I- 1 = c1H(x(PWI. 

(Recall that if x E 7l., x # 0, then H(x) = Ixi. The constant C1 will depend on g2 
and g3') 

On the other hand, using the quadracity and positive definiteness of the 
canonical height (VIII. 9.3 and VIII. 9.6), we can estimate 

log H(x(P» = hx(P) = 211(P) + 0(1) 

= 2110= qiPi + T) + 0(1) 

~ C2 max{lqd}2, 
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where C2 will depend on E and the choice of the basis Pl , ... , Pro (See exer. 
9.8.) Substituting this above, we obtain an upper bound for our linear form 
in elliptic logarithms: 

Iql I/!(Pl) + ... + qrl/!(Pr) + I/!(T) + ml OJ 1 + mzOJzl ::::; c;-max{lq,1}2. 

Further, since OJ1 and OJz are ~-linearly independent, it is easy to see that 

max{lmll, Im21} ::::; C4 max{lq;l}, 

where C4 depends on E, {PJ, OJ1' and OJ2' Thus we finally obtain 

Iqll/!(Pl) + ... + qrl/!(Pr) + I/!(T) + m10J l + mzOJzl::::; csq\ 

with q = max{lqll, ... , Iqrl, Imll, Imz!}. 
Now any lower bound C-t(q) for the left-hand side satisfying r(q)/qZ ~ 0 as 

q ~ 00 will give the desired finiteness result. The first effective estimate of this 
sort was proven by Masser ([Mas]) in the case that E has complex multipli­
cation. The general case was dealt with by Wiistholz ([Wii 1], [Wii 2]), who 
had to overcome great technical difficulties associated with the necessary 
zero and multiplicity estimates. 

It remains to discuss the question of effectivity. The reduction to linear 
forms in ordinary logarithms via the S-unit equation is fully effective. It is 
possible to give an explicit upper bound for the height of any S-integral point 
of E(K) in terms of easily computed quantities associated to K, S, and E. One 
of these quantities, for example, will be a bound for the heights of generators 
for the unit group R*. Now in the analogous reduction to linear forms in 
elliptic logarithms, one similarly chooses a set of generators for the Mordell­
Weil group E(K); and the bound for the integral points then depends on the 
heights of these generators. Unfortunately, as we have seen (cf. VIII. 3.2 and 
Ch. X), the proof of the Mordell-Weil theorem is not effective. Thus although 
the approach to integral points on elliptic curves via elliptic logarithms seems 
much more natural than the roundabout route through the S-unit equation, 
it is likely to remain ineffective until an effective proof of the Mordell-Weil 
theorem is found. 

§6. Shafarevich's Theorem 

Recall that an elliptic curve ElK has good reduction at a finite place v E M Kif 
it has a Weierstrass equation whose coefficients are v-integral and whose 
discriminant is a v-adic unit (cf. VII §5). 

Theorem 6.1 (Shafarevich [Sha]). Let S c MK be a finite set of places con­
taining M'ff. Then up to isomorphism over K, there are only finitely many 
elliptic curves ElK having good reduction at all primes not in S. 
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PROOF. Clearly we are proving something stronger if we enlarge S. We may 
thus assume that S contains all primes of K lying over 2 and 3. Further, we 
may enlarge S so that the ring of S-integers Rs has class number 1. 

Now under these assumptions, (VIII. 8.7) says that any elliptic curve E/K 
has a Weierstrass equation of the form 

E : y2 = x 3 + Ax + B A, BE Rs, 

with discriminant L\ = -16(4A3 + 27B2) satisfying L\Rs = !!)E/KRs. (Here 
!!)E/K is the minimal discriminant of E/K. Cf. (VIII §8).) Note that if E has 
good reduction outside of S, then ord,,(!!)E/K) = 0 for all primes v not in S; and 
so L\ will be in R:. 

Assume now that we are given a sequence of elliptic curves EdK, E2/K, ... , 
each of which has good reduction outside of S. Associate to each E; an 
equation as above with coefficients Ai' BiERs and discriminant L\;ER:. We 
break the sequence of Ei'S into finitely many subsequences according to the 
residue class of L\i in the finite group R:/(R:)12. Restricting attention to one 
such subsequence, we may assume that L\; = CDl2 for a fixed C and some 
D;ER:. 

Now the formula L\ = -16(4A 3 + 27B2) implies that for each i, the point 
(-12AdDt, 72BdDf) is an S-integral point on the elliptic curve 

y2 = X 3 + 27C. 

Siegel's theorem (3.2.1) says that there are only finitely many such points, and 
so only finitely many possibilities for AdDt and BdDf. But if 

A;/Dt = Aj/Df and B;/Df = B)Dt, 

then the change of variables 

gives an isomorphism from E j to Ej • Hence the sequence of E;'s contains only 
rmitely many K-isomorphism classes of elliptic curves. D 

Example 6.1.1. There are no elliptic curves E/Q having everywhere good 
reduction (exer. 8.15). For a complete list of the 24 curves E/Q having good 
reduction outside of {2} and the 784 curves E/Q having good reduction 
outside of {2, 3}, see [B-K, Table 4]. Similar lists have also been compiled 
for various quadratic number fields; see for example [Las 2] and [Pi]. 

Shafarevich's theorem (6.1) has a number of important applications. We 
will content ourselves with the following two corollaries. 

Corollary 6.2. Fix an elliptic curve E/K. Then there are only finitely many 
elliptic curves E'/K which are K-isogenous to E. 

PROOF. If E and E' are isogenous over K, then (VII.7.2) says that E and E' 
have the same set of primes of bad reduction. Now apply (6.1). D 
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Corollary 6.3 (Serre). Let E/K be an elliptic curve with no complex multiplica­
tion. Then for all but finitely many primes t, the group of t-torsion points 
E [t] has no non-trivial GK1K-invariant subgroups. [I.e. The representation of 
GK1K on E [t] is irreducible.] 

PROOF. Suppose that <1>( c: E [t] is a non-trivial GK1K-invariant subgroup. 
Since E[t] ~ (lL/tlL)2, <1>( is necessarily cyclic of order t. Further, from 
(III.4.12), there exists an elliptic curve EdK and an isogeny ,p(: E -+ E( de­
fined over K with ker(,p() = <1>(. 

Since each such Et is isogenous to E, (6.2) says that the E/s fall into finitely 
many K-isomorphism classes. Suppose that Et ~ Et , for two primes t and t'. 
Then the composition 

¢( Jr 
E --+ Et ~ Et , -+ E 

gives an endomorphism of E of degree 

(deg ,pt)(deg ~t,) = ({'. 

But by assumption, End(E) = lL, so every endomorphism of E has degree n2 

for some nEll. This shows that t = t', and so the E/s are pairwise non­
isomorphic for distinct primes t. Therefore there are only finitely many 
primes t for which such a <l>t and Et can exist. 0 

Example 6.4. For K = a, results of Mazur ([Maz 2]) and Kenku ([Ke]) give 
a far more precise statement than (6.2). They show that for a given elliptic 
curve E/a, there are at most eight a-isomorphism classes of elliptic curves 
E'/a which are a-isogenous to E. Further, if ,p: E --+ E' is a a-isogeny for 
which ker(,p) is a cyclic group, then either 

1 ~ deg,p ~ 19, or deg,pE {21, 25, 27, 37, 43, 67, 163}. 

It is no coincidence that those d's for which a(J="d) has class number 1 
appear as possibilities for deg ,p. This is because the class number 1 condition 
allows the elliptic curve E corresponding to the lattice 

lL + lL(! + hI-d) 
via (VI. 5.1.1) to be defined over a. (See C. 11.3.1.) Now one need merely note 

that multiplication by J=d gives an isogeny from E to itself whose kernel <I> 
is cyclic of order d and defined over a. Then E -+ E/<I> is a cyclic isogeny of 
degree d. 

Remark 6.5. An examination of the proof of (6. 1) reveals an interesting possi­
bility. If one had some other proof of (6.1) which did not use either Siegel's 
theorem or Diophantine approximation techniques, then one could deduce 
that the equation 
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has only finitely many solutions X, Y E Rs. For given such a solution, the 
equation 

y2 = x3 - Xx _ Y 

would be an elliptic curve with good reduction outside of 

S u {primes dividing 2 and 3}. 

Hence assuming (6.1), there would be only finitely many such curves, and one 
could argue back to the finiteness of the number of pairs (X, Y). Building on 
this idea, Parshin ([Pa]) showed how a generalization of (6.1) to curves of 
higher genus (which had already been conjectured by Shafarevich [Sha 1]) 
could be used to prove Mordell's conjecture that curves of genus greater 
than 1 have only finitely many rational points. The subsequent proof of 
Shafarevich's conjecture by Faltings ([Fa 1]) completed this chain of reason­
ing. Faltings' proof (together with Parshin's idea) also gives a proof of Siegel's 
theorem (3.2) which does not involve the use of Diophantine approximation. 

§7. The Curve y2 = X 3 + D 

Many of the general results known or conjectured about the arithmetic of 
elliptic curves were originally noticed and tested on various special sorts of 
equations, such as the one given in the title of this section. For example, long 
before the work of Mordell and Siegel led to general finiteness results such as 
(3.2), many special cases had been proven by a variety of methods. (See, e.g., 
[Mo 4, Ch. 26].) We give two examples where the complete set of solutions 
can be obtained by relatively elementary means. 

Proposition 7.1. (a) The equation 

y2 = x 3 + 7 

has no solutions in integers x, y E 7L. 
(b) (Fermat) The only integral solutions to the equation 

y2 = x3 - 2 

are (x, y) = (3, ± 5). 

PROOF. (a) Suppose that x, y E 7L satisfy y2 = x3 + 7. First, note that x must 
be odd, since no integer of the form 8k + 7 is a square. Now rewrite the 
equation as 

y2 + 1 = x3 + 8 = (x + 2)(x2 - 2x + 4). 

Since x is odd, 

x2 - 2x + 4 = (x - 1)2 + 3 == 3 (mod 4), 
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so we can choose a prime p = 3 (mod 4) which divides x 2 - 2x + 4. But then 
y2 + 1 = 0 (mod p), which is not possible. 
(b) Suppose we have a solution x, yeZ to y2 = x3 - 2. Factor the equation 
as 

Since the ring R = Z[)=2J is a principal ideal domain, and the greatest 

common divisor of y + )=2 and y - )=2 (in R) clearly divides 2)=2, 
we see that y + )=2 can be written as 

y +)=2 = (3 or )=2(3 or 2(3 

for some ( e R. Applying complex conjugation gives 

y -)=2 = (3 or _)=2(3 or 2(3; 

and now taking the product yields 

x 3 = y2 + 2 = «(() 3 or 2«(()3 or 4«(()3. 

Since (( e Z, this shows that only the first case is possible, so 

y + )=2 = C and y - )=2 = (3. 

Subtracting these equations gives 

2)=2 = (3 _ (3 = «( _ ()«(2 + (( + (2). 

Now write ( = a + b)=2 with a, be Z. Substituting this above yields 

2)=2 = 2)=2b(3a2 - 2b2); 

so using the fact that a and b are rational integers, we must have 

b = ± 1 and 3a2 - 2b2 = ± 1. 

Therefore (a, b) = (± 1, ± 1) (with independent ± signs); and working back, 
these lead to the values (x, y) = (3, ± 5). D 

Remark 7.1.1. It is worth remarking that the result in (7.1b) is far more 
interesting than that of (7.1 a). This is because the Mordell-Weil group (over 
Q) ofthe elliptic curve y2 = x 3 + 7 turns out to be trivial, so (7.1a) is really a 
reflection of the fact that the equation has no rational points. On the other 
hand, the Mordell-Weil group of y2 = x 3 - 2 is infinite cyclic (cf. exer. 10.19), 
so (7.1b) says that in its infinite set of rational points, there are only two 
integral points. 

Baker applied his methods to obtain an explicit upper bound, in terms of 
D, for the integral solutions of y2 = x 3 + D. This bound was refined by Stark, 
who proved the following. 
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Theorem 7.2 (Stark [Sta]). For every e > 0 there is an effectively computable 
constant C" depending only on e, so that the following holds. Let DE 7l., D -# O. 
Then every solution x, y E 7l. to the equation 

y2 = x3 + D 

satisfies 

Example 7.3. Stark's estimate (7.2) gives a bound for x and y which is slightly 
worse than exponential in D. One naturally would like to know whether this 
is the correct order of magnitude. A number of people have conducted com­
puter searches for large solutions (see, e.g., [La1] or [Hal]). Among the 
interesting examples found were 

378,661 2 = 52343 + 17 

911,054,0642 = 939,7873 - 307 

149,651,610,621 2 = 28,187,351 3 + 1090. 

Although these examples show that x and y can be quite large in comparison 
to D, a close examination of his data led M. Hall to make the following 
conjecture, which was subsequently partly generalized by Lang. 

Conjecture 7.4. (a) (Hall [Hal]): For every e > 0 there is a constant Ce, de­
pending only on e, so that the following holds. Let DE 7L., D -# O. Then every 
solution x, y E 7l. to the equation 

satisfies 

I x I < CeD2+e. 

(b) (Hall-Lang [La 9]) There are absolute constants C, K > 0 such that if 
E/o. is an elliptic curve given by a Weierstrass equation 

A, BE71., 

and if P E E(o.) is an integral point (i.e. x(P) E 7l.), then 

Ix(P)1 < C max{IAI, IBI}". 

The evidence for these conjectures is fragmentary. They are true for func­
tion fields (Davenport [Dav] for (7.4a) and Schmidt [Schm 1] for (7.4b)). 
Further, Vojta ([V oj]) has shown how (7.4a) is a consequence of his very 
general Nevanlinna-type conjectures for varieties over number fields; but 
Vojta's conjectures seem well beyond the reach of current techniques. (Also 
see exer. 9.10.) Aside from this, very little is known. It is worth pointing out 
that the effective techniques in section 5 seem intrinsically incapable of lead-
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ing to estimates like (7.4). Let us explain what the problem is, say for the 
equation y2 = x3 + D. 

In performing the reduction to the S-unit equation, one deals with a num­
ber field K whose discriminant looks like a power of IDI. Now the Brauer­
Siegel theorem says that 10g(hKRK) ~ t log dK as [K: Ql]jlog dK --+ 0, where 
hK is the class number, RK is the regulator, and dK is the absolute discriminant 
of K. (See, e.g., [La 2, Ch. XVI].) In general there is no reason to expect the 
class number of K to be large, so the best that one can hope for is to find a 
bound for the regulator which is a power of IDI. Since the regulator is a 
determinant of the logarithms of a basis for the unit group R*, the resulting 
bounds for the heights H(ex;) of generators exiE R* will be exponential in IDI. 
This eventually leads to an exponential bound for x and y as in (7.2). 

There is a similar problem in trying to prove (7.4) by using linear forms in 
elliptic logarithms or by following Siegel's method of proof as in (3.1) (even 
assuming that one could find a strong effective version of Roth's theorem). Of 
course, neither of these methods is effective, since the Mordell-Weil theorem 
is not effective. But in any case, it seems likely (cf. VIII. 10.2) that the best 
possible upper bound for generators of the Mordell-Weil group of y2 = 
x3 + D will have the form h(P) ::::;; ClDI". Here h is a logarithmic height, so 
again this will lead to a bound for the x-coordinate of integral points which 
is exponential in IDI. 

The problem in both cases can be explained most clearly by the analogy 
given in (4.2.1). In solving the S-unit equation and in finding the integral 
points on an elliptic curve, one is initially given a finitely generated group 
(Rt x Rt, resp. E(K)) and a certain exceptional subset (solutions to 
ax + by = 1, resp. points with x(P) E Rs). The first step is to choose a basis for 
the finitely generated group and express the exceptional points in terms of 
this basis. Now the problem that arises in trying to prove (7.4) (or the 
analogous estimate for the S-unit equation) is that in general, the best upper 
bound (conjecturally) obtainable for the heights of the basis elements is 
exponentially larger than the desired bound for the exceptional points! The 
moral of this story, assuming the validity of the various conjectures, is that a 
randomly chosen elliptic curve is unlikely to have any integral points at all. 

§8. Roth's Theorem-An Overview 

In this section we give a brief sketch of the principal steps which go into the 
proof of Roth's theorem (1.4). None of these steps are particularly deep, but 
the details needed to make them rigorous are quite lengthy. (See [Schm 2] 
or [La 7, Ch. 7].) 

We assume given an exEK, a vEMK , and real numbers C, 8 > O. It is desired 
to prove that there are only finitely many x E K satisfying 

Ix - exl v ::::;; CHK (xr 2 - e• 
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Step I: An Auxiliary Polynomial 

For any given integers m, d l , ... , dm, one uses elementary estimates and the 
pigeon-hole principle to construct a polynomial 

P(XI,· .. , Xm)eR[Xlo ... , X"J 

of degree di in Xi which vanishes to fairly high order (in terms of m and the 
d/s) at the point «(X, •.• , (X). Further, one shows that P can be chosen with 
coefficients having fairly small heights, the bound for the heights being given 
explicitly in terms of (x, m, and the d/s. 

Step II: An Upper Bound for P 

Suppose now that we are given elements x I, ... , Xm e K satisfying 

IXi - (Xlv:;:;; CHK(Xir 2-. for 1 :;:;; i :;:;; m. 

Then using the Taylor series expansion for P(XI' ... , Xm) around «(X, ••• , (X) 
and the fact that P vanishes to high order at «(X, ••• , (X), one shows that 
IP(x l , ... , xm)lv is fairly small. 

Step III: A Non-Vanishing Result (Roth's Lemma) 

Suppose that the degrees d l , ... , dm are fairly rapidly decreasing (the rate of 
decrease depending on m), and suppose that x I, ... , Xm e K have the property 
that their heights are fairly rapidly increasing (the rate of increase depending 
on m and d l , ... , dm). Suppose further that P(XI, ... , Xm)eR[Xlo ••• , X"J has 
degree dj in.Xi and coefficients whose heights are bounded in terms of d l and 
h(Xl)' Then one shows that P does not vanish to too high an order at 
(Xl' ... , xJ. 

This is the hardest step in Roth's theorem. In Thue's original theorem, he 
used a polynomial of the form P(X, Y) = f(X) + g(X) Y, and obtained an ap­
proximation exponent r(d) = td + 8. The improvements of Siegel, Gelfond, 
and Dyson used a general polynomial in 2 variables. It was clear at that time 
that the way to obtain r(d) = 2 + 8 was to use polynomials in more variables; 
the only stumbling block was the lack of a non-vanishing result such as the 
one we have just described. 

The proof of Roth's lemma is by induction on m, the number ofvariables in 
the polynomial P. If P factors as 

P(XI' ... , XJ = F(XI)G(X2' ... , XJ, 

then the induction proceeds fairly smoothly. Of course, this is unlikely to 
happen. What one does is construct differential operators ~ij so that the 
generalized Wronskian determinant det(~ijP) is a non-zero polynomial 
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which does factor in the above fashion. It is then a fairly delicate matter to 
estimate the degrees and heights of the coefficients of the resulting poly­
nomial, and show that they have not grown too large to allow the inductive 
hypothesis to be applied. 

Step IV: The Final Estimate 

Suppose that the inequality 

Ix - exlv ~ CHK(xt 2 - e 

has infinitely many solutions x E K. We derive a contradiction as follows. 
First choose a value for m depending on 8, C, and [K(ex): K]. Second 

choose Xl' ... , Xm E K in succession satisfying 

IXi - exl v ~ CHK(Xit 2 - e, 

such that HK(X l ) is large (depending on m), and HK(xi+l) > HK(xJK for some 
constant K depending only on m. Third choose a large integer d l (depending 
on m and the HK(Xi)'S), and then choose d2 , ••• , dm in terms of d l and the 
HK(Xi)'S. We are now ready to apply the results detailed above. 

Using step I, choose a polynomial P(XI' ... , Xm) of degree di in Xi which 
vanishes to high order at (ex, ... , ex). (The order of vanishing will depend on m 
and the d/s.) From step III, P does not vanish to too high an order at 
(Xl' ... , X m), so we choose a low-order non-vanishing partial derivative 

From step II, Izlv is fairly small. On the other hand, since z oF 0, one can use 
the product formula to show that Izlv cannot be too small. Specifically, one 
shows that Izlv ~ HK(z)-1 (cf. exer. 9.9). Now using elementary (triangle 
inequality) estimates, one finds a lower bound for HK(zt l . Combining this 
with the upper bound provided by step II, some algebra gives a contradic­
tion. It follows that the inequality 

Ix - exl v ~ CHK(xt2 - e 

has only finitely many solutions. 

Remark 8.1. Examining the above proof sketch, especially the sequence of 
choices in step IV, it is clear why one does not obtain an effective procedure 
for finding all x E K satisfying Ix - exl v ~ CHK(xt 2 - e• What the proof shows 
is that one cannot find a long sequence of such x/s with heights growing 
sufficiently rapidly, where the terms "long sequence" and "sufficiently rapid­
ly" can be made completely explicit in terms of K, ex, 8, and C. The problem is 
that the required growth of the height of each Xi is given in terms of the height 
of its predecessor. What this boils down to is that if one can find a large 
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number of good approximations to IX whose heights are sufficiently large, 
then one can obtain a bound for all of the other possible good approxi­
mations to IX in terms of the approximations one has. Unfortunately, the 
bounds which come out of Roth's theorem are so large, it is highly unlikely 
that there will be even a single good approximation to IX of the requisite 
height. 

Using a slight elaboration of the argument given above, it is even possible 
to give explicit constants C1 and C2 , depending on K, IX, s, and C, such that 
the inequality 

Ix - IXlv ~ CHK(x)-2-. 

has at most C1 solutions XEK satisfying HK(X) > C2 • (See [Mig], for 
example.) Further, it is most unlikely that there are any solutions at all with 
HK(X) > Cz. But the proof of Roth's theorem does not preclude the existence 
of these large solutions, and it provides no tools with which to find them if 
they exist! 

EXERCISES 

9.1. Let (ljI(n)).=1.2 .... be a sequence of positive real numbers. We say that a number 
IX E IR is ljI-approximable (over Q) if there are infinitely many p/q E Q satisfying 

IIX - p/ql < l/qljl(q). 

(E.g. Roth's theorem (1.4) says that no element of ij is n1 +'-approximable.) 
(a) Prove that for any e > 0, 

{aE IR: IX is n1+E-approximable} 

is a set of measure 0. 
(b) More generally, prove that if the series !:l/ljI(n) converges, then 

{a E IR : IX is ljI-approximable} 

is a set of measure O. 

9.2. (a) Use Liouville's theorem (1.3) to prove that the number !:2-·! is tran­
scendental. 

(b) More generally, let (e(n))n=1.2 .... be a sequence of real numbers with the 
property that for every d > 0, there is a constant Cd > 0 such that 

for all n = 1,2, .... 

Prove that for every integer b ;.:,: 2, the sequence !:b-e(n) defines a transcen­
dental number. 

9.3. For each integer m of. 0, let 

N(m) = # {(x, Y)E£:2: y2 = x 3 + m}. 

(N(m) is finite from (3.2).) 
(a) Prove that N(m) can be arbitrarily large. [Hint: Choose an mo so that 

y2 = x3 + mo has infinitely many rational solutions, and then clear the 
denominators of a lot of them.] 
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(b) More precisely, prove that there is an absolute constant c > 0 such that 

N(m) > c(1og Im!)1!3 

for infinitely many meZ. [Hint: Use height functions to estimate the size 
of the denominators cleared in (a).] 

(c)** Prove that N(m) is unbounded as m ranges over sixth-power-free integers 
(i.e. integers divisible by no non-trivial sixth power). 

9.4. Let Eio. be an elliptic curve, and suppose that P e E(o.) is a point of infinite 
order. For each prime peZ for which E has good reduction, let np be the order 
ofthe reduced point P in the finite group E(lFp). Prove that there are only finitely 
many positive integers which do not occur as an np for some prime p. [Hint: 
You will need the strong form of Siegel's theorem. Specifically, see (3.3).] 

9.5. (a) Let f(T) = ao Tn + ... + an e Z[T] be a polynomial with aoa. #- 0 and dis­
tinct roots ~ 1, ... , ~. e Co Let A = max { I ao I, ... , Ian j}. Prove that for every 
teo., 

If(t)1 ~ (2n2 Atn min{lt - ~ll, ... , It - ~nl}. 

(b) Let f(T) = ao Tn + ... + ane K[T] be a polynomial with distinct roots 
~ 1, ... , ~n e K. Let ScM K be a finite set of places of K, each extended in some 
fashion to K. Prove that there is a constant Cf , depending only on f and S, 
so that for every t e K, 

n min{1, If(t)l:v} ~ Cf n max {1, It - ~;I:v}. 
VE8 vsS l~i~n 

(c) Find an explicit expression for Cf which involves only nand 
HK([ao, ... , aJ). 

9.6. (a) Let F(X, Y)eZ[X, Y] be a homogeneous polynomial of degree d ~ 3 with 
non-zero discriminant. Prove that for every non-zero integer b, Thue's 
equation 

F(X, Y) = b 

has only finitely many solutions (x, y)eZ2• [Hint: Let f(T) = F(T, 1), and 
write b = F(x, y) = ynf(xly). Now use (exer. 9.Sa) and (1.4).] 

(b) More generally, let F(X, Y)eK[X, Y] be a homogeneous polynomial of 
degree d ~ 3 with non-zero discriminant, and let S c MK be a finite set of 
places containing Me;. Prove that for every be K*, the equation 

F(X, Y) = b 

has only finitely many solutions (x, y) e Rs x Rs. 
(c) Let f(X) e K [X] be a polynomial with at least two distinct roots (in K), let 

S c MK be as in (b), and let n ~ 3 be an integer. Prove that the equation 

yn = f(X) 

has only finitely many solutions (x, y)eRs x Rs. [Hint: Mimic the 
proof of (4.3) until you end up with a number of equations of the form 
awn + bZn = c, and then use (b).] 

9.7. Let ElK be an elliptic curve without complex multiplication. Prove that for 
every prime t, the representation of GK!K on the o.r-vector space 1(E) ® o.t is 
irreducible. 
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9.8. (a) Let 11'11 be the usual Euclidean norm on jRR, and let {Vl' ... , vn} be a basis for 
jRn. Prove that there is a constant c > 0, depending only on nand 
{Vl' ... , vn}, such that 

IILa;v;11 ~ c max{la;I}· 

(b) Let A c jRn be a lattice. Prove that there exists a basis {v 1, ... , vn} for A and 
a constant Cn > 0 depending only on n so that 

IILa;v;11 ~ cnL Ila;v;l12. 

[Hint: Ideally, one would like to choose an orthogonal basis for A. This may 
not be possible, but mimic the Gram-Schmidt process to find a basis which 
is as orthogonal as possible.] 

(c) Let 11'111 and 11'112 be norms on jRn. (I.e. They satisfy II v II ~ 0, II v II = 0 if and 
only if v = 0, lIavll ~ lalllvll, and Ilv + wll ~ Ilvll + Ilwll.) Prove that there 
are constants C1, C2 > 0 such that 

for all ve JR. 

Deduce that an estimate as in (a) holds for any norm on jRn. 
(d) Let Q be a positive definite . quadratic form on jRn. Prove that there is a 

constant c > 0, depending on nand Q, such that for any integral lattice 
point (al' ... , an)eZn c jRn, 

Q(al' ... , aJ ~ c max{la11, ... , I~IP· 

(e) Let ElK be an elliptic curve and P1 , ••• , Pr a basis for the free part of E(K). 
Prove that there is a constant c > 0, depending on E and P1 , ••• , Pr , such 
that for all integers m1 , ••• , rn., 

h(ml P1 + ... + rn.Pr) ~ c max{lm11, ... , ImrlV 

9.9. Let zeK, z =f. O. 
(a) Prove that for any veMK , 

Izl. ~ HK(z)-l. 

(b) More generally, prove that for any (not necessarily fmite) set of absolute 
values S c MK , 

n min{1, Izl:"} ~ HK(z)-l. 
veS 

(This lemma, trivial as it appears, lies at the heart of all known proofs in 
Diophantine approximation and transcendence theory. In its simplest guise, 
namely for K = C, it asserts nothing more than the fact that there are no 
positive integers less than 1!) 

9.10. Prove that there is an (absolute) constant C > 0 such that the inequality 

0< ly2 - x3 1 < C~ 

has infinitely many solutions (x, y) E Z2. [Hint: Verify the identity 

(t 2 - 5)2«t + 9)2 + 4) - (t 2 + 6t - 11)3 = -1728(t - 2). 

Then take solutions to u2 - 2v2 = -1, and set t = 2u - 9. This leads to a value 

C = 432J2 + e for any e > 0.] 
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9.11. (a) Let d == 2 (mod 4) and D = d3 - 1. Prove that the equation 

y2 = x 3 + D 

has no solutions x, y E Z. 
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(b) For each of the primes p in the set {ll, 19,43,67, 163}, find all solutions 
x, y E Z to the equation 

y2 = x3 _ p. 

[Hint: Work in the ring R = Z[t(1 + j=P)]. Note that R is a principal 
ideal domain, and 2 does not split in R.] 

9.12. Let E/o. be an elliptic curve given by a Weierstrass equation 

E: y2 + a1xy + a3y = x 3 + a2x z + a4x + a6 

with ai' ... , a6 E Z. Let P E E(o.) be a point of infinite order; and suppose that for 
some integer m ~ 1, x([m]P) E Z. Prove that x(P) E Z. (This result is often useful 
in searching for integral points on elliptic curves of rank 1. See the next exercise 
for an example.) 

9.13. Let E/o. be the elliptic curve given by the equation 

E : yZ + Y = x3 - x. 

Assume as given that E(o.) has rank 1. (See exer. 10.9 for a proof of this fact.) 
(a) Prove that Etors(o.) = {O}, and hence that E(o.) ~ Z. 
(b) Prove that (0, 0) is a generator for E(o.). [Hint: Make a sketch of E(IR), and 

show that (0,0) is not on the identity component. Use (exer. 9.12) to con­
clude that a generator for E(o.) must be an integer point on the non-identity 
component, and find all such points.] 

(c) Find all of the integer points on E. [Hint: Let P = (0,0). Suppose [m]P is 
integral. Write m = 2Qn with n odd, and use (exer. 9.12) to show that [n]P is 
integral. Use an argument as in (b) to find all possible values for n, and then 
do some computations to find the possible a's.] 

(d) Solve the following classical number theory problem: Find all positive 
integers which are simultaneously the product of two consecutive positive 
integers and the product of three consecutive positive integers. 

9.14. Let C/ K be a curve, and let f, g E K (C) be non-constant functions. 
(a)* Prove that 

(b) Prove that for every f. > 0 there exists a constant c = c(f, g, Il) such that 

for all P E C(K). 

(c) Suppose that C is an elliptic curve. Prove that there is a constant 
c = c(f, m, Il) such that 

for all P E C(K). 

(Note that f need not be even. Compare with (VIII. 6.4b).) 
(d) Prove that (3.1) is trudfor any non-constant function fEK(E). Use this to 

prove (3.2.2) directly, without reducing first to (3.2.1). 



CHAPTER X 

Computing the Mordell-Wei! Group 

A better title for this chapter might have been "Computing the Weak 
Mordell-Weil Group", since we will be concerned solely with the problem of 
computing generators for the group E(K)/mE(K). However, given generators 
for E(K)/mE(K), a finite amount of computation will always yield generators 
for E(K). (See (VIII.3.2) and (exer. 8.18).) Unfortunately, there is no compar­
able algorithm currently known which is guaranteed to give generators for 
E(K)/mE(K) in a finite amount of time! 

We start in section 1 by taking the proof of the weak Mordell-Weil 
theorem given in (VIII §1) and making it quite explicit. In this way the 
computation of E(K)/mE(K) (in a special case) is reduced to the problem of 
determining whether each of a certain finite set of auxiliary curves, called 
homogeneous spaces, has a single rational point. Then the question of whether 
a given homogeneous space has a rational point may often be answered 
either affirmatively, by finding such a point; or negatively, by showing, for 
example, that it has no points in some completion Kv of K. 

The next two sections develop the general theory of homogeneous spaces 
(for elliptic curves). Then in section 4 we apply this theory to the problem of 
computing E(K)/mE(K); or, more generally, E'(K)j¢I(E(K)) for any isogeny 
t/J : E ~ E'. Again this computation is reduced to the problem of the existence 
of a single rational point on certain homogeneous spaces. The only impedi­
ment to solving this latter problem occurs if some homogeneous space has a 
Kv-rational point for every completion Kv of K, yet none-the-Iess has no 
K-rational points. Unfortunately this precise situation, the failure of the so­
called Hasse Principle, can certainly occur. The extent of its failure is quanti­
fied by the elements of a certain group, called the Shafarevich- Tate group. 
The question of an effective algorithm for the computation of E(K)/mE(K) is 
thus finally reduced to the problem of giving a bound for divisibility in the 
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Shafarevich-Tate group (or even better, proving the conjecture that is is 
actually a finite group). 

In the last section we illustrate our general theory by studying in some 
detail the family of elliptic curves given by the equations 

ED :y2=X 3 +DX DEIQl. 

In particular, we find the torsion subgroup and an upper bound for the rank 
of ED(IQl), give a large class of examples for which ED(IQl) has rank 0, and show 
that in certain cases ED(IQl) has an associated homogeneous space which 
violates the Hasse principle. (I.e. The homogeneous space has points defined 
over ~ and IQlp for every prime p, but has no lQl-rational points.) 

Unless explicitly stated to the contrary, the notation for this chapter will be 
the same as that of chapter VIII. In particular, K will be a number field and 
MK a complete set of inequivalent absolute values for K. However, as in­
dicated in the text, this requirement is dropped in sections 2, 3, and 5 of this 
chapter, where K is allowed to be an arbitrary (perfect) field. 

§l. An Example 

For this section we let ElK be an elliptic curve, m ~ 2 an integer, and we 
assume that E[mJ c E(K). Recall (VIII §1) that under this assumption there 
is a pairing 

K : E(K) x GK/K ---+ E[mJ 

defined by 
K(P, 0") = Q" - Q, 

where QEE is chosen so that [mJQ = P. Since the kernel of K on the left is 
mE(K) (VIII. 1.2), we may also think of K as giving a homomorphism 

bE: E(K)/mE(K) ---+ Hom(GK/K , E[mJ) 

bE(P)(O") = K(P, 0"). 

(This is the connecting homomorphism for the long exact sequence in group 
cohomology; see (VIII §2).) 

Next we note that E[mJ c E(K) implies that Jim C K* (III.8.U). This 
follows from the basic properties of the Weil pairing (III §8) 

em: E[mJ x E[mJ ---+ Jim' 

which we will use extensively below. 
Finally, since Jim C K*, Hilbert's theorem 90 (B.2.5c) says that every homo­

morphism GK/K ---+ Jim has the form 0" ---+ f3" I f3 for some f3 E K * with f3m E K *. In 
other words, we have an isomorphism (cf. VIII §2) 

bK : K*IK*m ---+ Hom(GK/K , Jim) 
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defined by 

bK(b)(u) = pUlP, 

where P E K * is chosen so that pm = b. (Notice the close resemblence in the 
definitions of bE and 15K , This is no coincidence. bE is the connecting homo­
morphism for the Kummer sequence associated to the group variety ElK, 
and 15K is the connecting homomorphism for the Kummer sequence as­
sociated to the group variety GmIK.) 

U sing the above maps, we can now make the argument in the proof of the 
weak Mordell-Weil theorem much more explicit, and in this way derive 
formulas which will allow us to compute the Mordell-Weil group in certain 
cases. We start with a theoretical description of this method. 

Theorem 1.1. (a) With notation as above, there is a bilinear pairing 

b: E(K)/mE(K) x E[m] --+ K*IK*m 

such that 

(b) The pairing in (a) is non-degenerate on the left. 
(c) Let S c MK be the set of irifinite places, together with the finite primes at 
which E has bad reduction and the primes dividing m. Then the image of the 
pairing in (a) lies in the subgroup of K*IK*m given by 

K(S, m) = {bEK*IK*m: ordv(b) == 0 (mod m) for all v¢S}. 

(d) The pairing in (a) may be computed as follows: For each TEE[m], choose 
functions fT, gT E K(E) satisfYing the conditions 

div(fT) = m(T) - m(O), fTo Em] = g!f!. 

(See the definition of the Weil pairing in (III §8).) Then provided P =f T, 

b(P, T) == fT(P) (mod K*m). 

[If P = T, one can use linearity. For example, if [2] T =f 0, then b( T, T) = 

fT(-T)-l. More generally, choose any other point PEE(K) with P =f T, and 
set b(T, T) = fT(T + p)fT(prl .] 

Remark 1.2. Why do we say that (1.1) provides formulas with which to try to 
compute the Mordell-Weil group? First, the group K(S, m) in (b) is finite (see 
the proof of (VIII.1.6)); and in fact it is quite easy to compute explicitly. 
Second, the functions fT in (c) are also fairly easy to compute from the 
equation of the curve. Now, the fact that the pairing in (a) is non-degenerate 
on the left means that in order to compute E(K)/mE(K), it is "only" necessary 
to do the following. Fix generators Tl and T2 for E[m]. Then for each of the 
finitely many pairs 
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see if it is possible to solve the equations 

with points (P, Zl' Z2)EE(K) x K* x K*. To be even more explicit, we can 
express the function iT in terms of Weierstrass coordinates x and y; and then 
we are looking for a solution (x, y, Zl' Z2)EK x K x K* x K* satisfying the 
simultaneous equations 

y2 + a1xy + a3Y = x 3 + a2x2 + a4x + a6 

These equations give a new curve, called a homogeneous space for E/K. (See 
§3 for more details.) What we have done is reduce the problem of calculating 
E(K)/mE(K) to the problem of the existence or non-existence of a single 
rational point on each of an explicitly given finite set of curves. Now fre­
quently many of these curves can be immediately eliminated from consid­
eration, because they have no points over some completion Kv of K (which 
is an easy matter to check). On the other hand, a short search (by hand or 
computer) will often uncover rational points on some of the others. If in this 
way one can deal with all of the homogeneous spaces in question, then the 
determination of E(K)/mE(K) is complete. The problem that arises is that 
occasionally a homogeneous space will have points defined over every com­
pletion K v , but never-the-Iess have no K-rational points. It is this situation, 
the failure of the Hasse principle, which makes the Mordell-Weil theorem 
ineffective. 

Remark 1.3. Notice that the condition div(iT) = m(T) - m(O) in (l.1d) is 
only enough to specify iT up to multiplication by an arbitrary element of K*. 
But the equality iTO Em] = gT with gTEK(E) means that in fact iT is well­
determined up to multiplication by an element of K*m. Thus the value iT(P) 
in (1.1d) does give a well-defined element of K*/K*m. 

We now proceed to the proof of (1.1), after which we will study the case 
m = 2 in more detail, and use it to compute E(K)/2E(K) for an example. 

PROOF OF 1.1. (a) Hilbert's theorem 90 (B.2.5c) shows that the pairing is 
well-defined. The bilinearity follows from the bilinearity of the Kummer 
pairing (VIII.1.2b) and the bilinearity of the Weil em-pairing (III.8.1a). 
(b) To prove non-degeneracy on the left, we suppose that b(P, T) = 1 for all 
TeE[m]. This means that for all TeE[m] and all (1E GX/K ' 

em(K(P, (1), T) = 1. 

Now the non-degeneracy of the Weil pairing (III.8.1c) implies that K(P, (1) = 0 
for all (1; so from (VIIl1.2c), PEmE(K). 
(c) Let P = b(P, T)l/m. Tracing through the definitions, we see that the field 
K(P) is contained in the field L = K([mrlE(K)) described in (VIIl1.2d). 
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From (VIII.1.5b), the extension L/K is unramified outside S. But it is easy to 
see that if vEMK is a finite place with v(m) = 0, then the extension K(p)/K is 
ramified at v if and only if 

(Here ordv : K* -7> 71. is the normalized valuation associated to v.) This says 
precisely that b(P, T) E K (S, m). 
(d) Choose QEE so that P = [m]Q, and PEK* so that b(P, T) = pm. By 
definition, we have (for all a E GK/K ), 

em(bE(P)(a), T) = bK(b(P, T»)(a), 

em(Q" - Q, T) = 13"/13, 

gT(X + Q" - Q)/gT(X) = 13"/13, 

gT(Q)"/gT(Q) = 13"/13 putting X = Q. 

Since 15K is an isomorphism, it follows that gT(Q)m == pm (mod K*m). (Note 
that gT(Q)m = fT(P) is in K*.) Therefore 

fT(P) = fT 0 [m] (Q) = gT(Q)m == pm = b(P, T) (mod K*m). 0 

We now consider the special case m = 2, which is by far the easiest to work 
with. Under our assumption that E[2] c E(K), we may take a Weierstrass 
equation in the form 

Thus TI = (e l , 0), Tz = (ez, 0), T3 = (e3, 0) are the three non-triviaI2-torsion 
points. Letting T = (e, 0) represent anyone of these points, we claim that the 
function fT specified in (l.1d) is fT(X, y) = x-e. This function certainly has 
the correct divisor, 

div(x - e) = 2(T) - 2(0). 

On the other hand, as one can easily check, 

xo [2] - e = (X Z - 2ex - 2ez + 2(el + ez + e3)e - (el ez + e l e3 + eze3))z/(2y)Z, 

so x - e does have both properties needed to be fT. 
Now suppose that we have chosen a pair (b l , bz)EK(S, 2) x K(S, 2), and 

wish to determine whether there is a point P E E(K)/2E(K) satisfying 

b(P, Tl ) = b l and b(P, Tz) = bz. 

There will be such a point if and only if there is a solution (x, y, Z l' Z z) E 

K x K x K* x K* to the system of equations 

We now substitute the latter two equations into the first, and define a new 
variable Z3 by Y = QIQZZIZZZ3, which is permissible since bl , bz, Zl and Zz 
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take non-zero values. This yields the three equations 

and finally eliminating x gives the pair of equations 

We now have a finite set of such equations, one for each pair (b 1 , b2 ), and 
may use whatever techniques are at our disposal (e.g. v-adic, computer 
search, etc.) to determine whether they each do or do not have a solution. 
Notice that if we do find a solution, then the corresponding point in 
E(K)/2E(K) is immediately recoverable from the equalities 

Finally, we must deal with the fact that we can not use the definition 
b(P, T) = fT(P) if it should happen that P = T. In other words, there are two 
pairs (b 1 , b2 ) which do not arise from the above procedure, namely the pairs 
(b(Tl' T1), b(Tb T2)) and (b(T2' T1), b(T2' T2)). They may be computed by 
linearity as 

and similarly 

b(Tl' T1) = b(Tl' Tl + T2)b(Tl' T2r 1 

= b(Tl' T3)b(Tl' T2r 1 

= (e 1 - e3)/(e1 - e2); 

We summarize this entire procedure in the following proposition. 

Proposition 1.4 (Complete 2-Descent). Let E/K be an elliptic curve given by a 
Weierstrass equation 

Let ScM K be a set of places of K including all archimedian places, all places 
dividing 2, and all places at which E has bad reduction. Further let 

K(S, 2) = {b EK*/K*2: ordJb) == 0 (mod 2) for all v¢S}. 

There is an injective homomorphism 

E(K)/2E(K) ---+ K(S, 2) x K(S, 2) 

defined by 

ifx-l=e 1 ,e2 

if x = e1 

if x = ez 
if x = 00 (i.e. if P = 0). 
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Let (b 1, b2)eK(S, 2) x K(S, 2) be a pair which is not the image of one 
of the three points 0, (e1, 0), (e2' 0). Then (bl> b2) is the image of a point 
p = (x, y)eE(K)/2E(K) ifand only if the equations 

b1Z~ - b2Z~ =e2 - e1 

b1Z~ - b1b2Z~ = e3 - e1 

have a solution (z 1, Z 2, Z 3) e K * x K * x K; if such a solution exists, then one 
can take 

PROOF. As explained above, this is a special case of (1.1). o 

Example 1.S. We now use (1.4) to compute E(0)/2E(0) for the elliptic curve 

E:y2 = x3 -12x2 + 20x = x(x - 2)(x -10). 

This equation has discriminant 

A = 409600 = 21452, 

and so has good reduction except at 2 and 5. Reducing the equation modulo 
3, one easily checks that #E(1F3) = 4. Since E[2] c Etor.(O), and Etor.(O) 
injects into E(1F3) (VII.3.1), we see that 

Etors(Q) = E[2]. 

Now let S = {2, 5, oo} c Mo; then a complete set of representatives for 

0(S,2) = {b e 0*/0*2 ~ ordp(b) == 0 (mod 2) for all p ¢ S} 

is given by the set 

{±1, ±2, ±5, ±10}, 

which we will identify with O(S, 2). Next consider the map 

E(0)/2E(0) --+ O(S, 2) x O(S, 2) 

given in (1.4), say with 

and e3 = 10. 

There are 64 pairs (bl> b2)eO(S, 2) x 0(S,2); and for each pair we must 
check to see if it comes from an element of E(0)/2E(0). For example, using 
(1.4) we can compute the image of E[2] in O(S, 2) x O(S, 2): 

0--+(1, 1) (0, 0) --+ (5, - 2) (2,0) --+ (2, -1) (10,0) --+ (10,2). 

It remains to determine, for each other pair (b 1 , b2), whether the equations 

have a solution Z1' Z2' Z3eO. (For example, if b1 < 0 and b2 > 0, then (*) 
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Table 10.1 

bl 1 2 5 10 -1 -2 -5 -10 
b2 

1 0 (18, -48)Gl Os® 

2 Os® Os® (20, 6O)Gl I (10, 0)0) CD 

5 Os ® Os 
(J) ~ 

10 

-1 (1, -3)@ I (2,0)0) Os ® 

-2 0_5 
® (0, 0)(3) I e90, - ~~)Gl (2) 

~ -5 
Os 

® 

Os 
(J) 

-10 

clearly has no rational solutions, since the first equation will not even have a 
solution in ~.) 

Proceeding systematically, we list our results in table 10.1. The entry for 
each pair (b l , b2 ) consists of either a point of E(O) mapping to (b l , b2), or 
else a (local) field over which the equations (*) have no solution. (Note 
that if (ZI' Z2' Z3) is a solution to (*), then the corresponding point of E(O) 
is (bIzr + el , bIb2ZIZ2Z3)') The circled numbers in the table refer to the 
notes which explain each entry. Finally, we note that since the map 
E(0)/2E(0) -4 O(S, 2) x Q(S, 2) is a homomorphism, it is not necessary to 
check every pair (b l , b2). For example, if both (b l , b2) and (b~, b2) come from 
E(O), then so does (bIb'l, b2b2). Similarly, if (b l , b2) does and (b'l, b2) does 
not, then (b i b'l, b2b2) does not. This observation can substantially reduce the 
amount of computation necessary. 

(1) If b i < 0 and b2 > 0, then blzI - b2Z~ = 2 has no solutions in ~. 
(2) If bi < 0 and b2 < 0, then bi zr - bi b2Z~ = 10 has no solutions in ~. 
(3) The 2-torsion points {O, (0, 0), (2, 0), (10, On map respectively to 

{(I, 1), (5, -2), (2, -1), (10, 2n. 
(4) (b l , b2 ) = (1, -1): By inspection, the equations 

Zr + z~ = 10 

have the solution (1, 1, 3). This gives the point (1, - 3) E E(O). 
(5) Adding (1, - 3) E E(O) to the non-trivial two-torsion points corresponds 

to multiplying their (b l , b2)'s. This gives the pairs (5,2), (2, 1), and 
(10, - 2) in 0(S,2) x O(S, 2), which correspond to (20,60), (18, -48), 
and (10/9, - 80/27) in E(O). 

(6) b i =1= 0 (mod 5) and b2 == 0 (mod 5): The first equation in (*) implies 
that ZI and Z2 must be 5-adically integral. Then the second equation 
shows that Z I == 0 (mod 5), and so from the first equation we obtain 
0== 2 (mod 5). Therefore (*) has no solutions in Os. 

(7) The eight pairs in (6) are Os non-trivial. (I.e. There are no Os solutions to 
(*).) If we multiply them by the O-trivial pair (5,2), we obtain eight more 
Os non-trivial pairs. 
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(8) (b l , b2 ) = (1,2): The two equations in (*) are 

zi - 2z~ = 2 and zi - 2z~ = 10. 

Since 2 is a quadratic non-residue modulo 5, the second equation 
implies that ZI == Z3 == 0 (mod 5). But then the second equation gives 
0== 10 (mod 25). Therefore there are no solutions in Os. 

(9) Taking the Os-non-trivial pair (1,2) from (8) and multiplying by the 
seven O-trivial pairs already in the table gives seven new Os-non-trivial 
pairs which fill the remaining entries. 

Conclusion. E(O) ~ 7L x 7L127L x 7L127L. 

§2. Twisting-General Theory 

For this section (and the next) we drop our requirement that K be a number 
field, so K will be an arbitrary (perfect) field. As we saw in section 1 while 
trying to compute the Mordell-Weil group of an elliptic curve E, we were led 
to the problem of the existence or non-existence of a single rational point on 
various other curves. These other curves are certain twists of E, called homo­
geneous spaces. In this section we will study the general question of twisting 
which, since it is no more difficult, we will develop for curves of arbitrary 
genus. Then in the next section we will look at the homogeneous spaces 
associated to an elliptic curve. 

Definition. Let CjK be a smooth curve (projective, as always.) The isomor­
phism group of C, denoted Isom( C), is the group of isomorphisms from C to 
itself (defined over K). As usual, Isomdc) is the subgroup ofIsom(C) consist­
ing of isomorphisms defined over K. (To ease notation, we will write the 
composition of maps multiplicatively; thus ap instead of a 0 p.) 

Remark 2.1. The group we are denoting Isom( C) is usually called the auto­
morphism group o/C, and denoted Aut(C). However, if E is an elliptic curve, 
then we have defined Aut(E) to be the group of isomorphisms from E to E 
taking 0 to O. Thus Aut(E) =I Isom(E) since, for example, Isom(E) contains 
the translations !p: E -+ E. We will describe Isom(E) more fully in section 5. 

Definition. A twist of CjK is a smooth curve C'IK which is isomorphic to C 
over K. We generally identify two twists if they are isomorphic over K. The 
set of twists of CjK, modulo K-isomorphism, is denoted Twist(CjK). 

Now let C'IK be a twist of CjK. This means that there is an isomorphism 
¢J : C' -+ C defined over K. To measure the failure of ¢J to be defined over K, 
we might consider the map 

~: GK1K -+ Isom(C) 
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It turns out that ~ is a l-cocycle; and the cohomology class of ~ is uniquely 
determined by the K-isomorphism class of C'. Further, every cohomology 
class comes from some twist of C/K. In this way Twist(CIK) may be identi­
fied with a certain cohomology set. We now prove these statements. 

Theorem 2.2. Let CIK be a smooth curve. For each twist C'IK of C/K, choose 
an isomorphism,p: C' - C and define a map ~a = ,pari EIsom(C) as above. 
(a) ~ is a l-cocycle. (I.e. For all (T, t E GK/K , 

~at = (~a)t~t') 

We denote the corresponding cohomology class in Hi (GK/K , Isom(C)) by {e}. 
(b) The cohomology class {e} is determined by the K-isomorphism class of C', 
independent of the choice of,p. We thus obtain a natural map 

Twist(CIK) - Hi (GK/K , Isom(C)). 

(c) The map in (b) is a bijection. In other words, the twists of CIK (up to 
K-isomorphism) are in one-to-one correspondence with the elements of the 
cohomology set Hi (GK/K , Isom(C)). 

Remark 2.3. We emphasize that the group Isom(C) is often non-abelian (this 
is always the case for elliptic curves). Hence Hi(GK/K , Isom(C)) is in general 
only a pointed set, not a group. (See B §3.) However, if Isom(C) has a GK/K-

invariant abelian subgroup A, then Hi (GK/K , A) is a group, and its image in 
Hi (GK/K , Isom(C)) will give a natural group structure to some subset of 
Twist( C). In the next section, we will apply this observation when C is an 
elliptic curve, taking for A the group of translations. 

PROOF. (a) ~at = ,patr1 = (,parl)'(¢hp-l) = (~a)t~t. 
(b) Let C"IK be another twist of C/K which is K-isomorphic to c. Choose 
a K-isomorphism 1jJ: C" - C. We must show that the cocycles ,pari 
and ljJaljJ-i are co homologous. By assumption, there is a K-isomorphism 
e : C" - C. Consider the element (X = ,peljJ-i E Isom( C). We compute 

(Xa(ljJaljJ-l) = (,peljJ-i)a(ljJaljJ-i) = realjJ-i 

= ,paeljJ-i = (,pari)(,peljJ-i) = (,par i)(X. 

This proves that ,pari and ljJaljJ-i are cohomologous. 
(c) Suppose that C'IK and C"IK are twists of CIK which give the same 
cohomology class in Hi(GK/K , Isom(C)). This means that if we choose K­
isomorphisms ,p: C' - C and 1jJ: C" - C, then there is a map (xEIsom(C) 
such that 

for all (T E GK/K • 

(I.e. The cocycles for,p and IjJ are cohomologous.) We now consider the map 
(J: C" - C' defined by e = r i (XljJ. It is a K-isomorphism, and we wish to 
show that it is actually defined over K. For any (TE GK/K , we compute 
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(p = (t/J1-1(rxll t/l1 = (t/JII)-1(t/Jllr1rxt/l) = t/J-l rxt/l = O. 

Therefore C" and C' are K-isomorphic, and so give the same element of 
Twist (C/K). This proves that the map Twist(C/K) -+ Hi (GK/K , Isom(C» is 
injective. 

To prove surjectivity, we start with a 1-cocycle e: GK/K -+ Isom(C), and 
construct a curve C'/K and an isomorphism t/J: C' -+ C such that ell = t/Jllt/J-l. 
To do this we consider a field, denoted K(C)~, which is isomorphic (as a field 
over K) to K(C), say by an isomorphism Z: K(C) -+ K(C)~. The difference 
between K (C) and K (C)~ lies in the action of Galois; on K (C)~ it is twisted by 
e. In other words, for all f e K( C) and (J e GK/K , 

Z(f)1I = Z(rell)' 

(Here we are thinking of f as giving a map f: C -+ pi (cf. 11.2.2), and retl 
is composition of maps. Equivalently, the map ell: C -+ C induces a map 
e: : K (C) -+ K (C), and r ell is just another notation for e:(r)·) 

Having given the action of GK/K on K(C)~, we may consider the fixed field 
§ c K(C)~ consisting of all elements of K(C)~ fixed by GK/K • We now show in 
several steps that this field § is the function field of the desired twist of C. 

(i) § raK = K 
Suppose that Z(f)e§ ra 1(. In particular, since Z induces the identity on K, 
f e 1(. Now the fact that Z(f) e § combined with the fact that f is a constant 
function (and so unaffected by isomorphisms of C) implies 

Z(f) = Z(f)1I = Z(r ell) = Z(r)· 

Since this holds for all (J e GK/K , it follows that f e K. 

(ii) K§ = K(C)~ 
This is an immediate consequence of (11.5.8.1) applied to the K-vector space 
K(Ck 

It follows from (ii) that § has transcendence degree lover K; so using (i) 
and (11.2.5), there exists a smooth curve C'/K such that § ~ K(C'). Further, 
(ii) implies that K(C') = KfF = K(C)~ ~ K(C), so C' and C are isomorphic 
over K (11.2.4.1). In other words, C' is a twist of C, and the [mal step in 
proving surjectivity is to show that it gives the cohomology class {e}. 
(iii) Let t/J: C' -+ C be a K-isomorphism corresponding (11.2.4b) to the 
isomorphism 

Z: K(C) -+ K(C)~ = K§ = K(C'). 

(I.e. t/J* = Z.) Then for all (J e GK/K , e" = t/JII rl. 
Having identified t/J* with Z, the relation Z(ft = Z(r ell) used in defining 
the map Z can be rewritten as (ft/J)II = r ellt/J. In other words, for all f e K( C), 

But this implies that t/J" = ellt/J, which is exactly the desired result. 0 



§3. Homogeneous Spaces 287 

Example 2.4. Let ElK be an elliptic curve, K(Jd) a quadratic extension of K, 
and x: GK/K --. {± I} the quadratic character associated with K(Jd)!K. (I.e. 

X(o) = Jd"IJd. Note that char(K) -=F 2.) Then we can define a cocycIe 

~ : GK/K --.Isom(E) ~" = [x(o")]. 

Let elK be the corresponding twist of ElK. We now find an equation for 
CjK. 

Choosing a Weierstrass equation for ElK of the form y2 = f(x), we write 
K(E) = K(x, y) and K(C) = K(x, y)~. Since [ -IJ (x, y) = (x, - y), the action 
of 0" E GK/K on K(x, y)~ may be summarized by 

Jd" = x(O")Jd, x" = x, y" = X(O")Y· 

Thus the functions x' = x and y' = Yljd in K(x, y)~ are fixed by GK/K , hence 
are in K(C). They satisfy the equation 

dy'2 = f(x'), 

which is the equation of an elliptic curve defined over K. Further, the identi­

fication (x', y') --. (x', y' jd) shows that this curve is isomorphic to E over 

K(jd). It is now an easy matter to check that the associated cocycIe is ~, and 
so verify that we have found an equation for elK. e is called the twist of E by 
the quadratic character X. We will return to this example in more detail in 
section 5. 

§3. Homogeneous Spaces 

Recall from (VIII §2) that associated to an elliptic curve ElK, we have a 
Kummer sequence 

0--. E(K)/mE(K) --. H 1(GK/K , E[mJ) --. H 1(GK/K , E)[mJ --. O. 

The proof of the weak Mordell-Weil theorem hinged on the essential fact 
that the image of the first term inside the second consists of elements which 
are unramified outside a certain finite set of primes. In this section we analyze 
the third term in this sequence by associating to each element of H 1(GK/K , E) 
a certain twist of E called a homogeneous space. Rather than starting with the 
cohomology, we will begin by defining homogeneous spaces and describing 
their basic properties. After this will come the cohomological interpretation, 
which says that homogeneous spaces are those twists which correspond to 
cocycIes with values in the group of translations. 

Definition. Let ElK be an elliptic curve. A (principal) homogeneous space for 
ElK is a smooth curve CjK together with a simply transitive algebraic group 
action of Eon e defined over K. [I.e. A homogeneous space for ElK really 
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consists of a pair (C, J.I), where CjK is a smooth curve and 

J.I:CxE-C 

is a morphism defined over K with the following three properties: 

(i) J.I(p, 0) = p for all p E C. 
(ii) J1(J1(p, P), Q) = J1(p, P + Q) for all p E C and P, Q E E. 

(iii) For all p, q E C there is a unique PE E satisfying J.I(p, P) = q.] 

We will often denote J.I(p, P) with the more intuitive notation p + P. Then 
property (ii) is just the associative law, (p + P) + Q = p + (P + Q). Of 
course, one has to determine from context whether + means addition on E or 
the action of E on C. 

In view of the simple transitivity of the action, we may also define a 
subtraction map on C by the rule 

v:CxC-E 

v(q, p) = (the unique PEE such that J.I(p, P) = q). 

As we will see below, v is also a morphism and defined over K. (This also 
follows from elementary intersection theory on C x C. Note that it is not 
even clear a priori that v is a rational map.) As with J.I, we will often write 
v(q, p) as q - p. 

One immediately verifies that addition and subtraction on a homogeneous 
space have the right properties. 

Lemma 3.1. Let CjK be a homogeneous space for ElK. Then for all p, qEC 
and P, QEE: 

(a) 

(b) 

(c) 

J.I(p, 0) = p and v(p, p) = o. 
J.I(p, v(q, p» = q and v(J.I(p, P), p) = P. 

v(J.I(q, Q), J.I(p, P» = J.I(v(q, p), Q - P). 

[I.e. Using the alternative notation, 

(a) 

(b) 

(c) 

p + 0 = p and p - p = O. 

P + (q - p) = q and (p + P) - p = P. 

(q + Q) - (p + P) = (q - p) + Q - P. 

In other words, using the + and - signs provides the right intuition.] 

PROOF. (a) The equality J.I(p, 0) = p is part of the definition of homogeneous 
space. Now using this and the definition of v, 

J.I(p, 0) = p = J.I(p, v(p, p»; 

so the simple transitivity implies that v(p, p) = O. 
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(b) The relation f.J.(p, v(q, p)) = q is the definition of v. Then, from 

f.J.(p, v(f.J.(p, P), p)) = f.J.(p, P), 

we conclude that v(f.J.(p, P), p) = P. 
(c) We start with 

Adding on Q gives 

q = f.J.(p, v(q, p)). 

f.J.(q, Q) = f.J.(p, v(q, p) + Q) 

= f.J.(p, P + v(q, p) + Q - P) 

= f.J.(f.J.(p, P), v(q, p) + Q - P). 

From the definition of v, this is equivalent to 

v(f.J.(q, Q), f.J.(p, P)) = v(q, p) + Q - P. 
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o 

Next we show that a homogeneous space C/K for ElK is always a twist of 
ElK, so we may apply the results of the previous section. We also charac­
terize the addition and subtraction on C in terms of a given K-isomorphism 
E --. C; this will enable us to prove that the subtraction map is a K­
morphism. 

Proposition 3.2. Let ElK be an elliptic curve, and let C/K be a homogeneous 
space for ElK. Fix a point Po E C, and define a map 

{}:E--.C (}(P) = Po + P. 

(a) {} is an isomorphism defined over K(po). In particular, C/K is a twist of 
ElK. 
(b) For all pE C and PEE, 

p + P = (}({}-l(p) + P). 

(Note that the first + is the action of E on C, while the second + is addition on 
E.) 
(c) For all p, qEC, 

q _ p = (}-l(q) _ (}-l(p). 

(d) The subtraction map 

v:CxC ...... E 

is a morphism defined over K. 

v(q, p) = q - p 

PROOF. (a) The action of E on C is defined over K. Hence for any (J E GK/K 

satisfying pg = Po, we have 

{}(P)" = (Po + P)" = Po + P" = Po + P" = {}(P"). 
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This shows that () is defined over K(po)' Further, the simple transitivity of the 
action implies that () has degree 1; hence by (11.2.4.1), () is an isomorphism. 

(b) ()«()-l(p) + P) = Po + ()-l(p) + P = P + P. 

(We are using the fact that ()-l(p) is the unique point of E which gives p when 
added to Po.) 

(c) ()-l(q) - ()-l(p) = (Po + ()-l(q» - (Po + ()-l(p» = q - p. 

(d) The fact that v is a morphism follows from (c). (Note that subtraction on 
E is a morphism (111.3.6).) To check that v is defined over K, we let (1 E Gi.IK 
and use (c) to compute 

(q _ p)" = «()-l(q) _ ()-l(p))" 

= ()-l (q)" _ ()-l (p)" 

= [Po + ()-l(q)]" - [Po + ()-l(p)]" 

= q" - p". 

(The second and third equalities follow from the facts that subtraction on E is 
defined over K and the action of E on C is defined over K.) This completes 
the proof that v is defined over K. 0 

Definition. Two homogeneous spaces C/K and C'IK for ElK are equivalent if 
there is an isomorphism () : C ~ C' defined over K which is compatible with 
the action of E on C and C'. [In other words, for all pEe and PEE, 

()(p + P) = ()(p) + P.] 

The equivalence class containing E, acting on itself by translation, is called 
the trivial class. The collection of equivalence classes of homogeneous spaces 
for ElK is called the Weil-ChiUelet group for ElK, and is denoted WC(EIK). 
(We will see below why it is a group.) 

We now characterize the trivial homogeneous spaces. 

Proposition 3.3. Let C/K be a homogeneous space for ElK. Then CIK is in the 
trivial class if and only if C(K) is not empty. 

PROOF. If C/K is in the trivial class, then there is a K-isomorphism (): E ~ C, 
and so ()(O)E C(K). 

Conversely, suppose that Po E C(K). Then from (3.2a), the map 

():E~C ()(P) = Po + P 

is an isomorphism defined over K(po) = K. The necessary compatibility con­
dition on () is 

Po + (P + Q) = (Po + P) + Q, 

which is part of the definition of homogeneous space. o 
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Remark 3.4. Notice that (3.3) says that the problem of checking the triviality 
of a homogeneous space is exactly equivalent to answering the fundamental 
Diophantine question of whether a given curve has any rational points. Thus 
our next step, namely the identification of WC(EIK) with a certain co­
homology group, may be regarded as the development of a tool to help us 
study this difficult Diophantine problem. 

Lemma 3.5. Let (): CIK --+ C'IK be an equivalence of homogeneous spaces for 
ElK. Then 

()(q) - ()(p) = q - P for all p, qEC. 

PROOF. This is just a matter of grouping points so that the additions and 
subtractions are defined. 

()(q) - ()(p) = ([()(q) + (p - q)] - ()(p)) + (q - p) 

= (()[q + (p - q)] - ()(p)) + (q - p) = q - p. 0 

Theorem 3.6. Let ElK be an elliptic curve. There is a natural bijection 

WC(EIK) --+ Hl(GK/K , E) 

defined as follows: 
Let CIK be a homogeneous space, and choose any point Po E C. Then 

{CIK} --+ {C1 --+ pg - Po}. 

(Here the brackets indicate an equivalence class.) 

Remark 3.6.1. Since Hl(GK/K , E) is a group, (3.6) defines a group structure 
on the set WC(EIK). One can also give the group law on WC(E/K) geometri­
cally, without using cohomology (exer. 10.2), which is in fact the way it was 
originally defined ([We 5]). 

PROOF. First we check that the map is well-defined. It is immediate that 
C1 --+ pg - Po is a cocycle: 

pgt - Po = (pgt - Po) + (Po - Po) = (pg - Po)t + (Po - Po). 

Now suppose that C'IK is another homogeneous space which is equivalent 
to CIK. Let (): C --+ C' be a K-isomorphism giving the equivalence, and let 
p~ E C'. Then using (3.5), we compute 

pg - Po = ()(pg) - ()(Po) 

= (Po - p~) + [(()(Po) - p~) ... - (()(Po) - p~)]. 

Hence the cocycles pg - Po and Po - p~ differ by the coboundary generated 
by ()(Po) - p~EE, so they give the same cohomology class in Hl(GK/K , E). 

Next we check injectivity. Suppose that the cocycles pg - Po and Po - p~ 
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corresponding to C/ K and C' I K are cohomologous. Thus there is a point 
Po E E such that 

Po - Po = (Po - p~) + (Pg - Po) 

Consider the map 

for all (J E GK1K • 

O:C--+C' O(p) = p~ + (p - Po) + Po· 

It is clear that 0 is an isomorphism (over K), and that it is compatible with the 
action of E. To see that 0 is defined over K, we check 

O(p)" = Po + (p" - Po) + Pg 

= p~ + (p" - Po) + Po 

+ [(Po - p~) + Pg - Po - (Po - Po)] 

= O(p"). 

This proves that C and C' are equivalent. 
Finally we prove surjectivity. Thus let e: GK/K --+ E be a l-cocycle repre­

senting an element in Hi (GiiIK' E). If we embed E in Isom(E) by sending PEE 
to the translation !p E Isom(E), then we may look at the image of ~ in 
H 1(GK/K ,Isom(E». From (2.2), there is a curve C/K and a K-isomorphism 
¢J : C --+ E such that for all a E GK/K , 

r O,p-1 = translation by - e". 

(The reason we use - ~ instead of ~ will become apparent below.) 
Define a map 

Il(p, P) = rl(¢J(p) + Pl· 
We now show that this gives C/K the structure of a homogeneous space over 
ElK, and that the cohomology class associated to C/K is {e}. 

First, to see that 11 is simply transitive, let p, q E C. Then by definition, 
Il(p, P) = q if and only if r1(¢J(p) + P) = q; and so the only choice for P is 
P = ¢J(q) - ¢J(p). Second, to check that 11 is defined over K, we let a E GK/K 

and compute 

Il(p, P)" = (,p-1)"(¢J"(p") + P") 

= r1([¢J(p") + e,,) + P"] - ~,,) 

= Il(p", P"). 

Third, to compute the cohomology class associated to C/K, we may choose 
any Po E C and look at the cocycle a --+ Po - Po. In particular, if we take 
Po = ¢J-l(O), then 

Po - Po = (¢J'T1(0) - r1(0) 

= r1(0 + ~,,) - ,p-1(0) 

= e". 
This completes the proof of (3.6). o 
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Example 3.7. Let E/K be an elliptic curve and K(Jd)/K a quadratic exten­
sion (so char(K) "# 2.) Suppose that TE E(K) is a non-trivial point of order 2. 
Then the homomorphism 

~: GK/K -+ E 

(J -+ {OT if Jdu = Jd 
ifJdu= -Jd 

is a 1-cocycle. We will now construct the homogeneous space corresponding 
to the element g} EH1(GK/K , E). 

Since TEE(K), we may choose a Weierstrass equation for E/K ofthe form 

with T = (0, 0). 

Then the translation-by-T map has the simple form 

"tAP) = (x, y) + (0, 0) = (b/x, -by/x2). 

Thus if (JE GK/K represents the non-:.!rivial automorphism of K(Jd)/K, then 
the action of (J on the twisted field K(E)~ may be summarized by 

Jdu = -Jd, XU = b/x, yU = -by/x2. 

We must find the subfield of K(Jd)(x, y)~ fixed by (J. 

The functions 

Jdx/y and Jd(x - b/x) 

are easily seen to be invariant. Anticipating the form of our final answer, we 
will consider instead the functions 

z = .jdxjy and w = ..jd(x - b/x)(x/y)2. 

To find the relation that they satisfy, we compute 

d(W/Z2)2 = (x - b/X)2 = (x + b/X)2 - 4b 

= «yjX)2 - a)2 - 4b = (d/z2 - a)2 - 4b. 

Thus (z, w) are affine coordinates for the hyperelliptic curve 

C : dw 2 = d2 - 2adz2 + (a2 - 4b)Z4. 

(For general facts about hyperelliptic curves, see (11.2.5.1) and (exer. 2.14).) 
We claim that C/K is the twist of E/K corresponding to the co cycle e. 

First, recall from (11.2.5.1) that C will be a smooth affine curve provided 
that the polynomial d2 - 2adz2 + (a2 - 4b)Z4 has four distinct roots (in K). 
Further, (11.2.5.2) says that if this quartic polynomial has distinct roots, then 
there is a smooth curve in [pl3 which has an affine piece isomorphic to C; and 
further, this smooth curve will consist of C together with the two points 

[0, 0, ± J a2 - 4b, 1] out at infinity. (N.B. The projective closure of C in jp2 

is always singular.) Now it is easy to check that the quartic has distinct roots 
if and only if b(a2 - 4b) i= 0. On the other hand, since E is non-singular, we 
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know that .1\(E) = 16b2 (a2 - 4b) =F 0. Therefore e is an affine piece of a 
smooth curve in JFD3; and to ease notation, we will also use e to denote this 
smooth curve e c JFD3. 

Next, we have the map (defined over K(.Jd)) 

r/J:E~e 

(x, y) ~ (z, w) = (.Jdx/y, .Jd(x - b/X)(X/y)2). 

Note that since 

x/y = xy/y2 = y/(x2 + ax + b), 

r/J may also be written as 

( .Jdy .Jd(x2 - b») 
r/J(x, y) = x2 + ax + b' x2 + ax + b . 

This allows us to evaluate 

r/J(O, 0) = (0, -.Jd) and r/J( 0) = (0, .Jd). 

To show that r/J is an isomorphism, we compute its inverse: 

Jdw/z2 = x - b/x = 2x - (x + b/x) 

= 2x - «Y/X)2 - a) = 2x - (d/z2 - a). 

This gives x in terms of z and w, and then y = Jdx/z. Thus 

rp-l: C-+E 

( Jdw - az2 + d dw - aJdz2 + d.Jd) 
(z, w) ~ 2Z2 ' 2z3 . 

Since e and E are smooth, r/J is an isomorphism (11.2.4.1). 
Finally, to compute the element of Hl(Gi./K' E) corresponding to elK, we 

may choose any point p E C and compute the cocycle 

(J ~ p" - p = r1(p") - rl(p). 

For instance, we may take p = (0, Jd) E C. Clearly p" - p = 0 if Jd" = Jd. 
On the other hand, if Jd" = - Jd, then from above 

p" - p = r/J-l(O, -.Jd) - r 1(0,.Jd) = (0,0). 

Therefore p"- p =~" for all (JEGX/K ' so {C/K}EWC(E/K) maps to 
{~} EH1(GX/K ' E). [Of course, it was just "luck" that we obtained an equality 
p" - p = ~". In general, the difference of these two cocycles would be some 
coboundary.] 

We conclude this section by showing that if e/K is a homogeneous space 
for E/K, then PicO(C) may be canonically identified with E. This means that 
E is the Jacobian of C/K. Since every curve e/K of genus 1 is a homogeneous 
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space for some elliptic curve ElK (exer. 10.3), this shows that the abstract 
group PicO(C) can always be represented as the group of points on an elliptic 
curve. The analogous result for curves of higher genus, in which Pic°(C) is 
represented by an abelian variety of dimension equal to the genus of C, is 
considerably harder to prove. 

Theorem 3.8. Let CIK be a homogeneous space for an elliptic curve ElK. 
Choose a point Po E C, and consider the summation map 

sum: DivO(C) -+ E 

L ni(Pi) -+ L [ni] (Pi - Po)· 

(a) There is an exact sequence 
- - div sum 

1 -+ K* -+ K(C)* -+ DivO(C) -+ E -+ O. 

(b) The summation map is independent of the choice of the point Po. 
(c) The summation map commutes with the natural action of GK/K on DivO(C) 
and E. Hence it gives an isomorphism of Gx/K-modules (also denoted sum) 

sum: Pic°(C) ~ E. 

In particular. 

Pic~(C) ~ E(K). 

PROOF. (a) Using (11.3.4), we see that we must check that sum is a surjective 
homomorphism and has as kernel the set of principal divisors. It is clear that 
sum is a homomorphism. Let PEE and D = (Po + P) - (Po) E DivO(C). Then 

sum (D) = «Po + P) - Po) - (Po - Po) = P, 

so sum is surjective. 
Next let D = Lni(Pi)EDivO(C) satisfy sum (D) = O. Then the divisor 

Lni(Pi - Po) E DivO(E) sums to 0, so (111.3.5) it is principal, say 

L ni(Pi - Po) = div(f) for some f E K(E)*. 

We have an isomorphism 

</J:C-+E </J(p) = P - Po; 

and so by (11.3.6b), 

div(</J*f) = </J* div(f) = L ni</J*«pi - Po)) = L ni(Pi) = D. 

Therefore D is principal. 
Finally, if D = div(g) is principal, then 

Lni(Pi - Po) = (rl)*div(g) = div«r1)*g); 

and so sum (D) = O. This shows that the kernel of sum is the set of principal 
divisors. 
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(b) Let sum': DivO(C) -+ E be the summation map defined using the base­
point Po E C. Then 

sum (D) - sum'(D) = L [na «Pi - Po) - (Pi - Po» 
= L[na(po - Po) 

since ~ni = deg(D) = O. 
(c) Let (TE GK/K • Then 

=0, 

sum (D)" = L [na (pf - pg) = sum(D"), 

since from (b) we know that the sum is the same if we use pg as our basepoint 
instead of Po. Now from (a) and the definition of Pic°(C), we have a group 
isomorphism sum: PicO(C) -+ E, and the fact that sum commutes with GK/K 

says precisely that it is an isomorphism of GK/K"modules. Finally, the last 
statement in (3.8c) follows by taking GK/K"invariants. 0 

§4. The Selmer and Shafarevich-Tate Groups 

We return now to the problem of calculating the Mordell-Weil group of an 
elliptic curve E/K defined over a number field K. As we have seen (VIII.3.2 
and exer. 8.18), it is enough to find generators for the finite group E(K)/mE(K) 
for anyone integer m ~ 2. 

Suppose that we are given another elliptic curve E'IK and a non-zero 
isogeny ~: E -+ E' defined over K. (For example, we could always take 
E' = E and ~ = [m].) Then there is an exact sequence of GK/K-modules, 

o -+ E[~] -+ E ~ E' -+ 0, 

where E[~] denotes the kernel of~. Taking Galois cohomology yields the 
long exact sequence 

0-+ E(K) [~] -+ E(K) ! E'(K) 
o 
-+ Hl(GK/K , E[~]) -+ Hl(GK/K , E) -+ Hl(GK/K , E') -+; 

and from this we form the fundamental short exact sequence 

o -+ E'(K)/~(E(K» ~ Hl(GK/K , E[~]) -+ Hl(GK/K , E)[~] -+ O. (*) 

Note that (3.6) says that the last term in (*) may be identified with the ~­
torsion in the Weil-Chatelet group WC(E/K). 

The next step is to replace the second and third terms of (*) with certain 
finite groups. This is accomplished by local considerations. For each v E MK , 

we fix an extension of v to K, which serves to fix an embedding K c Kv 
and a decomposition group Gv c GK/K • Now Gv acts on E(Kv) and E'(Kv); 
and so repeating the above argument yields exact sequences 
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0--+ E'(Kv)/r/J(E(Kv)) ~ Hl(Gv> E[r/JJ) --+ Hl(Gv, E)[r/JJ --+ O. (*v) 

Now the natural inclusions Gv c Gi./K and E(K) c E(Kv) give restriction 
maps on cohomology, and so we end up with the following commutative 
diagram (where we have replaced each Hl(G, E) by the corresponding Weil­
Chatelet group): 

Ii 
0--+ E'(K)/r/J(E(K)) --+ Hl(Gi./K' E[r/JJ) --+ WC(E/K) [r/JJ --+ 0 

! ! ! (**) 

0--+ TI E'(Kv)/r/J(E(KJ)~ TI H 1(Gv,E[r/JJ)--+ TI WC(E/Kv)[r/JJ--+O. 
veMK veMK veMK 

Our ultimate goal is to compute the image of E'(K)/r/J(E(K)) in 
Hl(Gi./K' E[r/JJ); or equivalently, the kernel of the map 

Hl(Gi./K' E[r/JJ) --+ WC(E/K)[r/JJ. 

Now using (3.3), this last problem is the same as determining whether certain 
homogeneous spaces possess a K-rational point, which may be a very difficult 
question. On the other hand, by the same reasoning, the determination of 
each local kernel 

is straightforward; since the question of whether a curve has a point over a 
complete local field Kv reduces (by Hensel's lemma) to checking whether it 
has a point in some finite ring Rj.Jt: (for some easily computable integer e), 
and so requires only a finite amount of computation. This prompts the 
following definitions. 

Definition. Let rP: ElK --+ E'IK be an isogeny as above. The rP-Selmer group of 
E/K is the subgroup of Hl(Gi./K' E[r/JJ) defined by 

S(</»(EIK) = ker{Hl(Gi./K' E[r/JJ) --+ Il WC(EIKv)}. 
veMK 

The Shafarevich-Tate group of E/K is the subgroup of WC(E/K) defined by 

ill(E/ K) = ker { WC(E/ K) --+ Jl WC(E/ Kv)}. 

Remark 4.1.1. Since the exact sequences (*v) given above depend on choosing 
an extension of each v E M K to K, it may appear that the groups S(</»(E/ K) and 
ill(E/K) will depend on that choice. However, in order to determine whether 
an element of WC(E/K) becomes trivial in WC(E/Kv), one must check 
whether the associated homogeneous space (which is a curve defined over K) 
has any points defined over Kv' This last question is clearly independent of 
any choice of extension of v to K, since v itself determines the embedding of K 
in Kv' Therefore S(</»(E/K) and ill(E/K) depend only on E and K. (Alterna-
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tively, one can check directly on cocycles that the cohomological definition of 
S(t/J) and ill does not depend on the extension of the v's to K. We will leave this 
for the reader. See also (exer. B.6).) 

Remark 4.1.2. A good way to think of ill(EIK) is as the group of homo­
geneous spaces for ElK which possess a Kv-rational point for every vEMK. 
I.e. The homogeneous spaces which are everywhere locally trivial. 

I 

Theorem 4.2. Let ¢J: ElK --+ E'IK be an isogeny of elliptic curves defined over 
K. 
(a) There is an exact sequence 

0--+ E'(K)/¢J(E(K)) --+ S(t/J)(EIK) --+ ill(EIK)[¢J] --+ O. 

(b) The Selmer group S(t/J)(EIK) is finite. 

PROOF. (a) This is immediate from the diagram (**) and the definition of the 
Selmer and Shafarevich-Tate groups. 
(b) Notice that if E = E' and ¢J = Em], then the finiteness of s(m)(EIK) implies 
the weak Mordell-Weil theorem. On the other hand, in order to prove that 
S(t/J)(EIK) is finite for a general map ¢J, we must essentially reprove the weak 
Mordell-Weil theorem. The argument goes as follows. 

Let ~ E S(t/J)(EI K), and let v E M K be a finite place of K not dividing 
m = deg(¢J) such that E'IK has good reduction at v. We claim that ~ is 
unramified at v. (See (VIII §2) for the definition of an unramified cocycle.) 

To check this, let Iv c Gv be the inertia group for v. Since ~ E S(t/J)(E/ K), we 
know that ~ is trivial in WC(E/Kv)' Hence from the sequence (*v) given 
above, there is a point P E E(Kv) such that 

for all (1 E Gv • 

(Note that pCT - PEE [¢J]).) In particular, this holds for all (1 in the inertia 
group. But if (1 E Iv> then looking at the "reduction modulo v" map E --+ Ev 
yields 

since by definition inertia acts trivially on Ev' Thus r - P is in the kernel of 
reduction modulo v. But p CT - P is also in E [¢J], which is contained in E [m]; 
and from (VIII. 1.4), E(K)[m] injects in Ev. Therefore p CT = P, and so 

~CT = {r - P} = 0 for all (1Elv ' 

This proves that every element in S(t/J)(E/K) is unramified at all but a fixed, 
finite set of places v E MK. The finiteness of S(t/J)(E/K) now follows from the 
next lemma. D 

Lemma 4.3. Let M be a finite (abelian) GK/K-module, S c MK a finite set of 
places, and define 
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HI (GK/K, M; S) = gEHI(GK/K, M): ~ is unramified outside S}. 

Then HI (GK/K , M; S) is finite. 

PROOF. Since M is finite and GK/K acts continuously on M, there is a sub­
group of finite index in GK/K which fixes every element of M. Using the 
inflation-restriction sequence (B.2.4), we see that it is alright to replace K by a 
finite extension, so we may assume that the action of GK/K on M is trivial. 
Then 

HI (GK/K, M; S) = Hom(GK/K, M; S). 

Now let m be the exponent of M (i.e. mx = 0 for all xEM); and let L/K be 
the maximal abelian extension of K having exponent m which is unramified 
outside of S. Since M has exponent m, the natural map 

Hom(GL /K, M) -+ Hom(GK/K, M; S) 

is clearly an isomorphism. But from (VIII. 1.6), LjK is a finite extension. 
Therefore Hom(GK/K, M; S) is finite. 0 

We record as a corollary the main fact about the Selmer group derived 
during the course of proving (4.2). (Note that by (VII.7.2), isogenous elliptic 
curves have the same set of primes of bad reduction.) 

Corollary 4.4. Let l/J: EjK -+ E'jK be as in (4.2), and let S c MK be a finite set 
of places containing 

Me: u {v: E has bad reduction at v} u {v: v divides deg(l/J)}. 

Then 

Remark 4.5. At least in theory, and often in practice, the Selmer group is 
effectively computable. The point is that the finite group HI (GK/K , E[l/J]; S) 
may be effectively computed. Then to determine whether a given element 
~EHI(GK/K' E[l/J]; S) is in S(r/I)(EjK), one takes the corresponding homoge­
neous space {CjK} E WC(EjK) and checks whether C(Kv) # 0 for each of 
the finitely many v E S. This last problem may be reduced, by Hensel's lemma, 
to a finite amount of computation. 

Example 4.5.1. We reformulate the example of section 1 in these terms 
(leaving some details to the reader). Thus let EjK be an elliptic curve with 
E[m] c E(K), let S c MK be the usual set of places, and let K(S, m) be as in 
(1.1 c). Choosing a basis for E em], we may identify E em] with JIm X JIm (as 
GK/K-modules); and then 

HI(GK1K , E[l/J]; S) ~ K(S, m) x K(S, m). 
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(I.e. Use the isomorphism K*/K*m -+ HI (GK/K , p,J.) Restricting atten­
tion now to the case m = 2, the homogeneous space associated to a pair 
(b l , b2) E K(S, m) x K(S, m) is the curve in p3 given by the equations (cf. (1.4» 

For any given pair (b l , b2), it is now an easy matter to check if C(Kv) '# 0 for 
each v E S, and so to calculate S(2)(E/K). For example, the conclusion of (1.5) 
may be summarized by stating that for the curve 

E:y2 = x2 - 12x2 - 20x, 

S(2)(E/O) ~ (Z/2Z)3 and ill(E/O)[2] = O. 

(fhe conclusion about ill follows from the exact sequence (4.2a), since in (1.5) 
we actually showed that every element of S(2)(E/O) is the image of a point of 
E(O).) 

Suppose now that we have computed the Selmer group S(tP)(E/K) for some 
isogeny tP. Thus each e ES(tP)(E/K) corresponds to a homogeneous space C;;/K 
which has a point defined over every local field Kv' Suppose further that we 
are lucky and can show that ill(E/K)[tPJ = O. This means that on each of the 
curves C~ we are able to find a K-rational point. It follows from (4.2a) that 
E'(K)/tP(E(K» ~ S(tP)(E/K), and all that remains is to explain how to find 
generators for E'(K)/tP(E(K» in terms of the points we found on each C;;(K). 
This is accomplished by the following proposition. 

Proposition 4.6. Let tP: E/K -+ E'/K be an isogeny, let e be a cocycle represent­
ing an element of HI (GK/K , E[tPJ), and let C/K be a homogeneous space repre­
senting the image of e in WC(E/K). Choose an isomorphism 0: C -+ E (defined 
over K) satisfying 

0" 0 0- 1 = (translation bye,,) for all U E GK/K • 

(a) The map tP 0 0 : C -+ E' is defined over K. 
(b) If P E C(K), and so {C/ K} is trivial in W C(E/ K), then the point 
tPo O(P)EE'(K) maps to e under the connecting homomorphism lJ: E'(K)-+ 
HI (GK/K , E [tP]). 

PROOF. (a) Let uEGK/K and PEC. Then, since tP is defined over K and 
e"EE[tP], we have 

(tP 0 O(P»" = (tP 0 fJ")(P") = tP(O(P") + e,,) = tP 0 O(P"). 

Therefore tP 0 (J is defined over K. 
(b) This is just a matter of unwinding definitions. Thus 

lJ(tP 0 O(P»" = O(P)" - O(P) = O(P") + e" - O(P) = ea. 0 

Remark 4.7. We have been working with arbitrary isogenies tP: E -+ E'. But in 
order to compute the Mordell-Weil group of E', we need generators for 
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E'(K)jmE'(K) for some integer m; just knowing E'(K)I¢J(E(K)) is not enough. 
The solution to this dilemma is to consider also the dual isogeny ~ : E' -t E. 
Using the procedure outlined above, one computes both Selmer groups 
S(rP)(E/K) and S(~)(E'/K); and then, with a little bit of luck, one finds 
generators for the two groups E'(K)/r/J(E(K)) and E(K)/~(E'(K)). Having 
done this, it is then a simple matter to obtain generators for E(K)/mE(K) 
(where m = deg r/J) by using the following elementary exact sequence (note 
~o r/J = [mJ): 

E'(K) [~J E'(K) ~ E(K) E(K) o -t -t -t ---t A -t O. 
r/J(E(K) [mJ) r/J(E(K)) mE(K) r/J(E'(K)) 

Example 4.8. Two-isogenies. We are going to illustrate the above theory by 
completely analyzing the case of isogenies of degree 2. Let r/J : E -t E' have 
degree 2. Then the kernel E [r/JJ = {O, T} is defined over K, so TE E(K). Thus 
E has a K-rational 2-torsion point, so by moving that point to (0, 0), we can 
find a Weierstrass equation for E/ K of the form 

E : y2 = x3 + ax2 + bx. 

Now let S c MK be the usual set of places. Identifying E [r/JJ with J12 (as 
GK/K-modules), we see that K*/K*2 ~ Hl(GK/K, E[r/JJ); and so 

Hl(GK/K, E[r/JJ; S) ~ K(S, 2) 

(using the notation of (1.lc) and (4.3).) More precisely, if dE K(S, 2), then 
tracing through the above identifications shows that the corresponding 
cocycle is 

{o if Jct = via 
(J-t <1 

T ifJd = -Jd. 
The homogeneous space Cd/K associated to this cocycle was computed in 
(3.7); it is given by the equation 

Cd: dw2 = d2 - 2adz2 + (a2 - 4b)Z4. 

Now in order to compute the Selmer group S(rP)(E/K), we need merely check if 
CAKv) i= 0 for each of the finitely many dEK(S, 2) and VES. 

Next, E' / K has a Weierstrass equation of the form 

E' : y2 = X 3 - 2aX2 + (a2 - 4b)X, 

where the isogeny r/J : E -t E' is given by the formula (I1I.4.S) 

r/J(x, y) = (y2 /x2, y(b - X2)/X2). 

In (3.7) we gave an isomorphism () : Cd -t E (defined over K(vIa)). Comput­
ing the composition r/J 0 () yields the map 

r/J 0 (): Cd -t E' r/J 0 ()(z, w) = (d/z2, dw/z 3 ) 

described in (4.6). Finally, just as was done in (1.4) (see also exer. 10.1), one 
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can compute the connecting homorphism 

<5: E'(K) -+ H 1(GK/K , E[~J) ~K*IK*2 

<5(0) = 1, <5(0,0) = a2 - 4b, and <5(X, Y) = X if X =I 0, 00. 

We summarize the preceding discussion in the following proposition. 

Proposition 4.9. (Descent via Two-Isogeny.) Let ElK and E'IK be elliptic 
curves given by equations 

E : y2 = x3 + ax2 + bx and E': y2 = X 3 - 2aX2 + (a2 - 4b)X; 

and let 

be the isogeny of degree 2 with kernel E[~J = {O, (0, O)}. Let 

S = M'R u {primes dividing 2b(a2 - 4b)}. 

There is an exact sequence 

0-+ E'(K)N(E(K»! K(S, 2) -+ WC(EIK) [~J 
0-+1 

(0, 0) -+ a2 - 4b 

(X, Y) -+ X 

where CdlK is the homogeneous space for ElK given by the equation 

Cd: dw2 = d2 - 2adz2 + (a2 - 4b)Z4. 

The ~-Selmer group is then 

S<t/J)(EIK) ~ {dEK(S, 2): Cd(Kv) =I 0 for all VES}. 

Finally, the map 

has the property that if P E CAK), then 

<5(I/I(P» == d (mod K*2). 

Remark 4.9.1. Note that since the isogenous curve E' in (4.9) has the same 
form as E, everything in (4.9) applies also to the dual isogeny ~: E' -+ E. 
Then, using the exact sequence in (4.7), we may be able to compute 
E(K)/2E(K). 

Remark 4.9.2. If ElK is an elliptic which has a K-rational 2-torsion point, 
then E also has an isogeny of degree 2 defined over K (111.4.5). Thus the 
procedure described in (4.8) may be applied to any elliptic curve with 
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E(K)[2] =f. O. In particular, (4.9) in some sense subsumes (1.4), where we had 
assumed that E [2] c E(K). 

Example 4.10. We now use (4.9) to compute E(0)/2E(0) for the elliptic curve 

E:y2 = x3 - 6x2 + 17x. 

This equation has discriminant A = -147968 = -29 172, so our set S is 
{oo,2,17}, and we may identify 0(S,2) with {±1, ±2, ±17, ±34}. The 
curve which is 2-isogenous to E has the equation 

E' : y2 = X 3 + 12X2 - 32X; 

and for de O(S, 2), the corresponding homogeneous space is 

Cd: dw2 = d2 + 12dz2 - 32z4. 

From (4.9), the point (0, O)eE'(O) maps to 15(0,0) = -32 == -2 (mod 0*2), 
so -2eS<,p)(E/0). We now check the other possible values for d. 

Dividing by 2 and letting z = Z/2 gives the equation 

C2 : w2 = 2 + 3Z2 - Z\ 

which by inspection has the rational point (Z, w) = (1, 2). Then using (4.9), 
the point (z, w) = (t, 2) e C2(0) maps to I/I(t, 2) = (8, 32) e E'(O); and as pre­
dicted by the theory, 15(8, 32) = 8 == 2 (mod 0*2). 

I d = 17 I 

Suppose that C1 7(0 d =f. 0. Since ord17(17w2) is odd and ord17(32z4) is 
even, we see that necessarily z, we 7L 17 • But then the equation for C17 implies 
first that z == 0 (mod 17), then that w == 0 (mod 17), and finally that 172 == 
o (mod 173). This contradiction shows that C17(017) = 0, so 17 ¢ S<,p)(E/O). 

We now know that 

1, - 2, 2 e S<,p)(E/O) and 17 ¢ S<,p)(E/O). 

Since S<,p)(E/O) is a subgroup of O(S, 2), it follows that S<,p)(E/O) = {± 1, ± 2}. 
We have also shown that E'(O) surjects onto S<I/J)(E/O), and so from (4.2a), 
ill(E/O)[(6] = O. 

We now repeat the above computation with the roles of E and E' reversed. 
Thus for de O(S, 2), we look at the homogeneous space 

C~: dw2 = d2 - 24dz2 + 272z4. 

As above, the point (0, 0) e E(O) maps to 15(0, 0) = 272 == 17 (mod 0*2). Next, 
if d < 0, then clearly C,j(IR) = 0, so d ¢ S<h(E' /0). Finally, for d = 2, if we let 
z = Z/2, then C; has the equation 



304 X. Computing the Mordell-Wei! Group 

C;: 2w2 = 4 - 12Z2 + 17Z4. 

ButifC;(02) "# 0, then necessarily Z, WE1'2; and then from the equation for 
C; we deduce successively Z == 0 (mod 2), W == 0 (m~d 2), 4 == 0 (mod 23). 

Therefore C;(02) = 0, and so 2¢S(~)(E'/0). Hence S(q\)(E'/O) = {1, 17} and 
ill(E'/O)[~] = o. 

To recapitulate, we now know that 

E'(O)/q$(E(O)) ~ (1'/21')2 and E(O)/~(E'(O)) ~ 1'/2Z, 

the former being generated by {(O, 0), (8, 32)} and the latter by {(O, O)}. The 
exact sequence (4.7) then yields 

E(0)/2E(0) ~ (1'/21')2 ~ E'(0)/2E'(0); 

and so 

E(O) ~ E'(O) ~ l' x 1'/21'. 

Remark 4.11. In all of the examples up to this point, we have been lucky in 
the sense that for every locally trivial homogeneous space that has appeared, 
we have been able to find (by inspection) a global rational point. Another 
way to say this is that we have yet to see a non-trivial element in the 
Shafarevich-Tate group. The first examples of such spaces are due to Lind 
[Lin] and (independently, but shortly later) Reichardt [Rei], who proved 
that the curve 

2w2 = 1 - 17z4 

has no O-rational point. (One easily checks that it has a point defined over 
every Or) We will prove a more general result below (6.5). Shortly thereafter, 
Selmer [Sel 1] made an extensive study of the curves ax3 + by 3 + cz3 = 0, 
which are homogeneous spaces for the elliptic curves x3 + y3 + dz3 = O. He 
gave many examples of locally trivial, globally non-trivial homogeneous 
spaces, of which the simplest is 

3x3 + 4y3 + 5z3 = O. 

It is a difficult problem, in general, to divide the Selmer group into the 
piece coming from rational points on the elliptic curve and the piece giving 
non-trivial elements in the Shafarevich-Tate group. At present, there is no 
algorithm known which is guaranteed to solve this problem. The procedure 
which we now describe will often work in practice, although it tends to lead 
to fairly elaborate computations in algebraic number fields. 

Recall that for each integer m ?: 2 there is an exact sequence (4.2a) 

E(K)! s(m)(E/K) -4 ill(E/K)[m] -40; 

and the finite group s(m)(E/K) is effectively computable, at least in theory 
(4.5). If we knew some way of computing ill (E/K) [m], then we would be able 
to find generators for E(K)/mE(K), and thence for E(K). Unfortunately, a 
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general procedure for computing ill(E/K)[m] is still being sought. However, 
for each integer n ;;:: 1 we can fit together the above exact sequences to form a 
commutative diagram 

E(K) --+ s<mn)(E/K) --+ ill(E/K) [mft] --+ 0 

! id ! ! mult. by mft - 1 

E(K) --+ s<m)(E/K) --+ ill (E/K) Em] --+ O. 

Now at least in principle, the middle column of this diagram is effectively 
computable. This allows us to make the following refinement to the exact 
sequence in (4.2a). 

Proposition 4.12. Let E/K be an elliptic curve. For integers m ;;:: 2 and n ;;:: 1, 
let s<m.ft)(E/K) be the image of s<mn)(E/K) in s<m)(E/K). Then there is an exact 
sequence. 

0--+ E(K)/mE(K) --+ s<m.n)(E/K) --+ mn- 1 ill (E/K) [m ft] --+ O. 

PROOF. Immediate from the commutative diagram given above. 0 

Now to find generators for E(K), one can apply the following procedure. 
Compute successively the relative Selmer groups 

s<m)(E/K) = s<m.l)(E/K) ::J s<m.2)(E/K) ::J s<m.3)(E/K) ::J ••. 

and the rational-point groups 

Tc.m.llE/K) c Tc.m.2)(E/K) c Tc.m.3)(E/K) C"', 

where Tc.m.r)(E/K) is the subgroup of s<m)(E/K) generated by all points 
P E E(K) with height hAP) ~ r. Eventually, with sufficient perserverence, one 
hopes to arrive at an equality 

s<m.ft)(E/K) = Tc.m.r)(E/K). 

Once this occurs, then one knows that mft-lill(E/K) [m ft] = 0, and that the 
points with height hAP) ~ r generate E(K)/mE(K). The problem is that, as 
far as is known, there is nothing to prevent ill(E/K) from containing an 
element which is infinitely m-divisible; that is, a ~ E ill (E/K), ~ #- 0, such that 
for every n ;;:: 1 there is a ~ft E ill (E/K) such that ~ = mft~ft. If such an element 
were to exist, then the above procedure would never terminate! However, 
opposed to such a gloomy scenario is the following optimistic conjecture. 

Conjecture 4.13. Let E/K be an elliptic curve. Then ill(E/K) is finite. 

This conjecture is not known to be true for a single elliptic curve! Note that 
the successful carrying out of the procedure described above will only show 
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that the m-primary component of ill is finite; this has of course been done in 
many cases. (For example, we showed that for the elliptic curve in (4.10), 
ill(E/O) has trivial2-primary component.) 

We close by quoting the following beautiful result of Cassels, which says 
something quite interesting about the order of this group which is not yet 
known to be finite. 

Theorem 4.14 ([Ca 3], [Ta 2]). Let E/K be an elliptic curve. There exists an 
alternating, bilinear pairing 

r: ill(E/K) x ill(E/K) -+ O/Z 

whose kernel is precisely the group of divisible elements of ill. (I.e. If qIX, p) = 0 
for all p E ill, then there exist arbitrarily large integers N and elements IXN E ill 
such that IX = NIXN.) 

In particular, if ill(E/K) is finite (or, more generally, if any p-primary 
component of ill(E/K) is finite), then its order is a perfect square. (See exer. 
10.20.) 

§5. Twisting-Elliptic Curves 

Again we let K be an arbitrary (perfect) field, and let E/K be an elliptic curve. 
As we have seen (2.2), if we consider E merely as a curve and ignore the 
basepoint 0, then the twists of E/K correspond to the elements of the 
(pointed) cohomology set Hl(GK/K , Isom(E)). Now Isom(E) has two obvious 
subgroups, namely Aut(E) and E, where we identify E with the set of trans­
lations {'t"p} in Isom(E). Notice also that Aut(E) naturally acts on E. The next 
proposition describes Isom(E). 

Proposition 5.1. The map 

E x Aut(E) -+ Isom(E) 

(P, IX) -+ 't"p 0 IX 

is' bijection of sets. It identifies Isom(E) with the product of E and Aut(E) 
twisted by the natural action of Aut(E) on E. [I.e. Isom(E) is the set 
E x Aut(E) with the group law 

(P, IX)·(Q, P) = (P + IXQ, IX 0 P).] 

PROOF. Let t/J E Isom(E). Then 't" -1M) 0 t/J E Aut(E), so writing 

t/J = 't",;(0) 0 (1"-';(0) 0 t/J) 

shows that the map is surjective. On the other hand, if 't"p 0 IX = 't"Q 0 p, than 
evaluating at 0 gives P = Q, and then also IX = p. This proves injectivity. 
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Finally, the twisted nature of the group law follows from the calculation 

!pOrl..O!Q0!3 = !pO!aQ0rl..o!3. 
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We have already made an extensive study of those twists of ElK arising 
from translations, namely the group Hl (GK/K , E) ~ WC(EIK) studied in sec­
tions 3 and 4. We now look at the twists of ElK coming from isomorphisms 
of E as an elliptic curve; that is, isomorphisms of the pair (E,O). In other 
words, we consider the twists of ElK corresponding to elements of 
Hl(GK/K , Aut(E)). We start with a general proposition, and then (for 
char(K) =I 2, 3) derive explicit equations. 

Remark 5.2. In the literature, the phrase "let C be a twist of E" often means 
that C corresponds to an element of Hl(GK/K , Aut(E)). More properly, such a 
C should be called a twist of the pair (E, 0), since the group of isomorphisms 
of (E, 0) with itself is precisely Aut(E). However, one can generally resolve 
any ambiguity from context without too much trouble. 

Proposition 5.3. Let ElK be an elliptic curve. 
(a) The natural inclusion Aut(E) c Isom(E) induces an inclusion 

Hl(GK/K , Aut(E)) c Hl(GK/K , Isom(E)). 

Identifying the latter set with Twist(EIK) by (2.2), we will denote the former by 
Twist((E,O)/K). 
(b) Let C/K E Twist((E, O)IK). Then C(K) =I 0, and so C/K can be given the 
structure of an elliptic curve over K. [N.B. C is not generally K-isomorphic to 
E. Contrast with (3.3).J 
(c) Conversely, if E'IK is an elliptic curve which is isomorphic to E over K, then 
E'IK represents an element of Twist((E, O)IK). 

PROOF. (a) Let i: Aut(E) ~ Isom(E) be the natural inclusion. From (5.1), there 
is a homomorphism j : Isom(E) ~ Aut(E) such that j ° i = 1. It follows that 
the induced map 

is one-to-one. 
(b) Let r/J : C ~ E be an isomorphism defined over K such that the cocyc1e 

(J ~ r/J" ° r/J-l 
represents the element of Hl(GK/K , Aut(E)) corresponding to C/K. Then 
r/J" ° rl(O) = 0, so 

rl(O) = rl(O)" for all (JE GK/K • 

Hence r1(0)E C(K), so (C, rl(O)) is an elliptic curve defined over K. 
(c) Let r/J: E' ~ E be an isomorphism of elliptic curves defined over 1(. In 
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particular, ,p(0') = 0, where 0 e E(K) and 0' e E'(K) are the respective zero 
points of E and E'. Then for any ue GK/K , 

,p" 0 rl(O) = ,p"(0') = ,p(0')" = 0" = O. 

Thus ,p" 0 r l eAut(E), so the cocycle corresponding to E'/K lies in 
HI (GK/K , Aut(E» as desired. 0 

If the characteristic of K is not 2 or 3, then the elements of Twist«E, O)/K) 
can be described quite explicitly. 

Proposition 5.4. Assume that char(K) # 2, 3, and let 

1
2 if j(E) # 0,1728 

n = 4 if j(E) = 1728 

6 if j(E) = O. 

Then Twist«E, O)/K) is canonically isomorphic to K*/K*n. 
More precisely, choose a Weierstrass equation 

E : y2 = x3 + Ax + B 

for ElK, and let DeK*. Then the elliptic curve EDe Twist«E, O)/K) corre­
sponding to D (mod K*n) has the Weierstrass equation 

(i) ED:y2=x3 +D2Ax+D3B ifj(E) #0, 1728; 
(ii) ED: y2 = x3 + DAx if j(E) = 1728 (so B = 0); 

(iii) ED: y2 = x3 + DB if j(E) = 0 (so A = 0). 

Corollary 5.4.1. Define an equivalence """ on the set K x K* by 

(j, D) """ (j', D') if j = j' and D/D' e(K*)n<.i}, 

where n(j) = 2 (resp. 4, resp. 6) if j # 0, 1728 (resp. j = 1728, resp. j = 0). Then 
the K-isomorphism classes of elliptic curves E/K are in one-to-one corre­
spondence with elements of the quotient 

K x K*/""". 

PROOF. From (111.10.2), we have an isomorphism 

Aut(E) ~ Pn 

of GK/K-modules. It follows from (B.2.5c) that 

Twist«E, O)/K) = HI(GK/K , Aut(E» ~ HI (GK/K , Pn) ~ K*/K*n. 

The calculation of an equation for the twist ED is straightforward. The case 
j(E) # 0, 1728 was already done in (2.4). We will do j(E) = 1728 here, and 
leave j(E) = 0 for the reader. 

Thus let De K*, choose a fourth root () e K of D, and define a cocycle 

~ : GK1K --+ P4 
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We also fix an isomorphism 

[ ]: J14 ~ Aut(E) [(] (x, y) = ((2X, (y). 

Then ED corresponds to the cocycle (J ~ [e,,] in H1(GK/K , Aut(E)). 
Now the action of GK/K on the twisted field K(E)~ is given by 

x" = e;x y" = e"y. 

The subfield fixed by GK/K thus contains the functions 

X = <5- 2x and Y = <5- 1y, 

and these functions satisfy the equation 

y2 = DX3 + AX. 
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This gives the desired equation for the twist EvjK, and the substitution 
(X, Y) = (D- 1 X', D- 1 yl) puts it into the required form. 

The corollary follows by combining the proposition and (5.3c) with 
(III.1.4bc), which says that up to K-isomorphism, the elliptic curves EjK are 
in one-to-one correspondence with their j-invariants j(E) E K. D 

§6. The Curve y2 = X 3 + DX 

Many of the deepest theorems and conjectures in the arithmetic theory of 
elliptic curves have had as their testing grounds one of the families of curves 
given in (5.4i, ii, iii). To illustrate the theory that we have developed, let us see 
what we can say about the family of elliptic curves EjQ with j-invariant 
j(E) = 1728. 

One such curve is given by the equation 

y2 = x3 + x; 

and then from (5.3) and (5.4) we see that every such curve has an equation 

E : y2 = x3 + Dx, 

where D ranges over representatives for the cosets in Q* jQ*4. Thus if we 
specify that D be a fourth-power-free integer, then it is uniquely determined 
by E. Notice that the equation for E has discriminant ~(E) = - 64D 3, so E 
has good reduction at all primes not dividing 2D. 

Let p be a prime not dividing 2D, and consider the reduced curve E over 
the finite field IFp. From (VA. 1), E is supersingular if and only if the coefficient 
of Xp-l in (x 3 + DX)(P-l)/2 is zero. In particular, if p == 3 (mod 4), then EjlFp is 
supersingular; and so from (exer. 5.10) we conclude that 

for all p == 3 (mod 4). 

(See exer. 10.17 for an elementary derivation of this result.) 
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Next we recall (VII.3.5) that if p =F 2 and E has good reduction at p, then 
Etors(O) injects into the reduction E(lFp).1t follows from above that #Etors(O) 
divides p + 1 for all but finitely many primes p == 3 (mod 4); hence # Etors(O) 
divides 4. Since (0, 0) E E(O) [2], the only possibilities for Etors(O) are Z/2Z, 
(Z/2Z)2, and Z/4Z. 

Now E [2] c E(O) if and only if the polynomial x3 + Dx factors com­
pletely over 0, so if and only if - D is a perfect square. Similarly, E(O) will 
have a point of order 4 if and only if (0, 0) E 2E(0). The duplication formula 
for E reads 

x(2P) = (x2 - D)2/(4x3 + 4Dx), 

so we see that 

(0,0) = [2] (Dl/2, (4D3)1/4). 

Hence assuming that D is a fourth-power-free integer, we conclude that 
(0, 0)E2E(0) if and only if D = 4; in which case (0, 0) = [2](2, ±4). 

Next, since E(O) contains a 2-torsion point, we may use (4.9) to try to 
calculate E(0)/2E(0). E is isogenous to the curve 

E' : y2 = X 3 - 4DX 

via the isogeny 

¢J:E-+E' 

The set S c Mo consists of 00 and the primes dividing 2D; and for each 
dE O(S, 2), the corresponding homogeneous space Cd/O E WC(E/O) is given 
by the equation 

Cd: dw2 = d2 - 4Dz4. 

Similarly, working with the dual isogeny ~: E' -+ E leads to the homoge­
neous spaces C~/O E WC(E'/O) with equations 

C~:dW2 = d2 + DZ4. 

(Actually (4.9) leads to the equation dW2 = d2 + 16DZ4, but we are free to 
replace Z by Z/2.) 

Let v(2D) be the number of distinct primes dividing 2D. Since O(S, 2) is 
generated by -1 and the primes dividing 2D, we have the estimate 

dim2 E(0)/2E(0) ~ 2 + 2v(2D) - dim2 E'(O)[~] + dim2 ¢J(E(O) [2]). 

Now clearly E'(O)[~] ~ Z/2Z. Next, to deal with the other two terms, we 
consider two cases. 

(1) E(0)[2] ~ Z/2Z. 
Then ¢J(E(O) [2]) ~ 0 and dim2 E(0)/2E(0) = rank E(O) + 1. 

(2) E(0)[2] ~ Z/2Z x Z/2Z. 
Then ¢J(E(O) [2]) ~ Z/2Z and dim2 E(0)/2E(0) = rank E(O) + 2. 
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Substituting these values into the above inequality yields in both cases the 
estimate 

rank E(4)) ::( 2v(2D). 

Notice that we have not yet checked any of the homogeneous spaces Cd or 
C~ for local triviality. But by inspection, if d ::( 0, then either CAIR) = 0 or 
C~(IR) = 0. Thus our estimate may be cut by 1, giving the slight improve­
ment 

rank E(4)) ::( 2v(2D) - 1. 

We summarize the preceding discussion in the following proposition. 

Proposition 6.1. For each fourth-power-free integer D, let ED/4) be the elliptic 
curve 

{
71/471 if D = 4 

(a) ED,tors(4)) ~ 71/271 x 71/271 if -D is a perfect square 

71/271 otherwise. 

(b) rank ED (4)) ::( 2v(2D) - 1. 

Let us now restrict attention to the special case that D = p is an odd prime. 
Then the following proposition gives a complete description of the resulting 
Selmer groups and deduces corresponding upper bounds for the rank of E(4)) 
and the dimension of ill (E/4)) [2]. 

Proposition 6.2. For each odd prime p, let Ep/4) be the elliptic curve 

Ep:Yz = x 3 + px, 

and let rjJ : Ep -+ E~ be the isogeny of degree 2 with kernel Ep[rjJ] = {O, (0, O)}. 

(a) 

(b) 

Ep,tors(4)) ~ 71/271. 

S(h(E~/4)) ~ 71/271. 

{ 
71/271 if P == 7, 11 (mod 16) 

S(tP)(Ep/4)) ~ (71/271)Z if P == 3,5, 13, 15 (mod 16) 

(71/271)3 if p == 1,9 (mod 16). 

1 
0 if P == 7, 11 (mod 16) 

(c) rank Ep(4)) + dimz ill(E/4))[2] = 1 if P == 3, 5, 13, 15 (mod 16) 

2 if p == 1, 9 (mod 16). 

PROOF. To ease notation, we let E = Ep and E' = E~. 
(a) This was proven above (6.1a). 
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(b) As usual, we take representatives {± 1, ± 2, ± p, ± 2p} for the cosets in 
O(S, 2). From (4.7), the images of the 2-torsion points in the Selmer groups 
are given by 

-PES<I/»(E/O) and PES<?)(E'/O). 

Further, if d < 0, then by inspection Ca(lR) = 0, so d¢S<?)(E'/O). 
Next we consider the homogeneous space 

Cz : 2Wz = 4 + pZ4. 

If (Z, W) E Cz(Oz), then necessarily Z, WE 1:2; and then we conclude that 
Z == 0 (mod 2), so W == 0 (mod 2), so 0 == 4 (mod 8). Therefore CZ(02) = 0, 
and hence 2rtS(?)(E'/0). We now know that 

p E S<?>(E' /0) -1, ± 2, - p, - 2p ¢ S<?)(E' /0), 

from which it follows that S<?)(E'/O) = {I, p} ~ 1:/21:. 
It remains to calculate S<I/»(E/O); and from the form the answer takes, it is 

clear that there will be many cases to consider. The best approach is to 
consider the various dE O(S, 2), and check for which primes the homoge­
neous space Cd is locally trivial. Note that from (4.9), d will be in S<tP)(E/O) if 
and only if CAOp) t= 0 and Cd(Oz) t= 0. (I.e. It suffices to check whether Cd 
is locally trivial at the primes p and 2.) We will make frequent use of Hensel's 
lemma (exer. 10.12), which gives a criterion for when a solution of an equa­
tion modulo qn lifts to a solution in Oq. 

I d = -1 1 

(i) If (z, W)EC_ 1(Op), then necessarily z, WEZp, and so w2 == -1 (modp). 
Conversely, by (exer. 10.12), any solution to w2 == -1 (mod p) will lift to a 
point in C 1 (Op)' Therefore 

C- 1(Op) =1= 0 <::> P == 1 (mod 4). 

(ii) From (i), we may assume that p == 1 (mod 4). If p == 1 (mod 8), we let 
(z, w) = (Z/4, 1178). Then our equation becomes W Z + 64 = pZ4, and the 
solution (Z, W) = (1, 1) to the congruence 

W2 + 64 == pZ4 (mod 8) 

lifts to a point in C- 1 (Oz)' Similarly, if p == 5 (mod 8), then we let (z, w) = 
(Z/2, W/2); and again we have a solution (Z, W) = (1, 1) to a congrunce 

W Z + 4 == pZ4 (mod 8) 

which lifts to a point in C 1 (02), This proves that if p == 1 (mod 4), then 
Cl(O) =1= 0· 
Combining the results of (i) and (ii) yields 

-1 E S<tP)(E/O) ~ p == 1 (mod 4). 

I d= -21 
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(i) If (z, W) E C- 2 (aJ p ), then z, WE 7l. p and w 2 == - 2 (mod p). Conversely, a 
solution to w2 == - 2 (mod p) lifts to a point of C 2 (aJ p)' Therefore 

C 2 (aJ p ) =f. 0 <=> P == 1,3 (mod 8). 

(ii) If (z, W)EC2(aJ 2), then z, wE71.2 and W == 0 (mod 2). Letting (z, w) = 
(Z,2W), we must check if there are any solution Z, WE 7l.2 to the 
equation 

2W2 + 1 = pZ4. 

From (i), it suffices to consider those primes p == 1, 3 (mod 8). Now the 
congruence 2W2 + 1 == pZ4 (mod 16) has no solutions if p == 11 (mod 16), 
so 

p == 11 (mod 16) ::::> C 2(aJ 2) = 0. 
On the other hand, in order to use (exer. 10.12), we must find solutions 
modulo 25 = 32 if we want to lift them to points in C 2 (aJ 2). The follow­
ing table gives solutions (Z, W) to the congruence 

2W2 + 1 = pZ4 (mod 32) 

for each of the remaining values of p (mod 32). 

p (mod 32) 3 9 17 

(Z, W) (0, 1) (3, 11) (1,2) (3,0) 

Combining (i) and (ii), we have proven that 

- 2 E S(rP)(E/aJ) <=> p == 1, 3, 9 (mod 16). 

19 25 

(1, 3) (3,2) 

This is entirely similar to the case d = - 2 just completed. A point 
(z, w) E C2 (aJ p) will have z, WE 7l. p and w 2 == 2 (mod p), and any such solution 
will lift, so 

C2 (aJ p) =f. 0 <=> P == 1, 7 (mod 8). 

Now if p == 1 (mod 8), then from above -1, - 2 E S(rPl(E/aJ), so certainly 
2 E S(rP)(E/aJ). It remains to consider the case p == 7 (mod 8). 

A point (z, W)EC2 (aJ 2) will have (z, w) = (Z, 2W) with Z, WE71. 2 and 

2W2 = 1 - pZ4. 

There are no solutions modulo 16 if p == 7 (mod 16). On the other hand, if 
p == 15 (mod 16), then the solutions 

2.32 == 1 - p' 14 (mod 32) if p == 15 (mod 32), 

2.1 2 == 1 - p'1 4 (mod 32) ifp == 31 (mod 32), 



314 x. Computing the MordeIl-Weil Group 

lift to points in C2(Q2). Putting all of this together, we have shown that 

2 E S(qI)(EjQ) <=> P == 1, 9, 15 (mod 16). 

We have now determined exactly which of -1, ±2 are in S(qI)(E/Q) in 
terms of the residue of p modulo 16. Since also - p E S(qI)(E/Q), it is now a 
simple matter to reconstruct the table for S(qI)(E/Q) given in (b). [In fact, one 
obtains even more information, namely a precise list of which elements of 
Q(S, 2) are in S(qI)(E/Q).] 
(c) We use (4.7) and (4.2a) to compute 

dim2 E'(Q) [J]/¢(E(Q) [2]) + dim2 E(Q)/2E(Q) 

= dim2 E'(Q)/¢(E(Q» + dim2 E(Q)jJ(E'(Q» 

= dim2 S(qI)(E/Q) - dim2 ID(E/Q)[¢] 

+ dim2 S(;)(E'/Q) - dim2 ID(E'/Q) [J]. 

From (a), we see that 

E'(Q) [J]/¢(E(Q) [2]) ~ Zj2Z and E(Q)/2E(Q) ~ (Z/2Z)1+rankE(O). 

Further, since E(Q)/JE'(Q) ~ S(;)(E'/Q) ~ Z/2Z from (b), the exact sequence 
(4.2a) implies that ID(E'/Q)[J] = O. Hence the exact sequence 

0--+ ID(E/Q) [¢] --+ ID(E/Q) [2] ! ID(E'/Q) [J] = 0 

gives 

dim2 ID(EjQ) [2] = dim2 ID(EjQ) [¢]; 

and combining this with the above results yields 

1 + (1 + rank E(Q» = dim2 S(qI)(E/Q) + dim2 S(;)(E'/Q) - dim2 ID(E/Q) [2]. 

Now (c) is immediate from the calculation of S(qI)(E/Q) and S(;)(E'/Q) given in 

~ 0 

Corollary 6.2.1. There are infinitely many elliptic curves EjQ with 

rank E(Q) = 0 and ID(EjQ) [2] = o. 

PROOF. From (6.2), the elliptic curves y2 = x3 + px with p == 7, 11 (mod 16) 
have this property. 0 

Remark 6.3. One of the consequences of (6.2) is that if p is a prime with p == 
5 (mod 8), then the elliptic curve 

Ep:y2 = x 3 + px 

has rank at most 1. Further, examining the proof of (6.2), it will have rank 1 if 
and only if the homogeneous space 
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C- 1 : W Z + 1 = 4pZ4 

has a Q-rational point; and if there is such a point, then we can find a point of 
infinite order in E(Q) by using the map (cf. 4.9) 

r; 0 t/I: C- 1 --+ E r; 0 t/I(z, w) = (wz/4zz, w(WZ + 2)/8z3). 

Taking the first few values for p, one does indeed find a point in C 1 (Q), and 
these give the points of infinite order in E(Q) listed in the following table. 

p 5 13 29 37 

(x, y) (1/4,9/8) (9/4,51/8) (25/4, 165/8) (22801/900,3540799/27000) 

Suppose that we knew, a priori, that the Shafarevich-Tate group ID(Ep/Q) 
were finite; or even that its 2-primary component were finite. Then the 
existence of the Cassels' pairing (4.14) would imply in particular that 
dimz ID(Ep/Q) [2] is even, and so that Ep(Q) has rank 1 for all primes p == 
5 (mod 8). (This would also follow from a conjecture of Selmer ([SeI2]) con­
cerning the difference in the number of "first and second descents". It is also a 
consequence of the conjectures of Birch and Swinnerton-Dyer (C.16.5). The 
fact that rank Ep(Q) = 1 has been verified numerically for all such primes less 
than 1000 ([Br-C]). To give the reader an idea of the magnitude of the 
solutions which can occur, we mention that for p = 877, the Mordell-Weil 
group of the elliptic curve 

i = x3 + 877x 

has as generators the points (0, 0) and (xo, Yo), where Xo = rZ/sz with 

r= 612,776,083,187,947,368,101 

and 

s = 7,884, 153,586,063,900,210. 

Similarly, if p == 3, 15 (mod 16) and the 2-primary component of ID(Ep/Q) 
is finite, then (6.2) and (4.14) again imply that Ep(Q) has rank 1. The fact that 
the rank is 1 in these cases may be verified numerically by searching for 
points in Cz(Q) and Cz(Q) respectively. (See, for example, the tables in 
[B-Sw 1].) 

Remark 6.4. If p == 7, 11 (mod 16), then (6.2c) says that Ep(Q) has order 2; 
while if p == 3, 5, 13, 15 (mod 16), then (6.2c) combined with the reasonable 
conjecture that ID(Ep/Q) [200] is finite tells us that Ep(Q) ~ 7L./27L. x 7L.. In the 
remaining case, namely p == 1 (mod 8), there appear to be two possibilities. 
First, Ep(Q) might have rank 2. This can certainly occur. For example, the 
curves 
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both have rank 2, independent points being given by 

(9/16,411/64), (36, 222) e E73(O) 

and 

(25/16,765/64), (4/9, 170/27)eE89(0). 

Second, Ep(O) might have rank 0, which would mean that m(Ep/O) [2] ~ 
(71./2lLl. (Note that rank Ep(O) = 1 is precluded if we assume that m is finite.) 
The following proposition gives a fairly general condition under which the 
second possibility holds. It also provides our first examples of homogeneous 
spaces which are everywhere locally trivial, but have no global rational 
points. 

Proposition 6.S. Let p == 1 (mod 8) be a prime for which 2 is not a quartic 
residue. 
(a) The curves 

have points defined over every completion of 0, but have no O-rational points. 
(b) The elliptic curve 

satisfies 

Remark 6.S.1. Any prime p == 1 (mod 8) can be written as p = A 2 + B2 with 
A, BE 7l. satisfying AB == 0 (mod 4). A theorem of Gauss, which we will prove 
below (6.6), says that 2 is then a quartic residue modulo p if and only if 
AB == 0 (mod 8). Thus for example, 2 is a quartic non-residue for the primes 

17=12+42 41=52 +42 97=92 +42 193=72 +122; 

and so these primes satisfy the conclusions of (6.5). 

PROOF. During the course of proving (6.2b), we showed that the Selmer group 
S(~)(Ep/O) c 0*/0*2 is given by {± 1, ±2, ±p, ±2p}. Further, -p is the 
image of the 2-torsion point (0, 0) e E~(O). Thus in order to show that 
m(Ep/O)[;] has order 4, it suffices to prove that the homogeneous spaces 
C-l> C2 , and C-2 have no O-rational points. These are the three curves listed 
in (a); and so once we prove that they have no O-rational points, all of (6.5) 
will follow from (6.2). The following proof is based on ideas of Lind and 
Mordell ([Lin], [Ca 7]. See also [Rei], [Mo 3], and [B-Sw 1].) 

Case I. 
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Suppose that (z, W)EC+ 2(O). Writing z and W in lowest terms, we see that 
they necessarily have the form (z, w) = (r/t, 2s/t2), where r, s, tEll. satisfy 

± 2S2 = t4 - pr4 and gcd(r, s, t) = 1. 

Let q be an odd prime dividing s. Then (Plq) = 1, so (ql p) = 1 by quadratic 
reciprocity. (Here (alb) is the Legendre symbol.) Since also (2Ip) = 1, we see 
that (sl p) = 1, so (s21 P)4 = 1. (I.e. S2 is a quartic residue modulo p.) Now the 
above equation implies that (±2Ip)4 = 1. But -1 is always a quartic residue 
for p == 1 (mod 8), while by assumption 2 is a quartic non-residue modulo p. 
This contradiction proves that C±2(O) = 0. 

Case II. 

C- 1 : _w2 = 1 - 4pZ4 

Writing (z, W)EC_ 1(O) in (almost) lowest terms as (z, w) = (r/2t, s/2t2), we 
have 

gcd(r, t) = 1. 

(We do not preclude the possibility that r is even.) Since p == 1 (mod 4), there 
are integers A == 1 (mod 2) and B == 0 (mod 2) such that 

p=A2+B2. 

It is then a simple matter to verify the identity 

(pr2 + 2Bt2f = p(Br2 + 2t2f + A 2s2, 

from which we obtain the factorization 

(pr2 + 2Bt2 + As)(pr2 + 2Bt2 - As) = p(Br2 + 2t2f. 

Now it is not difficult to check that gcd(pr2 + 2Bt2 + As, pr2 + 2Bt2 - As) 
is either a square or twice a square. (Up to a multiple of 2, it equals 
gcd(A, S)2.) Hence the above factorization implies that there are integers u 
and v satisfying 

pr2 + 2Bt2 ± As 

pr2 + 2Bt2 =+= As 

Br2 + 2t2 uv 2uv. 

Eliminating s from these equations, we obtain the two systems 

2pr2 + 4Bt2 = pu2 + v2 

and 

Br2 + 2t2 = uv; 

pr2 + 2Bt2 = pu2 + v2 

Br2 + 2t2 = 2uv. 
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Now the fact that p == 1 (mod 8) and 2 is a quartic non-residue modulo p 
means that B == 4 (mod 8). (This will be proven below (6.6).) Reducing our 
two systems of equations modulo 8, it is now a simple matter to verify that in 
both cases, any solution must satisfy r == t == 0 (mod 2). This contradicts our 
original assumption that gcd(r, t) = 1, and so completes the proof that 
C-1(O) = 0· 0 

We now prove the theorem of Gauss giving the quartic character of 2 
which was used above. The proof that we give is taken from [Mo 3]. 

Proposition 6.6. Let p be a prime, p == 1 (mod 8). Write p = A 2 + B2 as a sum 
of two squares. Then 

(2Ip)4 = (_1)AB/4. 

(I.e. 2 is a quartic residue modulo p if and only if AB == 0 (mod 8).) 

PROOF. Using the fact that A2 + B2 == 0 (mod p), we compute 

(A + B)(P-l)/2 == (2AB)(p-l)/4 (mod p) 

== 2(P- 11l4( _1)(P-l)/8 A(p-l)/2 (mod p). 

In terms of residue symbols, this becomes 

(A + Blp) = (-1)(P- 11l8(2Ip)4(Alp). 

By symmetry, we may assume that A is odd; and then the fact that p == 
1 (mod 4) implies that 

(Alp) = (piA) = (B2t)f) = 1. 

Hence 

(A + Blp) = (-1)(P- 11l8(2Ip)4. 

Finally, we observe that 

(A + Blp) = (pIA + B) = (21A + B)(2pIA + B) 

= (21A + B) = (_1)«A+B)2-11l8, 

since the identity 

2p = (A + Bf + (A - Bf implies that (2p1A + B) = 1. 

Substituting this above yields 

where 

e = «A + B)2 - 1)/8 - (p - 1)/8 = AB/4. o 
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EXERCISES 

10.1. Let rjJ: ElK -> E'IK be an isogeny of degree m of elliptic curves over an arbi­
trary (perfect) field. Assume that E'[¢] c E'(K). Generalize (1.1) as follows. 
(a) Prove that there is a bilinear pairing 

b: E'(K)lrjJ(E(K)) x E'[¢] -> K(S, m) 

defined by 

e,p(D,p(P), T) = DK(b(P, T)). 

(Here e(J is the generalized Weil pairing (exer. 3.15), and D,p: E'(K)-> 
HI (GXIK , E[rjJ]) is the usual connecting homomorphism.) 

(b) Prove that this pairing is non-degenerate on the left. 
(c) For TEE'[¢], let fT, gTEK(E') be functions satisfying 

div(fT) = m(T) - m(O) 

Prove that 

b(P, T) = fT(P) (mod K*m) provided P #- 0, T. 

(d) In particular, if deg(rjJ) = 2, so E'[¢] = {O, T}, then 

b(P, T) = x(P) - x(T) (mod K*2). 

(We thus recover part of (4.9).) 

10.2. Let K be an arbitrary (perfect) field, let ElK be an elliptic curve, and let Ct/K 
and C21K be homogeneous spaces for ElK. 
(a) Prove that there exists a homogeneous space C31K for ElK and a 

morphism 

defined over K such that for all PI E CI , P2 E C2, and PI' P2 E E, 

rjJ(PI + PI' P2 + P2) = rjJ(PI, P2) + PI + P2· 

(b) Prove that C3 is unique up to equivalence of homogeneous spaces. 
(c) Prove that 

{CI } + {C2 } = {C3 }, 

the sum taking place in WC(EIK). 

10.3. Let C/K be a curve of genus 1 defined over an arbitrary (perfect) field. 
(a) Prove that there exists an elliptic curve ElK such that C/K is a homo­

geneous space for ElK. [Hint: Use exercise 3.22 to show that C/K E 

Twist(EIK). Then find an element g} EHI(GXIK' Aut(E)) so that CIK is a 
homogeneous space for the twist of E by ~.] 

(b) Prove that E is unique up to K-isomorphism. 

10.4. Let K be an arbitrary (perfect) field and ElK an elliptic curve. 
(a) Prove that there is a natural action of AutK(E) on WC(EIK) defined as 

follows: 
Let {C/K, It} E WC(EIK) and IXEAutK(E). Then 
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{C/K, Jl}« = {C/K, Jl 0 (1 x (X)). 

[I.e. Take the same curve C, but define a new action of E on C by the rule 

Jl«(p, P) = Jl(p, (XP).] 

(b) Conversely, if {C/K, Jl} and {C/K, Jl'} are elements of WC(E/K), prove that 
there exists an (X E AutK(E) such that Jl' = Jl 0 (1 x (X). 

(c) Conclude that for a given curve C/K of genus 1, there are only finitely 
many non-equivalent ways of making C/K into a homogeneous space. In 
particular, if j( C) ¥- 0, 1728, then there are at most two. (See also exer. B.S.) 

10.5. Let fjJ: E/K --+ E'/K be a separable isogeny of elliptic curves defined over an 
arbitrary (perfect) field K, and let C/K be a homogeneous space for E/K. Then 
the finite group E[fjJ] acts on C; let C' = C/E[fjJ] be the quotient curve (exer. 
3.13). 
(a) Prove that C' is a curve of genus 1 defined over K. 
(b) Prove that C'/K is a homogeneous space for E'/K; and that under the 

natural map fjJ: WC(E/K) --+ WC(E'/K), we have fjJ{ C/K} = {C'/K}. 
(c) In particular, if {C/K}E WC(E/K) [fjJ], then C' is isomorphic to E' over K. 

Prove that this isomorphism can be chosen so that the natural projection 
C --+ C/E [fjJ] ~ E' is the map fjJ 0 (J defined in (4.6a). 

10.6. WC Over Finite Fields. Let K be a field with q elements. 
(a) Let C/K be a curve of genus" 1. Prove that 

I #C(K) - q -11·~ 2Jq. 
[Hint: Let fjJ: C --+ C be the qlh-power Frobenius map, and consider the 
map 

C--+E P --+ P - fjJ(p), 

where C/K is a homogeneous space for E/K. Now mimic the proof of 
(V.U).] 

(b) Let E/K be an elliptic curve. Prove that WC(E/K) = O. 

10.7. WC Over IR. Let E/IR be an elliptic curve. 
(a) Prove that WC(E/IR) ~ 71./271.. 
(b) Find an equation for a homogeneous space representing the non-trivial 

element of WC(E/IR) in terms of a given Weierstrass equation for E. 

10.8. Let E/K be an elliptic curve, m ~ 2 an integer, and assume that E[m] c E(K). 
Let v E M K be a prime not dividing m. Prove that the restriction map 

WC(E/K)[m] --+ WC(E/Kv)[m] 

is surjective. [Hint: Show that the map on the HI(*, E[m])'s is surjective.] 

10.9. Let E/K be an elliptic curve, let TEE[m], and suppose that the field L = K(T) 
has maximal degree, namely [L: K] = m2 - 1. Consider the chain of maps 

~ res 
(X: E(K) --+ HI (GK/K, E[m]) --+ HI (GK/L , E[m]) --+ HI (GK/L , "..) ~ P/pm. 

elf --+ em( elf, T) 

(Here em is the Well pairing.) 
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(a) Let fTEL(E) be as in (1.1 d). (I.e. div(jT)= m(T)-m(O) and fTo[m]E 
L(E)*m.) Prove that 

!X(P) = fT(P) (mod L*m). 

(b) Prove that for all P E E(K), 

NL/K(!X(P)) E K*m. 

(c) Let S c ML be a set of places of L containing all archimedean places, all 
places dividing m, and all places at which E/ L has bad reduction. Show that 
if PE E(K) and v E ML with v¢ S, then 

ordv(!X(P)) == 0 (mod m). 

(d) For m = 2, prove that the kernel of IX is exactly 2E(K). Hence in this case 
there is an injective homomorphism from E(K)/2E(K) into the group 

{aEL*/L*2: NL/K(a)EK*2 and ordv(a) == 0 (mod 2) for all v¢S} 

given by the map 

P -> x(P) - x(T). 

This map may often be used to compute E(K)/2E(K). 
[Hint: Write out x(P) - x(T) = (r + sx(T) + tX(T)2), and use the resulting 
relations on r, s, t E K to show that P is in 2E(K).] 

(e) Use (d) to compute E(iIJ)/2E(iIJ) for the curve 

E : y2 + y = x3 - x. 

[Hint: Let K/iIJ be the totally real cubic extension generated by a root of 
4x3 - 4x + 1 = O. Start by showing that K has class number 1, and that 
every totally positive unit in K is a square.] 

1O.lD. Let CIK be a curve of genus 1, and suppose that C(KJ =/= 0 for every vEMK • 

Prove that the map 

DivK(C) -> PicK(C) 

is surjective. [Hint: Take Galois cohomology of the exact sequence 

1 -> K* -> K(C)* -> Div(C) -> Pic(C) -> O. 

Use Noether's generalization of Hilbert's theorem 90, 

HI (GK/K , K(C)*) = 0; 

and the (cohomological version) of the Brauer-Hasse-Noether theorem 
([Ta §9.6]), which says that an element of H2(GK/K, K*) is trivial if and only if 
it is trivial in H2(GKJK" K~) for every v E MK'] 

lD.11. Index and Period in WC. Let K be an arbitrary (perfect) field, E/K an elliptic 
curve, and C/K a homogeneous space for E/K. Define the period of C/K to be 
the exact order of {C/K} in WC(E/K); and the index of C/K to be the degree 
of the smallest extension L/K for which C(L) =/= 0. (E.g. (3.3) says precisely 
that the period equals 1 if and only if the index equals 1.) 
(a) Prove that the period may also be characterized as the smallest integer 
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m ~ 1 for which there exists a point pEe such that pt1 - pEE [m] for 
every (J E Gi/K. 

(b) Prove that the index may also be characterized as the smallest degree 
among the positive divisors in DivK(C). 

(c) Prove that the period divides the index. 
(d) Prove that the period and the index are divisible by the same set of primes. 
(e)* Give an example with K = 0 showing that the period may be strictly 

smaller than the index. 
(f) Prove that if K is a number field, and if CjK represents an element of 

ID(E/K), then the period and the index are equal. [Hint: Use (a), (b), (c), 
and exer. 10.10.] 

10.12. Hensel's Lemma. The following version of Hensel's lemma is often useful for 
proving that a homogeneous space is locally trivial. Let R be a ring which is 
complete with respect to a discrete valuation v. 
(a) Let f(T)ER[T] and aoER satisfy 

v(f(ao» > 2v(f'(ao»· 

Define a sequence an E R by 

an+1 = an - f(an)/f'(a.). 

Prove that {a.} converges to an element a E R satisfying 

f(a) = 0 and v(a - ao) ~ v(f(ao)/f'(ao)2) > o. 
(b) Now let F(XI, ... ,XN)ER[XI, ... ,XN], and suppose that the point 

(aI' ... , aN)ER N satisfies 

v(F(a l , ... , aN» > 2v«8F /8X j )(a l , .•• , aN» 

for some 1 ~ i ~ N. Then F has a root in RN. 
(c) Show that the curve 

in p2 has a point defined over Op for every prime p. 

10.13. Use (1.4) to compute E(0)/2E(0) for each of the following elliptic curves. 
(a) E:y2 = x(x -1)(x + 3). 
(b) E: y2 = x(x - 12)(x - 36). 

10.14. Use (4.9) to compute E(0)/2E(0) for each of the following elliptic curves. 
(a) E:y2 = x 3 + 6x2 + x. 
(b) E: y2 = x 3 + 14x2 + x. 
(c) E: y2 = x 3 + 9x2 - x. 

10.15. Let E/K be an elliptic curve, eEHI(Gi/K' Aut(E», and E~ the twist of E corre­
sponding to ~. Let vEMK be a finite place for which E has good reduction. 
Prove that E~ has good reduction at v if and only if ~ is unramified at v. (See 
VIII §2 for the definition of unramified.) [Hint: If the residue characteristic is 
not 2 or 3, then one can easily use explicit Weierstrass equations. In general, 
use the criterion of Neron-Ogg-Shafarevich (VII.7.1).] 



Exercises 323 

10.16. Let E/K be an elliptic curve, let DEK* be such that L = K(Jij) is a quadratic 
extension of K, and let ED/K be the twist of E/K given by (S.4(i». Prove 

rank E(L) = rank E(K) + rank ED(K). 

10.17. Let p == 3 (mod 4) be a prime, and let DE IF} 
(a) Show directly that the equation 

C:v2 = u4 - 4D 

has p - 1 solutions (u, V)E IFp X 1Fp- [Hint: Since p == 3 (mod 4), the map 
u -+ u4 is an automorphism of IF;.] 

(b) Let E/lFp be the elliptic curve 

Use the map 

t/J: C-+E t/J(u, v) = (!(u2 + V),1U(u2 + v» 

to prove that 

#E(lFp) = p + 1. 

10.18. Do a computation analogous to that of (6.2) to determine the Selmer groups 
and a bound for the ranks of the following families of elliptic curves E/o.. (Here 
p is an odd prime.) 
(a) E: y2 = x 3 + 2px. (The curve with p = 41 has rank 3.) 
(b) E: y2 = x 3 + p2x. 

10.19. Let E/o. be an elliptic curve withj(E) = o. 
(a) Prove that there is a unique sixth-power-free integer D such that E is given 

by the Weierstrass equation 

E:y2 = x3 + D. 

(b) Let p == 2 (mod 3) be a prime not dividing 6D. Prove that 

#E(lFp) = p + 1. 

(c) Prove that #&or.(o.) divides 6. 
(d) More precisely, show that &ors(o.) is given by the following list. 

{

l D is not a square or a cube 

lL/2lL D is a cube, D # 1 
&or.(o.) ~ lL/3lL· D 1 D IS a square, # 

lL/6lL D = 1, -432. 

10.20. Let A be a finite abelian group, and suppose that there exists a bilinear, 
alternating, non-degenerate pairing 

r : A x A -+ o./lL. 

Prove that # A is a perfect square. 



APPENDIX A 

Elliptic Curves in Characteristics 2 and 3 

In this appendix we prove some of the results for elliptic curves in character­
istics 2 and 3 which were omitted in the main body of the text. To simplify the 
computations, we start by giving normal forms for the Weierstrass equations 
of such curves. 

Proposition 1.1. Let ElK be a curve given by a Weierstrass equation. Then 
under the boxed assumptions, there is a substitution 

x = u2 x' + r y = u3 y' + u2 sx' + t with ueK* and r, s, teK 

such that ElK has a Weierstrass equation of the indicated form. 

(a) I char K ~ 2, 3 I 

Il = -16(4a! + 27a~) 

(b) I char K = 3 and j(E) ~ 0 I 

Y2 = x3 + a2x2 + a6 A a3 a J. a31a LJ.=-26 =-26 

I char K = 3 and j(E) = 0 T 

(c) I char K = 2 and j(E) ~ 0 I 



Appendix A. Elliptic Curves in Characteristics 2 and 3 325 

I char K = 2 and j(E) = ° I 
i\ = aj j =0. 

PROOF. (a) See (III §1). 
(b) Take a general Weierstrass equation and complete the square on the left. 
This gives an equation of the form 

y2 = x3 + a2x2 + a4x + a6 

with invariants 

(Remember that char K = 3.) If j = 0, then a2 = 0, so the equation already 
has the right shape. On the other hand, if j i= 0, then a2 i= 0; and so the 
substitution x = x' + a41a2 will eliminate the linear term. 
(c) Again starting with a general Weierstrass equation 

y2 + a1 xy + a3 = x3 + a2x2 + a4 + a6 , 

one easily computes (in characteristic 2) 

j = at 21i\· 
Ifj i= 0, so a1 i= 0, then the substitution 

gives an equation in the desired form. Similarly, if j = a1 = 0, then the 
substitution 

x = x' + a2 y = y' 

will have the desired effect. 
(Note that there is no deep theory involved in finding these substitutions. 

One merely looks at the transformation formulas (111.1.2), sets various coeffi­
cients equal to ° or 1, and chooses appropriate u, r, s, t.) 0 

It is now a simple matter to complete the proofs of (111.1.4) and (111.10.1), 
parts of which we restate here. 

Proposition 1.2. (a) A curve given by a Weierstrass equation is non-singular if 
and only if the discriminant of the equation is non-zero. 
(b) Two elliptic curves ElK and E'IK are isomorphic over K if and only if they 
have the same j-invariant. 
(c) Let ElK be an elliptic curve. Then Aut(E) is a finite group of order 

2 if j(E) i= 0, 1728 

4 if j(E) = 1728 and char K i= 2, 3 

6 if j(E) = ° and char K i= 2, 3 
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12 

24 

(See also exercise A.I.) 
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if j(E) = 0 = 1728 and char K = 3 

if j(E) = 0 = 1728 and char K = 2. 

PROOF. (a) From the proof of (III.I.4a), all that remains is to show that if 
char(K) = 2 and L\ = 0, then the curve is singular. But this is immediate from 
the normal forms given in (1.1c). 
(b), (c) Again referring to the proofs of (II1I.4b) and (IILlO.I), we need only 
deal with the cases of char(K) = 2 or 3. We use the normal forms given in 
(l.1b,c) and consider 4 cases. 

Case I. char K = 3 andj(E) =1= O. E and E' have Weierstrass equations of the 
form 

y2 = x3 + a2x2 + a6. 

The only substitutions preserving this sort of equation are 

x = u2 x' 

Sincej(E) = j(E'), we have a~a6 = a'la6 =1= 0, so taking u2 = a2la;, will give an 
isomorphism from E to E'. Further, if E = E', then we must have u2 = 1, so 
Aut(E) ~ {±1}. 

Case II. char K = 3 and j(E) = O. E and E' are given by equations of the 
form 

y2 = x3 + a4x + a6' 

The substitutions preserving this form look like 

x = u2 x' + r 

Note we have a4' a~ =1= O. Then an isomorphism from E to E' is given by 
choosing u and r to satisfy 

Further, if E = E', then an automorphism of E has u4 = 1 and r3 + a4r + 
(1 - u2)a6 = O. Since a4 =1= 0, there are exactly 12 such pairs (u, r) making up 
Aut(E). 

Case III. char K = 2 and j(E) =1= O. In this case E and E' are given by equa­
tions of the form 

y2 + xy = x3 + a2x2 + a6. 

The substitutions preserving this form look like 

x=x' y = y' + sx'. 

Since j(E) = j(E'), we have a6 = a;' =1= 0, so an isomorphism from E to E' is 
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given by taking s to be a root of the equation 

S2 + s + a2 + a2 = O. 

Similarly, the automorphisms of E are obtained by taking s E {O, I}. 

Case IV. char K = 2 andj(E) = O. E and E' have equations of the form 

y2 + a3Y = x3 + a4x + a6' 

and allowable substitutions look like 

Y = u3 y' + u2 sx' + t. 
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By assumption, a3, a3 =1= 0, so to map E to E', we choose u, s, t to satisfy the 
equations 

t2 + a3t + S6 + a4s2 + a6 - u6a;' = O. 

Finally, the automorphism group of E is given by the set of triples (u, s, t) 
satisfying the equations 

u3 = 1 S4 + a3s + (1 - u)a4 = 0 t 2 + a3t + S6 + a4s2 = O. 

Since a3 =1= 0, we see that Aut(E) has order 24. o 

The next proposition gives a normal form for Weierstrass equations which 
is similar to Legendre form, but is valid in characteristic 2. Having done this, 
we can then easily complete the proofs of (VII.S.4c) and (VII.5.S). 

Proposition 1.3 (Deuring Normal Form). Let ElK be an elliptic curve over a 
field with char K =1= 3. Then E has a Weierstrass equation over K of the form 

E,,: y2 + O(xy + y = x3 o(EK,0(3 =1= 27. 

This equation has discriminant and j-invariant 

PROOF. The computation of L\ and j for E" is an exercise. In order to show 
that E has an equation of the form E", one can find appropriate substitutions. 
However, using (1.2b), we have a quicker route available. Thus let o(EK be a 
solution to the equation 

0(3(0(3 - 24)3 - (0(3 - 27)j(E) = O. 

Since char(K) =1= 3, we see that 0(3 =1= 27, so E" will be an elliptic curve with the 
same j-invariant as E. If follows from (1.2b) that E and E" are isomorphic 

~~ 0 

Corollary 1.4. Let ElK be an elliptic curve defined over a local field. (I.e. K is 
given with a discrete valuation.) 
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(a) There exists a finite extension K'/K such that E has either good or split 
multiplicative reduction over K'. 
(b) E has potential good reduction if and only if itsj-invariant is integral. 

PROOF. Let R be the ring of integers of K,.It its maximal ideal, and k = R/.It 
its residue field. From the proofs of (VII.5.4c) and (VII.5.5), we are left to deal 
with char(k) = 2. In any case, we may assume that char(k) # 3. Replacing K 
by a finite extension, we choose an equation for E in Deuring normal form 

E : y2 + ocxy + y = x 3 oc3 # 27. 

This equation has 

C4 = oc(oc3 - 24) and L1 = oc3 - 27. 

(a) We consider three cases. 

Case I. oc E R, oc3 =1= 27 (mod .It). Then L1 =1= 0 (mod .It), so the given equation 
has good reduction. 

Case II. oc E R, oc 3 == 27 (mod .It). Then L1 == 0 'mod.lt) and C4 == 81 =1= 

o (mod .It), so by (VII.5.1b), the given equation for E has multiplicative 
reduction. To obtain split mUltiplicative reduction then requires, at worst, 
taking a quadratic extension of K. 

Case III. oc¢R. Let n be a uniformizer for R, and choose an integer r ~ 1 so 
that n'ocER*. Then the substitution x = n-2,x', y = n-3,y' gives an equation 

y,2 + px'y' + n3,y' = x'3, 

where p = n'ocER*. This equation has 

c~ = P(P3 - 24n3,) == p4 =1= 0 (mod .It) 

and 

L1 = n9'(p3 - 27n3,) == 0 (mod .It), 

so again from (VII.5.1 b), it has multiplicative reduction. Further, the reduced 
curve is given by y(y + px) == x 3(mod .It), so the reduction is split multi­
plicative. 
(b) By assumption,j(E) and oc are related by 

(X3((X3 - 24)3 - ((X3 - 27)j(E) = O. 

From this equation and the integrality of j(E), we see that (X is integral. 
Further, since the characteristic of k is different from 3, we have oc3 =1= 

27 (mod .It). Thus the Deuring normal equation has integral coefficients and 
good reduction. 0 
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EXERCISES 

A.1. Let ElK be an elliptic curve withj(E) = o. Strengthen (1.2) by showing that the 
automorphism group of E may be described as follows: 
(a) If char(K) = 3, then Aut(E) is the twisted product of C4 (a cyclic group of 

order 4) and C3 . C3 is a normal subgroup, and C4 acts on C3 in the unique 
non-trivial way. 

(b) If char(K) = 2, then Aut(E) is the twisted product of C3 and a quaternion 
group. The quarternion group is a normal subgroup; and if we write the 
quaternion group as {±1, ±i, ±j, ±k}, then a generator for C3 acts by 
permuting i,j, and k. 

A.2. Let K be a field of characteristic 2, and let ElK be an elliptic curve withj(E) "* 0 
given by a Weierstrass equation 

y2 + xy = x 3 + a2x2 + a6. 

Let ~EH1(GK/K' Aut(E» = Hom(GK/K, 7l.12Z), and let LIK be the corresponding 
quadratic extension. Show that the twist of E by ~ (cf. (X §5» is given by an 
equation 

y2 + xy = x 3 + (a2 + D)x2 + a6, 

where DE K and LIK is the Artin-Schreier extension generated by a root of 

t2 - t - D = o. 

A.3. Let ElK be an elliptic curve with Weierstrass coordinate functions x and y. 
Show that the differential dx is hoi om orphic if and only if char(K) = 2 and 
j(E) = o. 

A.4. Let ElK and E'IK be elliptic curves over a not necessarily perfect field K. Suppose 
thatj(E) = j(E'). Prove that E and E' are isomorphic over a separable extension 
L of K of degree dividing 24. If j(E) "* 0, 1728, then L can be chosen to have 
degree 2. 



APPENDIX B 

Group Cohomology (HO and Hi) 

In this appendix we give the basic facts about group cohomology which are 
used in chapter VIII §2 and chapter X. Since only HO and Hi are needed in 
this book, we have restricted our attention to these two groups. The reader 
desiring more information about group cohomology might look at [A-WJ, 
[GruJ, ESe 8J, or ESe 9]. 

§1. Cohomology of Finite Groups 

Let G be a finite group, and let M be an abelian group on which G acts. We 
denote the action of (l E G on mE M by m -+ mao Then M is a (right) G-module 
if the action of G on M satisfies 

(m + m,)a = ma + m,a (may = mat. 

If M and N are G-modules, a G-homomorphism is a homomorphism r/J : M -+ N 
of abelian groups commuting with the action of G; that is 

r/J(ma) = r/J(m)a for all mEM and (lEG. 

For a given G-module, one is often interested in calculating the largest sub­
module on which G acts trivially. 

Definition. The oth cohomology group of the G-module M, denoted MG or 
HO(G, M), is defined by 

HO(G, M) = {mEM: ma = m for all (lEG}. 

It is the submodule of M consisting of all G-invariant elements. 
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Let 

be an exact sequence of G-modules. (I.e. r/J and 1/1 are G-module homomor­
phisms with r/J injective, 1/1 surjective, and Image(r/J) = Kernel(I/I).) Then one 
easily checks that taking G-invariants gives another exact sequence 

0-+ pG -+ MG -+ N G; 

but the map on the right need no longer be surjective. In order to measure 
this lack of surjectivity, we make the following definitions. 

Defmition. Let M be a G-module. The group of 1-cochains (from G to M) is 
defined by 

C1(G, M) = {maps e: G -+ M}. 

The group of 1-cocycles (from G to M) is given by 

Zl(G, M) = g e C 1(G, M): ea. = e; + e. for all 0', 't' e G}. 

The group of 1-coboundaries (from G to M) is defined by 

Bl(G, M) = geC1(G, M): there exists an meM such that 

eO' = ma - m for all O'eG}. 

One easily checks that Bl(G, M) c Zl(G, M). Then the pI cohomology group 
of the G-module M is the quotient group 

Hl(G, M) = Zl(G, M)/B 1(G, M). 

In other words, Hl(G, M) is the group of 1-cocycles e: G -+ M, modulo the 
equivalence relation that two cocycles are identified if their difference is of the 
form 0' -+ m a - m for some mEMo 

Remark 1.1. Notice that if the action of G on M is trivial, then 

HO(G, M) = M and Hl(G, M) = Hom(G, M). 

These both follow immediately from the definitions; for the latter, the 
1-cocycles are homomorphisms, and all ofthe 1-coboundaries are O. 

Let r/J : M -+ N be a G-module homomorphism. Then composition with r/J 
clearly takes Zl(G, M) to Zl(G, N) and Bl(G, M) to Bl(G, N). Thus r/J induces 
a map on cohomology r/J: Hl(G, M) -+ Hl(G, N). 

Proposition 1.2. Let 

be an exact sequence of G-modules. Then there is a long exact sequence 
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0-+ HO(G, P) -+ HO(G, M) -+ HO(G, N)! Hl(G, P) -+ Hl(G, M) -+ Hl(G, N), 

where the connecting homomorphism ~ is defined as follows. 
Let neHO(G, N) = N G• Choose an meM such that t/!(m) = n, and define a 

cochain eeC1 (G, M) by 

~a = ma - m. 

Then in fact ~ eZ1(G, P), and ~(n) is the cohomology class in Hl(G, P) of the 
1-cocycle e. 
PROOF. A straightforward (but tedious) diagram chase, which we leave to the 
reader (exer. B.l). (Or see any ofthe references listed above.) 0 

Suppose now that H is a subgroup of G. Then any G-module M is auto­
matically an H-module. Further, if e: G -+ M is a 1-cochain, then by restrict­
ing the domain of ~ to H, we obtain an H-to-M cochain. It is clear that this 
process takes cocycles to cocycles and coboundaries to coboundaries, and so 
we obtain a restriction homomorphism 

Res: Hl(G, M) -+ Hl(H, M). 

Suppose further that H is a normal subgroup of G. Then the submodule MH 
of M consisting of the elements fixed by H has a natural structure of 
G/H-module. Now let ~: G/H -+ MH be a 1-cochain from G/H to MH. Then 
composing with the projection G -+ G/H and with the inclusion MH c: M 
gives a G-to-M l-cochain 

G -+ G/H ..i MH c: M. 

Again it is easy to see that if ~ is a cocycle or coboundary, then the new G-to­
M cochain has the same property. Hence we obtain an inflation homo­
morphism 

Proposition 1.3. Let M be a G-module and let H be a normal subgroup of G. 
Then the following sequence is exact. 

0-+ Hl(G/H, MH)~ Hl(G, M) ~ Hl(H, Af). 

PROOF. From the definitions, it is clear that Res 0 Inf = O. 
Next let ~: G/H -+ MH be a 1-cocycle with Inf{~} = O. (We use braces {.} to 

indicate the cohomology class of a cocycle.) Thus there is an mE M such that 
~a = ma - m for all (leG. But ~ depends only on (I (mod H), so ma - m = 
mta - m for all TeH. Thus mt - m = 0 for all TeH, so meMH , and hence ~ 
is a G/H-to-MH coboundary. 

Finally, suppose that ~: G -+ M is a 1-cocycle with Resg} = O. Thus there 
is an meM such that ~t = mt - m for all TeH. Subtracting the G-to-M 
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co boundary a ...... rna - rn from ~, we may assume that ~t = 0 for all r E H. 
Then tpe cocycle condition applied to a E G and r E H yields 

~ta = ~: + ~a = ~a' 

Thus ~a depends only on the class of a in G/H. Next, since H is normal, there 
is a r' E H such that ar = r' a. Then using the cocycle condition again together 
with the fact that ~ is a map on G/H gives 

~a = ~t'a = ~at = ~~ + ~t = ~~. 

This proves that ~ gives a map from G/H to M H , and so {O EH1(G/H, M H ). 

D 

§2. Galois Cohomology 

Let K be a perfect field (as usual), let K be an algebraic closure of K, and let 
GX/K be the Galois group of Kover K. Recall that GX/K is equal to the inverse 
limit of GL /K as L varies over all finite Galois extensions of K. Thus GK/K is a 
profinite group (inverse limit of finite groups), and as such it comes equipped 
with a topology in which a basis of open sets around the identity consists of 
the collection of normal subgroups having finite index in GK/K • (I.e. The 
subgroups which are kernels of maps GK/K ...... GL /K for finite Galois extensions 
L/K.) 

Definition. A (discrete) GK/K-rnodule is an abelian group M on which GK/K acts 
such that the action is continuous for the profinite topology on GK/K and the 
discrete topology on M. (Equivalently, the action of GK/K on M has the 
property that for all rn E M, the stabilizer of rn, 

{aEG: rna = rn}, 

is a subgroup of finite index in GK/K.) Since all of our GK/K-modules will be 
discrete, we will normally just refer to them as GK/K-modules. 

Example 2.1.1. K and K* with the natural action of GK/K are GK/rmodules. 
This is because for any x E K, K(x)/ K is a finite extension, so the stabilizer 
of x will have finite index. 

Example 2.1.2. More generally, let £2/K be any (abelian) algebraic group. 
Then £2 = £2(K) is a GK/K-module, since again the coordinates of any point of 
£2 will generate a finite extension of K. 

The O'h-cohomomogy of a GK/K-module is defined just as in the case of 
finite groups. 
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Definition. The Oth-cohomology of the Gilrmodule M is the group of GiIK­
invariant elements of M, 

MGK1K = HO(GiIK' M) = {meM: m" = m for all (TeGiIK}' 

We could also define H1 exactly as in the case of finite groups, but instead 
we use the fact that our group is profinite and our module discrete in order to 
put some restriction on the allowable cocycles. 

Definition. Let M be a GiIK-module. A map e : GilK -+ M is continuous if it is 
continuous for the profinite topology on GilK and the discrete topology on 
M. (I.e. If for each me M, e-1 (m) contains a subgroup of finite index of GiIK') 
We define the group of continuous l-cocycles from GilK to M, denoted 
Z:ont(GiIK, M), to be the group of continuous maps e: GilK -+ M satisfying 
the cocycle condition 

ecn = e! + et' 
(This is a subgroup of the full group of l-cocycles Z1(GiIK' M).) Notice that 
since M is discrete, any coboundary (T -+ m" - m will automatically be con­
tinuous. The 1st-cohomology of the GilK-module M is defined by 

H1(GiIK' M) = Z:ont(GiIK, M)/B1(GiIK' M). 

Remark 2.2. Just as in the case of finite groups, if GilK acts trivially on M, 
then we have 

HO(GiIK' M) = M and H1(GiIK' M) = Hom.ont(GiIK, M). 

(Here Hom.ont means the group of continuous homomorphisms.) 
The fundamental exact sequences (1.2) and (1.3) in the cohomology of finite 

groups carry over word-for-word to the profinite case. 

Proposition 2.3. Let 

O-+P!.M!N -+0 

be an exact sequence of GiIK-modules. Then there is a long exact sequence 

0-+ HO(GiIK, P) -+ HO(GiIK, M) -+ HO(GiIK, N) 
~ 

-+ H1(GiIK' P) -+ H1(GiIK' M) -+ H1(GiIK' N), 

where the connecting homomorphism lJ is defined as in (1.2). 

Now let M be a Gilrmodule, and let L/K be a finite Galois extension. 
Then GilL is a subgroup of GilK of finite index, and so M is naturally a Gilc 
module. This leads to a restriction map on cohomology, 

Res: Hl(GiIK' M) -+ H1(GiIL' M). 
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Further, GKIL is a normal subgroup of GKIK, the quotient being the finite 
group GLIK. The invariant submodule MGilL has a natural structure of GLIK-
module. Then any l-cocycle e: GLIK ~ MGKIL becomes a (continuous) GKIK 
l-cocycle via the composition 

GKIK ~ GLIK ~ MGilL C M. 

This gives an inflation map 

Inf: Hi (GLIK, MGiIL) ~ Hi (GKIK, M). 

Proposition 2.4. With notation as above, there is an exact sequence 

1 G- Inf i Res 1 o ~ H (GLIK, M KIL) ~ H (GKIK, M) ~ H (GKIL , M). 

PROOF. Virtually identical to the proof of (1.3). D 

The next proposition gives fundamental facts about the cohomology of the 
additive and multiplicative groups of a field. 

Proposition 2.5. Let K be a field. 

(a) Hi (GKIK, K+) = o. 
(b) (Hilbert Theorem 90) 

Hi (GKIK, K*) = o. 
(c) Assume that char(K) does not divide m (or char(K) = 0). Then 

Hi (GKIK, "'m) ~ K*/K*m. 

PROOF. (a) ESe 9, Ch. X, Prop. 1]. 
(b) ESe 9, Ch. X, Prop. 2]. 
(c) Consider the exact sequence 

- m -
1 ~ "'m ~ K* ~ K* ~ 1 

of GKIK-modules. Applying (2.3) yields the long exact sequence 

~ K* ~ K*! Hi (GKIK, ... "J ~ Hi(GKIK,K*)~. 

From (b), Hi (GKIK, K*) = 0, which gives the deisred result. 

§3. Non-Abelian Cohomology 

D 

Again we start with a finite group G and a group M on which G acts, but now 
we no longer require that M be abelian. (To emphasize this fact, we will write 
M multiplicatively.) As above, the Olh-cohomology group of M is defined to be 
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the subgroup of G-invariant elements: 

HO(G, M) = MG = {mEM: m" = m for all (1EG}. 

Further, we define the set of 1-cocycles of G into M to be the set of maps 

for all (1, rEG. 

[N.B. The 1-cocycles do not in general form a group. The non-commutativity 
of M may prevent the product of two cocycles from being a cocycle.] We say 
that two 1-cocycles ~ and, are cohomologous if there is an mE M such that 

for all (1 E G. 

One easily checks that this gives an equivalence relation on the set of 
1-cocycles. The Pi-cohomology set of M, denoted Hl(G, M), is the set of 
1-cocycles modulo this relation. We note that Hl(G, M) has a distinguished 
element, namely the equivalence class of the identity cocycle. It is thus a 
pointed set; that is, a set with a distinguished element. 

Continuing as in section 2, we say that the Galois group GK/K acts dis­
cretely on a (possibly non-abelian) group M if the stabilizer of any element of 
M is a subgroup of finite index in GK/K • We can again define a continuous 
1-cocycle from GK/K to M to be a map ~ : GK/K --+ M which satisfies the cocycle 
condition and is continuous for the profinite topology on GK/K and the 
discrete topology on M. Two cocycles ~ and, are again deemed cohomolog­
ous if m"~" = ,,,m for some mEM, and the Olh-cohomology group and 
1st-cohomology set of M are defined as above by 

HO(GK/K , M) = MGK1K = {mEM: m" = m for all (1E G}, 

and 

1 (G- ) _ set of continuous 1-cocycles from GK/K to M 
H K/K,M - . • 

eqmvalence of cohomologous 1-cocycles 

Example 3.1. If fI)/K is any algebraic group, then there is a natural action of 
GK/K on fI) = fI)(K); and as explained above (2.1.2), this action will be discrete. 
Clearly 

HO(GK/K , ~) = ~(K) 

is the subgroup of K-rational points. The structure of the set Hl(GK/K , fI)) is 
harder to describe, but for the special case of the general linear group there is 
the following generalization of Hilbert's Theorem 90. 

Proposition 3.2. For all integers n ~ 1, 

Hl(GK/K , GLn(K)) = {1}. 

PROOF. ESe 9, Ch. X, Prop. 3]. 



Exercises 

EXERCISES 

B.l. Prove that the sequence in (1.2) is exact. 

B.2. Let G be a finite group and MaG-module. 
(a) If G has order n, prove that every element of HI(G, M) is killed by n. 
(b) If M is finitely generated as a G-module, prove that HI(G, M) is finite. 

B.3. Let G be a finite group, MaG-module, and H a normal subgroup of G. 
(a) Show that there is a natural action of G/H on HI(H, M). 
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(b) Prove that the image of the restriction map Res: HI(G, M) -+ HI(H, M) lies 
in the subgroup of HI(H, M) fixed by G/H. This allows (1.3) to be refined to 

Inr Res 
0-+ HI (G/H, MH)-+ HI(G, M) -+ Hl(H, M)G/H. 

B.4. Let M be a (discrete) GK/K-module. If F/L/K is a tower of fields, then there are 
inflation maps 

HI(GL /K, MG',L) -+ HI (GF /K, MGiIF). 

Prove that these form a direct system, and that there is an isomorphism 

HI(GK/K, M) ~ Lim Hl(GL /K, MG',L), 

where the direct limit is taken over all finite Galois extensions L/K. (This pro­
vides an alternative definition for the cohomology of GK/rmodules.) 

B.5. Let G be a finite group, and let E and A be groups on which G acts. Assume that 
E is abelian, and that A acts on E in a manner compatible with the action of G. 
(I.e. (ax)" = a" x" for all a E A, x E E, and 0' E G.) The twisted product of E and A, 
denoted E ~ A, is the group whose underlying set is E x A, and whose group 
law is given by 

(x, a) * (y, fJ) = (x(ay), afJ). 

Notice that G acts on E ~ A via (x, IX)" = (x", IX"). 
(a) Prove that there are exact sequences 

l-+E-+E~A-+A-+l 

and 

1 -+ EG -+ (E ~ A)G -+ AG -+ 1. 

(b) Any aEAG gives a~G-isomorphism a:E-+E, and so induces an automor­
phism of HI(G, E). Show that two elements ~I' ~2 E HI(G, E) have the same 
image under the natural map Hl(G, E) -+ HI(G, E D< A) if and only ifthere is 
an aEAG such that a~1 = ~2· 

B.6. Let G be a finite group, MaG-module, and HI and H2 subgroups of G. Suppose 
further that HI and H2 are conjugate. (I.e. HI = O'H20'-1 for some O'E G.) Prove 
that the restriction maps 

Res: Hl(G, M) -+ HI(HI' M) and Res: HI(G, M) -+ HI(H2' M) 

have the same kernel. 



APPENDIX C 

Further Topics: An Overview 

In this volume we have tried to give an essentially self-contained introduction 
to the basic theory of the arithmetic of elliptic curves. Unfortunately, due to 
limitations oftime and space, many important topics have had to be omitted. 
This appendix contains a very brief introduction to some of the material 
which could not be included in the main body of the text. Further details may 
be found in the references listed at the end of each section. 

Since the ten topics covered in this appendix were originally supposed to 
form chapters XI through XX of this book, they have been numbered as 
sections 11 through 20. The contents of appendix C are as follows: 

§11. Complex Multiplication 
§12. Modular Functions 
§13. Modular Curves 
§14. Tate Curves 
§15. Neron Models and Tate's Algorithm 
§ 16. L-Series 
§17. Duality Theory 
§18. Local Height Functions 
§19. The Image of Galois 
§20. Function Fields and Specialization Theorems 

§11. Complex Multiplication 
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The Kronecker-Weber theorem says that the maximal abelian extension tOab 

of to is generated by roots of unity; and so the class field theory of to is given 
explicitly by an isomorphism 
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The theory of complex multiplication provides a similar description for the 
abelian extensions of quadratic imaginary fields. 

Let f/o. be a quadratic imaginary field, f#i c f the ring of integers of f, 
and rct(f#i) the ideal class group of f#i. If we fix an embedding fcC, then 
each ideal A of f#i is a lattice A c C, and we can consider the elliptic curve 
CIA. From (VI.4.I), 

End(C/A) ~ {IXEC: IXA c A} = f#i. 

Further, (VI.4.1.1) says that up to isomorphism, C/ A only depends on the 
ideal class {A} Erct(f#i). 

Conversely, suppose that E/C satisfies End(E) ~ f#i. Then (VI. 5. 1.1) implies 
that E(C) ~ CIA for a unique ideal class {A} Erct(f#i). We have proven the 
following. 

Proposition 11.1. With notation as above, there is a one-to-one correspondence 
between ideal classes in rct(f#i) and isomorphism classes of elliptic curves E/C 
with End(E) ~ f#i. 

Corollary 11.1.1. (a) There are only finitely many isomorphism classes of ellip­
tic curves E/C with End(E) ~ f#i. 
(b) Let E/C be an elliptic curve with End(E) ~ f#i. Then j(E) is algebraic over 
o.. 

PROOF. (a) Clear from (11.1), since rct(f#i) is finite. 
(b) Let UEAut(C/o.). Then End(E") ~ End(E) ~ f#i. It follows from (a) that 
{E" : () E Aut(C/Q)} contains only finitely many isomophism classes of elliptic 
curves. Since j(E") = j(E)", we see that the set {j(E)" : () E Aut (C/O.) } is finite. 
It follows thatj(E) is algebraic over o.. D 

Actually, we can say quite a bit more about the j-invariant of an elliptic 
curve with complex multiplication. For any {A} Ere t(f#i), let us denote the j­
invariant of C/ A by j(A). 

Theorem 11.2 (Weber, Fueter). Let {A} erct(f#i). 
(a) j(A) is an algebraic integer. 
(b) [f(j(A»: f] = [o.(j(A»: 0.]. 
(c) The field :If = f(j(A» is the maximal unramified abelian extension of 
f. (I.e. :If is the Hilbert class field of f.) 
(d) Let {Ad, ... , {Ah} be a complete set of representatives for rct(f#i). Then 
j(A1), ... ,j(Ah) form a complete set of GJff/.x- conjugates for j(A). 

PROOF. (a) The original proof of the integrality of j(A) uses the theory of 
modular functions. (See, for example, [Shi 1, §4.6] or [La 3, ch. 5, thm. 4].) An 
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algebraic proof (which generalizes to higher dimensions) can be given using 
the criterion of Neron-Ogg-Shafarevich ([Se-T, thm. 6]. See also (exer. 
7.10).) 
(b), (c), (d) [La 3, ch. 10, thm. 1], [Se 4], or [Shi 1, thm. 5.7]. D 

Example 11.3.1. Suppose that E/o. is an elliptic curve with complex multipli­
cation, anq suppose that End(E) is the full ring of integers fJt in the field 
:K = End(E) ® o.. (Note that :K is necessarily quadratic imaginary (VI.5.5).) 
Since j(E) e 0., it follows from (11.2c) that 

Jf = :K(j(E» = :K; 

and so:K has class number 1. 
Conversely, if :K /0. is a quadratic imaginary field with class number 1, 

then (11.2bc) implies that for any {A}e~t(fJt), we havej(A)eo.. (E.g. We 
could take A = fJt.) Hence Cj A is (analytically) isomorphic to an elliptic curve 
E/o. with j(E) = j(A) and End(E) ~ fJt. 

Now Baker, Heegner, and Stark have shown that there are exactly 9 
quadratic imaginary fields whose ring of integers has class number 1, namely 

o.(J="d> for de {1, 2, 3, 7,11,19,43,67, 163}. Hence there are only 9 possible 
j-invariants for elliptic curves E defined over 0. for which End(E) is the full 
ring of integers in End(E) ® o.. 

Remark 11.3.2. If we relax the requirement that End(E) be the full ring of 
integers of $", and allow it to be an arbitrary order of $", then End(E) will 
have the form End(E) ~ 7L + f fJt for some f e 7L (exer. 3.20). One can show in 
this case that 

[:K(j(E»::K] = #~t(7L + ffJt), 

where ~t(7L + ffJt) is the group of projective (7L + ffJt)-modules of rank 1. In 
particular, if j(E)eo., then ~t(7L + ffJt) = (1); and one can then check that 
there are only four possibilities with f ~ 2, namely 

withf= 2, 

and 

with f = 3. 

Combining this with (11.3.1), we see that up to isomorphism over 0, there are 
exactly 13 elliptic curves E/o. having complex multiplication. Of course, each 
O-isomorphism class contains infinitely many o.-isomorphism classes (X.5.4). 
(For example, the family of curves E/o. with End(E) ~ 7L[.J=1] is studied in 
(X §6).) 

Returning now to the situation in (11.2), let {A} e~t(fJt). Then from (11.2), 
the Galois group G.1t'/:K acts on :K(j(A». This action can be described quite 
precisely in terms of the Artin map. 
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Theorem 11.4 (Hasse). Let {A} E~t(9l) and Yf = ff(j(A)) be as in (11.2). For 
each prime ideal p of ff, let Frob(p) E GJf'/ff be the Frobenius element corre­
sponding to p. Suppose that there is an elliptic curve (defined over Yf) with j­
invariant j(A) which has good reduction at all primes of Yf lying over p. Then 

j(Atrob(P) = j(A . p -1). 

(Here A· p-1 is the usual product of fractional ideals of ff.) 

PROOF. [La 3, ch. 10, thm. 1], ESe 4], or [Shi 1, thm. 5.7]. D 

Suppose now that ElK is an elliptic curve with complex multiplication 
over K. (I.e. EndK(E) i= Z.) Then the fact that GK/K and EndK(E) commute 
with one another in their action on the Tate module 1{(E) will imply that the 
action of GK/K is abelian. (This is essentially Schur's lemma. See exer. 3.24.) 
Thus the field K(Etors) obtained by adjoining to K the coordinates of all of the 
torsion points of E will be an abelian extension of K. 

Let us return now to the case that A E ~t(9l), Yf = ff(j(A)), and EIYf is an 
elliptic curve with j-invariant j(A). Then Yf(Etors) is an abelian extension of 
Yf, but it will not in general be an abelian extension of ff. However, it turns 
out that Yf(Etors) contains ff ab, and Yf(Etors)/ffab is an abelian extension 
whose Galois group is (generally) a product of groups of order 2. In order to 
produce ff ab itself, we instead adjoin (essentially) just the x-coordinates of 
the torsion points. 

To make this precise, for any elliptic curve ElK, let us define a Weber 
function on ElK to be a morphism defined over K of the form 

rPE: E --+ EIAut(E) ~ pl. 

(For the definition of the quotient curve EIAut(E), see (exer. 3.13).) Classi­
cally, if E is given by a Weierstrass equation 

with discriminant ,1 = g~ - 27g~, then one defines the Weber function quite 
explicitly by the formula 

{ 
(g2g3/,1)x(P) if j(E) i= 0, 1728 

rPE(P) = (g~1 ,1)X(p)2 if j(E) = 1728 

(g3/,1)x(P)3 if j(E) = 0. 

Notice that although g2 and g3 are allowed to be in C, the map rPE : E --+ !p 1 is 
independent of the choice of Weierstrass equation for E, and will thus be 
defined over any field of definition for E. 

Theorem 11.5. Let ff be a quadratic imaginary field, 9l c ff its ring of 
integers, and let EIC be an elliptic curve with End(E) ~ r!ll. 
(a) The maxi»wl unramified abelian extension of ff is ff(j(E)). 
(b) The maxi,'ial abelian extension ff ab of ff is given by 
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J("ab = J("(j(E); rPE(T), T E Etors). 

[I.e. J("ab is the field obtained by adjoining to J(" the j-invariant of E and the 
value of a Weber function at all of the torsion points of E.] 

PROOF. (a) This is a restatement of (l1.2c). 
(b) [La 3, ch. 10, thm. 2], ESe 4], or [Shi 1, cor. 5.6]. o 

Remark 11.6. Let {A} be any ideal class of gf, for example A = gf. Then in 
(11.5), we could take E to be the elliptic curve with E(C) ~ CIA given by the 
Weierstrass equation 

E: y2 = 4x3 - g2(A)x - g3(A). 

(For the definition of g2(A) and g3(A) in terms of power series, see (VI §3).) 
Then the Weber function 

is given analytically by 

1 (g2(A)g3(A)/~(A»f.1(Z' A) ifj(A) "I= 0, 1728 
rPA(Z) = (g2(A)2/~(A»f.1(z, A)2 ifj(A) = 1728 

(g3(A)/~(A»f.1(z, A)3 ifj(A) = 0. 

Now (11.5) says that J("ab is generated by j(A) and rPA (t) for t E QA c C. Thus 
J("ab is given explicitly by the values of an analytic function evaluated at 
points of finite order on the complex torus CjA. Notice the similarity with 
the situation over Q, where Qab is generated by the values of the analytic 
function rP(z) = e21tiz at the points of finite order on the cylinder Cj71.. 

Remark 11.7. Just as in (11.4), one can use the Artin map to describe the 
action of G;£ab/;£ on the elements rPE(T) which generate J("ablJ(". See, for 
example, [Shi 1, thm. 5.4] or [La 3, ch. 10, lemma 1 and thm. 3]. 

References. [La 3], ESe 4], [Shi 1]. For generalizations to abelian varieties, 
see [Shi-T], [Se-T], [La 10]. 

§12. Modular Functions 

As we have seen (VI.5.1.1), every elliptic curve EIC is analytically isomorphic 
to a complex torus CIA, where A c C is a lattice which is determined up to 
homothety by E. Associated to the lattice A are the Eisenstein series G2k(A), 
discriminant ~(A), and j-invariant j(A). One easily verifies the homogeneity 
properties (exer. 6.6) 

G2k(ocA) = oc- 2k G2k(A) ~(ocA) = oc-12 ~(A) j(ocA) = j(A). 
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These functions have as their domain the space of lattices. Using homoge­
neity, it is enough to study them in the space of lattices modulo homothety. 
In order to do this, we set the following notation: 

IHI = {rEC: Im(r) > O} 

A, ="£ +"£r for r E IHI 

A(r) = A(A,) j(r) = j(A,). 

Clearly every lattice A is homothetic to A, for some r E IHI. In order to 
describe when two r's give the same lattice, we note that the modular group 

SL2("£) = {e S): a, b, c, dE"£, ad - bc = I} 

acts on IHI by linear fractional transformation 

y = (~ S): IHI-+ IHI y(r) = (ar + b)/(cr + d). 

This action is described by the following proposition. 

Proposition 12.1. (a) The group SL2("£) acts properly discontinuously on IHI. 
(b) The region 

~ = {rE IHI : IRe(r)1 ~! and Irl ~ I} 

is a fundamental domain for IHI/SL2 ("£). (I.e. The natural map ~ -+ IHI/SL2 ("£) is 
surjective, and its restriction to the interior of ~ is injective.) 
(c) Let 

S = (? -A) and T = (A D. 
Then S2 = 1, (ST)3 = 1, and SL2("£) is the free product of the cyclic groups of 
order 2 and 3 generated by Sand ST. In particular, Sand T generate SL2("£.)' 

PROOF. [Ap, thm. 2.1, 2.3J, [Se 7, VII §1]. o 

Corollary 12.1.1. Every lattice A c C is homothetic to a lattice A, for some 
rE~. 

Figure 12.1 illustrates the fundamental domain ~ and its translates under 
various elements of SL2("£)' 

Remark 12.2. Any two bases {WI' W2} and {W~, wz} for a lattice A are related 
by a change of basis formula 

with a, b, c, dE"£ and ad - bc = ± 1. If we use homotheties to replace these 
bases by ones of the form {I, r} and {I, r'} with r, r' E IHI, then the above 
change of basis action on the w's becomes exactly the linear fractional action 
of SL2("£.) on the r's described above. 



344 Appendix C. Further Topics: An Overview 

-1 o 
Figure 12.1 

The function G2k(A) depends only on the lattice A, and not on any parti­
cular choice of basis. However, if Af = Af. for some T, T' E IHI, then G2k(T) and 
G2k(T') may not be equal. Tracing through the definitions, one checks that 

G2k(YT) = (CT + d)2kG2k(T) for y = (~ S)ESL2(Z). 

Notice that if c = 0, then G2k(YT) = G2k(T). In other words, 

G2k(TnT) = G2k(T + n) = G2k(T) 

This means that G2k has a Fourier expansion 

00 

G2k(T) = L c(n)qn, 
n=-oo 

where we write q = e21tif• 

for all nEZ. 

Definition. A meromorphic function on IHI is called a modular function of 
weight k (for SL2 (Z)) if it satisfies: 

(i) f(T) = (CT + drkf(YT) for all Y = (~ ~)ESL2(Z); 
(ii) The Fourier expansion of f in the variable q = e21tif has the form 

00 

f(T) = L c(n)qn 
n=no 

for some (finite) integer no = no (f). 

We say that f is a modular form of weight k if f is holomorphic on IHI and 
no(f) = 0, in which case we also say that f is holomorphic at 00 and set 
f(oo) = c(O). (Notice that q --+ ° as T --+ ioo.) If further f(oo) = 0, then we calIf 
a cusp form. 
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Remark 12.3. Note that if IX = Cb _~), then IXr = r for every r E IHI. Hence if f 
is a modular function of weight k with k an odd integer, then f(r) = 
(-l)-kf(cxr) = - f(r), and so f is identically O. Thus a non-trivial modular 
function for SL2 (Z) is necessarily of even weight. The next proposition pro­
vides some examples of modular functions. 

Proposition 12.4. (a) The j-function j(r) is a modular function of weight 0 which 
is holomorphic on IHI. It Fourier series has the form 

1 00 

j(r) = - + 744 + L c(n)q" 
q "=1 

with c(n) E Z. 

(b) The Eisenstein series G2k(r) is a modular form of weight 2k. Its Fourier 
series is given by 

(2ni)2k 00 

G2k(r) = 2(2k) + 2 (2k _ 1)! n.f:1 0"2k-1 (n)q". 

(Here (s) = ~n-s is the Riemann zeta function; and O"",(n) is the divisor func­
tion, O"",(n) = ~dl" d"'.) 
(c) The discriminant function A(r) is a cusp form of weight 12. Its Fourier 
series has the form 

00 

A(r) = (2n)12 L r(n)q" with r(1) = 1 and r(n) E Z. 
"=1 

(The integer-valued function n -t r(n) is called the Ramanujan r-function.) 

PROOF. [Ap, thm. 1.18, 1.19, 1.20J, ESe 7, VII prop. 4, 5, 8]. D 

Remark 12.4.1. The Fourier coefficients ofj(r) and A(r) have many interesting 
congruence properties. For example, 

r(n) = O"l1(n) (mod 691) 

for all n = 1,2, ... , a result due to Ramanujan. We will not pursue this topic, 
but see, for example, [Ap, ch. 4J or ESe 7, VII, §3.3, §4.5]. 

Remark 12.4.2. The Fourier series for the Eisenstein series G2k(r) is often 
rewritten using the identity 

00 00 

L O"",(n)q" = L n"'q"j(1 - q"). 
"=1 "=1 

It commonly appears in the literature in both forms. 

The discriminant function A(r) also has the following beautiful product 
expansion. 

Theorem 12.5. (a) (Jacobi) 
00 

A(r) = (2n)12 q n (1 _ q")24. 
n=1 
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(b) Define the Dedekind '1-function by 
00 

'1(t) = q1/24 n 1 - q". 
11=1 

(Here q1/24 is defined to be e1tit/12. Notice that A(t) = (2n)12'1(t)24.) Then 

'1(t + 1) = e1ti/12 '1(t) and '1( -1/t) = (- it) 1/2 '1 (t). 

(We take the branch of the square-root function which is positive on the positive 
real axis.) 

PROOF. [Ap, thm. 3.1, 3.3], ESe 7, VII, thm. 6]. D 

Remark 12.5.1. Since the maps t -+ t + 1 and t -+ - l/t generate the action of 
SL2(Z) on IHI (12.1.c), one can check that 

'1(yt) = e{ -i(ct + d)}1/2'1(t) for all y = (~ ~)ESL2(Z), 

where e = e(a, b, c, d) satisfies e24 = 1. There is a formula for e(a, b, c, d) 
which involves Dedekind sums. See [Ap, ch. 3, especially thm. 3.4] for details. 

Elliptic functions, such at the Weierstrass f.J-function, can be treated as 
functions of two variables, the second variable being the lattice. We define 

f.J(z; t) = f.J(z; At) f.J'(z; t) = f.J'(z; At) u(z; t) = u(z; At)' 

These functions have the following q-expansions. 

Proposition 12.6. Let q = e21tit and u = e21tiz. Then 

00 00 

(2ni)-2f.J(z; 1") = L q"u/(l - q"U)2 + 1/12 - 2 L q"/(l _ q")2; 
11=-00 ,,=1 

00 

(2nir 3 f.J'(z; 1") = L q"(l + q"u2)/(1 - q"U)3; 
n=-oo 

00 

(2ni)u(z; 1") = e"z2/2(u1/2 - U-1/2) n (1 - q"u)(l - q"u- 1)/(1 _ q")2. 
,,=1 

(In this last formula, '1 = '1(1) is one of the quasi-periods associated to the 
lattice Z + b. See (exer. 6.4b).) 

PROOF. [La 3, ch. 18, §2], [Rob, II §5]. D 

Remark 12.7 •. An elliptic curve E/C is analytically isomorphic to a torus C/A, 
and we can choose the lattice A to be of the form A = At = Z + b. Consider 
the exponential map exp(2ni'): C -+ C*. The image of At under this map is 
the cyclic subgroup qZ = {q": neZ} of C*. Thus composing with the ex­
ponential map, we obtain an analytic isomorphism 
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C*/l-..:-. E(C). 

If we let u be the parameter on C* (i.e. u = e211iZ), then this map is given by 
[SO, SO', 1J, where SO and SO' are given in terms of u by (12.6). 

We now describe the field of modular functions and the algebra of modular 
forms. 

Definition. Let 

Mk = {modular forms of weight 2k}, 

Mk,o = {cusp forms of weight 2k}. 

Notice that Mk and Mk,o are C-vector spaces. Further, if fEMk and gEMk" 
then fg E Mk+k" Thus the ring 

ao 

M= LMk 
k=O 

has a natural structure as a graded C-algebra. 

Theorem 12.8. (a) j(-r:) is a modular function of weight O. Every modular func­
tion of weight 0 is a rational function of j(r:). 
(b) The map 

C[X, Y] --. M 

is an isomorphism of graded C-algebrasl where we assign weights wt(X) = 4 
and wt(Y) = 6. In particular, every modular form is a polynomial in G4 and G6 • 

1
0 ifk<O 

(c) dime Mk = [k/6] if k == 1 (mod 6), k ~ 0 

[k/6J + 1 if k =1= 1 (mod 6), k ~ O. 

(d) Multiplication by .1(r:) defines an isomorphism of M k- 6 onto Mk,o' 

PROOF. [Ap, thm. 2.8, §6.4, §6.5J, ESe 7, VII, §3.2, §3.3]. o 
The study of the spaces Mk and Mk,o is facilitated by the existence of 

certain linear operators. For each integer n ~ 1, we define the Hecke operator 
T(n) on the space Mk of modular forms of weight 2k by the formula 

d-l 

(T(n)f)(r:) = n2k- 1 L d- 2k L f((nr: + bd)/d2). 
din b=O 

(For a more intrinsic definition, see [Ap, §6.8J, ESe 7, VII §5.lJ, or [Shi 1, Ch. 
3].) 

Proposition 12.9. (a) If f is a modular form (respectively cusp form) of weight 
2k, then T(n)fis also. In other words, T(n) induces linear maps 



348 Appendix C. Further Topics: An Overview 

T(n) : Mk -+ Mk and T(n): Mk,o -+ Mk,o. 

(b) For all integers m and n, 

T(m)T(n) = T(n)T(m). 

(c) If m and n are relatively prime, then 

T(mn) = T(m)T(n). 

(d) For all primes p and integers r ~ 1, 

T(p,+1) = T(p')T(p) _ p,-1 T(p'-1). 

PROOF. [Ap, thm. 6.11, 6.13], [Se 7, VII §5.1, §5.3]. D 

Application 12.10. Of particular interest are those modular forms which are 
simultaneous eigenfunctions for every Hecke operator T(n). In other words, 

T(n)f = ).,(n)f for all n = 1, 2, ... , 

where ),,(1), ),,(2), ... are certain constants. If this occurs, then it is not hard to 
show that the Fourier expansion of J, f = I:c(n)qft, satisfies 

c(n) = c(I»).,(n) for all n = 1,2, .... 

(See [Ap, thm. 6.14, 6.15], [Se 7, VII §5.4].) In particular, if f is not constant, 
then c(l) "# 0, and f is uniquely determined by c(l) and the eigenvalues 
{).,(n)}. 

Example 12.10.1. Consider the space M6 . 0 of cusp forms of weight 12. From 
(12.8c) and (12.4c), it has dimension 1, and is generated by the discriminant 
function 

00 00 

~ = (2n)12 n (1 - qft)24 = (2n)12 L T(n)qn. 
n=1 n=1 

Since T(n)~ is also in M6 ,o, it follows that T(n)~ is a multiple of ~. From 
(12.10) we conclude that 

T(n)~ = T(n)~ for all n = 1, 2, .... 

(Note that T(I) = 1.) Now the identities (12.9cd) satisfied by the Hecke 
operators T(n) lead to analogous formulas for the Ramanujan function: 

T(mn) = T(m)T(n) if gcd(m, n) = 1; 

T(p,+1) = T(p')T(p) - p,-1 T(p,-1) for p prime, r ~ 1. 

These beautiful identities, conjectured by Ramanujan, were first proven by 
Mordell. There is also the estimate, demonstrated by Deligne as a conse­
quence of his proof of the Weil conjectures, which states that 

IT(p)1 ~ 2.JP for p prime. 
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Since j(r} is a modular function of weight 0 (12.4a), it defines a function on 
the quotient space IHI/SL2 (Z}. Now IHI/SL2 (Z} has a natural structure as a 
Riemann surface, and one can show thatj(r} defines a holomorphic function 
on that surface. (See [Shi 1, §1.3, §1.4, §1.5].) 

Proposition 12.11. The map 

j: IHI/SL2 (Z} -+ C 

is a complex analytic isomorphism of (open) Riemann surfaces. 

PROOF. ESe 7, VII prop. 5]. D 

Corollary 12.11.1 (Uniformization Theorem). Let E/C be an elliptic curve 
Then there exists a lattice A c C and a complex analytic isomorphism 
CIA -+E(C). 

PROOF. Let J be the j-invariant of E. From (12.11), there is arE IHI such that 
j(r} = J. Then the elliptic curve 

Et : y2 = 4x3 - g2(r}x - g3(r) 

has j-invariant J, so Et ~ E from (III.1.4b). On the other hand, (VI.3.6b) 
describes a complex analytic isomorphism C/(Z + Zr) -+ Et(C), which gives 
the desired result. D 

From (12.11), we see that the Riemann surface IHI/SL2 (Z} is not compact. 
Its natural compactification is [P>l(C), obtained by adding a single extra point 
at infinity. However, with a view toward eventual generalizations, we will 
take the following approach. Define 

IHI* = IHI U [p>l(Q). 

Here one should think of the points [x, 1] E [p>l(Q) as forming the usual copy 
of Q in C; and the point [1,0] E [P>l(Q) as a point at infinity. Notice that 
SL 2 (Z) acts on [P>l(Q) in the usual manner, 

/': [x, y] -+ [ax + by, cx + dy]. 

The quotient space 1HI*/SL2 (Z} can be given the structure of a Riemann 
surface, and one can show that the j-function then defines a complex analytic 
isomorphism 

j: 1HI*/SL2(Z} -+ [P>l(C). 

(See [Shi 1, §1.3, §1.4, §1.5] for details.) Notice that since SL 2 (Z} acts transi­
tively on [P>l(Q), the net effect has been to add a single point, called a cusp, to 
IHI/SL2 (Z). 
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Congruence Subgroups 

In studying modular functions for SL2 (Z), one soon discovers the need to 
deal with functions which are modular only for certain subgroups of SL2 (Z). 

Definition. For each integer N ~ 1, we define subgroups of SL2 (Z) as follows: 

ro(N) = {(~ ~)ESL2(Z): c == 0 (mod N)}; 

r 1 (N) = {(~ ~)ESL2(Z): c == 0 (mod N), a == d == 1 (mod N)}; 

r(N) = {(~ ~)ESL2(Z): b == c == 0 (mod N), a == d == 1 (mod N)}. 

More generally, a congruence subgroup ofSL2(Z) is defined to be a subgroup 
r of SL2(Z) which contains r(N) for some integer N ~ 1. 

If r is a congruence subgroup of SL2(Z), then r acts on !HI*, and we can 
form the quotient space !HI*/r. !HI*/r has a natural structure as a Riemann 
surface ([Shi 1, §1.3, §1.5]). The action of r on 1?1(Q) c !HI* gives finitely 
many orbits; the images of these orbits in !HI * /r are called the cusps of r. 

Example 12.12. If p is prime, then !HI*/ro(p) contains two cusps, represented 
by the points [1,0] and [0, 1] in IfDl(Q). 

Definition. Let r be a congruence subgroup of SL2(Z). A meromorphic func­
tion f on !HI is called a modular function of weight k for r if 

(i) f(.) = (c. + d)-,,/(y.) for all y = (~ :) E r; and 
(ii) f is meromorphic at each of the cusps of !HI * /r. (See [Shi 1, §2.1] for the 

precise definition.) 

A modular function is called a modular form if it is holomorphic on !HI and at 
each ofthe cusps of !HI * /r; and it is a cusp form if it is a modular form which 
vanishes at every cusp. 

Example 12.13. The function 

f(.) = '7(.)2'7(117:)2 

is a cusp form of weight 2 for the group ro(l1). (Here ,,(.) is the Dedekind '7-
function (12.5b).) 

If f(.) is a modular form of weight 2 for r, then one easily checks that the 
differential form f(.} d. on !HI is invariant under the action ofr. (This follows 
from the identity d«a. + b)/(c. + d» = (c. + dt2 d •. ) If, further, f is a cusp 
form, then one can show that f(.} d. is holomorphic at each of the cusps of r, 
and so defines a holomorphic I-form on the quotient space !HI*/r. 

Proposition 12.14. Let r be a congruence subgroup of SL2(Z}. There is a 
natural isomorphism between the space of weight 2 cusp forms for r and the 
space of holomorphic 1-forms on the Riemann surface !HI*/r. 
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PROOF. [Shi 1, §2.4]. D 

Remark 12.15. It is not difficult to calculate the genus of IHl * /r; and thereby, 
using (12.14), to find the dimension of the space of weight 2 cusp forms for r. 
For example, if p is prime, then 1Hl*/ro(p) has genus equal to the numerator of 
the fraction (p + 1)/12 expressed in lowest terms. For general formulas, see 
[Shi 1, prop. 1.40, 1.43]. 

The Hecke operators defined above also act on the space of modular forms 
relative to congruence subgroups. 

Proposition 12.16. Let r be a congruence subgroup of SL2 CZ), say r ~ r(N); 
and let He) be a modular form of weight 2k for r. Then for each integer n ~ 1 
relatively prime to N, the function T(n)f defined by the formula given above is 
again a modular form of weight 2k for r. Further, if f is a cusp form, then so is 
T(n)f 

PROOF. [Shi 1, prop. 3.37]. D 

Remark 12.17. Just as in the case of the full modular group SL 2 (Z), one 
studies those modular forms relative to r which are simultaneous eigenfunc­
tions for all of the Hecke operators. For example, the Riemann surface 
1Hl*/ro(11) has genus 1 (12.15), so the space of cusp forms of weight 2 for 
ro(11) is of dimension 1 (12.14). It follows that the function 

fer) = 1](r)21](11 r)2 

given in (12.13) is an eigenfunction of T(n) for every integer n satisfying 
gcd(n, 11) = 1. 

References. [Ah!, ch. 7], [Ap, ch. 2,3,6], [B-Sw 2], [Ko], [La 3], COg 4], 
[Rob, ch. I, §3,4], [Se 7, ch. VII], [Shi 1, ch. 1,2,3]. 

§13. Modular Curves 

Let r be a congruence subgroup of SL 2 (Z). Ifr = SL 2 (Z), then we have seen 
(§12) that the points of the Riemann surface lHl/r are in one-to-one corre­
spondence with the isomorphism classes of elliptic curves defined over C. 
This correspondence associates to the point r (mod n of lHl/r the elliptic 
curve Er ~ C/(Z + b). We will now describe a similar interpretation for the 
points of lHl/r in the case that r is a more general congruence subgroup. 

For example, consider the subgroup r 1 (N), which we recall consists of all 
matrices ')I = e ~) such that c == 0 (mod N) and a == d == 1 (mod N). Since 
r 1 (N) c SL 2 (Z), we can again associate to each r E lHl/r1 (N) the elliptic curve 
Er . This is nothing more than the natural map lHl/r1(N) --+ IHl/SL2 (Z). But 
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a point of IHi/r 1 (N) contains additional information. Consider the point 
T.EEt corresponding to l/NEC/(7L + lLr). (Thus T.EEt[NJ.) Then for any 
y E SL2 (7L), the isomorphism 

f: C/(7L + 7Lr) -+ C/(7L + 7Ly(r)) 

z-+ zl(cr + d) 

maps liN to l/N(cr + d). (Note that y(r) = (ar + b)/(cr + d).) If we further 
assume that y E r 1 (N), then 

1 

N 
-----,-_--::- = (cIN)r + (d - l)/N Ef(7L + lLr) = 7L + 7Ly(r). 
N(cr + d) cr + d 

Thus the point liN E C/(7L + lLr) remains fixed when the basis for the lattice is 
changed by an element of r 1 (N). Hence a point of IHI/r1 (N) gives an elliptic 
curve Et/C together with a specified point T. E Et of exact order N. Further, 
given any elliptic curve EIC and any point TEE of exact order N, there is a 
point r E IHI/r1 (N) and an isomorphism E t -+ E such that T. -+ T. Using fan­
cier terminology, we say that the Riemann surface IHI/r1 (N) is a moduli space 
for the moduli problem of determining equivalence classes of pairs (E, T), 
where E is an elliptic curve defined over C, and TEE is a point of exact order 
N. (Two pairs (E, T) and (E', T') are deemed equivalent if there is an isomor­
phism E ~ E' which takes T to T'.) 

Similarly, if y E ro(N) and r E IHI/ro(N), then one easily checks that the 
subgroup 

remains invariant under the action of y. As above, IHI/ro(N) is a moduli space 
for the problem of determining (equivalence classes of) pairs (E, C), where E 
is an elliptic curve and C c E is a cyclic subgroup of exact order N. Note that 
from (III.4.11), there is a one-to-one correspondence between subgroups 
<I> c E and isogenies r/J : E -+ E1 , given by the association <I> +-+ ker r/J. Thus the 
points of IHI/ro(N) can also be viewed as classifying triples (E, E', r/J), where 
r/J : E -+ E' is an isogeny whose kernel is cyclic of order N. 

Finally, we consider the moduli problem associated to the congruence 
subgroup nN). If y E nN) and r E IHI/nN), then as above one checks that the 
points liN and r/N in C/(7L + 7Lr) remain invariant under the action of y. 
Thus associated to a point of IHI/nN) is an elliptic curve C/(7L + lLr), together 
with a basis {liN, r/N} for the group of N-torsion points. However, a point 
of IHI/nN) contains one further piece of information. Recall (III §8) that there 
is a pairing eN on the group of N-torsion points of an elliptic curve. Then one 
can check that 

eN(l/N, r/N) = e21ti/N. 

Thus not only do we get a basis for the N-torsion, but the two points making 
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up that basis pair, via the Weil pairing, to a specific primitive Nth root of 
unity. 

Now for arithmetic applications, it is important to understand when an 
elliptic curve E/C or a point T E E(C) is defined over some subfield of C, such 
as a number field. For example, although the Riemann surface II-O/SL2 (2} only 
classifies elliptic curves over C, we have a complex analytic isomorphism 
(C.12.11) 

j: II-O/SL2 (2) -+ A,l, 

where A,l is a variety which is defined over ([J. Further, the elliptic curve E t 

corresponding to "t" E II-O/SL2(2) is isomorphic, over C, to an elliptic curve 
defined over ([J(j("t"». There is a general theory which deals with fields of 
definition for the spaces II-Ojr and their associated moduli problems, but we 
will be content with the following description for the three special sorts of 
congruence subgroups considered above. 

Theorem 13.1. Let N ~ 1 be an integer. 
(a) There exists a smooth projective curve Xo(N}/([J and a complex analytic 
isomorphism 

jN.O: 11-0* /ro(N} -+ Xo(N)(C) 

such that the following holds: 
Let "t"E lHI/ro(N}, and let K = ([J(jN.O("t"». From above, "t" corresponds to an 

equivalence class of pairs (E, C), where E is an elliptic curve and C c E is a 
cyclic subgroup of order N. Then this equivalence class contains a pair such 
that both E and C are defined over K. (I.e. E is an elliptic curve defined over K, 
and C c E(K) is mapped to itself by GK1K .} 

(b) There exists a smooth projective curve Xl (N}/([J and a complex analytic 
isomorphism 

jN,1: 1I-O*/rl(N) -+ X1(N)(C) 

such that the following holds: 
Let "t"E lHI/r1(N), and let K = ([J(jN,1("t"». From above, "t" corresponds to an 

eqUivalence class of pairs (E, T), where E is an elliptic curve and TEE is a point 
of exact order N. Then this equivalence class contains a pair such that E is 
defined over K and TEE (K). 
(c) Fix a primitive Nth root of unity C E C. There is a smooth projective curve 
X(N)/([J(O and a complex analytic isomorphism 

jN: 1I-O*/rcN) -+ X(N)(C) 

such that the following holds: 
Let"t"E lI-O/rcN), and let K = ([J(C,jN("t"». As explained above,"t" corresponds to 

an equivalence class of triples (E, T1 , T2), where E is an elliptic curve, and 
{Tl' T2} are generators for E[N] satisfying eN(T1, T2) = C. (Here eN is the Weil 
pairing. See (III §8).) Then this equivalence class contains a triple such that E is 
defined over K and Tl , T2 E E (K). 



354 Appendix C. Further Topics: An Overview 

PROOF. [Shi 1, §6.7]. D 

Remark 13.2. Ifr is any congruence subgroup of SL2(Z), then one can find in 
a similar manner a smooth projective curve X(r) defined over some number 
field K(r) and a complex analytic isomorphism jr: 1Hl*/r -+ X(r)(C). See 
[Shi 1, §6.7] for details. Recall that the cusps ofr are defined to be the image 
of PI(O) in 1Hl* /r. 

Definition. With notation as in (13.2), the curve X(r) is called a modular 
curve. The set of cusps of X(r) consists of the finite set ofpointsjr(pl(O)/r). 
(I.e. The cusps of X(r) are the image under jr of the cusps of r.) We denote 
the complement of the set of cusps of X(r) by Y(r). Y(r) is a smooth affine 
curve. 

Notation. For the congruence subgroups ro(N), rl(N), and r(N) considered 
in (13.1), the curve Y(r) is usually denoted by Yo (N), YI(N), and Y(N) 
respectively. 

Example 13.3. Let N be an odd prime. Then Xo(N) has two cusps, both of 
which are rational over 0 (i.e. in Xo(N)(O». Similarly, Xl (N) will have N - 1 
cusps; but now only half ofthe cusps will be in Xl (N)(O). The othert(N - 1) 
cusps of Xl (N) are defined over the maximal real subfield of o ('N)' 

Example 13.4. The curve Xl (7) is isomorphic to pl. To make this precise, we 
can associate to each point [t, 1] E pI the pair (Et, P,), where Et is the curve 
(defined over O(t» given by the equation 

Et : y2 + (1 + t - t2)xy + (t2 - t3)y = x3 + (t2 - t3)X2, 

and P, E Et is the point P, = (0, 0). The curve Et will be an elliptic curve 
provided that the discriminant 

A(t) = t7 (t -If(t3 - 8t2 + 5t + 1) 

does not vanish. Further, if A(t) =F 0, then one easily checks (using the 
addition law) that [7]P' = O. The curve Xl (7) has six cusps, corresponding to 
the values t = 0, t = 1, t = 00, and the three roots of t3 - 8t2 + 5t + 1 = O. 
The reader may verify that each of these latter three roots generates the 
maximal real subfield of 0('7), thereby verifying (13.3) in this case. 

Remark 13.5. To illustrate one application of modular curves, we use them to 
rephrase conjecture (VIII. 7. 7). That conjecture says that for every number 
field K, there is an integer N(K) such that for every elliptic curve ElK, E(K) 
has no torsion points of order greater than N(K). Notice that if E(K) has a 
point P of order N, then the pair (E, P) corresponds to a non-cuspidal point 
of Xl (N)(K). (i.e. a K -rational point of the modular curve Xl (N». Thus 
(VIII. 7. 7) is equivalent to the statement that for any number field K, the set of 
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rational points Xl (N)(K) consists entirely of cusps for all sufficiently large N. 
The question of rational torsion points on elliptic curves is thus transformed 
into the question of rational points on modular curves. It is this idea which 
provides the starting point for the results of Mazur (VIII.7.5) and Manin 
(VIII.7.6). 

Some modular curves are actually elliptic curves themselves. For example, 
the curve Xo(11) has genus 1; and since it has two cusps defined over 0 (13.3), 
we can use one of the cusps to make Xo(11) into an elliptic curve. Now an 
elliptic curve such as Xo(11) has a lot of additional structure, due to the fact 
that it is a modular curve; and it is possible to use that extra information to 
study the arithmetic of Xo(11). Unfortunately, the genus of Xo(N) grows 
(slightly irregularly) with N, so there are only finitely many curves Xo(N) of 
any given genus. However, it sometimes happens that there is a map 
r/J : Xo(N) --+ E, defined over 0, from Xo(N) onto an elliptic curve EIO. In this 
case, we say that E is a Weil curve, or that E is parametrized by modular 
functions. Such elliptic curves have a very rich structure, which can be used to 
study their arithmetic properties. We will discuss these curves in more detail 
later (16.4), and will just state here the following (weak) version of the conjec­
ture of Taniyama and Weil. 

Conjecture 13.6 (Taniyama-Weil). Every elliptic curve defined over 0 is a Weil 
curve. (I.e. If EIO is an elliptic curve, then there exists an integer N and a 
surjective morphism r/J : Xo(N) --+ E defined over 0.) 

References. [B-Sw 2], [Ka-M], [Maz 1], [Maz 2], [Shi 1]. 
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For this section and the next, we let K be a local field, complete with respect 
to a discrete valuation v. Recall that for elliptic curves over C, the existence of 
a lattice A c C and a uniformization E(C) ~ CIA provides a powerful tool 
for the study of E(C). If one attempts to mimic this construction for K, one is 
immediately stymied, since such a field can have no non-trivial discrete sub­
groups. However, if A is normalized as 71. + 71:r:, then applying the exponential 
map exp(2ni' ) to CIA gives a new isomorphism E(C) ~ C* IlL. Here q = e21ti" 

and qZ is the subgroup of C* generated by q (cf. 12.7). Now the analogous 
situation for K looks more promising, since the multiplicative group K* has 
lots of discrete subgroups, namely those of the form qZ with I q Iv =1= 1. Further, 
all of the classical q-expansions for the various elliptic and modular functions 
(cf. §12) will converge in the v-adic case provided that q is chosen to satisfy 
Iqlv < 1. 

For example, consider the elliptic curve (called the Tate curve) 
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Eq : y2 + xy = x3 + a4x + a6 

whose coefficients are given by the power series (considered, for the moment, 
as formal power series in Z[q]) 

a4 = -5 L n3qftj(1 - qft) 
n;;;'1 

The associated discriminant and j-invariant are given by the familiar for­
mulas from the complex case (see §12) 

t1 = q n (1 - qft)24 
1 

j = - + 744 + 196884q + .... 
q n;;;'1 

(Note that except for the leading term,j e Z[ q].) Further, the elliptic curve Eq 
has the point (in the power series ring Z[q, u]) defined by 

x = x(u, q) = L q"uj(1 - qnU)2 - 2 L nq"j(1 - q") 
nel 11;;;'1 

y = y(u, q) = L q2ftu2j(1 - q"U)3 + L nq"j(1 - q"). 
ftel n;;;'1 

Now one need merely observe that all of the above formulas make sense if 
q and u are taken to be elements of K*, provided that Iqlv < 1. In other 
words, the various power series will converge in the v-adic metric. We thus 
obtain a v-adic analytic uniformization 

~: K*jql--+ Eq(K) 

u --+ (x(u, q), y(u, q)). 

(Of course, we set ~(1) = 0.) More generally, the power series x(u, q) and 
y(u, q) will converge for any u e K, and so will induce a map 

~: K*jql--+ Eq(K). 

(Note that although K will not be v-adically complete, the convergence of the 
power series is taking place in the finite extension K(u). As an alternative, one 
can work in the v-adic completion of K, which turns out to be algebraically 
closed.) 

Another important point to notice is that since the action of GX1K on K is 
v-adicaUy continuous, this action will commute with the convergence of 
power series. In other words, ~ is an isomorphism of GxIK-modules, so it can 
be used to make arithmetic deductions. (In this respect, at least, the non­
archimedean uniformization is more useful than the corresponding situation 
over C.) 

The uniformization theorem (VI.5.1.1) (combined with the exponential 
map) says that every elliptic curve over C is (analytically) isomorphic to 
C*jql for some qeC* with Iql < Lit is clear that this carinot be true over K. 
For examining the power series for j = j(q), we see that Iqlv < 1 implies that 
lj(q)lv < 1. Thus every curve Eq has non-integralj-invariant. More precisely, 
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the reduction Eq of Eq modulo v has the Weierstrass equation 

Eq : y2 + xy = x3 ; 

so Eq has split multiplicative reduction at v. 
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Theorem 14.1 (Tate). Let K be a field complete with respect to a discrete 
valuation v. 
(a) For every qEK* with Iqlv < 1, the map 

rP: K*/qZ -+ EiK} 

described above is an isomorphism of GK/K-modules. 
(b) ForeveryjoEK* with Ijolv < 1, there isaqEK* with Iqlv < 1 such that the 
elliptic curve Eq/K has j-invariant jo. Eq is characterized by j(Eq} = jo and the 
fact that it has split multiplicative reduction at v. 
(c) Let R be the ring of integers of K. Then under the isomorphism Eq(K} ~ 
K*/qZ, we have the identifications 

(Eq}o(K) ~ R* and (Eq>t{K) ~ {uER*: u == 1 (mod v)}. 

(d) Let E/K be an elliptic curve with non-integral j-invariant which does not 
have split multiplicative reduction. From (b), there is a q E K* such that j(E} = 
j(Eq}. Then there is a unique quadratic extension L/K such that E is isomor­
phic to Eq over L. Further, 

E(K} ~ {uEL*: NormL/K(u}EqZ}/qz. 

The extension L/K is unramified if and only if E has (non-split) multiplicative 
reduction, in which case the residue field extension of L/K is generated by the 
tangents to the node of the reduction E of E at v. 

PROOF. This was originally discovered by Tate, but never officially published 
by him. Accounts can be found in [Rob, II §5J and [Roq]. 0 

References. [RobJ, [RoqJ, [La 3, ch. 15J. 

§15. Neron Models and Tate's Algorithm 

As in the last 'section, we let K be complete with respect to a discrete valu­
ation v, and let R be the ring of integers and k the residue field of K. Let E/K 
be an elliptic curve, and choose a minimal Weierstrass equation for E at v. 
Suppose now that we consider this equation as defining a scheme E over 
Spec(R}. The resulting scheme may not be regular (i.e. smooth), for if E has 
bad reduction at v, then the singular point on the special fiber E of E may be 
a singular point of the scheme. By resolving the singularity, one obtains a 
scheme ~/Spec(R} whose generic fiber is E/K and whose special fiber is a 
union of curves (with multiplicities) over k. 
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Theorem 15.1 (Kodaira, Neron). Let ElK be as above. 
(a) There is a regular projective two-dimensional scheme ~ ISpec(R) whose 
generic fiber ~ x Spec(R) Spec(K) is isomorphic (over K) to ElK. Suppose further 
that ~ is minimal (i.e., the map ~ --+ Spec(R) cannot be factored as ~ --+ ~' --+ 

Spec(R) in such a way that ~ XSpec(R) Spec(K) --+~' XSpec(R) Spec(K) is an 
isomorphism.) Then ~ is unique. 
(b) Let 8 c ~ be the subscheme of ~ obtained by discarding all of the singular 
points of the special fiber tg = ~ XSpec(R) Spec(k). (I.e. We discard all multiple 
fibral components and all intersections of fibral components. Note that these 
are not singular points of ~ itself, which is regular.) Then 8 is a group scheme 
over Spec(R) whose generic fiber 8 XSpec(R) Spec(K) is isomorphic, as a group 
variety, to ElK. 8 is called the Neron minimal model of ElK. 
(c) The natural map 8(R) --+ E(K) is an isomorphism. (I.e. Every section 
Spec(K) --+ E on the generic fiber extends to a section Spec(R) --+ 8.) 
(d) Let 1= 8 x Spec(R) Spec(k) be the special fiber of 8. Then I is an algebraic 
group over k, and we let 10jk be its identity component (so I is an extension of 
1° by a finite group.) Note that there is a reduction map 8(R) --+ l(k). Then 
with the identification 8(R) ~ E(K) from (c), 

(i) 10(k) ~ Ens(k) ~ Eo (K)IEI (K). 
(ii) l(k)/10(k) ~ E(K)IEo(K). 

PROOF. [Ne 2]. D 

Remark 15.1.1. In some sources, ~ is called the Neron minimal model of ElK. 
However, for abelian varieties of higher dimension, the Neron minimal 
model always refers to a group scheme analogous to our 8, and there is no 
natural analogue of~. The ambiguity for elliptic curves results because the 
minimal model of E, considered as a curve, is~; while the minimal model of 
E, treated as a group variety, is 8. 

Notice that (15.1d(ii» gives a description of E(K)IEo(K) in terms of the 
group of components of a certain algebraic group Ilk. It turns out that there 
are only a handful of possibilities for I. More precisely, one can write down 
all of the possibilities for the special fiber tg = ~ X Spec(R) Spec(k); and then 
one obtains I by discarding all of the components of multiplicity greater 
than 1 and all of the points where components intersect. The results are as 
follows. 

Theorem 15.2 (Kodaira, Neron). With notation as in (15.1), all of the possi­
bilities for the special fiber tg and the group of components l(k)/10(k) are given 
in table 15.1. 

Exceptfor the case 1o, each of the pictured components is a rational curve (i.e. 
a copy of pI). Further, .1v is the minimal discriminant of E at v, and Iv is the 
exponent of the conductor (which is defined below in §18). 
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Table 15.1 

Kodaira symbol 10 Iv (v>O) !I III IV 10 10(v>0) IV* III* II'" 

Special fiber e 
1~ ~' 

1 
1 102 

2, 2 /1 
1 10 3 

(the numbers r-. 3 4 

I \ 3 4 
/ 

.5 

indicate muiti-
I .2 _2 

I I '2 6 X X U Y. ~ 
I I 

,~, 
1--3 

plicities) UI I~ 
3 4 1 1 !N2 1 2 1 '2 

1 
m = number of 
irreducible 1 v 1 2 3 5 5 + v 7 8 9 
components 

(2 (2 

E(K )/Eo(K) 
2<2 x 2<2 

(0 ) ~ (0 ) 1£. 1£. 1£. ~ v even 1£. 1£. (0 ) v(2 272 372 272 x 272 372 272 
aE i(k)iCo(k) J£. 

472 
u odd 

iO(k) E(k) k* k+ k" k" k+ k+ k+ k+ k+ 

(Entries below this line are ualid only for char(k) '" 2,3) 

ordy(t.y l 0 u 2 3 4 6 6+u 8 9 10 

ty = exponent of 

conductor = 0 1 2 2 :2 2 :2 2 2 2 
ordy (6y )+I-m 

behavior of j y(j ll.O ordy(j l=-u 1=0 1=1728 1=0 y(j )lO ordv(j) 
J=O 1=1728 r=O =-1.) 

PROOF. [Ne 2]. o 
Corollary 15.2.1. The group E(K)/Eo(K) is finite. If E has split multiplicative 
reduction, then it is cyclic of order -ordv(j(E». In all other cases, it has order 
at most 4. 

PROOF. The first statement follows from (15.1d). For the second, if E has split 
multiplicative reduction, then E(K) ~ K*/qZ and E(K)/Eo(K) ~ 7L/ordv(q)7L 
(14.1ac). Further, ordv(q) = -ordv(j(E» (cf. §14). Next, if E has non-split 
multiplicative reduction, then one easily checks using (14.1d) that E(K)/Eo(K) 
has order 1 or 2. Finally, if E has additive reduction, then the result follows 
by inspection oCtable 15.1. 0 

Remark 15.3. Note that except when k has characteristic 2 or 3, everything 
about E (i.e. reduction type, exponent of conductor, the group E(K)/Eo(K» 
can be read off from table 15.1 once one has a minimal Weierstrass equation 
for E. Further, a given Weierstrass equation will be minimal if and only if 

I 
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either ordiA) < 12 or ordv(c4) < 4 (exer. 7.1a), so in this case.it is easy to 
check for minimality. In general, for k of arbitrary characteristic, one can use 
a straightforward (but somewhat lengthy) algorithm of Tate ([Ta 6]) to 
compute the special fiber fl, and then read the desired results from the 
corresponding column in table (15.1). 

References. [Ne 2], [Ta 6]. 

§ 16. L-Series 

The L-series of an elliptic curve is a generating function which records in­
formation about the reduction of the curve modulo every prime. Known 
results are fragmentary, but conjecturally such L-series contain a large 
amount of information concerning the set of global points on the curve, 
(which may be somewhat surprising, in view of the failure of the Hasse prin­
ciple for curves of genus 1.) Further, there are intimate relations, both known 
and conjectural, between these L-series and the theory of modular forms. In 
this section we will explain these conjectures and give some of the evidence 
which support their validity. 

Let ElK be an elliptic curve, and let vEMK be a finite place at which E has 
good reduction. We denote the residue field of K at v by kv, the reduction of E 
at v by Ev, and let qv = # kv be the norm of the prime ideal corresponding to 
v. Recall (V §2) that the zeta function of Evlkv is the power series 

(Here kv,n is the unique extension of kv of degree n.) Further, we proved (V.2.4) 
that Z(Evlkv; T) is actually a rational function 

Z(Evlkv; T) = Lv(T)/(1 - T)(1 - qv T), 

where 

Lv(T) = 1 - avT + qvT2EZ[T] and av = qv + 1 - #Ev(kv)' 

We extend the definition of LiT) to the case that E has bad reduction by 
setting 

1
1 - T if E has split multiplicative reduction at v 

Lv(T) = 1 + T if E has non-split multiplicative reduction at v 

1 if E has additive reduction at v. 

Then in all cases we have the relation 
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Definition. The L-series of ElK is defined by the Euler product 

LE/K(S) = n Lv(q;;B)-l. 
veMO 

K 
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This product converges and gives an analytic function for all Re(s) > t. (Use 

the fact (V.2.4) that lavl ~ 2JQ".) It is conjectured that far more is true. 

Conjecture 16.1. The L-series LE/K(S) has an analytic continuation to the entire 
complex plane, and it satisfies a functional equation relating the values at sand 
2 - s. 

This conjecture is known to be true for those elliptic curves having com­
plex multiplication (Deuring [De 3], Well [We 4]), in which case LE/K(S) is 
shown to equal a Heeke L-series with Grossencharacter. It is also known for 
those elliptic curves over Q which are parametrized by modular functions 
(Eichler, Shimura, see below), where LE/Q(s) turns out to be the Mellin trans­
form of a modular form. 

Next we define the conductor of ElK. It is a certain integral ideal of K 
which is the same for isogenous elliptic curves. If v E MK, the exponent of the 
conductor of E at v is defined by 

1 
0 if E has good reduction at v 

J. = 1 if E has multiplicative reduction at v 
v 2 + (jv if E has additive reduction at v, 

where (jv is a measure of the "wild ramification" in the action of the inertia 
group on 1(E) (cf. [Se-T], [Og 3]). In particular, (jv = 0 provided 
char(kv) =F 2, 3. Further, Iv may be computed by using Ogg's formula. 

Proposition 16.2 (Ogg [Og 3]). Let mv be the number of irreducible components 
(ignoring multiplicities) on the special fiber of the minimal (complete) Neron 
model of E at v (cf. §15). Then 

fv = ordv(~E/K) + 1 - mv' 

(Here ~E/K is the minimal discriminant of ElK.) 

Definition. The conductor of ElK is the integral ideal of K defined by 

NE/K = n p~" 
ve~ 

In order to simplify the exposition in the rest of this section, we will now 
restrict attention to the case K = Q. Notice that we can then take the con­
ductor NE = NE/Q to be a positive integer. Define a new function 

eE(S) = N:,J2(2n)-'ns)LE(s). 

Then (16.1) has the following more precise formulation. 
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Conjecture 16.3. The function eE(S) has an analytic continuation to the entire 
complex plane, and it satisfies the functional equation 

with w = ± 1. 

As noted above, (16.3) is known to be true if E is parametrized by modular 
functions. Wei! and Taniyama have conjectured that every elliptic curve over 
o has this property. More precisely, we have the following. 

Conjecture 16.4 (Taniyama-Weil). Let E/O be an elliptic curve of conductor 
N, let LE(S) = I:cnn-' be its L-series, and let f(T) = I:cne2lt;nt be the inverse 
Mellin transform of L E· 
(a) f(T) is a weight 2 cusp form for the congruence subgroup ro(N) of SL2 (Z). 
(b) For each prime piN, let T(p) be the corresponding Hecke operator; and let 
W be the operator (Wf)(T) = f( -l/NT). Then 

T(p)f = cpf and Wf = wf, 

where w = ± 1 is the sign of the functional equation (16.3). 
(c) Let m be an invariant differential on E/O. There exists a morphism 
¢J: Xo(N) -+ E, defined over 0, such that ¢J*(m) is a multiple of the differential 
form on Xo(N) represented by f(T)dT. 

Weil has shown [We 6] that if LE(S) and sufficiently many of its twists 
satisfy a functional equation as in (16.3), then f(T) is a cusp form for ro(N). 
Shimura ([Shi 2], [Shi 3]) has verified that this holds for elliptic curves with 
complex multiplication. Conjecture (16.4) has also been verified numerically 
for curves of low conductor (cf. [Og 1], [Og 2], and the tables in [B-K]). 

Another important conjecture about the L-series of elliptic curves con­
cerns their special value at s = 1. Before stating it, we set the following 
notation: 

E/O 
m 

ill(E/O) 
R(E/O) 

an elliptic curve 
the invariant differential dx/(2y + a1 x + a3 ) on a global mini­
mal Weierstrass equation for E/O. (Cf. VIII §8.) 
JE(IR) Iml [Either the real period, or twice the real period, depend­
ing on whether or not E(IR) is connected.] 
the Shafarevich-Tate group of E/O. (Cf. X §4.) 
the elliptic regulator of E(0)/E1or8(0), computed using the 
canonical height pairing. (Cf. VIII §9.) 
#E(Op)/Eo(Op) [Thus cp = 1 unless E has bad reduction at p. 
See (§15) and (VII §6) foi-a geometric description of cp .] 

Conjecture 16.5 (Birch and Swinnerton-Dyer). (a) LE(S) has a zero at s = 1 of 
order equal to the rank of E(O). 
(b) Let r = rank E(O). Then with notation as above, 

Lim (s - lrrLE(s) n # ill (E/O)R(E/O)( # Elor8(0)r2 n cpo 
..... 1 p 
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As described by Tate, "this remarkable conjecture relates the behavior of a 
function L at a point where it is not at present known to be defined to the 
order of a group ill which is not known to be finite!" There is a great deal of 
evidence for this conjecture, of which we will mention the following. 

Evidence 16.5.1. Conjecture (16.5) has been checked numerically in a large 
number of cases. Since ill is not known to be finite, what this means for 
(16.5b) is that the conjecture is used to compute a hypothetical value for ill. 
This always turns out to be the square of an integer (as it should, due to the 
existence of the Cassel's pairing (X.4.14)); and it agrees with the calculated 
value of the 2 and/or 3 primary component of ill. (See [B-Sw 1J, which 
contains the original numerical evidence, and [Ste].) 

Evidence 16.5.2. Isogenous elliptic curves have the same number of points 
modulo p for all primes p (exer. 5.4), and so they have the same L-series. (One 
must also check the primes of bad reduction.) Consequently, if (16.5b) is true, 
then the quantity 

Q#ill(E/Q)R(E/Q)(#Elors(Q)f2 n cp 

must be an isogeny invariant. This has been verified by Cassels ([Ca 6J), and 
extended to abelian varieties by Tate, in both cases under the assumption 
that ill is finite. It is worth noting that none of the individual terms in the 
product need be the same for isogenous curves. 

Evidence 16.5.3. Coates and Wiles ([Co-WJ, see also [ArthJ, [RuJ) have 
shown that if E/Q has complex multiplication and E(Q) is infinite, then 
LE(1) = 0. 

Evidence 16.5.4. Greenberg ([GreJ) has shown that if E/Q has complex multi­
plication and LE(1) = 0, then either rank E(Q) ~ 1, or else ill(E/Q)[pooJ is 
infinite for a set of primes p of density t. (This last possibility seems most 
unlikely, to say the least. See also [Roh].) 

Evidence 16.5.5. For certain elliptic curves E/Q which are parametrized by 
modular functions and satisfy LE(1) = 0, Gross and Zagier ([Gr-Z 2J) have 
given a limit formula relating L~(1) to the canonical height of a certain point 
P E E(Q) (called a Heegner point). In particular, they show that if L~(1) ¥= 0, 
then E(Q) has rank at least 1; and if it has rank exactly 1, then the equality in 
(16.5b) is true up to multiplication by a rational number. (I.e. They show that 
L~(1)/QR(E/Q) is a rational number. Notice that in this case there is no need 
to assume that ill is finite.) 

References. [Arth], [B-Sw 1,2], [Ca 6], [Co-W], [De 3J, [GreJ, [Gr-Z 2,3], 
[Og 1,2,3,4J, [RohJ, [RuJ, [Se-TJ, [Shi 1,2,3J, [SteJ, [We 4,6J. 
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§17. Duality Theory 

In (X §4) we discussed the bilinear pairing on the Shafarevich-Tate group. 
There is a complementary duality theorem in the local case which goes as 
follows. 

Theorem 17.1 (Tate [Ta IJ, [Ta 2J). Let v E MK be a non-archimedean absolute 
value, and let EjKv be an elliptic curve. Then there exists a bilinear, non­
degenerate pairing 

< , >: E(Kv) x WC(EjKv) -+ QjlL. 

More precisely, if E(Kv) is given the v-adic topology and WC(EjKv) the dis­
crete topology, then < , > induces a duality of locally compact groups. (I.e. The 
pairing < , > is continuous, the continuous homomorphisms E(Kv) -+ QjlL all 
have the form <',0 for some eEWC(EjKv); and similarly the continuous 
homomorphisms WC(EjKv) -+ QjlL all have the form <P,' > for some 
PEE(Kv)') 

The global duality theory is not quite as satisfactory, due to the fact that 
it is not known whether the Shafarevich-Tate group can have divisible 
elements. 

Theorem 17.2 (Cassels [Ca 3J, Tate [Ta 2J). Let EjK be an elliptic curve. 
There exists an alternating, bilinear pairing 

ill(EjK) x ill(EjK) -+ QjlL 

whose kernel on either side is precisely the group of divisible elements of ill. 

Corollary 17.2.1. If ill(EjK) is finite, or more generally if any p-primary 
component ill (EjK) [pooJ is finite, then its order is a perfect square. 

References. [Ca 3J, ESe 8J, [Ta IJ, [Ta 2]. 

§18. Local Height Functions 

In his original construction of the canonical height, Neron ([Ne 3J) pro­
ceeded by constructing a local height pairing for each absolute value v E M K ; 

and then he formed the (global) canonical height by taking the sum of the 
local heights. A nice exposition of this theory for elliptic curves was given by 
Tate ([Ta 4J) and published in [La 5]. The theory oflocal height functions is 
important in the study of the more delicate properties of the canonical height. 
(See, for example, [Gr-Z 2J or [Sill].) It is also useful for numerical compu­
tation of the canonical height of points on elliptic curves. 
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Theorem 18.1. Let veMK , and let EIKv be an elliptic curve given by a Weier­
strass equation 

E: y2 + al xy + a3Y = x3 + a2x2 + a4 x + a6 • 

There is a unique function 

Av: E(Kv) - {O} -+~, 

called the local height function for E at v, with the following properties: 

(i) Av is continuous for the v-adic topology on E(Kv) and the usual topology 
onR 

(ii) Limit(AiP) + tv(x(P») exists, where P -+ 0 in the v-adic topology. 
P-+O 

(iii) For all PeE(Kv) with [2JP =F 0, 

Av([2JP) = 4Av(P) + v(2y(P) + alx(P) + a3) - !v(~). 

(Here ~ is the discriminant of the given Weierstrass equation.) 
Further, property (iii) may be replaced by the "quasi-parallogram law" 
(iii') For all P, Q e E(Kv) with P, Q, P ± Q =F 0, 

Av(P + Q) + Av(P - Q) = 2Av(P) + 2Av(Q) + v(x(P) - x(Q» - !v(~). 

Remark 18.1.1. Note that the function Av in (18.1) does not depend on the 
choice of Weierstrass equation for E, because the conditions (i)-(iii) are 
invariant under change of coordinates. 

Theorem 18.2. Let ElK be an elliptic curve. Then for all points PeE(K) - {O}, 
the canonical height h(P) is given by 

1 
h(P) = [ . OJ L nvAv(P). 

K. veMg 

There are explicit formulas for the local height function in all cases, but we 
will be content with the following statement. 

Theorem 18.3. Let ElK be an elliptic curve and veMK • 

(a) Case I. v archimedean 
Choose a lattice A c C and an isomorphism E(Kv) ~ CIA. Let u(z, A) be the 
Weierstrass u-function, and let ~(A) and rt : C -+ ~ be as in (exers. 6.6 and 6.4). 
If PeE(Kv) corresponds to zeC/A, then 

Av(P) = _logl~(A)1/12e-Z"(Z)/2u(z, A)lv. 

(b) Case II. v non-archimedean and P e Eo (Kv) 
Let x and y be coordinate functions on a minimal Weierstrass equation for E at 
v. Then 

Av(P) = max { -tv(x(P», O} + Av(~). 
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(c) Case III. v non-archimedean, E has split multiplicative reduction at v, and 
Pi Eo (Kv) 

Fix an isomorphism E(Kv)IEo(Ev) ~ ZINZ, where N = -ordv(j(E)) (cf. 
VII.6.1). Suppose that PEE(Kv) corresponds to nEZINZ for some 
1 ~ n ~ N - 1. Then 

Av(P) = -!B2(nIN)v(j(E)), 

where B2(T) = T2 - T + 1/6 is the second Bernoulli polynomial. 

Remark 18.3.1. There are also formulas for Av(P) in the other cases of bad 
reduction; but note that in any case,' one can always apply (18.3) after replac­
ing K by some finite extension (VII.5.4c). 

References. [La 5], [Ne 3]. For a reformulation (and generalization) in terms 
of arithmetic intersection theory, see for example [Chi] or [Fa 2]. 

§ 19. The Image of Galois 

Let ElK be an elliptic curve defined over a number field, and let t be a prime. 
Many of the arithmetic properties of E are determined by the t -adic repre­
sentation 

Pt: GK/K --+ Aut(l{(E)). 

Two of the most important results concerning Pt are the following. 

Theorem 19.1 (Serre ESe 5], ESe 6]). Assume that E does not have complex 
multiplication. 

(a) The image of Pt is of finite index in Aut(1{(E)) for all primes t. 
(b) The image of Pt equals Aut(l{(E)) for all but finitely many primes t. 

Theorem 19.2 (Faltings [Fa 1]). Let ElK and E'IK be elliptic curves. Then the 
natural map 

HomK(E, E') ® Zt --+ HomK(l{(E), l{(E')) 

is an isomorphism. (Here the right-hand side is the group ofZrlinear homomor­
phisms from l{(E) to l{(E') which commute with the action of GK/K. Note that 
we proved injectivity in (III.7.4); the real difficulty lies in showing that the map 
is surjective.) 

References. ESe 5], ESe 6], [Fa 1]. 
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§20. Function Fields and Specialization Theorems 

Let V/K be a variety defined over a number field. Then we can consider 
elliptic curves defined over the function field K(V). These will be curves given 
by a Weierstrass equation 

E: y2 + alxy + a3y = x3 + a2x 2 + a4x + a6, 

where aI' ... , a6 E K(V). Now for almost all points t E V (i.e. outside of some 
proper subvariety of V), all of the functions aI' ... , a6 will be defined at t. We 
will then be able to define a specialization of E by 

Et : y2 + a l (t)xy + a3(t)y = x3 + a2(t)x2 + a4(t)x + a6(t). 

Similarly, if P = (x, Y)EE(K(V)), then the functions x, YEK(V) will be de­
fined for almost all t E V, and so we can specialize P to a point 

Pt = (x(t), y(t)) E Et . 

Now it is a fact (although we did not prove it) that the group E(K(V)) is 
finitely generated. (I.e. The Mordell-Weil theorem holds in this case.) Thus 
by choosing a finite set of generators for E(K(V)), we can define (for almost 
all choices of t E V) a specialization homomorphism 

(Jt: E(K(V)) --+ Et. 

Note further that if t E V(K), then the image of (Jt lies in Et(K). By using a 
generalization of Hilbert's irreducibility theorem, Neron proved that the 
specialization homomorphism is frequently injective. 

Theorem 20.1 (Neron [Ne 1], [La 7, ch.9]). Let E be an elliptic curve defined 
over the field K(pn). Then there are infinitely many points t E pn(K) for which 
the specialization homomorphism 

is injective. 

Corollary 20.1.1. There exist infinitely many elliptic curves E/o. such that E(o.) 
has rank at least 10. 

Remark 20.2. In order to use (20.1) to produce curves E/o. with large rank, 
one must find elliptic curves over o.(TI , •.. , 1',.) with large rank. Taking 
n = 18 and letting C/o.(TI' ... , TIS) be the cubic curve passing through the 
nine points (TI' T2), ... , (TI7' TIS), it is not hard to show that the Jacobian of 
C has rank (at least) 9. To obtain rank 10 (as in [Ne 1]), one must do some 
additional work. There are other methods which have now been used to find 
specific elliptic curves over 0. with even larger rank ([Mes 1], [Mes 2]), but 
these methods do not give infinite families of such curves. 
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In the case that the variety V is a curve, Neron's theorem (20.1) can be 
strengthened as follows. 

Theorem 20.3 (Silverman [Sil3], [La 7, ch.12]). Let elK be a curve, and let E 
be an elliptic curve defined over the function field K (C). Then the specialization 
map 

(1t: E(K(C» --. Et 

is (well-defined) and injective for all but finitely many points tEC(K). (More 
generally, it is injective for all but finitely many points of u C(L), where the 
union is over all fields LIK whose degree is bounded by a fixed number.) 

References. [La 7], [Ne 1], [Sil 3], [Sil 5], [Ta 8]. 



Notes on Exercises 

Many of the exercises in this book are standard results which were not 
included in the text due to lack of space; while others are special cases of 
results which appear in the literature. The following list thus serves two 
purposes: it is an attempt by the author to give credit for the theorems which 
appear in the exercises, and an aid for the reader who wishes to delve more 
deeply into some aspect of the theory. However, since any attempt to assign 
credit is bound to be incomplete in some respects, the author herewith ten­
ders his apologies to anyone who feels that they have been slighted. 

Except for an occasional computational problem, we have not included 
solutions (nor even hints). Indeed, since it is hoped that this book will lead the 
student on into the realm of active mathematics, the benefits of working 
without aid clearly outweigh any advantage that might be gained by having 
solutions readily available. 

CHAPTER I 

(1.1) (a) B(A 3 - 27B) = ° (b) 4A 3 + 27B2 = ° 
(1.2) (a) (0,0) (b) (0,0) (c) (0,0) (d) (0,0, 1) 
(1.3) [Har, 1.5.1] 
(1.5) (b) P3 = (-8/9,109/27) 
(1.7) (b) IjJ = [Y, X] (c) No 

CHAPTER II 

(2.1) [A-M, prop. 9.2] 
(2.4) (b) [La 6, lemma, page 7] 
(2.5) [Har, 11.6.10.1] and [Har, IV.l.3.5] 
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(2.6) This volume (III §3). 
(2.9) This example is due to Hurwitz [Hur]. See also [Ca 7, §22]. 
(2.11) This proof of Weil reciprocity is due to E. Kani. 

CHAPTER III 

(3.4) P2 = -[2]PI + P3 , P4 = PI - P3 , Ps = -[2]PI , P6 = -PI + [2]P3 , 

P7 = [3]PI - P3 

(3.6) [Har, IV.3.2(b)] 
(3.7) [Ca 1], [Ca 7, lemma 7.2], [La 5, II thm. 2.1] 
(3.8) (b) This volume (VI §6). 
(3.9) [Rob, II.1.2.4], [Rob, II.2.9] 
(3.13) [Mum, II §7 page 66] 
(3.18) (d) [De 1] 
(3.20) [Shi 1, prop. 4.11] 
(3.21) [Har, IV §4] 
(3.23) This volume (A.1.3). 

CHAPTER IV 

(4.1) (a) [Fro 2, I §3 prop. 1] 
(4.2) (b) [Haz, thm. 1.6.1] 
(4.4) [Fro 2, IV §2, thm. 2] 

CHAPTER V 

(5.3) [Har, C.4.1] 
(5.4) (a) Due to F. K. Schmidt. See [Ca 7, lemma 15.1]. (b) [Ta 7] 
(5.8) [Mum, thm. page 217] 
(5.11) This proof of a weak version of [Se 11, §4.3] was suggested by Serre. 

CHAPTER VI 

(6.3) (d) [Wh-Wa, ch. XX, misc. ex. 33] 
(6.4) (a)-(e) [Ahl, ch. 7 §3.2], [Wh-Wa, ch. XX], [La 5, ch. I §6] 

(f) [La 5, ch. I §7]. (Log I G(z)1 is a Green's function.) 
(6.8) For more information about complex multiplication and class field 

theory, see (C §11) and the references listed there. 
(6.11)-(6.13) The literature on elliptic integrals is vast. A nice summary may 

be found in [Wb-Wa, ch. XXII]. 
(6.14) [Cox] 

CHAPTER VII 

(7.2) [Ta 6, §3] 
(7.4) [Ta 6, §4] 
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(7.9) [Se~ T, thm. 2 and corollaries] 
(7.10) For more on complex multiplication, see (C §11) and the references 

listed there. 
(7.11) This volume (A. 1.4). 

CHAPTER VIII 

(8.2) This volume (X.6.1 b). 
(8.3) This problem was suggested by D. Rohrlich. 
(8.6) [La 7, ch. 3, prop. 1.1] 
(8.7) [Scha] 
(8.9) [La 7, page 54] 
(8.11) [Ca 7, thm. 17.2] 
(8.12) One example of each group allowed by (VIII.7.5). 
(8.14) (a), (b) [Set] (d) [SiI6] 
(8.15) Due to Tate. See COg 1]. 
(8.17) (c) [Sill] (d) [Ols] 
(8.18) Due to Dem'janenko and Zimmer. See [La 9] and [Zi]. 

CHAPTER IX 

(9.3) (b) [Mah], [SiI4] 
(9.5) [Le~ M] 
(9.6) Due to A. Thue. 
(9.7) [Se 5, IV §2] 
(9.8) [La 7, ch. 5 §7] 
(9.10) [Dan] 
(9.11) [Mo 4, ch. 26J 
(9.13) This argument appears in an unpublished letter from Tate to Serre. 

One can also do (c) and (d) directly [Mo 4, ch. 27, thm. 2]. 
(d) 2·3 = 1·2·3 14·15 = 5·6·7 

CHAPTER X 

(1 0.2) [We 5] 
(10.3) This is due to Chatelet. See [Ca 7, thm. 11.1]. 
(10.4) (c) [Ca 7, cor. to lemma 10.3] 
(10.6) [Ca 7, thm. 15.1] 
(10.8) [La~ Ta] 
(10.9) (a) [Mo 4, ch. 16, thm. 6] 
(10.10) [Ca 2] 
(10.11) (c), (d) Due to Lang~ Tate and Shafarevich. See [Ca 7, lemma 12.2]. 

(e) [Ca 3.5] 
(f) [Ca 2] 

(10.19) (d) Due to Fueter [Fue]. 
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divisor 
Distance function, 245-247, 248, 250, 

251 
effect of a finite map, 246 

Distributive law, 71 
Divisible element, 306, 364 
Division polynomial, 105, 177 
Divisor, 31-34 

associated to a differential, 36 
associated to a function, 32, 153,280, 

295 
associated vector space (.P(D», 38, 

40,42,64,66,104,106 
canonical, 37-40 
defined over K, 31, 40, 44, 68 
degree, 31,38, 152 
degree 0,31,32, 152 
of a differential, 36 
evaluated at a function, 43,108 
group (Div), 31, 37, 44, 66, 68, 84, 

152,295,321 
inequality, 38 
linear equivalence, 32, 38, 65 
positive (effective), 37, 322 
principal, 32, 67 
support, 43, 108 

Divisor class group, 32; see also Picard 
group 
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Divisor function, 345 
Dual isogeny, 73, 74, 84-90, 168,301, 

302,310 
is adjoint for Weil pairing, 98 
definition, 86 
of Frobenius, 137 
of multiplication-by-m, 86 

Duality, 364 
Duplication formula, 59, 72, 104,203, 

217,221,222,310 
Dwork, B., 134 
Dyson, F., 244, 270 

E/Eo, 183-185, 187, 358, 359 
Effective divisor, see Divisor 
Effectivity, 196,201,241,245,248,250, 

252,254-263,271,276,279,304 
Eichler, M., 145,361 
Eigenfunctions, 348, 351 
Eisenstein series, 15j, 342-345, 347 
Elimination theory, 211 
Ellipse, 1, 146, 149, 169 
Elliptic curve, 2, 14,21,45-368 

in characteristic two and three, 49, 52, 
53,72,324-329 

defined over K, 46, 63, 71, 307 
definition, 63 
group of rational points is a sub­

group, 57 
group of rational points over 

C,146-170 
finite fields, 60, 130-145,323 
local fields, 171-188, 355-357 
number fields, 189-240,276-323 
~,48, 167,275,362 

integral points, 59, 241-275 
K-isomorphism classes, 308 

Elliptic exponential, 262 
Elliptic function, 3, 146, 150-159, 161, 

346,355; see also Weierstrass 
p-function 

field, 76, 150, 154 
as function of p and p', 154 
no poles ~ constant, 151, 160 
as product of a-functions, 156 

Elliptic integral, 146, 147-150, 168-170, 
370 

Elliptic logarithm, 262-263 

Elliptic regulator, 233, 234, 362 
is positive, 233 

Elliptic surface, 143, 368 
em-pairing, see Wei! pairing 
En' 187 

Index 

Endomorphism ring (End), 71, 100-102, 
103,109,134,163,168,339-341 

classification of, 102, 137, 145, 164, 
165 

is an integral domain, 72, 88, 100 
etp-pairing, 107; see also Wei! pairing 
Equivalence 

of categories, 26, 162 
of homogeneous spaces, 290, 291 

Euclidean algorithm, 1,204 
Euler characteristic, 134, 136, 144 
Euler product, 240,361 
Even function; 59, 154, 155,216,218-

220,227-229,247,248 
Evertse, J.-H., 254 
Exponent 

of the conductor of an elliptic curve, 
358,359,361 

m, Galois group with, 193, 194, 196, 
236,299 

Exponential of a formal group, 121 
Extended upper half-plane (IHI*), 349-

351,353,354; see also Upper 
half-plane 

Extension formula, 206 

Faltings, G., 94, 266, 366 
Families of elliptic curves, 223, 234, 238, 

276,309,323 
Fermat, P., 266 
Fermat's last theorem, 7 
Fiber, 184, 357-361 
Finitely generated group, 189, 199,200, 

201,220,241,254 
Finite map, 25, 75 
}"I cohomology group, see H1 
Fixed field, 286 . 
Formal addition law, 114 
Formal derivative, 120 
Formal group, 110, 115-129, 177 

additive group (Ga), 116, 118, 119, 
124, 126 



Index 

associated group, 117-119, 123-126 
associated to an elliptic curve (E), 

115, 116, 118, 121, 128, 137, 174, 
176, 177, 183, 184 

associative law, 115, 120 
in characteristic p, 126-128 
in characteristic 0 is commutative, 122 
defined over R, 115 
exponential (exp,.), 121-123, 126 
height, 126, 129, 137 
homomorphism, 115, 120, 126 
invariant differential, 119-121, 122, 

127 
isomorphic, 116, 122 
law, 115, 117, 120, 129 
logarithm (log,.), 121-123, 124, 126, 

184 
multiplication-by-m map, 116 
multiplication-by-p map, 120 
multiplicative group (qjm)' 116, 118, 

119, 121 
non-commutative, 129 
over a DVR, 123-126 
torsion of, over Zp, 124 
torsion points, 118, 123, 124, 126, 

129, 177 
Fourier coefficients, 345 
Fourierseries,344,345,355,356 
Fractional ideal, 33, 237, 341 
Free product of groups, 343 
Frobenius element, 341 
Frobenius (endo)morphism, 19,29-31, 

74,83,85,89,128, 131, 135, 137, 
141, 145,320 

characteristic polynomial, 135 
degree of, 30 
dualof,137 
1 -, is separable, 83, 131 
is purely inseparable, 30 

Fueter, R., 339, 371 
Function 

analytic, 342 
defined at P, 9, 15,22,35 
defined by a rational map, 24,33,215 
elliptic, see Elliptic function 
even, 59, 154, 155,216,218-220,227-

229,247,248 
modular, see Modular function 
no poles = constant, 22, 151, 160 

odd,155,219 
value at a divisor, 43, 108 

Function field, 7, 14, i5, 21, 26 
as base field, 367-368 

389 

elliptic, see Elliptic function field 
map induced on, by rational map, 24, 

286 
twisted by a cocycle, 286, 287, 293, 

309 
Functional equation, 134, 136, 137, 144, 

361,362 
Fundamental domain, 232, 233, 243 
Fundamental parallelogram, 150-152, 

262 
area of, 166 
boundary of, 151 
closure of, 150 

G-module, 330-333 
exact sequence of, 331 
homomorphism, 330 

G-invariant element, 330, 334, 336 
GK1K acting on 

affine coordinate ring, 7, 20 
affine space, 6 
an algebraic group, 295, 333, 336 
Aut(E),103 
divisor group, 31 
function field, 7, 32 
.!l'(D),4O 

maps, 15,20,284-286 
Picard group, 32, 295 
projective space, 10,20 
Tate curve, 356, 357 
Tate module, 91, 94, 95,109,178, 

179,188,273,341,366 
torsion points, 90, 178, 179, 265 
twisted function field, 286, 287, 309 
varieties, 6 
vector space, 40 

GK1K-module, 197, 198,295,298,333-
337,356,357 

invariant elements, 334 
unramified at v, 198 

GAGA,163 
Galois cohomology, 197, 198,296,321, 

333-337 
Gauss, C. F., 170,316,318 
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Gelfond, A. 0., 244, 256, 257, 270 
General linear group (GL.), 44 
Generic fiber, 184, 357. 358 
Genus, 21,39,41, 79, 104,252,266, 

284,295 
formula, see Hurwitz genus formula 
of a hyperelliptic curve, 44 
of a modular curve, 351, 355 
one,2,21,40,42,44-46,63-66,104, 

108, 109,248,256,261,294,319-
321,351,360 

of /P'I, 39 
of a quotient curve, 79, 107 
of a smooth plane curve, 43 
zero, 2, 39, 42, 64 

Global minimal Weierstrass equation, 
see Weierstrass equation 

Good reduction, see Reduction of an 
elliptic curve 

Graded ring, Ill, 347 
Gram-Schmidt, 274 
Greenberg, R., 263 
Green's function, 370 
Gross, B., 363 
Grothendieck, A., 134 
Group associated to a formal group, see 

Formal group 
Group cohomology, 3, 191, 196,277, 

330-337; see also Galois 
cohomology 

non-abelian, 335-336 
Group law on an elliptic curve, 55, 57, 

58, 60, 65, 80, 81, 354 
effect on height, 216 
is a morphism, 68 

Group scheme, 184, 358 

HO, 3, 330-337 
Hi, 3, 197, 198,330-337 

= Hom if trivial action, 331, 334 
of Aut(E), 307-309, 319, 322, 329 
of E, 197,287,291,294,296,297, 

307; see also Weil-Chatelet group 
of E[m), 197,287,320; see also Selmer 

group 
of E[fP), 296-300; see also Selmer 

group 
ofGL., 336 

of Isom(E), 285, 292, 306, 307 
of K+, 335 

Index 

of K*, 20, 43, 198,277,279,321,335, 
336 

of~m' 198, 199,277,300,308,320, 
335 

unramified outside S, 299 
Hall, M., 268 
Hasse, H., 75, 131, 132,341 
Hasse invariant, 137, 140, 145; see also 

Ordinary; Supersingular 
Hasse-Minkowski theorem, 2 
Hasse principle, 2, 12,234,276,277, 

279, 360 
Heeke L-series, 361 
Heeke operator, 347, 348, 351, 362 
Heegner, K., 340 
Heegner point, 363 
Height, 189, 190,201,205-220,227-

233,241 
on an abelian group, 199 
absolute, 208, 215, 252 
action of GK1K on, 213 
of an algebraic number, 211 

equals 1 ~ root of unity, 236 
relation to size, 258 

behavior under maps, 208, 215, 216, 
219,229,237,239,275 

canonical (II), 219, 227-233, 235, 262, 
363-365; see also Neron-Tate 
pairing 

computation of, 364 
difference from usual height, 229, 

239 
equals 0 ~ torsion point, 229 
lower bound, 233, 239, 274 
is positive definite, 232, 262 

on an elliptic curve, 201, 215-220, 
227-233,239,251,305 

finitely many points with bounded, 
200,202,206,213,216,236 

of a formal group, 126, 128, 129, 137 
of generators for Mordell-Weil 

group, 235 
of a homomorphism of formal 

groups, 126, 128 
of integral points, 250, 261, 263, 268 
local, 228, 364-366 
logarithmic, 215, 235, 257, 269 
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Neron-Tate, see Height, canonical 
on P"(Q), 206, 207 
on projective space, 205, 207, 215, 

236 
of a rational number, 202 
relative to/(hf)' 215, 220, 227-230, 

247,250-252,275 
relative to K (HK ), 207, 241, 243, 245, 

247,252,258,259,271 
of the roots of a polynomial, 211 

Hensel's lemma, 2, Ill, 112, 174, 297, 
299,312,322 

Hessian matrix, 106 
Hilbert basis theorem, 6, 165 
Hilbert class field, 167,339,340,341 
Hilbert irreducibility theorem, 367 
Hilbert problem, 256 
Hilbert theorem ninety, 20, 43, 198,277, 

279,321,335,336 
Holomorphic differential, 36, 37, 39,44, 

52, 159 
on pI, 37 

Homogeneous 
coordinates, 10,20,43, 61, 133, 173, 

205,207,213 
ideal, 10, 11, 13, 29 
polynomial, 10, 15, 16,20,30, 133, 

203,204,208,273 
Homogeneous space, 276, 277, 279,284, 

287-296,297,299,304,310,319; 
see also Shafarevich-Tate group; 
Weil-Chatelet group 

associated to a quadratic extension, 
293, 301, 302 

divisor group, 295, 321 
equivalence of, 290, 291 
index, 321-322 
locally trivial, 298, 304, 311, 312, 316, 

322 
period, 321-322 
Picard group, 294, 295, 321 
summation map on, 295 
trivial, 290, 297 
is a twist, 289 

Homogenization, 13 
Homology of E (HI (E, E)), 149, 161 
Homomorphism of formal groups, 115, 

120, 126 
Homomorphism group (Hom), 71, 81, 

92, 107, 145; see also Endo­
morphism ring 

degree map on, 88, 92 
rank ~ 4,94 

391 

of Tate modules, 92, 94, 107, 145,366 
is a torsion-free E-module, 71, 93 

Homothetic lattices, 161, 163, 164,342, 
343 

Homothety, see Scalar multiplication 
Hurwitz, A., 242, 370 
Hurwitz genus formula, 41, 42, 44, 65, 

79 
Hyperbola, 1 
Hyperelliptic curve, 26, 44, 255, 293 
Hyperplane, 11, 12,25, 106,258 
Hypersurface, 20 

Ideal class group, 33, 194,224,235, 339, 
340 

Ideal of a variety, 6 
Identity component, 358 
Index of a homogeneous space, 321-322 
Inertia group, 178, 198, 298 

action on E[m] and Tr(E), 179, 184-
186, 187, 361 

Infinite descent, 189 
Inflation map on cohomology, 332, 335, 

337 
Inflation-restriction sequence, 197, 236, 

299,332,335,337 
Inseparable 

degree, 25, 70, 76,128 
map, 25,137 

Integral extension of rings, 249 
Integral j-invariant, see j-invariant 
Integral points, 3, 59,241-275 

effective bounds, 252, 261, 263, 268 
finitely many So, 248, 249, 252, 255, 

266,273 
on hyperelliptic curves, 255 
number of, 250, 251, 272 
in E, 3, 59, 260, 261, 266, 268, 272, 

273,275 
Invariant differential, 48, 52, 65, 79-84, 

85, 113, 149, 172 
ofa formal group, 119-121 

Invariant of a quaternion algebra, 102 
Inverse limit, 333 
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Isogenous elliptic curves, 70, 145, 168, 
185, 363 

have same coductor, 361 
have same bad primes, 185,299 
finitely many over K, .264, 265 

Isogeny, 70-79, 81, 84, 92, 276; see also 
Dual isogeny; Homomorphism 
group 

associated moduli problem, 352-354 
defined over K, 71, 94, 264, 265, 296, 

298 
of degree two, 74, 301, 302, 310, 311 
Frobenius, see Frobenius (endo)­

morphism 
given by an analytic map, 159-161, 

162 
is a homomorphism, 75, 161 
inseparable degree, 128 
kernel of, 76, 107,265,296, 301, 302, 

311,319,320,352 
separable, 76, 78, 85 
theorem, 94 
Weil pairing on kernel, 107, 319 

Isomorphism, 17, 19 
complex analytic, 105, 150, 158, 161, 

162 
ofcurves,25,264,284,300 
defined over K, 17 
offormal groups, 116, 122 

Isomorphism group (Isom), 107,284-
286,292,306,307; see also 
Automorphism group 

may be non-abelian, 285 
of an elliptic curve, 306, 307 

j-invariant, 48-52, 54, 137, 140, 143, 
168, 183,233,239,308,324, 325, 
327,339,349,359,366 

of a curve of genus one, 108, 109 
ofa eM elliptic curve, 188,339,341, 

342 
integral, 181, 186, 188,233,251, 328, 

339 
integral ::;> potential good reduction, 

181,328 
j = 0 and j = 1728, 54, 103, 104, 144, 

145, 167,308,309,323,325,329, 
341 

Index 

ofalattice, 167,339,342,343 
as a modular function, 343, 345, 349, 

356 
non-integral, 356, 357 
transcendental, 137, 145 

Jacobi, C. G. J., 345 
Jacobian variety, 294, 367 
Jordan normal form, 136 

K-rational points, 5, 6, 10, 11,20 
Kani, E., 370 
Katz, N., 177 
Kenku, M., 265 
Kodaira, K., 183,358 
Kodaira symbol, 359 
Kronecker's theorem, 236 
Kronecker-Weber theorem, 338 
Krull's Hauptidealsatz, 20 
Krull's theorem, 119 
Kummer pairing, 191, 196, 197,277, 

279 
kernel of, 191,277 
via cohomology, 196-199 

Kummer sequence 
for E, 197, 278, 287 
for K*, 198,278 

Kummer theory, 194, 196 

!l'(D), {(D), see Divisor, associated 
vector space 

{-adic cohomology, 134 
{-adic representation, 91, 187 

image of, 95, 366 
is irreducible, 273 

{-adic Tate module, see Tate module 
{-adic Weil pairing, see Weil pairing, 

{-adic 
L-series, 234, 240, 338, 360-363; see also 

Birch and Swinnerton-Dyer 
conjecture 

Lang, S., 177, 233-235, 250, 254, 268, 
371 

Lang-Trotter conjecture, 144 
Laska, M., 227 
Lattice, 105, 149, 150, 153, 159, 160, 

162,163, 165, 166, 168,231,262, 
265,274,342,349 
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discriminant, 158, 167,342,343,345 
homothetic, 161, 163, 164,342,343 
of an ideal, 339 
j-invariant, 167, 339, 342 
in IR ®E(K), 231, 232 
rectangular, 167 

Laurent series, 110, 113, 157 
Lefschetz principle, 164, 165 
Legendre normal form, 53-55, 108, 

141, 143, 167, 168, 182, 183, 
327 

Legendre relation, 166 
Legendre symbol, 317 
Lehmer, D. H., 144 
Lemniscate, 169 
Lie group, 158, 161, 162 
Limit formula, 363 
Lind, C.-E., 304, 316 
Line, 1, 11, 14, 19,27,55,67,114,174 

at infinity, 46, 49 
Line integral, 146, 147; see also Elliptic 

integral 
Linear change of variable, 1, 49, 53, 61, 

64,106,172,173,224,324 
Linear equivalence, 32, 38, 65 
Linear forms 

in elliptic logarithms, 262-263, 269 
in logarithms, 245, 248, 252, 257, 259, 

260 
inp-adic logarithms, 261 

Linear fractional transformation, 343 
Liouville, J., 242, 244 
Liouville's theorem, 151,272 
Local class field theory, 188 
Local degree at v (nv), 206, 241, 258 
Local height function, see Height 

function 
Local ring at P, 9, 15,21 

is a DVR, 21, 42 
Locally trivial homogeneous space, 298, 

304,311,312,316,322; see also 
Shafarevich-Tate group 

Logarithm 
elliptic, 262-263 
ofa formal group, 121-123 
linear form, see Linear forms in 

logarithms 
p-adic, 257, 261 

Lutz, E., 221 

Mahler, K., 244 
Manin, Ju., 223, 355 
Map, see also Isogeny; Morphism; 

Rational Map 
analytic, 159, 161 
between curves, 23-30, 41, 43 
between varieties, 15-18 
constant, 25 
continuous, 187,334 
defined over K, 15 
degree, 25,42, 76, 246 
of degree one, 25, 53, 64, 105, 290 
finite, 25, 75 
inseparable, 25, 70 

393 

multiplication, see Multiplication-by­
mmap 

ramification index, 28, 41, 76, 246 
separable, 25, 34, 35, 41, 43, 70, 76, 

78, 83 
translation, 68, 75, 76, 80 
unramified,28, 76, 79,107,251,252 

Masser, D., 263 
Mass formula, 145 
Maximal abelian extension, 188,236 

everywhere unramified, 167,339,340, 
341 

of 0 (oab), 338, 341 
of a quadratic imaginary field, 341, 342 
unramified outside S, 194, 196 

Maximal real subfield, 354 
Maximal unramified extension of a local 

field (Knr ), 178, 185 
Mazur, B., 223, 265, 355 
Mean value theorem, 243, 260 
Measure,231,272 
Mellin transform, 361, 362 
Mestre, J.-F., 234 
Minimal field of definition, 10, 191,213 
Minimal discriminant, see Discriminant 
Minimal polynomial, 243 
Minimal scheme, 358 
Minimal Weierstrass equation, see 

Weierstrass equation 
Minkowski, H., 196,231,232 
MK , see Absolute values 
Modular curve, 223, 338, 351-355 

affine, 354 
cusps, 354 
genus, 351, 355 
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Modular form, 344, 345 
algebra of, 347, 348 
associated L-series, 360-362 
for a congruence subgroup, 350, 351 
Fourier series, 344, 345, 348 
product expansion for A, 345 

Modular function, 3, 147, 161,338,339, 
342-351,355 

for a congruence subgroup, 350 
field of, 347, 348 
Fourier coefficients, 345 
Fourier series, 344, 345, 355 
weight of, 344 

Modular group (S~('l», 343, 344, 346, 
349-354,362 

Moduli space, 352, 353 
Modulus of an elliptic integral, 168 
Morden, L.J., 266, 316, 348 
Morden conjecture, 94, 266 
Morden-Weil group, 189,233,267 

computation of, 276-323 
via [m]-descent, 305 
via [2]-descent, 281 
via two-isogeny, 302 

examples, 275, 282, 303, 311, 314, 315 
height of generators, 235, 263, 269, 305 
over an infinite extension, 236 
rank of, see Rank of an elliptic curve 
torsion subgroup, see Torsion 

subgroup 
Mordell-Weil theorem, 60, 189, 197, 

199,205,215,220,231,233,241, 
367; see also Weak Mordell-Weil 
theorem 

lack of effectivity, 196,201,263,269, 
276, 279, 304 

over 0, 201-205 
Morphism, 16, 19,68,288; see also 

Isogeny; Map 
between curves, 23, 24, 26 
between projective spaces, 17,208, 

217 
defined by a rational function, 24, 33, 

215,286 
m-torsion subgroup (E[m]), 73, 86, 89, 

95, 137, 163, 165, 191, 197,277, 
278,320; see also Torsion 
subgroup; Torsion point 

action ofGK1K, 90,178,179,187,265 

Index 

associated moduli problem, 352-355 
reduction map injects, 176, 179, 193, 

196,222,282,298,310 
is unramified, 179, 184 

M2 ,94, 102, 108 
Multiplication-by-m map ([m]), 45, 57, 

71, 73, 91, 197,254,301,304 
in characteristic p, 137 
degree of, 86, 89, 105, 106, 107, 163 
dual of, 86 
effect on height, 219, 229, 239 
is finite, 71, 83 
on a formal group, 116 
kernel of, see m-torsion subgroup 
is separable, 83 
is unramified, 251, 252 

Multiplicative reduction, see Reduction 
of an elliptic curve 

NageU, T., 221 
Negation formula, 58 
Neron, A., 183, 184, 227, 229, 234, 358, 

364,367 
Neron model, 184, 357-359, 361 
Neron-Ogg-Shafarevich criterion, 179, 

184,322,340 
Neron-Tate height, see Height, 

canonical 
Neron-Tate pairing « , », 229, 232; 

see also Elliptic regulator 
Nevanlinna theory, 268 
Newton iteration, 112 
Node,48,50,60,61, 104, 180,240,357 
Noether, 321 
Noetherian, 42 
Non-abelian cohomology, 335-336 
Non-commutative formal group, 129 
Non-singular 

curve, 21, 25, 26 
hypersurface, 20 
part of E (En.), 60-63, 104, 173, 174, 

176, 180, 183 
point, 8,9, 14, 20 
reduction, see Reduction of an 

elliptic curve, good 
variety, 8, 133 
Weierstrass equation, 50,63,64 

Non-split reduction, see Reduction of 
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an elliptic curve 
Non-vanishing differential, 36, 52, 159 
Norm, 101,257,258,274 
Nullstellensatz, 209, 211, 239 
Number of points 

of bounded height, 205, 214, 236 
integral points, 250, 251, 272 
over finite fields, 130-132,360 

Odd function, 155,219; see also Even 
function 

Ogg, A., 184, 361 
Ogg's formula, 361 
One-

coboundary, 331 
cochain, 331 
cocycle,20, 190, 197,236,258,331 

continuous, 334 
unit, 118 

Order 
associated to a valuation (ordv ), 189, 

195,255, 280, 361 
of a differential, 36 
of an elliptic function, 151, 152 
of a function (ordp), 22, 32, 249 
of a merom orphic function at a point 

(ordw), 151 
Order in a field or algebra, 100, 102, 

108, 137, 145, 164, 165 
Ordinary, 137, 144; see also Super­

singular 
Orthogonal basis, 274 

Parabola, 1 
Parallelogram law, 229 

=> quadratic, 230 
Parametrized by modular functions, see 

Weil curve 
Parshin, A. N., 266 
Perfect field, 5 
Period of a homogeneous space, 321-

322, 362 
Periods of an elliptic curve, 149, 162, 

168 
are independent, 149, 161 

p-function, see Weierstrass p-function 
q>-approximable, 272 
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<;a-Selmer group, see Selmer group 
Picard-Fuchs differential operator, 143 
Picard group (Pic), 32, 33, 34,42,66,75, 

84 
of a homogeneous space, 295, 321 
K-rational subgroup (PiCK), 32, 33, 44 

Pigeon-hole principle, 242, 270 
Pointed set, 285, 336 
Point(s) at infinity, 14, 22, 26, 33, 46, 

50,55,62,132,293,349 
Point of finite order, see Torsion point 
Pole, 22, 24,38,64, 151, 152, 154, 155, 

157,246,249 
Positive definite quadratic form, 88, 

131,231,232,274 
Positive divisor, see Divisor 
Potential good reduction, see Reduction 

of an elliptic curve 
Principal divisor, 32, 67 

has degree zero, 32 
Principal homogeneous space, see 

Homogeneous space 
Principal ideal domain, 194, 205, 206, 

227,255,267,275 
Product formula, 207, 271 
Profinite group, 333 
Profinite topology, 333, 334, 336 
Projective 

algebraic set, 11 
closure, 13, 26, 293 
space, 10, 20 
variety, 12, 13, 132-134 

pI, 32,37, 39,42, 53,65,358 
p-torsion in characteristic p, 64, 137 
Purely inseparable map, 25, 30, 70, 137; 

see also Frobenius (endo)­
morphism 

q-expansion, see Fourier series 
Quadratic character, 132, 141, 287 
Quadratic form, 88,131,219,227,231, 

232,233,239,274 
Quadratic imaginary field, 100, 102, 

145,164,167,339-342 
abelian extension, 339-342 
class field theory, 339-342 
class number one, 340 
order in, 108, 137, 164, 165 
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Quadratic real field, 235 
Quadratic reciprocity, 2, 317 
Quadric surface, 106 
Quantitative estimate, 235, 250, 254 
Quartic residue, 316, 318 
Quasi-minimal Weierstrass equation, 

238,251 
Quasi-parallelogram law, 365 
Quasi-period, 166,346,365 
Quaternion algebra, 100, 102, 108, 137 

maximal order, 108 
ramified, 102 
split, 102, 108 

Quaternion group, 329 
Quotient of a curve by a finite group, 

78,107,341 

Ramanujan, S., 345 
Ramanujan 't'-function, 345, 348 
Ramification index, 28, 41,76,246 
Ramified quaternion algebra, 102 
Rank of an elliptic curve, 189, 233-235, 

255,362,363 
can be arbitrarily large?, 234 
examples with large rank, 234, 367 
one,275,314,363 
over an infinite extension, 236 
relation with integral points, 251 
of a twist, 323 
upper bound for, 235, 277, 311, 323 
zero, 314, 316 

Rational map, 15, 16, 19; see also Map; 
Morphism 

defined at a point, 16 
defined by a function, 24,33,215 
defined over K, 15,20 
need not be a morphism, 17, 237 
regular, 16, 23 
of smooth curves is a morphism, 23, 

26,64,68 
value at a point, 16 

Rational point group, 305 
Reduction map, 173, 176, 194,358 

is injective on torsion, 176, 179, 193, 
194,298 

kernel of, 174, 194, 357, 358 
Reduction modulo n, 171, 173, 174 
Reduction of an elliptic curve (E), 60, 

Index 

173,179-183,193,240,357 
additive (unstable), 180, 181, 186, 

359-361 
bad, 179-181, 192, 193, 198,240,278, 

281,299,357,360 
change under field extension, 181 
everywhere good, 238 

none over 0, 239, 264 
good (stable), 179-181, 184-188, 192, 

238,263,266,273,322,328,341 
for all but finitely many v, 193 
finitely many with, outside S, 263 
~ injective on torsion, 176, 179, 

193,196,222,282,298,310 
isogenous curves, 185 
multiplicative (semi-stable), 180, 181, 

186,328,357,359-361 
non-singular part (EM)' 173, 174, 176, 

180, 183,358,360 
non-split, 180 
potential good, 181, 186, 187 
split multiplicative, 180, 183,328,357, 

359,360,366 
at v (Ev), 193,360 

Regular 
differential, see Holomorphic 

differential 
function, 9, 15,22,35 
rational map, 23 
scheme, 357, 358 

Regulator 
elliptic, 233, 234, 362 
homomorphism, 258 
of a number field, 232, 269 

Reichardt, H., 304 
Relative Selmer group, 305 
Representation, 90, 92, 134; see also 

Gi/K acting on ... ; t-adic 
representation 

Residue 
of a differential, 137 
of a function, 151, 152, 154 

Residue theorem, 151 
Restriction map on cohomology, 297, 

320,332,334,337 
image of, 337 
kernel of, 337 

Resultant, 204 
Riemann hypothesis, 134, 136, 137 
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Riemann-Roch theorem, 37, 39,40,42, 
45,57,63-66 

effective version, 261 
Riemann surface, 146, 148, 149, 158 
Riemann zeta function, 166,236,338 
Rohrlich, D., 371 
Roots of unity, 91, 95, 98, 194,258,277, 

338 
Roth, K. F., 244 
Roth's lemma, 270 
Roth's theorem, 3, 244, 254, 269-272 

S-integers, 194,227,241,248,251 
S-integral points, see Integral points 
S-minimal Weierstrass equation, 227 
S-regulator homomorphism, 258 
S-unit equation, 241, 252-256, 257, 262, 

269 
effective bound, 259 
number of solutions, 254 

S-unit group, 194,241,249,261 
S-unit theorem, 195,253,255,258 
Scalar multiplication, 159, 160, 163 
Schanuel, S., 214 
Scheme, 357-360 
Schmidt, F. K., 370 
Schmidt, W., 244, 268 
Schneider, T., 256, 257 
Schur's lemma, 341 
Secant line, 14 
Segre embedding, 236 
Selmer, E., 12, 304 
Selmer conjecture, 315 
Selmer group, 296-306, 311, 316; see 

also Shafarevich-Tate group; 
Weil-Chiitelet group 

is effectively computable, 299 
examples, 300, 303, 311, 323 
is finite, 298 
relative, 305 

Semi-stable reduction theorem, 181,328 
Separable 

degree, 25,42, 70, 76 
extension, 22, 35, 44, 329 
map, 25, 34, 35,41,43, 70, 76, 78, 85 

Serre, J.-P., 144, 184, 265, 366, 370, 371 
Shafarevich, I. R., 184,234,263,266, 

371 
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Shafarevich's theorem, 263-266 
Shafarevich-Tate group, 276, 296-306, 

311,315,316, 322,362,363;see 
also Selmer group; Wei1-Chiitelet 
group 

Cassels pairing, 306, 315, 364 
examples, 300, 303, 311, 314 
is finite?, 277, 305 
non-trivial elements, 316 

Sheaf cohomology, 137 
Shimura, G., 361, 362 
Siegel, C. L., 244, 255, 266, 269, 270 
Siegel's identity, 256 
Siegel's theorem, 60, 241, 247, 252, 254, 

264,265,266,273 
is not effective, 250 

Sigma function, see Weierstrass 
a-function 

Sign of the functional equation, 362 
Simply transitive group action, 287 
Singular point, 18,20,48,61 

ofa scheme, 357, 358 
Silverman, J. H., 368 
Size, 258 
SL2(Z),343,344,346,349-354,362 
Smooth, see Non-singular 
Spec(R), 184, 357-359 
Special fiber, 184, 357-360, 361 
Specialization homomorphism, 367-368 
Special value, 362 
Split multiplicative reduction, see 

Reduction of an elliptic curve 
Split quaternion algebra, 102, 108 
Standard absolute values, 190, 206 
Stark, H., 268, 340 
Stokes' theorem, 150 
Subtraction map, 288, 289 
Summation map, 68, 84,153,295 
Sup norm, 257, 258 
Supersingular, 137, 140, 144, 145,309; 

see also Ordinary 
Support of a divisor, 43, 108 

Tamely ramified, 188 
Tangent 

line, 14 19,43,49,55,58,61,62, 104, 
106,240,357 

plane, 18 
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Taniyama-Weil conjecture, 355, 362 
Tate curve, 338, 355-357 
Tate, J., 172, 184,228,229,234,357, 

363,364,371 
Tate module (T,(E»), 90-95,134, 145 

action ofGK1K , 91, 94, 95,109,178, 
179, 188, 273, 366 

action of inertia, 184, 186, 187,361 
as a homology group, 94 
of K (T,(JI)), 91, 135 
TiE) in characteristic p, 91, 139, 145 
Weil pairing on, 99, 135 
as a Zrmodule, 91 

Tate's algorithm, 181,227,338, 357, 360 
Tate-Shafarevich group, see 

Shafarevich-Tate group 
,-function of Ramanujan, 345, 348 
Taylor series, 48, 234, 270 
Theorem 90, see Hilbert theorem 90 
Theta function, see Weierstrass 

IT-function 
Thue, A., 244, 270, 273, 371 
Thue equation, 273 
Torsion conjecture, 223 
Torsion point, 95; see also m-torsion 

subgroup 
associated moduli problem, 352-355 
generates abelian extensions, 341, 342 
-h = 0,229 
integrality conditions, 177,220-221, 

237 
one-parameter family, 223, 238; see 

also Modular curve 
over global fields, 176, 178, 187, 220-

223 
over local fields, 175-178 

Torsion subgroup (Etors), 73, 189,220, 
233,277,362; see also m-torsion 
subgroup 

of a eM curve, 341, 342 . 
computation of, 176, 222, 275, 282, 

311 
over«),223,238,239,262,323 
p-primary part, 223 

Torus, 148, 149, 159, 160,342,346 
Trace, 41, 101, 134 

of Frobenius, 135 
Transcendence degree, 8, 26, 79, 165, 

286 

Index 

Transcendence theory, 241,274 
Transcendental number, 243, 256, 257, 

272 
Translation map, 68, 75, 76, 80,97, 109, 

284,287,292,293,300,306 
Triangle inequality, 209, 211, 271 
Triplication formula, 72, 104 
Trivial homogeneous space, 290, 297 
Twist 

of a curve, 284-287 
of an elliptic curve, 239, 284, 287, 

293,306-309,319,322,323,329, 
357 

of a function field by a cocycle, 286, 
287,293 

of an L-series, 362 
by a quadratic character, 287 

Twisted product of groups, 306, 329, 
337 

Two-descent, 281 
Two-isogeny, see Isogeny of degree two 
Two-sphere, 148 

Uniformization theorem, 150, 161-164, 
349,355,356 

non-archimedean, 356, 357 
Uniformizer, 22, 23, 28, 30, 35-37,44, 

53,110,171,246 
Unique factorization domain (UFO), 16 
Unit equation, see S-unit equation 
Unit group, 33, 171, 190,232,234,235, 

263, 269; see also S-unit group 
Unramified 

extension of fields, 124, 178, 181, 185, 
188, 193,280 

map, 28, 76,79,107,251,252 
at P, 28 
outside S, 194, 196, 280, 299 
at v, 178, 179, 184, 198,236,280,298, 

322 
Upper half-plane (IHI), 343-345, 349 

extended (IHI*), 349, 350, 351, 353, 
354 

v-adic analytic map, 356 
v-adic distance function, see Distance 

function 
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v-adic topology, 187,245,247,252, 356, 
364, 365 

Valuation 
associated to an absolute value, 189, 

280 
of a local coordinate ring, 22, 32; see 

also Order of a function 
of the minimal discriminant, 172, 183 

Variety, 1, 5-20, 367 
over a finite field, 132-134 

Vojta, P., 268 

Weak Mordell-Weil theorem, 116, 175, 
189,190-196,220,235,251,276, 
278,287,298; see also Mordell­
Weil theorem 

Weber function, 341, 342 
Weber, H., 339 
Weierstrass, K. T. W., 153 
Weierstrass class of an elliptic curve 

(aE1K ), 224, 225, 238 
Weierstrass coordinate functions, 63, 64, 

65,69,81,82,87, 106, 110, 161, 
218,220,248,249,256,279,329, 
341,365 

Weierstrass equation, 45, 46-55,57,58, 
74,103,106,111,121,131,140, 
144,145,160,177,183,184,187, 
202,216,262,263,268,275,280 

affine,46,241 
composition law on, 55 
Deuring form, 109, 327 
discriminant, 48,50,60,61, 72, 104, 

180,183,223,227,239,263,294, 
324, 325, 327, 365 

is an elliptic curve, 64 
formal solution, 114 
global minimal, 224-227, 238, 240, 

362 
calculation of, 227 
may not exist, 226, 238 

group law, 55-63, 65, 66 
invariant differential, 48, 52, 65, 79-

84, 85, 113, 149, 172, 329 
j-invariant, see j-invariant 
Legendre form, 53-55, 108, 141, 143, 

147, 167, 168, 182, 183, 327 
linear change of variables, 49, 53, 61, 
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64,172,173,224,225,324,364 
minimal, 171-174, 179, 180, 186, 187, 

193,224,357,359,365 
non-singular, 50, 63, 64, 250, 325 
non-singular part (Ens), 60-63, 104, 

173 
normal forms, 46, 48, 324 
point at infinity, 46, 50, 55, 132 
quasi-minimal, 238, 251 
real locus, 48, 167 
reduction modulo n, 171, 173; see also 

Reduction of an elliptic curve 
singular, 48, 53, 60-63, 104 
S-minimal, 227, 264 
of a twist, 287, 308 

Weierstrass KJ-function, 153-162,262 
algebraic relation, 157, 158 
Fourier series, 346 
generates elliptic function field, 154 
Laurent series, 157 
as a modular function, 346 
relation with a, 156, 166 

Weierstrass preparation theorem, 129 
Weierstrass a-function, 156, 166,346, 

365 
Weierstrass '-function, 166 
Weight of a modular function or form, 

153,344,345,347,348 
Weil, A., 81, 132, 134,361,362 
Weil-Chiitelet group, 290, 291, 294, 

296,297,300,302,307,320;see 
also HI of E; Selmer group; 
Shafarevich-Tate group 

group law, 291, 319 
over a finite field, 320 
over~, 320 
Tate pairing, 364 

Weil conjectures, 132-134,348 
for elliptic curves, 134-136 
for lPn, 144 

Weil curve, 355, 361, 362, 363 
Weil pairing, 95-100,107,108,277, 

278,279,320,353 
alternative definition, 107,319 
dual isogeny is adjoint, 98 
image of, 97 
t-adic, 99, 135 
relative to an isogeny, 107,319 

Wei! reciprocity law, 43, 108,370 
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Weil-Taniyama conjecture, see 
Taniyama-Weil conjecture 

Wild ramification, 361 
Wiles, Ao, 363 
Winding number, 152 
Wronskian determinant, 270 
Wiistholz, Go, 263 

Zagier, Do, 363 
Zeroisogeny, 57, 70, 71 

Index 

Zero ofa function, 22, 38,151,152,155, 
157,245 

oth cohomology group, see HO 
Zeta function 

of an elliptic curve, 136, 360 
ofP",133 
ofFUemann, 166,236,345 
of a variety, 133-134 
of Weierstrass, 166 

Zimmer, Ro, 371 
Zorn's lemma, 165 
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