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Preface 

Elementary number theory is concerned with the arithmetic properties of 
the ring of integers, Z, and its field of fractions, the rational numbers, Q. 
Early on in the development of the subject it was noticed that Z has many 
properties in common with A = IF[T], the ring of polynomials over a finite 
field. Both rings are principal ideal domains, both have the property that 
the residue class ring of any non-zero ideal is finite, both rings have infinitely 
many prime elements, and both rings have finitely many units. Thus, one 
is led to suspect that many results which hold for Z have analogues of 
the ring A. This is indeed the case. The first four chapters of this book 
are devoted to illustrating this by presenting, for example, analogues of 
the little theorems of Fermat and Euler, Wilson's theorem, quadratic (and 
higher) reciprocity, the prime number theorem, and Dirichlet's theorem on 
primes in an arithmetic progression. All these results have been known for 
a long time, but it is hard to locate any exposition of them outside of the 
original papers. 

Algebraic number theory arises from elementary number theory by con­
sidering finite algebraic extensions K of Q, which are called algebraic num­
ber fields, and investigating properties of the ring of algebraic integers 
OK C K, defined as the integral closure of Z in K. Similarly, we can con­
sider k = IF(T), the quotient field of A and finite algebraic extensions L of 
k. Fields of this type are called algebraic function fields. More precisely, an 
algebraic function fields with a finite constant field is called a global func­
tion field. A global function field is the true analogue of algebraic number 
field and much of this book will be concerned with investigating proper­
ties of global function fields. In Chapters 5 and 6, we will discuss function 
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fields over arbitrary constant fields and review (sometimes in detail) the 
basic theory up to and including the fundamental theorem of Riemann­
Roch and its corollaries. This will serve as the basis for many of the later 
developments. 

It is important to point out that the theory of algebraic function fields 
is but another guise for the theory of algebraic curves. The point of view 
of this book will be very arithmetic. At every turn the emphasis will be 
on the analogy of algebaic function fields with algebraic number fields. 
Curves will be mentioned only in passing. However, the algebraic-geometric 
point of view is very powerful and we will freely borrow theorems about 
algebraic curves (and their Jacobian varieties) which, up to now, have no 
purely arithmetic proof. In some cases we will not give the proof, but will 
be content to state the result accurately and to draw from it the needed 
arithmetic consequences. 

This book is aimed primarily at graduate students who have had a good 
introductory course in abstract algebra covering, in addition to Galois the­
ory, commutative algebra as presented, for example, in the classic text of 
Atiyah and MacDonald. In the interest of presenting some advanced re­
sults in a relatively elementary text, we do not aspire to prove everything. 
However, we do prove most of the results that we present and hope to in­
spire the reader to search out the proofs of those important results whose 
proof we omit. In addition to graduate students, we hope that this material 
will be of interest to many others who know some algebraic number the­
ory and/or algebraic geometry and are curious about what number theory 
in function field is all about. Although the presentation is not primarily 
directed toward people with an interest in algebraic coding theory, much 
of what is discussed can serve as useful background for those wishing to 
pursue the arithmetic side of this topic. 

Now for a brief tour through the later chapters of the book. 
Chapter 7 covers the background leading up to the statement and proof 

of the Riemann-Hurwitz theorem. As an application we discuss and prove 
the analogue of the ABC conjecture in the function field context. This 
important result has many consequences and we present a few applications 
to diophantine problems over function fields. 

Chapter 8 gives the theory of constant field extensions, mostly under the 
assumption that the constant field is perfect. This is basic material which 
will be put to use repeatedly in later chapters. 

Chapter 9 is primarily devoted to the theory of finite Galois extensions 
and the theory of Artin and Heeke L-functions. Two versions of the very 
important Tchebatorov density theorem are presented: one using Dirichlet 
density and the other using natural density. Toward the end of the chapter 
there is a sketch of global class field theory which enables one, in the abelian 
case, to identify Artin L-series with Hecke L-series. 

Chapter 10 is devoted to the proof of a theorem of Bilharz (a studentof 
Hasse) which is the function field version of Artin's famous conjecture on 
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primitive roots. This material, interesting in itself, illustrates the use of 
many of the results developed in the preceding chapters. 

Chapter 11 discusses the behavior ofthe class group under constant field 
extensions. It is this circle of ideas which led Iwasawa to develop "Iwasawa 
theory," one of the most powerful tools of modern number theory. 

Chapters 12 and 13 provide an introduction to the theory of Drinfeld 
modules. Chapter 12 presents the theory of the Carlitz module, which was 
developed by L. Carlitz in the 1930s. Drinfeld's papers, published in the 
1970s, contain a vast generalization of Carlitz's work. Drinfeld's work was 
directed toward a proof of the Langlands' conjectures in function fields. 
Another consequence of the theory, worked out separately by Drinfeld and 
Hayes, is an explicit class field theory for global function fields. These chap­
ters present the basic definitions and concepts, as well as the beginnings of 
the general theory. 

Chapter 14 presents preliminary material on S-units, S-class groups, and 
the corresponding L-functions. This leads up to the statement and proof of 
a special case of the Brumer-Stark conjecture in the function field context. 
This is the content of Chapter 15. The Brumer-Stark conjecture in function 
fields is now known in full generality. There are two proofs - one due to 
Tate and Deligne, another due to Hayes. It is the author's hope that anyone 
who has read Chapters 14 and 15 will be inspired to go on to master one 
or both of the proofs of the general result. 

Chapter 16 presents function field analogues of the famous class number 
formulas of Kummer for cyclotomic number fields together with variations 
on this theme. Once again, most of this material has been generalized 
considerably and the material in this chapter, which has its own interest, 
can also serve as the background for further study. 

Finally, in Chapter 17 we discuss average value theorems in global fields. 
The material presented here generalizes work of Carlitz over the ring A = 
IF[T]. A novel feature is a function field analogue of the Wiener-Ikehara 
Tauberian theorem. The beginning of the chapter discusses average values 
of elementary number-theoretic functions. The last part of the chapter deals 
with average values for class numbers of hyperelliptic function fields. 

In the effort to keep this book reasonably short, many topics which could 
have been included were left out. For example, chapters had been contem­
plated on automorphisms and the inverse Galois problem, the number of 
rational points with applications to algebraic coding theory, and the theory 
of character sums. Thought had been given to a more extensive discussion 
of Drinfeld modules and the subject of explicit class field theory in global 
fields. Also omitted is any discussion of the fascinating subject of transcen­
dental numbers in the function field context (for an excellent survey see J. 
Yu [1]). Clearly, number theory in function fields is a vast subject. It is of 
interest for its own sake and because it has so often served as a stimulous to 
research in algebraic number theory and arithmetic geometry. We hope this 
book will arouse in the reader a desire to learn more and explore further. 
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1 
Polynomials over Finite Fields 

In all that follows IF will denote a finite field with q elements. The model for 
such a field is ZlpZ, where p is a prime number. This field has p elements. 
In general the number of elements in a finite field is a power of a prime, 
q = pi. Of course, p is the characteristic of IF. 

Let A = IF[TJ, the polynomial ring over IF. A has many properties in 
common with the ring of integers Z. Both are principal ideal domains, both 
have a finite unit group, and both have the property that every residue class 
ring modulo a non-zero ideal has finitely many elements. We will verify all 
this shortly. The result is that many of the number theoretic questions we 
ask about Z have their analogues for A. We will explore these in some 
detail. 

Every element in A has the form f(T) = aoTn + a1Tn-l + ... + an. 
If ao -1= 0 we say that f has degree n, notationally deg(J) = n. In this 
case we set sgn(J) = ao and call this element of ]F* the sign of f. Note 
the following very important properties of these functions. If f and 9 are 
non-zero polynomials we have 

deg(Jg) = deg(J) + deg(g) and sgn(Jg) = sgn(J)sgn(g). 

deg(J + g) ::; max( deg(J), deg(g)). 

In the second line, equality holds if deg(J) -1= deg(g). 
If sgn(J) = 1 we say that f is a monic polynomial. Monic polynomials 

play the role of positive integers. It is sometimes useful to define the sign of 
the zero polynomial to be 0 and its degree to be -00. The above properties 
of degree then remain true without restriction. 
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Proposition 1.1. Let f, 9 E A with 9 -=I- O. Then there exist elements 
q, rEA such that f = qg + rand r is either 0 or deg(r) < deg(g). 
Moreover, q and r are uniquely determined by these conditions. 

Proof. Let n = deg(f), m = deg(g), a = sgn(f) , j3 = sgn(g). We give 
the proof by induction on n = deg(f). If n < m, set q = 0 and r = f. If 
n ~ m, we note that II = f - aj3-1Tn-mg has smaller degree than f. By 
induction, there exist q1, r1 E A such that II = q1g+r1 with r1 being either 
o or with degree less than deg(g). In this case, set q = aj3-1Tn-m + q1 and 
r = r1 and we are done. 

If f = qg + r = q' 9 + r', then 9 divides r - r' and by degree considerations 
we see r = r'. In this case, qg = q' 9 so q = q' and the uniqueness is 
established. 

This proposition shows that A is a Euclidean domain and thus a principal 
ideal domain and a unique factorization domain. It also allows a quick proof 
of the finiteness of the residue class rings. 

Proposition 1.2. Suppose 9 E A and 9 -=I- O. Then A/ gA is a finite ring 
with qdeg(g) elements. 

Proof. Let m = deg(g). By Proposition 1.1 one easily verifies that {r E 
A 1 deg(r) < m } is a complete set of representatives for A/gA. Such 
elements look like 

r = a oT m- 1 + a1Tm-2 + ... + a m-1 with ai E IF. 

Since the ai vary independently through IF there are qm such polynomials 
and the result follows. 

Definition. Let 9 E A. If 9 -=I- 0, set Igl = qdeg(g). If 9 = 0, set Igl = O. 

Igl is a measure of the size of g. Note that if n is an ordinary integer, then 
its usual absolute value, Inl, is the number of elements in Z/nZ. Similarly, 
Igi is the number of elements in A/gA. It is immediate that Ifgl = If I Igl 
and If + gl :::; max(lfl, Igl) with equality holding if Ifl-=l-Igl· 

It is a simple matter to determine the group of units in A, A *. If 9 
is a unit, then there is an f such that fg = 1. Thus, 0 = deg(1) = 
deg(f) + deg(g) and so deg(f) = deg(g) = O. The only units are the non­
zero constants and each such constant is a unit. 

Proposition 1.3. The group of units in A is IF*. In particular, it is a finite 
cyclic group with q - 1 elements. 

Proof. The only thing left to prove is the cyclicity of IF*. This follows from 
the very general fact that a finite subgroup of the multiplicative group of 
a field is cyclic. 

In what follows we will see that the number q - 1 often occurs where the 
number 2 occurs in ordinary number theory. This stems from the fact that 
the order of Z* is 2. 
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By definition, a non-constant polynomial f E A is irreducible if it cannot 
be written as a product of two polynomials, each of positive degree. Since 
every ideal in A is principal, we see that a polynomial is irreducible if and 
only if it is prime (for the definitions of divisibility, prime, irreducible, etc., 
see Ireland and Rosen [1]). These words will be used interchangeably. Every 
non-zero polynomial can be written uniquely as a non-zero constant times 
a monic polynomial. Thus, every ideal in A has a unique monic generator. 
This should be compared with the statement that evey non-zero ideal in Z 
has a unique positive generator. Finally, the unique factorization property 
in A can be sharpened to the following statement. Every f E A, f i= 0, can 
be written uniquely in the form 

where 0: E IF* , each Pi is a monic irreducible, Pi i= Pj for i i= j, and each 
ei is a non-negative integer. 

The letter P will often be used for a monic irreducible polynomial in A. 
We use P instead of p since the latter letter is reserved for the characteristic 
of IF. This is a bit awkward, but it is compensated for by being less likely 
to lead to confusion. 

The next order of business will be to investigate the structure of the 
rings A/fA and the unit groups (A/ f A)*. A valuable tool is the Chinese 
Remainder Theorem. 

Proposition 1.4. Let ml, m2, ... , mt be elements of A which are pairwise 
relatively prime. Let m = ml m2 ... mt and ¢i be the natural homomor­
phism from A/mA to A/miA. Then, the map ¢ : A/mA --+ A/mlA E£) 

A/m2A E£) ••• E£) A/mtA given by 

¢(a) = (¢l(a), ¢2(a), ... , ¢t(a)) 

is a ring isomorphism. 

Proof. This is a standard result which holds in any principal ideal domain 
(properly formulated it holds in much greater generality). 

Corollary. The same map ¢ restricted to the units of A, A*, gives rise to 
a group isomorphism 

(A/mA)* ~ (A/mlA)* x (A/m2A)* x .. , x (A/mtA)*. 

Proof. This is a standard exercise. See Ireland and Rosen [1], Proposition 
3.4.1. 

Now, let f E A be non-zero and not a unit and suppose that f = 
o:P{l p;2 ... Pt' is its prime decomposition. From the above considerations 
we have 

(A/ f A)* ~ (A/ P{l A)* x (A/ p;2 A)* x ... x (A/pte, A)*. 
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This isomorphism reduces our task to that of determining the structure 
of the groups (AI pe A)* where P is an irreducible polynomial and e is a 
positive integer. When e = 1 the situation is very similar to that is Z. 

Proposition 1.5. Let PEA be an irreducible polynomial. Then, (AI PA)* 
is a cyclic group with /PI - 1 elements. 

Proof. Since A is a principal ideal domain, PAis a maximal ideal and so 
AI PAis a field. A finite subgroup of the multiplicative group of a field is 
cyclic. Thus (AI PA)* is cyclic. That the order of this group is /PI - 1 is 
immediate. 

We now consider the situation when e > 1. Here we encounter something 
which is quite different in A from the situation in Z. If p is an odd prime 
number in Z then it is a standard result that (Zlpez)* is cyclic for all 
positive integers e. If p = 2 and e ~ 3 then (Z/2ez)* is the direct product 
of a cyclic group of order 2 and a cyclic group of order 2e- 2 • The situation 
is very different in A. 

Proposition 1.6. Let PEA be an irreducible polynomial and e a positive 
integer. The order of (AlpeA)* is /Ple-I(IPI-1). Let (AlpeA)(1) be the 
kernel of the natural map from (AI pe A)* to (AI PA)*. It is a p-group of 
order /PIe-I. As e tends to infinity, the minimal number of generators of 
(AI pe A)(I) tends to infinity. 

Proof. The ring AI pe A has only one maximal ideal PAl pe A which has 
/Ple-I elements. Thus, (AI pe A)* = AI pe A-PAl pe A has /PIe - /Ple-I = 
/Ple-I(IPI-1) number of elements. Since (AlpeA)* --+ (AIPA)* is onto, 
and the latter group has /PI - 1 elements the assertion about the size of 
(AI pe A)(I) follows. It remains to prove the assertion about the minimal 
number of generators. 

It is instructive to first consider the case e = 2. Every element in 
(AI P2A)(1) can be represented by a polynomial of the form a = 1 + bP. 
Since we are working in characteristic p we have aP = 1 + bP pP == 1 
(mod P2). So, we have a group of order /PI with exponent p. If q = pi it 
follows that (AI p2 A)(I) is a direct sum of f deg(P) number of copies of 
ZlpZ. This is a cyclic group only under the very restrictive conditions that 
q = p and deg(P) = 1. 

To deal with the general case, suppose that s is the smallest integer such 
that pS ~ e. Since (1 + bP)P8 = 1 + (bP)P8 == 1 (mod pe) we have that 
raising to the pS-power annihilates G = (AI pe A)(I). Let d be the minimal 
number of generators of this group. It follows that there is an onto map 
from (ZlpSZ)d onto G. Thus, pds ~ pi deg(P)(e-l) and so 

d> f deg(P)(e - 1). 
- s 

Since s is the smallest integer bigger than or equal to logp (e) it is clear that 
d --+ 00 as e --+ 00. 
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It is possible to do a much closer analysis of the structure of these groups, 
but it is not necessary to do so now. The fact that these groups get very 
complicated does cause problems in the more advanced parts of the theory. 

We have developed more than enough material to enable us to give in­
teresting analogues of the Euler ¢-function and the little theorems of Euler 
and Fermat. 

To begin with, let f E A be a non-zero polynomial. Define ~(J) to 
be the number of elements in the group (AI f A)*. We can give another 
characterization of this number which makes the relation to the Euler ¢­
function even more evident. We have seen that {r E A I deg(r) < deg(J)} 
is a set of representatives for AI f A. Such an r represents a unit in AI f A if 
and only if it is relatively prime to f. Thus ~(J) is the number of non-zero 
polynomials of degree less than deg(J) and relatively prime to f. 

Proposition 1.7. 
1 

~(J) = If I II (1 - TPf)· 
PI! 

Proof. Let f = aP:l p;2 .. , pte, be the prime decomposition of f. By the 
corollary to Propositions 1.4 and by Proposition 1.6, we see that 

t t 

~(J) = II ~(Pt,) = II (I Pi Ie, -IPile,-l), 
i=l i=l 

from which the result follows immediately. 

The similarity of the formula in this proposition to the classical formula 
for ¢( n) is striking. 

Proposition 1.8. If f E A, f f. 0, and a E A is relatively prime to f, i.e., 
(a,1) = 1, then 

aip(f) == 1 (mod 1). 

Proof. The group (AI f A)* has ~(J) elements. The coset of a modulo f, a" 
lies in this group. Thus, a,ip(f) = I and this is equivalent to the congruence 
in the proposition. 

Corollary. Let PEA be irreducible and a E A be a polynomial not divisible 
by P. Then, 

a lPl - 1 == 1 (mod P). 

Proof. Since P is irreducible, it is relatively prime to a if and only if it 
does not divide a. The corollary follows from the proposition and the fact 
that for an irreducible P, ~(P) = IPI- 1 (Proposition 1.5). 

It is clear that Proposition 1.8 and its corollary are direct analogues of 
Euler's little theorem and Fermat's little theorem. They play the same very 
important role in this context as they do in elementary number theory. By 
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way of illustration we proceed to the analogue of Wilson's theorem. Recall 
that this states that (p - I)! == -1 (mod p) where p is a prime number. 

Proposition 1.9. Let PEA be irreducible of degree d. Suppose X is an 
indeterminate. Then, 

XIPI-l -1 == II (X - 1) (mod P). 
O:$;deg(f)<d 

Proof. Recall that {J E A I deg(J) < d} is a set of representatives for the 
cosets of AlP A. If we throw out f = 0 we get a set of representatives for 
(AIPA)*. We find 

XIPI-l -1 = II (X - f), 
O:$;deg(f)<d 

where the bars denote cosets modulo P. This follows from the corollary to 
Proposition 1.8 since both sides of the equation are monic polynomials in 
X with the same set of roots in the field AlP A. Since there are !PI - 1 
roots and the difference of the two sides has degree less than !PI - 1, the 
difference of the two sides must be O. The congruence in the Proposition is 
equivalent to this assertion. 

Corollary 1. Let d divide !PI - 1. The congruence Xd == 1 (mod P) 
has exactly d solutions. Equivalently, the equation Xd = 1 has exactly d 
solutions in (AI PA)*. 

Proof. We prove the second assertion. Since d I !PI - 1 it follows that 
X d -1 divides XIPI-l -1. By the proposition, the latter polynomial splits 
as a product of distinct linear factors. Thus so does the former polynomial. 
This establishes the result. 

Corollary 2. With the same notation, 

II f == -1 (mod P). 
O:$;deg(f)<deg P 

Proof. Just set X = 0 in the proposition. If the characteristic of IF is odd 
!PI - 1 is even and the result follows. If the characteristic is 2 then the 
result also follows since in characteristic 2 we have -1 = 1. 

The above corollary is the polynomial version of Wilson's theorem. It's 
interesting to note that the left-hand side of the congruence only depends 
on the degree of P and not on P itself. 

As a final topic in this chapter we give some of the theory of d-th power 
residues. This will be of importance in Chapter 3 when we discuss quadratic 
reciprocity and more general reciprocity laws for A. 
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If f E A is of positive degree and a E A is relatively prime to f, we say 
that a is a d-th power residue modulo f if the equation x d == a (mod J) is 
solvable in A. Equivalently, a is a d-th power in (AI f A)*. 

Suppose f = aP:l p;2 ... Pt' is the prime decomposition of f. Then it 
is easy to check that a is a d-th power residue modulo f if and only if a 
is a d-th power residue modulo Pt' for all i between 1 and t. This reduces 
the problem to the case where the modulus is a prime power. 

Proposition 1.10. Let P be irreducible and a E A not divisible by P. 
Assume d divides IFI - 1. The congruence X d == a (mod pe) is solvable if 
and only if 

IPI-l 
a-d- == 1 (mod P). 

There are <'P(~') d-th power residues modulo pe. 

Proof. Assume to begin with that e = 1. 

If bd == a (mod P), then a~ == blPI-l == 1 (mod P) by the corollary 
to Proposition I.B. This shows the condition is necessary. To show it is 
sufficient recall that by Corollary 1 to Proposition 1.9 all the d-th roots of 
unity are in the field AI PA. Consider the homomorphism from (AI PA)* 
to itself given by raising to the d-th power. It's kernel has order d and its 
image is the d-th powers. Thus, there are precisely IP~-l d-th powers in 

IPI-l 
(AI PA)*. We have seen that they all satisfy X--;r- - 1 = O. Thus, they 
are precisely the roots of this equation. This proves all assertions in the 
case e = 1. 

To deal with the remaining cases, we employ a little group theory. The 
natural map (i.e., reduction modulo P) is a homomorphism from (AI pe A)* 
onto (AlP A)* and the kernel is a p-group as follows from Proposition 
1.6. Since the order of (AlP A)* is IFI - 1 which is prime to p it follows 
that (AI pe A)* is the direct product of a p-group and a copy of (AI P A)*. 
Since (d,p) = 1, raising to the d-th power in an abelian p-group is an 
automorphism. Thus, a E A is a d-th power modulo pe if and only if it 
is a d-th power modulo P. The latter has been shown to hold if and only 

IPI-l 
if a-;r- == 1 (mod P). Now consider the homomorphism from (AI pe A)* 
to itself given by raising to the d-th power. It easily follows from what has 
been said that the kernel has d elements and the image is the subgroup of 

<'P(P') d-th powers. It follows that the latter group has order -d-' This concludes 
the proof. 

Exercises 
1. If mEA = JF[TJ, and deg(m) > 0, show that q - 1 I <I>(m). 

2. If q = p is a prime number and PEA is an irreducible, show 
(JF[T]/ p2 A)* is cyclic if and only if deg P = 1. 
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3. Suppose mEA is monic and that m = mlm2 is a factorization into 
two monics which are relatively prime and of positive degree. Show 
(A/mA)* is not cyclic except possibly in the case q = 2 and ml and 
m2 have relatively prime degrees. 

4. Assume q =12. Determine all m for which (A/mA)* is cyclic (see the 
proof of Proposition 1.6). 

5. Suppose d I q - 1. Show x d == -1 (mod P) is solvable if and only if 
(-I)Q:1' degP = 1. 

6. Show TIaEIF* a = -1. 

7. Let PEA be a monic irreducible. Show 

II f == ± 1 (mod P) , 
degf<d 
f monic 

where d = deg P. Determine the sign on the right-hand side of this 
congruence. 

8. For an integer m ;::: 1 define [m] = Tq= - T. Show that [m] is the 
product of all monic irreducible polynomials P(T) such that deg P(T) 
divides m. 

9. Working in the polynomial ring W[UO,Ul, .. ' ,un], define D(UO,Ul, 
... , un) = det Iut I, where i,j = 0,1, ... , n. This is called the Moore 
determinant. Show 

n 

D(UO,Ul,oo.,Un) = II II 00. II (U,+Ci-1Ui-l +oo,+couo) . 
i=O c,_lEIF Co ElF 

Hint: Show each factor on the right divides the determinant and then 
count degrees. 

10. Define Fj = TIL:-5 (Tqj - Tq') = TI{:5 [j - i]q'. Show that 

n 

D(I, T, T2, 00., Tn) = II Fj 

j=O 

Hint: Use the fact that D(I,T,T2, ... ,Tn) can be viewed as a 
Vandermonde determinant. 

11. Show that Fj is the prod uct of all monic polynomials in A of degee 
j. 

12. Define Lj = TIi=l (Tqi - T) = TIi=l [i]. Use Exercise 8 to prove that 
L j is the least common multiple of all monics of degree j. 
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13. Show 
II ( f) = D(1,T,T2, ... ,Td-l,u) 

u+ D(1,T,TZ, ... ,Td-l) 
degf<d 

14. Deduce from Exercise 13 that 

15. Show that the product of all the non-zero polynomials of degree less 
than d is equal to (-I)dPd/Ld . 

16. Prove that 

In the product the term corresponding to f = 0 is omitted. 



2 
Primes, Arithmetic Functions, 
and the Zeta Function 

In this chapter we will discuss properties of primes and prime decomposition 
in the ring A = IF[T]. Much of this discussion will be facilitated by the use 
of the zeta function associated to A. This zeta function is an analogue of 
the classical zeta function which was first introduced by L. Euler and whose 
study was immeasurably enriched by the contributions of B. Riemann. In 
the case of polynomial rings the zeta function is a much simpler object and 
its use rapidly leads to a sharp version of the prime number theorem for 
polynomials without the need for any complicated analytic investigations. 
Later we will see that this situation is a bit deceptive. When we investigate 
arithmetic in more general function fields than IF(T) , the corresponding 
zeta function will turn out to be a much more subtle invariant. 

Definition. The zeta function of A, denoted (A (s), is defined by the infinite 
series 

lEA 
I monic 

There are exactly qd monic polynomials of degree d in A, so one has 

and consequently 

(1) 



12 Michael Rosen 

for all complex numbers 8 with iR( 8) > 1. In the classical case of the Rie­
mann zeta function, ((8) = I:~= 1 n - s, it is easy to show the defining 
series converges for iR( 8) > 1, but it is more difficult to provide an analytic 
continuation. Riemann showed that it can be analytically continued to a 
meromorphic function on the whole complex plane with the only pole be­
ing a simple pole of residue 1 at 8 = 1. Moreover, if f(8) is the classical 
gamma function and ~(8) = 7l"-~r(~)((8), Riemann showed the functional 
equation ~(1 - 8) = ~(8). What can be said about (A(8)? 

By Equation 1 above, we see clearly that (A (8), which is initially defined 
for iR( 8) > 1, can be continued to a meromorphic function on the whole 
complex plane with a simple pole at 8 = 1. A simple computation shows 
that the residue at 8 = 1 is log\q). Now define ~A(8) = q-s(1_q-s)-1(A(8). 
It is easy to check that ~A (1- 8) = ~A (8) so that a functional equation holds 
in this situation as well. As opposed to case of the classical zeta-function, 
the proofs are very easy for (A (8). Later we will consider generalizations of 
(A (8) in the context of function fields over finite fields. Similar statements 
will hold, but the proofs will be more difficult and will be based on the 
Riemann-Roch theorem for algebraic curves. 

Euler noted that the unique decomposition of integers into products of 
primes leads to the following identity for the Riemann zeta-function: 

((8) = II (1- ~)-l. 
. pS 

P pnme 
p>O 

This is valid for iR(8) > 1. The exact same reasoning (which we won't 
repeat here) leads to the following identity: 

(A(8) = II (1- ~ J- 1 . 

P irreducible I I 
(2) 

P monic 

This is also valid for all iR( 8) > 1. 
One can immediately put Equation 2 to use. Suppose there were only 

finitely many irreducible polynomials in A. The right-hand side of the equa­
tion would then be defined at 8 = 1 and even have a non-zero value there. 
On the other hand, the left hand side has a pole at 8 = 1. This shows there 
are infinitely many irreducibles in A. One doesn't need the zeta-function 
to show this. Euclid's proof that there are infinitely many prime integers 
works equally well in polynomial rings. Suppose S is a finite set of irre­
ducibles. Multiply the elements of S together and add one. The result is 
a polynomial of positive degree not divisible by any element of S. Thus, 
S cannot contain all irreducible polynomials. It follows, once more, that 
there are infinitely many irreducibles. 

Let x be a real number and 7l"( x) be the number of positive prime numbers 
less than or equal to x. The classical prime number theorem states that 
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7l'( x) is asymptotic to x I log( x). Let d be a positive integer and x = qd. We 
will show that the number of monic irreducibles P such that IFI = x is 
asymptotic to xl logq(x) which is clearly in the spirit of the classical result. 

Define ad to be the number of monic irreducibles of degree d. Then, from 
Equation 2 we find 

00 

(A(S) = II (1- q-ds)-ad • 

d=l 

If we recall that (A(S) = 1/(1 - ql-s) and substitute u = q-S (note that 
lui < 1 if and only if ~(s) > 1) we obtain the identity 

Taking the logarithmic derivative of both sides and multiplying the result 
by u yields 

~_~dadud 
1 - qu - L 1 - ud • 

d=l 

Finally, expand both sides into power series using the geometric series and 
compare coefficients of un. The result is the beautiful formula, 

Proposition 2.1. 
Ldad = qn. 
din 

This formula is often attributed to Richard Dedekind. It is interesting to 
note that it appears, with essentially the above proof, in a manuscript of 
C.F. Gauss (unpublished in his lifetime), "Die Lehre von den Resten." See 
Gauss [1], pages 608-611. 

Corollary 
1", n 

an = - L/-L(d)q7I. 
n 

din 

(3) 

Proof. This formula follows by applying the Mobius inversion formula to 
the formula given in the proposition. 

The formula in the above proposition can also be proven by means of 
the algebraic theory of finite fields. In fact, most books on abstract alge­
bra contain the formula and the purely algebraic proof. The zeta-function 
approach has the advantage that the same method can be used to prove 
many other things as we shall see in this and later chapters. 

The next task is to write an in a way which makes it easy to see how big 
it is. In Equation 3 the highest power of q that occurs is qn and the next 
highest power that may occur is q~ (this occurs if and only if 21n. All the 
other terms have the form ±qm where m ~ ~. The total number of terms is 



14 Michael Rosen 

2:dln 111( d) I, which is easily seen to be 2t, where t is the number of distinct 
prime divisors of n. Let PI,P2, ... ,Pt be the distinct primes dividing n, 
Then, 2t :.::: PIP2 ... Pt :.::: n. Thus, we have the following estimate: 

Using the standard big 0 notation, we have proved the following theorem. 

Theorem 2.2. (The prime number theorem for polynomials) Let an denote 
the number of monic irreducible polynomials in A = JF[T] of degree n. Then, 

Note that if we set x = qn the right-hand side of this equation is 
x / logq (x) + O( y'x / logq (x)) which looks like the conjectured precise form 
of the classical prime number theorem. This is still not proven. It depends 
on the truth of the Riemann hypothesis (which will be discussed later). 

We now show how to use the zeta function for other counting problems. 
What is the number of square-free monics of degree n? Let this number be 
bn . Consider the product 

(4) 

As usual, the product is over all monic irreducibles P and the sum is over 
all monics f. We will maintain this convention unless otherwise stated. 
The function 0(/) is 1 when f is square-free, and 0 otherwise. This is 
an easy consequence of unique factorization in A and the definition of 
square-free. Making the substitution u = q-S once again, the right-hand 
side of Equation 4 becomes 2:~=o bnun . Consider the identity 1 + w = 
(1 - w 2 )/(1 - w). If we substitute w = IPI-s and then take the product 
over all monic irreducibles P, we see that the left-hand side of Equation 4 
is equal to (A(S)/(A(2s) = (1 - ql-2s)/(1 - ql-s). Putting everything in 
terms of u leads to the identity 

1- qu2 _ ~b n 
-:-.-...::- - L n U • 
1- qu 

n=O 

Finally, expand the left-hand side in a geometric series and compare the 
coefficients of un on both sides. We have proven-

Proposition 2.3. Let bn be the number of square-free monies in A of 
degree n. Then bl = q and for n > 1, bn = qn(1- q-I). 

It is amusing to compare this result with what is known to be true in 
Z. If Bn is the number of positive square-free integers less than or equal 
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to n, then limn-t<X.l Bn/n = 6/7r2 . In less precise language, the probability 
that a positive integer is square-free is 6/7r2 . The probablity that a monic 
polynomial of degree n is square-free is bn/qn, and this equals (1 _ q-I) 
for n > 1. Thus the probabilty that a monic polynomial in A is square­
free is (1 - q-I). Now, 6/7r2 = 1/((2), so it is interesting to note that 
(1- q-I) = 1/(A(2). This is, of course, no accident and one can give good 
heuristic reasons why this should occur. The interested reader may want 
to find these reasons and to investigate the probablity that a polynomial 
be cube-free, fourth-power-free, etc. 

Our next goal is to introduce analogues of some well-known number­
theoretic functions and to discuss their properties. We have already in­
troduced ifJ(J). Let p,(J) be 0 if f is not square-free, and (_l)t if f is a 
constant times a product of t distinct monic irreducibles. This is the poly­
nomial version of the Mobius function. Let d(J) be the number of monic 
divisors of f and CY(J) = 2:gl / Igl where the sum is over all monic divisors 
of f. 

These functions, like their classical counterparts, have the property of 
being multiplicative. More precisely, a complex valued function A on A - {O} 
is called multiplicative if A(Jg) = >.(J)>.(g) whenever f and g are relatively 
prime. We assume>. is 1 on ]F*. Let 

f = aP~' p;2 ... ptet 

be the prime decomposition of f. If >. is multiplicative, 

Thus, a multiplicative function is completely determined by its values on 
prime powers. Using multiplicativity, one can derive the following formulas 
for these functions. 

Proposition 2.4. Let the prime decomposition of f be given as above. 
Then, 

ifJ(J) 

d(J) 

CY(J) 

If I IT (1 -!PI-I), 
PI! 

(el + 1)(e2 + 1) ... (et + 1). 
!PIle,+! - 1 IP2Ie2+ I -1 

!PI I - 1 I P2 1 - 1 

!Ptl et +I - 1 

!Ptl -1 

Proof. The formula for ifJ(n) has already been given in Proposition 1.7. 
If P is a monic irreducible, the only monic divisors of pe are 1, P, 

p2, ... , pe so d( pe) = e + 1 and the second formula follows. 
By the above paragraph, cy(pe) = 1 + !PI + !P12 + ... !PIe 

(IPle+I - l/(IPI- 1), and the formula for CY(J) also follows. 

As a final topic in this chapter we shall introduce the notion of the 
average values in the context of polynomials. Suppose h(x) is a complex­
valued function on N, the set of positive integers. Suppose the following 
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limit exists 
1 n 

lim - "h(n) = a. n-too n L.J 
k=l 

We then define a to be the average value of the function h. For example, 
suppose h(n) = 1 if n is square-free and 0 otherwise. Then, as noted above, 
the average value of h is known to be 6/,rr2 • The sum L:~=1 h(k) sometimes 
grows too fast for the average value to exist. Often though, one can show 
the growth is dominated by a simple function of n. An example of this is 
the Euler ¢-function. One can show 

n 3 L ¢(k) = ""2n2 + O(nlog(n)). 
7r 

k=l 

For this and other results of a similar nature, see Chapter VIn of the classic 
book by G.H. Hardy and E.M. Wright, Hardy and Wright [1]. Another good 
reference for this material is Chapter 3 of Apostol [1]. 

In the ring A the analogue of the positive integers is the set of monic 
polynomials. Let h(x) be a function on the set of monic polynomials. For 
n > 0 we define 

h(f). 
f monic 

deg(f)=n 

This is clearly the average value of h on the set of monic polynomials of 
degree n. We define the average value of h to be limn-too Aven(h) provided 
this limit exists. This is the natural way in which average values arise in 
the context of polynomials. It is an exercise to show that if the average 
value exists in the sense just given, then it is also equal to the following 
limit: 

J~n.;., 1 + q + q~ ... + qn L h(f). 
f monic 
deg(f)~n 

As we pointed out above, this limit does not always exist. However, even 
when it doesn't exist, one can speak of the average rate of growth of h(f). 
Define H(n) to equal the sum of h(f) over all monic polynomials of degree 
n. As we will see, the function H(n) sometimes behaves in a quite regular 
manner even though the values h(f) vary erratically. 

Instead of approaching these problems directly we use the method of 
Carlitz which uses Dirichlet series. Given a function h as above, we define 
the associated Dirichlet series to be 

Dh(S) = L h(f} = f H~~) . 
fmonic If I n=O q 

(5) 

In what follows, we will work in a formal manner with these series. If one 
wants to worry about convergence, it is useful to remark that if Ih(f)1 = 
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0(111,6), then Dh(s) converges for ~(s) > 1 + (3. The proof just uses the 
comparison test and the fact that (A (s) converges for ~(s) > 1. 

The right-hand side of 5 is simply L~=o H(n)un , so the Dirichlet series 
in s becomes a power series in u whose coefficients are the averages H(n). 
To see how this is useful, recall the function d(f) which is the number of 
monic divisors of I. Let D(n) be the sum of d(f) over all monics of degree 
n (hopefully, this notation will not cause too much confusion). Then, 

Proposition 2.5. Dd(S) = (A(S)2 = (1 - qU)-2 . Consequently, D(n) = 
(n+1)qn. 

Proof. 

L( L 1) 1)1 8 = L ~j~; = Dd(S) . 
! h,g ! 

hg=! 

This proves the first assertion. To prove the second assertion, notice 

00 

Dd(s) = L D(n)un = (1 - qu)-2 . 
n=O 

It is easily seen that (1 - qU)-2 = L~=o(n + l)qn un . Thus, the second 
assertion follows by comparing the coefficients of un on both sides of this 
identity. 

A few remarks are in order. Notice that Aven(d) = n + 1 so the average 
value of d(f) in the way we have defined it doesn't exist. On average, the 
number of divisors of 1 grows with the degree. If we set x = qn then our 
result reads D( n) = x 10gJ (x) + x which resembles closely the analogous 
result for the integers Lk=l d( k) = x log( x) + (21' - l)x + O( v'x) (here 
I' ~ .577216 is Euler's constant). This formula is due to Dirichlet. It is 
a famous problem in elementary number theory to find the best possible 
error term. In the polynomial case, there is no error term! This is because 
of the very simple nature of the zeta function (A (s). Similar sums in the 
general function field context lead to more difficult problems. We shall have 
more to say in this direction in Chapter 17. 

It is an interesting fact that many multiplicative functions have corre­
sponding Dirichlet series which can be simply expressed in terms of the 
zeta function. We have just seen this for d(f). More generallly, let h(f) be 
multiplicative. The multiplicativity of h(f) leads to the identity 
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As an example, consider the function /1(f). Since I:~=o l~t8) = l-I P I-s, 
we find DJ-«s) = (A(S)-l. The same method would enable us to determine 
the Dirichlet series for if>(f) and a(f). However, we will follow a slightly 
different path to this goal. 

Let A and p be two complex valued functions on the monic polynomials. 
We define their Dirichlet product by the following formula (all polynomials 
involved are assumed to be monic) 

(A * p)(f) = L >"(h)p(g) . 
h,g 

hg=f 

This definition is exactly similar to the corresponding notion in elemen­
tary number theory. As is the case there, the Dirichlet product is closely 
related to multiplication of Dirichlet series. 

Proposition 2.6. 
D).,(s)Dp(s) = D).,*p(s) . 

Proof. The calculation is just like that of Proposition 2.5. 

( " A(h)) (" p(g)) D).,(s)Dp(s) = ~ W ~ Ms = 
h 9 

L( L >"(h)p(g)) 1)ls = D).,*p(s) . 
f h,g 

hg=f 

We now proceed to calculate the average value of if>(f). We have seen that 

if>(f) = If I II (1 - 1P1-1) . 

Plf 

Define >..(f) = If I· A moment's reflection shows that the right hand side of 
the above equation can be rewritten as I:glf /1(g)lf/gl = (/1*A)(f). Thus, 
by Proposition 2.6 we find 

Proposition 2.7. 

L if>(f) = q2n(1 _ q-l) . 
deg f=n 
f monic 

Proof. Let A(n) be the left-hand side of the above equation. Then, with 
the usual transformation u = q-S , Equation 6 becomes 

~ A(n)un = 1-qu . 
~ l- q2u 
n=O 
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Now, expand (1 - q2u)-1 into a power series using the geometric series, 
multiply out, and equate the coefficients of un on both sides. One finds 
A( n) = q2n - q2n-l. The result follows. 

Finally, we want to do a similar analysis for the function O'(f). Let 1(f) 
denote the function which is identically equal to 1 on all monics f. For any 
complex valued function>. on monics, we see immediately that (1*>')(f) = 
2:g11 >.(g). In particular, if >.(f) = If I, then (1 * >.)(f) = O'(f). Thus, 

Dcr(s) = D1*\(s) = Dl(S)D\(s) = (A(S)(A(S -1) . (7) 

Proposition 2.8. 

'"' O'(f) = 2n. 1 - q-n-l 
L.,; q 1 _ q-l 

deg(f)=n 
1 monic 

Proof. Define S(n) to be the sum on the left hand side of the above 
equation. Then, making the substitution u = q-S in Equation 7 we find 

00 

L S(n)un = (1 - qu)-I(l - q2u)-1 . 
n=O 

Expanding the two terms on the right using the geometric series, multiply­
ing out, and collecting terms, we deduce 

S(n) = L qk q 21 

k+l=n 

The result follows after applying a little algebra. 

The method of obtaining average value results via the zeta function has 
now been amply demonstrated. The reader who wants to pursue this fur­
ther can consult the original article of Carlitz [1]. Alternatively, it is an 
interesting exercise to look at Chapter VII of Hardy and Wright [1] or 
Chapter 3 of Apostol [1] , formulate the results given there for Z in the 
context of the polynomial ring A = IF[T] , and prove them by the methods 
developed above. 

In Chapter 17, we will return to the subject of average value results, but 
in the broader context of global function fields. 

Exercises 
1. Let f E A be a polynomial of degree at least m ~ 1. For each N ~ 

m show that the number of polynomials of degree N divisible by 
f divided by the number of polynomials of degree N is just Ifl- 1 . 

Thus, it makes sense to say that the probability that an arbitrary 
polynomial is divisible by f is Ifl- 1 . 
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2. Let PI, P2 , •.• , Pt E A be distinct monic irreducibles. Give a proba­
bilistic argument that the probability that a polynomial not be divis­
ible by any P? for 1 = 1,2, ... ,t is give by I1~=I(I-IPil-2). 

3. Based on Exercise 2, give a heuristic argument to show that the prob­
ability that a polynomial in A is square-free is given by (A(2)-I. 

4. Generalize Exercise 3 to give a heuristic argument to show that the 
probability that a polynomial in A be k-th power free is given by 
(A(k)-I. 

5. Show I: Iml- I diverges, where the sum is over all monic polynomials 
mEA. 

6. Use the fact that every monic m can be written uniquely in the form 
m = mom~ where mo and ml are monic and mo is square-free to 
show I: Imol-I diverges where the sum is over all square-free monies 
mo· 

7. Use Exercise 6 to show 

II (1 + IPI-I) -t 00 as d -t 00 . 

P irreducible 
deg P:S;d 

8. Use the obvious inequality l+x :::; eX and Exercise 7 to show I: IPI- I 
diverges where the sum is over all monic irreducibles PEA. 

9. Use Theorem 2.2 to give another proof that I: IPI- I diverges. 

10. Suppose there were only finitely many monic irreducibles in A . De­
note them by {PI, P2 , ••• , Pn }. Let m = PI P2 ••• Pn be their product. 
Show ~(m) = 1 and derive a contradiction. 

11. Suppose h is a complex valued function on monics in A and that the 
limit as n tends to infinity of Aven(h) is equal to a. Show 

lim (1 + q + ... + qn)-l '" h(f) = a . 
n--+oo ~ 

f monic 
degf<S,n 

12. Let J.1-(m) be the Mobius function on monic polynomials which we 
introduced in the text. Consider the sum I:degm=n J.1-(m) over monic 
polynomials of degree n. Show the value of this sum is 1 if n = 0, -q 
if n = 1, and 0 if n > 1. 

13. For each integer k 2: 1 define O'k(m) = I:f1m Iflk. Calculate Aven(O'k). 
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14. Define A(m) to be log JPI if m = pt, a prime power, and zero other­
wise. Show 

15. Show that 

L AU) = log Iml . 
lim 

DA(S) = -(~(S)/(A(S), 

Use this to evaluateL:degm=n A{m). 

16. Recall that d(m) is the number of monic divisors of m. Show 

L d(m)2 = (A(s)4 . 
. Imls (A(2s) m monlC 

Use this to evaluateL:degm=n d(m)2. 



3 
The Reciprocity Law 

Gauss called the quadratic reciprocity law "the golden theorem." He was 
the first to give a valid proof of this theorem. In fact, he found nine differ­
ent proofs. After this he worked on biquadratic reciprocity, obtaining the 
correct statement, but not finding a proof. The first to do so were Eisen­
stein and Jacobi. The history of the general reciprocity law is long and 
complicated involving the creation of a good portion of algebraic number 
theory and class field theory. By contrast, it is possible to formulate and 
prove a very general reciprocity law for A = IF[T] without introducing much 
machinery. Dedekind proved an analogue of the quadratic reciprocity law 
for A in the last century. Carlitz thought he was the first to prove the gen­
eral reciprocity law for IF[T]. However O. Ore pointed out to him that F.K. 
Schmidt had already published the result, albeit in a somewhat obscure 
place (Erlanger Sitzungsberichte, Vol. 58-59, 1928). See Carlitz [2] for this 
remark and also for a number of references in which Carlitz gives different 
proofs the reciprocity law. We will present a particularly simple and elegant 
proof due to Carlitz. The only tools necessary will be a few results from 
the theory of finite fields. 

Let PEA be an irreducible polynomial and d a divisor of q - 1 (recall 
that q is the cardinality of IF). If a E A and P does not divide a, then, by 
Proposition 1.10, we know x d == a (mod P) is solvable if and only if 

1Pk- 1 
a == 1 (mod P). 

The left-hand side of this congruence is, in any case, an element of order 
dividing d in (AlP A)*. Since IF* -+ (AlP A)* is one to one, there is a 
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unique a E IF* such that 

IPI-l 
a------;r- == a (mod P). 

Definition. If P does not divide a, let (aj P)d be the unique element of IF* 
such that 

a ------;r- = -IPI-l (a) 
- P d 

(mod P). 

If Pia define (aj P)d = O. The symbol (aj P)d is called the d-th power 
residue symbol. 

When d = 2, this symbol is just like the Legendre symbol of elementary 
number theory. The situation is a bit more flexible in A since A * = IF* is 
cyclic of order q - 1, whereas Z* is just {±1}. Notice that the value of the 
residue symbol is in the finite field IF and not in the complex numbers. 

Proposition 3.1. The d-th power residue symbol has the following prop­
erties: 

1) (~)d = (j!;)d if a == b (mod P). 

3) (~) d = 1 iff x d == a (mod P) is solvable. 

4) Let (E IF* be an element of order dividing d. There exists an a E A 

such that (~ ) d = (. 

Proof. The first assertion follows immediately from the definition. The sec­
ond follows from the definition and the fact that if two constants are congru­
ent modulo P then they are equal. The third assertion follows from the def­
inition and Proposition 1.10. Finally, note that the map from (Aj PA)* ~ 
IF* given by a ~ (aj P)d is a homomorphism whose kernel is the d-th pow­
ers in (Aj PA)* by part 3. Since (Aj P A)* is a cyclic group of order !PI-I, 
the order of the kernel is (IPI- l)jd. Consequently, the image has order d 
and part 4 follows from this. 

It is an easy matter to evaluate the residue symbol on a constant. 

Proposition 3.2. Let a E IF. Then, 

(;)d = a 9deg(P). 

Proof. Let 0 = deg(P). Then, 

IPI - 1 q" - 1 q - 1 
d =-d-=(I+q+ ... +qO-l)-d-· 
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The result now follows from the definition and the fact that for all a E IF 
we have a q = a. 

Notice that if dl deg(P) every constant is automatically a d'th power 
residue modulo P. 

We are now in a position to state the reciprocity law. 

Theorem 3.3. (The d-th power reciprocity law) Let P and Q be monic 
irreducible polynomials of degrees a and v respectively. Then, 

(~t = (-1)9ov(~t· 

Proof. Let's define (a/P) = (a/P)q-l. Then (a/P)d = (a/p)9. The 
theorem would follow in full generality if we could show 

since the general result would follow by raising both sides to the (q - 1) / d 
power. 

Let a be a root of P and (3 a root of Q. Let 1F' be a finite field which 
contains IF, a, and (3. Using the theory of finite fields we find 

6-1 
P(T) = (T - a)(T - aq) .. · (T - aq ) and 

v-I 
Q(T) = (T - (3)(T - (3q) ... (T - (3q ). (1) 

We now take congruences in the ring A' = 1F/[T]. Note that if f(T) E A' 
we have f(T) == f(a) (mod (T - a)). Also note that if g(T) E A then 
g(T)q = g(Tq) which follows readily from the fact that the coefficients of 
g(T) are in IF. From this remark, and the definition, we compute that (Q/P) 
is congruent to 

Q(T)1+q+"+q6-1 _ Q(T)Q(Tq) ... Q(Tq6-1) 
6-1 

Q(a)Q(aq) .. · Q(aq ) (mod (T - a)). 

By symmetry this congruence holds modulo (T-aq') for all i and it follows 
that it holds modulo P. Combining this result with Equation 1 yields the 
following congruence: 

Q o-lv-l 

(p) == IT IT (aq' - (3q3) (mod P). 
i=O j=O 

Both sides of this congruence are in 1F' so they must be equal. Thus, 
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This concludes the proof. 

This beautiful proof is due to Carlitz. It is contained in a set of lecture 
notes for a course on polynomials over finite fields which he gave at Duke 
in the 1950s. We will outline another proof, also due to Carlitz, in the 
exercises to Chapter 12. 

As in the classical theory, it is convenient to extend the definition of the 
d-th power reciprocity symbol to the case where the prime P is replaced 
with an arbitrary non-zero element b E A. 

Definition. Let b E A, b -# 0, and b = f1Q{l Q~2 ... Q!' be the prime 
decomposition of b. If a E A, define 

(2) 

Notice that this definition ignores f1 = sgn(b) and so the symbol only 
depends on the principal ideal bA generated by b. The basic properties 
of this extended symbol are easily derived from those of the d-th power 
residue symbol. 

Proposition 3.4. The symbol (a/b)d has the following properties. 

1) If al == a2 (mod b) then (aI/b)d = (a2/bk 

2) (ala2/b)d = (al/b)d(a2/bk 

3) (a/b1b2)d = (a/bdd(a/b2k 

4) (a/b)d -# 0 iff (a, b) = 1 (a is relatively prime to b). 

5) Ifxd == a (mod b) is solvable, then (a/b)d = 1, provided that (a, b) = 1. 

Proof. Properties 1 - 4 follow from the definition and the properties of the 
symbol (a/ P)d. 

To show property 5, suppose cd == a (mod b). Then, by properties 1 and 
2, (a/b)d = (cd /b)d = (c/b)~ = 1. 

The converse of assertion 5 in Proposition 3.4 is not true in general. For 
example, suppose Q is a monic irreducible not dividing a and b = Qd. Then, 
by property 3 above we have (a/b)d = (a/Qd)d = (a/Q)~ = 1. However, 
not every element of (A/bA)* = (A/Qd A)* is a d-th power. In fact, the 
group of d-th powers has index d as we saw in Proposition 1.10. 

The same example shows that property 4 of Proposition 3.1 doesn't hold 
for the generalized symbol. As a mapping from (A/Qd A)* -+ IF* the symbol 
(a/Qd)d only takes on the value 1 and no other element of order divi­
ding d. 

It is useful to have a form of the reciprocity law which works for arbitrary 
(Le., not necessarily monic or irreducible) elements of A. For f E A, f -# 0, 
define sgnd(J) to be the leading coefficient of f raised to the 9 power. 
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Theorem 3.5. (The general reciprocity law). Let a, b E A be relatively 
prime, non-zero elements. Then, 

(~) J ~) ~I = (-1) q:lI deg(a) deg(b)sgnd( a )deg(b)sgnd(b) - deg(a). 

Proof. When a and b are monic irreducibles this reduces to Theorem 3.3. In 
general, the proof proceeds by appealing to Proposition 3.2, Theorem 3.3, 
the definitions, and the fact that the degree of a product of two polynomials 
is equal to the sum of their degrees. We omit the details. 

The reciprocity law can be thought of as a pretty formula, but its im­
portance lies in the fact that it relates two natural questions in an intrinsic 
way. Given a polynomial m of positive degree, what are the d-th powers 
modulo m? Since (A/mA)* is finite, one can answer this question in prin­
ciple by just writing down the elements of (A/mA)*, raising them to the 
d-th power, and making a list of the results. The answer will be a list of 
cosets or residue classes modulo m. In practice this may be hard because 
of the amount of calculation involved. One can appeal to the structure of 
(A/mA)* to find shortcuts. Parenthetically, it is an interesting question to 
determine the number of d-th powers modulo m. Recall that we are as­
suming dl(q -1). Under this assumption, the answer is if! (m)/d).,(m) , where 
A (m) is the number of distinct monic prime divisors of m. This follows from 
Proposition 1.10 and the Chinese Remainder Theorem. 

Now, let's turn things around somewhat. Given m, find all primes P such 
that m is a d-th power modulo P. It turns out that there are infinitely many 
such primes, so that it is not possible to answer the question by making a 
list. One has to characterize the primes with this property in some natural 
way. This is what the reciprocity law allows us to do. 

For simplicity, we will assume that m is monic. It is no loss of gener­
ality to assume that all the primes we deal with are monic as well. Let 
{aI' a2,.· ., at} be coset representatives for the classes in (A/mA)* which 
have the property (a/m)d = 1. If there is abE A such that (b/m)d = -1 
let {b l , b2 , .•. , bt } be coset representatives for all classes with this property. 

Proposition 3.6. With the above assumptions we have 

1) If deg(m) is even, (q - 1)/d is even, or p = char(F) = 2, m is a d-th 
power modulo P iff P == ai (mod m) for some i = 1,2, ... , t. 

2) If deg(m) is odd, (q - l)/d is odd, and p = char(F) is odd, then m 
is a d-th power modulo P iff either deg(P) is even and P == at (mod m) 
for some i = 1,2, ... , t or deg(P) is odd and P == bi (mod m) for some 
i = 1,2, ... , t. 

Proof. By Theorem 3.5, we have 

(;)d = (_1)9deg(m)deg(p)(~)i 
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If any of the conditions in Part 1 hold, we have (m/ P)d = (P/m)d and this 
gives the result by Part 3 of Proposition 3.1 and the fact that (P/m)d only 
depends on the residue class of P modulo m. 

If the conditions of Part 2 hold, then (m/ P)d = (_l)deg(P)(P/mk Thus, 
if deg(p) is even, (m/ P)d = 1 iff P == ai (mod m) for some i, and if deg(P) 
is odd, (m/ P)d = 1 iff P == bi (mod m) for some i. That there is abE A 
with (b/m)d = -1 under the conditions of Part 2 follows from the fact that 

(~) d = (-1) qJ, deg(m) =-1. 

A number of interesting number-theoretic questions are of the following 
form: if a certain property holds modulo all but finitely many primes, does 
it hold in A? One such property is that of being a d-th power. In this case 
the question has a positive answer. The key to the proof, as we shall see, 
is the reciprocity law. 

Theorem 3.7. Let mEA be a polynomial of positive degree. Let d be an 
integer dividing q - 1. If x d == m (mod P) is solvable for all but finitely 
many primes P, then m = m~ for some ma E A. 

Proof. Let m = J.-lQ~' Q~2 ... Q~t be the prime decomposition of m. We 
begin by showing that if some ei is not divisible by d, then there are in­
finitely many primes L such that (m/ L)d ::f. 1. This will contradict the 
hypothesis and we can conclude that the hypothesis implies m = J.-lm~d for 
some m~ E A. 

We may as well assume that e1 is not divisible by d. Let {L1' L 2 . ... ,L8} 
be a set of primes not dividing m such that (m/ Lj)d ::f. 1 for j = 1,2, ... ,s. 
For any a E A we have 

(3) 

By Part 4 of Proposition 3.1, there exists an element C E A such that 
(C/Q1)d = Cd, a primitive dth root of 1. By the Chinese Remainder Theo­
rem, we can find an a E A such that a == c (mod Q1) and a == 1 (mod Qi) 
for i ~ 2, and a == 1 (mod Lj ) for all j. Once such an a is chosen we can 
add to it any A-multiple of Q1Q2 .. ' QtL1L2'" L8 and it will satisfy the 
same congruences as a. Thus we may assume, by choosing a suitable such 
multiple of large degree, that a is monic and of degree divisible by 2d. As­
suming that a has these properties, we substitute it into Equation 3 and 
derive 

(!!...) = eel ::f. 1. 
m d d 

By the reciprocity law, 
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It follows that there must be a prime Lla such that (m/ L)d :f. 1. Since 
a == 1 (mod L j ) for every j we must have L :f. L j for all j. This shows 
there must be infinitely many primes L such that (m/ L)d :f. 1 if el is not 
divisible by d. The same assertion holds for each ei. 

We have shown that under the hypothesis of the theorem m = !Jm~d, 
where !J E IF*. It remains to show that !J must be a d-th power. Consider 

(;)d = (~)d = !J9deg (P). (4) 

By Theorem 2.2, there are infinitely many irreducibles of degree relatively 
prime to d. In fact, there are irreducibles of every degree. Thus there is 
an irreducible P of degree prime to d and such that (m/P)d = 1. It then 
follows from equation number (4) that !J q-;/ deg P = 1 and so, !J 9 = 1. 
This shows that !J is a d-th power, !J = !J~, in F. Set ma = !Jam~ and we 
have m = m~, as asserted. 

In the statement and proof of Theorem 3.7 we have been assuming that 
d divides q - 1. Is this necessary? The statement of the theorem is not true 
for all d. For example, consider p = char(lF). For every prime P and any 
a E A we have that a is a p-th power modulo P. This follows from the fact 
that raising to the p-th power is an automorphism of the finite field A/ P A. 
Thus, the theorem fails if d = p or indeed if d is a power of p. However, 

Fact. The assertion of Theorem 3.7 remains true if p does not divide d. 
In other words, if d is not divisible by p it is not necessary to assume that 
dl q - 1. 

We will sketch a proof. We rely on Theorem 3.7 together with some 
elementary facts about finite fields. 

Since p does not divide d, q and d are relatively prime. Thus, there is a 
positive integer n such that qn == 1 (mod d). Let IF' be a field extension of 
IF of degree n. IF'* has qn -1 elements and so must contain a primitive d-th 
root of unity. Set A' = IF'[T]. 

Now, suppose that mEA and that m is a d-th power for all but finitely 
many primes P of A. If pi is a prime of A'it is easy to check that pi A' nA = 
PA where P is a prime of A. It follows that m is a d-th power modulo all 
but finitely many primes of A'. Invoking Theorem 3.7, we see that m = mid 
is a d-th power in A'. We need to show that m ' can be chosen to be in A. 

Let P be a prime of A and consider it as an element of A'. It factors as 
a product of primes in A'; P = P{ p~ ... P; where the PI are all distinct 
( over a finite field, every irreducible polynomial has no repeated roots in 
any algebraic extension ). For a prime P of A, let e be the highest power 
to which P divides m. If pi is a prime of A' dividing P, then e is also the 
highest power of pi dividing m. Since m = mid, unique factorization in A' 
implies die. This being true for all primes P of A, it follows that m = !Jm~ 
with ma E A and p, E IF. It remains to show that p, is a d-th power in IF*. 
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By the hypothesis on m and the equation m = f.-£m~ we see that f.-£ is 
a d-th power for all but finitely many primes P. Let d' = (d, q - 1). f.-£ is 
a d'-th power for all but finitely many primes P (since d'ld). Moreover, 
d'l(q - 1). Using Theorem 3.7 once again, we see that f.-£ is a d'-th power. 
Since IF* is cyclic of order q - 1 it is easy to see that IF*d = IF*d'. Thus, J.L 

is a d-th power, and we are done. 

Exercises 
1. Fill in the details of the proof of Proposition 3.4. 

2. Fill in the details of the proof of Theorem 3.5. 

3. Suppose d I q - 1 and that mEA is a polynomial of positive de­
gree. Show that the number of d-th powers in (A/mA)* is given by 
CfJ(m)/dA(m) , where >'(m) is the number of distinct monic prime divi­
sors of m. 

4. Let PEA be a prime and consider the congruence X 2 == -1 
(mod P). Show this congruence is solvable except in the case where 
q == 3 (mod 4) and deg P is odd. 

5. Suppose d' I q -1 and a E IF* is an element of order d'. Let PEA be 
a prime of positive degree and suppose that d is a divisor of IPI - 1. 
Show that X d == a (mod P) is solvable if and only if dd' divides 
IPI - 1. Show how Exercise 4 is a special case of this result. 

6. Suppose that d is a positive integer and that q == 1 (mod 4d). Let 
PEA be a monic prime. Show that Xd == T (mod P) if and only if 
the constant term of P, i.e. P(O), is a d-th power in IF. 

7. Suppose d divides q - 1 and that PEA is a prime. Show that the 
number of solutions to Xd == a (mod P) is given by 

( a) ( a ) 2 ( a ) d-I 
1+ P d+ P d+"'+ P d 

8. Let b E A and suppose b = (3P~l p;2 ... pte, is the prime decomposi­
tion of b. Here, (3 E IF* and the Pi are distinct monic primes. Con­
sider (a/b)d as a homomorphism from (A/bA)* to the cyclic group 
< (d > generated by an element (d E IF* of order d. Show that this 
map is onto if and only if the greatest common divisor of the set 
{ el, e2, ... , et} is relatively prime to d. 

9. Suppose d I q-1 and a, bl , b2 EA. Show that (a/bl)d = (a/b2 )d ifthe 
following conditions hold: bi == b2 (mod a), degb1 == degb2 (mod d), 
and sgnd(b1) = sgnd(b2). 



3. The Reciprocity Law 31 

10. In this exercise we give an analogue of the classical Gauss criterion 
for the Legendre symbol. Let PEA be a prime. Show that every non­
zero residue class modulo P has a unique representative of the form 
I1-m where 11- E JF* and m is a monic polynomial of degree less than 
deg P. Let M denote the set of monies of degree less than deg P. 
Suppose a E A with P f a. For each m E M write am == I1-mm' 
(mod P) where I1-m E JF* and m' E M. Show 

In the exercises to Chapter 12, we will use this criterion to outline another 
proof of the Reciprocity Law (also due to Carlitz). 



4 
Dirichlet L-Series and Primes 
in an Arithmetic Progression 

Our principal goal in this chapter will be to prove the analogue of Dirichlet's 
famous theorem about primes in arithmetic progressions. This was first 
proved by H. Kornblum in his PhD thesis written, just before the onset 
of World War I, under the direction of Edmund Landau. After completing 
the work on his thesis, but before writing it up, Kornblum enlisted in the 
army. He died in the fighting on the Eastern Front. After the war, Landau 
completed the sad duty of writing up and publishing his student's results, 
see Kornblum [1]. 

The proof of the theorem uses the theory of Dirichlet series. After giving 
the definitions and proving the elementary properties of these series, we 
outline the connection with primes in arithmetic progressions and isolate 
the main difficulty which is the proof that £(1, X) -=J 0 for non-trivial char­
acters X. We then give a proof of this fact which differs from the Kornblum­
Landau approach. It is an adaptation to polynomial rings of a proof of the 
corresponding number-theoretic fact due to de la Vallee Poussin. Finally, 
to complete the chapter, we give a refinement of Dirichet's theorem, which 
shows that given an arithmetic progression {a+mx I a, mEA, (a, m) = I}, 
then, for all sufficiently large integers N, there is a prime P of degree N 
which lies in this arithmetic progression. 

Before beginning we discuss the notion of the Dirichlet density of a set 
of primes in A. This will give a quantitative measure of how big such a set 
is. Let f(8) and g(8) be two complex valued functions of a real variable 8 

both defined on some open interval (1, b). We define f ~ 9 to mean that 
f - 9 remains bounded as 8 -+ 1 inside (1, b). 
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Proposition 4.1. We have 

where the sum is over all irreducible monic polynomials P. 

Proof. Since (A(S) = (1 - ql-S)-1 we see that limHl(s - I)(A(s) 
1/ log(q). Thus, log (A(S) -log(s -1)-1 is bounded as s -+ 1, which estab­
lishes the first relation. As for the second relation we see, using the Euler 
product for (A(S) 

log (A(S) = - 2:: log(l-IPI- S ) = 2:: IPI- ks /k = 2:: IPI-s+ 2:: IPI- ks /k. 
P P,k P P,k?2 

Now, L:k>21P1- ks /k < L:k>21P1- ks = 1P1-2s(1- IPI-s)-1 < 21P1-2s. 
Thus the last sum in the above equation is bounded by 2(A(2). This shows 
that log (A(S) ~ L:p IPI-' which completes the proof. 

Definition. Henceforth the word "prime" will denote a monic irreducible 
in A. Let S be a set of primes in A. The Dirichlet density of S, 5(S) is 
defined to be 

5(S) = lim L:PES IPI-' 
HI L:p IPI-s ' 

provided that the limit exists. The limit is assumed to be taken over the 
values of S lying in a real interval (1, b). 

Several remarks are in order. First note that 0 ::; 5(S) ::; 1 and if S = 
SI U S2, then 5(S) = 5(SI) + 5(S2) provided SI and S2 both have densities 
and are disjoint. Thus, Dirichlet density is something like a probability 
measure. One must not carry this too far, however. Dirichlet density is not 
countably additive. 

It is obvious that the Dirichlet density of a finite set is zero. Thus, if the 
Dirichlet density of a set exists and is positive, we are assured that the set 
is infinite. One of the two main results of this chapter asserts that if a and 
m are relatively prime polynomials, then the Dirichlet density of the set 
S = {P E A I P prime, P == a (mod m)} exists and is equal to l/~(m). 
It is in this refined form that we prove Dirichlet's famous theorem in the 
context of the polynomial ring A. 

The next step is to introduce the main tools necessary to the proof, 
Dirichlet characters and Dirichlet L-series. 

Let m be an element of A of positive degree. A Dirichlet character modulo 
m is a function from A -+ <C such that 

(a) x(a + bm) = x(a) for all a, bE A. 

(b) x(a)x(b) = x(ab) for all a, bE A 

(c) x(a) =1= 0 if and only if (a,m) = 1. 
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A Dirichlet character modulo m induces a homomorphism from 
(A/mA)* -+ C* and conversely, given such a homomorphism there is a 
uniquely corresponding Dirichlet character. The trivial Dirichlet character 
Xo is defined by the property that Xo(a) = 1 if (a, m) = 1 and Xo(a) = 0 if 
(a, m) -1= 1. 

It can be shown that there are exactly <I>(m) Dirichlet characters modulo 
m which is the same cardinality as that of the group (A/mA)*. Let Xm be 
the set of Dirichlet characters modulo m. If X, 1jJ E Xm define their product, 
x1jJ, by the formula x1jJ(a) = x(a)1jJ(a). This makes Xm into a group. The 
identity of this group is the trivial character XO. The inverse of a character 
is given by x-lea) = x(a)-l if (a,m) = 1, and x-lea) = 0 if (a,m) -1= 1. 
It can be shown, but we will not do so here, that Xm is isomorphic to 
(A/mA)*, which is a much better result than the bare statement that they 
have the same number of elements. This is a special case of a general result 
which asserts that a finite abelian group G is isomorphic to its character 
group 6, see Lang [4], Chapter 1, Section 9. 

Another definition is useful. If X E Xm let X be defined by x(a) = x(a) 
= complex conjugate of x(a). Since the value of a character is either zero 
or a root of unity, it is easy to see that X = X-l. Moreover, we have the 
following very important proposition, the orthogonality relations. 

Proposition 4.2. Let X and 1jJ be two Dirichlet characters modulo m and 
a and b two elements of A relatively prime to m. Then 

(1) ~a x(a)1jJ(a) = <I>(m)o(x, 1jJ). 

(2) ~x x(a)x(b) = <I>(m)o(a, b). 

The first sum is over any set of representative for A/mA and the second 
sum is over all Dirichlet characters modulo m. By definition, o(X,1jJ) = 0 
if X -1= 1jJ and 1 if X = 1jJ. Similarly, o(a, b) = 0 if a -1= band 1 if a = b. 

The proofs of all these facts are standard. For the corresponding facts 
over the integers, Z, the reader can consult, for example, Ireland-Rosen [1], 
Chapter 16, Section 3. The relations given in the above proposition are 
called the orthogonality relations. 

Definition. Let X be a Dirichlet character modulo m. The Dirichlet L­
series corresponding to X is defined by 

'" xU) L(s, X) = L..,.;. W· 
f mOnic 

From the definition and by comparison with the zeta function (A(S) 
one sees immediately that the series for L(s, X) converges absolutely for 
!R(s) > 1. Also, since characters are multiplicative we can deduce that the 
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following product decomposition is valid in the same region. 

( X(P))-l 
L(s,X)= II 1- W . 

P 

An immediate consequence of this product decomposition is the fact 
that the L-series corresponding to the trivial character is almost the same 
as (A (s). More precisely, 

L(s, Xo) = II (1 - 1~ls )(A(S). 
Plm 

This shows that L(s, Xo) can be analytically continued to all of C and 
has a simple pole at s = 1 since the same is true of (A (s). On the other 
hand, 

Proposition 4.3. Let X be a non-trivial Dirichlet character modulo m. 
Then, L(s, X) is a polynomial in q-S 01 degree at most deg(m) - l. 

Proof. Define 
A(n, X) = L X(J)· 

deg(J) = n 
1 monic 

It is clear from the definition of L( s, X) that 

(Xl 

L(s,X) = LA(n,x)q-ns. 
n==O 

Thus, the result will follow if we can show that A(n, X) = 0 for all n ~ 
deg(m). 

Let's assume that n ~ deg(m). If deg(J) = n, we can write 1 = hm + r, 
where r is a polynomial of degree less than deg(m) or r = O. Here, h is a 
polynomial of degree n - deg(m) ~ 0, whose leading coefficient is sgn(m)-l 
(since 1 is monic). Conversely, all monic polynomials of degree n ~ deg(m) 
can be uniquely written in this fashion. Since X is periodic modulo m and 
since h can be chosen in qn-deg(m) ways, we have 

A(n, X) = qn-deg(m) L x(r) = 0, 
r 

by the first orthogonality relation (Proposition 4.2, part (1) ) since X i=­
Xo, and the sum is over all r with deg(r) < deg(m), which is a set of 
representatives for A/mA. 

Proposition 4.3 shows that if X is non-trivial, then L(s, X) which was 
initially defined for ~(s) > 1 can be analytically continued to an entire 
function on all of C. We have already seen that L(s, Xo) can be analytically 
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continued to all of <C with a simple pole at s = 1. These facts are much 
harder to establish when working over Z rather than A. 

In the proof of Dirichlet's theorem on primes in arithmetic progressions 
the most difficult part is the proof that L(l, X) f. 0 if X is non-trivial. This 
turns out to be substantially easier in function fields because the L-series 
are essentially polynomials. We begin with a lemma. 

Lemma 4.4. Let X vary over all Dirichlet characters modulo m. Then, jor 
each prime P not dividing m, there exist positive integers jp and gp such 
that jpgp = <p(m) and 

x Ptm 

Proof. For a fixed prime P not dividing m, the map X ~ X(P) is a 
homomorphism from the group Xm ~ <C*. The image must be a cyclic 
group of order jp, say, generated by (fp. If gp is the order of the kernel, 
clearly jpgp = <p(m). 

With these preliminaries, we calculate for fixed P. 

fp-l 

II(1- x(P)IPI-S) = II (1- (JpIPI-S)9P = (1-IPI- f pS)9P. 
x i=O 

Now take the inverse of both sides, multiply over all P, and the lemma 
follows. 

Lemma 4.5. Suppose X is a complex Dirichlet character modulo m , i.e. 
X f. x· Then, L(l, X) f. O. 

Proof. The right-hand side of the equation in the statement of Lemma 4.4 
is equal to a Dirichlet series with positive coefficients and constant term 
1. Consequently, its value at real numbers s such that s > 1 is a real 
number greater than 1. Suppose X is a complex Dirichlet character and 
that L(l, X) = O. Then, by complex conjugation we see L(l, X) = 0 as well. 
In the product I1xL(s, X) the term corresponding to the trivial character 
has a simple pole at s = 1. All the other terms are regular there and two 
of them have zeros. Thus, the product is zero at s = 1. This contradicts 
the fact, established above, that for all s > 1 the value of the product is 
greater than 1. Thus, L(l, X) f. 0, as asserted. 

The next step is to deal with real-valued characters. It is not hard to see 
that these coincide with characters of order 2. The proof for such characters 
will be a modification of a proof of the classical case due to de la Vallee 
Poussin. 

Assume now that X has order 2 and consider the function 

O(s) = L(s,Xo)L(s,X) 
L(2s, Xo) 
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This can be written as a product over all monic irreducibles not dividing 
m. Let P be such a prime. Then x(P) = ±1. The factor of the above series 
corresponding to P is 

(1 - IPI-s)-l(l- x(P)IPI-S)-l 
(1 - IPI-2S)-1 

If X(P) = -1 this whole factor reduces to 1. If X(P) = 1 it simplifies to 

It follows from these remarks that G(s) is a Dirichlet series with non­
negative coefficients. This will shortly play a crucial role. 

First, we look more carefully at L(s,Xo)/L(2s,Xo). As we have already 
seen, 

A short calculation shows 

L( ) 1 _ ql-2s 
s, xo = II (1 + IPI-s)-l ---:--

L(2s, Xo) 1 - ql-s 
Plm 

From this identity and what we have already proven about G(s) we deduce 
that 

(1 - ql-2s)L(s, X) _ "a(n) 
(1 - ql-s) - ~ Inl s ' 

n 

a Dirichlet series with non-negative coefficients. 
It is now convenient to switch to a new variable, u = q-s. The above 

equation becomes 

(1 - qu2 )L*(u, X) = " A(d)ud , 

1-qu ~ 
d 

where L*(u, X) is a polynomial in u by Proposition 4.3, and 

A(d) = L a(n) 
n,deg(n)=d 

is non-negative for all d :::: 0 and A(O) = 1. The Dirichlet series converges 
for Re(s) > 1 which implies the power series in u converges for lui < q-l. 
Finally, notice that s = 1 corresponds to q-l so what we are trying to prove 
is that L*(q-t, X) =1= O. We now have developed everything we need to give 
a quick proof of this. 
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We argue by contradiction. Suppose L*(q-l, X) = O. Then (l-qu) divides 
L * (u, X) and the left-hand side of the above equation is a polynomial in u. 
It follows that the right-hand side is a polynomial in u with non-negative 
coefficients and constant term 1. It therefore cannot have a positive root. 
However, the left-hand side vanishes when u = 1/...;q. This is a contradic­
tion, so L*(q-l, X) -=f 0 and thus, L(l, X) -=f O. We have proven the following 
key result. 

Proposition 4.6. Let X be a non-trivial Dirichlet character modulo m. 
Then, L(l, X) -=f O. 

From Proposition 4.6 and previous remarks we see that as s --t 1 with s 
real and greater than 1 we have 

lim 10gL(s,Xo) = 00 and lim 10gL(s,X) exists, for X -=f XO. 
s~l s~l 

Here, and in what follows we take for log(z) the principal branch of the 
logarithm. 

Theorem 4.7. Let a, mEA be two relatively prime polynomials with m of 
positive degree. Consider the set of primes, S = {P E A I P == a (mod m)}. 
Then, 8(S) = l/~(m). In particular, S is an infinite set. 

Proof. Using the product formula for L(s, X) and the same technique used 
in the proof of Proposition 4.1, one finds 

"'" X(P) 10gL(s,X) = ~ IPls + R(s,X) , 
p 

where the function R(s, X) is bounded as s tends to 1 from above. Multipy 
both sides by x(a) and sum over all X. Using the orthogonality relation for 
Dirichlet characters, Proposition 4.2, part (2), we obtain 

~x(a)lOgL(S,x) = ~(m) P=a ~d m) 1~ls +R(s), 

where R( s) is a function which remains bounded as s --t 1. 
Divide each summand on the left-hand side of the above equation by 

Ep fPl-s and let s tend to 1 from above. By Proposition 4.1 and the 
remarks preceding the theorem, the summand corresponding to the trivial 
character tends to 1, while each summand corresponding to a non-trivial 
character tends to zero. If we divide the right-hand side by Ep fPl-s and 
let s tend to 1 from above, we get ~(m)8(S). The result follows. 

Theorem 4.7 is the original form of Dirichlet's theorem. It is possible, 
with more work, to prove a much stronger form of the theorem. Suppose 
a, mEA are relatively prime and that m has positive degree. Consider the 
set of primes 

SN(a, m) = {P E A I P == a (mod m), deg(P) = N}. 
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We claim that for all large integers N this set is not empty. The following 
theorem proves this and more. 

Theorem 4.8. 

It will take us several steps to prove this result, but first, a remark. Let 
SN be the set of primes of degree N. We have seen (Theorem 2.2) that 

Putting this together with the statement of the theorem we find 

lim #SN(a,m) = _1_ 
N-too #SN cI>(m) 

This is a natural density analogue to the Dirichlet density form of the 
main theorem. 

Proof of Theorem 4.8. The idea of the proof is to realize that the L­
series L(8, X) can be expressed as a product in two ways. One way, which we 
have already considered, is as an Euler product. The other is as a product 
over its complex zeros. This is made easier by rewriting, as we have done 
before, everything in terms of the variable u = q-s. If X is not trivial, then 
by Proposition 4.3, L(8, X) is a polynomial in q-S of degree at most M - 1 
where M = deg(m). We have 

M-l M-l 

L*(u, X) = L ak(x)uk = II (1 - ai(X)u) . (1) 
i=l 

The second expression for L*(8, X) comes from rewriting the Euler prod­
uct for L(8, X) in terms of u. We first regroup the terms in the Euler prod­
uct. 

00 

L(8, X) = II (1 - x(P)IPI-S)-l = II II (1 - X(p)q-ds)-l . 
Ptm d=l Ptm 

deg(P)=d 

Now, make the substitution u = q-s. We obtain the expression 

00 

L *(u, X) = II II (1 - X(p)ud)-l . 
d=l Ptm 

deg(P)=d 

(2) 
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Our intention is to take the logarithmic derivative of both expressions, 
write the results as power series in u and compare coefficients. Afterwards 
we apply the orthogonality relations to isolate the primes congruent to a 
modulo m. However, in addition to the algebra involved, we will have to 
do a number of estimates. One of these estimates will involve invoking a 
deep result of A. Weil. The others are more elementary. 

We begin by writing down an identity which will be used repeatedly. 
Namely, 

d 00 

u du (log(l- au)-1) = L:akuk . (3) 
k=1 

Here a is a complex number. The sum converges for all u such that lui < 
lal- 1. The proof of this identity is a simple exercise using the geometric 
series. 

For each character X modulo m define the numbers CN(X) by 

We claim that 

The easy case is when X = Xo. Recall that 

L(s,Xo) = II (I-WI- S ) (A(S) . 
Plm 

Thus, 

Plm 

L*(u, Xo) = II (1 - udegP ) 
1- qu 

1 

It now follows immediately, using Equation 3 and the additivity of the 
logarithmic derivative, that CN(Xo) = qN +0(1). For X =f. Xo, by combining 
Equation 1 with Equation 3 we find 

M-1 

CN(X) = - L Cl:k(X)N . 
k=1 

It follows from the analogue of the Riemann hypothesis for function fields 
over a finite field that each of the roots Cl:k (X) has absolute value either 1 
or y0. This is the deepest part of the proof and is due to A. Weil (see Weil 
[1]). We will discuss it in some detail in the next chapter. In the Appendix 
to this book we will present an "elementary" proof, due to E. Bombieri, of 
this important result . Assuming it for now, we see immediately from the 
last equation that CN(X) = 0(qN/2). Thus, we have verified both assertions 
of (4) above. 
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It should be remarked that one can prove much more easily, a weaker 
result than the Riemann hypothesis which has the effect of replacing the 
error term in the theorem with O(qeN) where e is some real number less 
than 1. This still gives the corollary that the set S N (a, m) is non-empty for 
all large N. We will indicate how to prove this in the next chapter. 

We now continue with the proof of the theorem. Consider the Euler 
product expansion of L*(8, X) given by Equation 2. Take the logarithmic 
derivative of both sides and multiply both sides of the resulting equation 
by u. Again using Equation 3 we find 

L deg P X(p)k . 
k,P 

kdegP=N 

In the sum on the right-hand side separate out the terms corresponding 
to k = 1. The result is N L.deg P=N X(P). The rest of the terms can be 
written as follows: 

L d L X(p)N/d. 
diN degP=d 

d'S.N/2 

The inner sum in absolute value is less than or equal to #{ PEA I deg P = 
d} = qd /d + O(qd/2/d) by Theorem 2.2. Thus the double sum is bounded 
by 

We have proven 

N 
X(P) + O(qT) . (5) 

degP=N 

Finally we compute the expression L.x x(a)cN(X) in two ways. First we 
use Equation 5 and then we use Equation 4. 

From the orthogonality relations and Equation 5 we find 

Next, from Equation 4 we see 

L x(a)cN(X) = qN + O(q!f) . 
x 

So, we finally arrive at the main result: 
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Exercises 
1. Let S = {P1 , P2 , ••• } be the set of monic primes in A. Let Si = {Pi} 

be the set consisting of Pi alone. Then, S = U~lSi' Show that this 
implies that Dirichlet density is not countably additive. 

2. Let P(T) E A and define N(U2 = P(T)) to be the number of pairs 
(0'., (3) E JF x JF such that 132 = P( 0'.). Show that 

N(U2 = P(T)) = 2)1 + P(O'.) ";:1) . 
"'ElF 

3. Suppose q is odd and let PEA is a monic irreducible of degree two 
and that x(a) = (a/Ph for all a E A. Show that LA(s,X) = 1 ±q-s. 
(Hint: Use the Reciprocity Law and Exercise 2). 

4. In general, suppose PEA is a monic irreducible of positive degree 
and set x(a) = (a/Ph. Show that 

L x(a) = ±(q - N(U2 = P(T)) . 
a monic 
dega=l 

5. With the same notation as in Exercise 4, consider the coefficient of q-S 
in L(s, X). Use Exercise 4 and the Riemann Hypothesis for function 
fields to prove 

IN(U2 = P(T)) - ql ~ (degP -1)y'q . 

6. Let h(T) E A be a polynomial of degree m with a non-zero constant 
term. Show that there are infinitely many primes in A whose first 
m + 1 terms coincide with h(T). What is the Dirichlet density of this 
collection of primes? 

7. Let {a 1 , 0'.2, ... ,O'.q} be the elements of JF labeled in some order and 
choose elements f3i E JF* for i = 1, ... ,q , where repetition is allowed. 
Prove that thee are infinitely many primes, P(T), such that P(O'.i) = 
f3i for i = 1, ... , q. What is the Dirichlet density of this set of primes? 



5 
Algebraic Function Fields 
and Global Function Fields 

So far we have been working with the polynomial ring A inside the ratio­
nal function field k = F(T). In this section we extend our considerations 
to more general function fields of transcendence degree one over a general 
constant field. This process is somewhat like passing from elementary num­
ber theory to algebraic number theory. The Riemann-Roch theorem is the 
fundamental result needed to accomplish this generalization. We will give 
a proof of this fundamental result in Chapter 6. In this chapter we give 
the basic definitions, state the theorem, and derive a number of important 
corollaries. After this is accomplished, attention will be shifted to function 
fields over a finite constant field. Such fields are called global function fields. 
The other class of global fields are algebraic number fields. All global fields 
share a great number of common features. We introduce the zeta function 
of a global function field and explore its properties. The Riemann hypoth­
esis for such zeta functions will be explained in some detail, and we will 
derive several very important consequences, among others an analogue for 
the prime number theorem for arbitrary global function fields. A proof of 
the Riemann hypothesis will be given in the appendix. In this chapter we 
will prove a weak version. This is enough to yield the analogue of the prime 
number theorem , albeit with a poor error term. In later chapters we will 
also explore L-functions associated to global function fields - both Hecke L­
functions (generalizations of Dirichlet L-functions) and Artin L-functions. 

One final comment before we begin. Our treatment of this subject is 
very arithmetic. The geometric underpinnings will not be much in evidence. 
The whole subject can be dealt with under the aspect of curves over finite 
fields. We have chosen the arithmetic approach because our guiding theme 
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in this book will be the exploration of the rich analogies that exist between 
algebraic number fields and global function fields. 

To begin with it is not necessary to restrict the constant field F to be 
finite. In fact, in this first part of the chapter we make no restrictions on F 
whatsoever. A function field in one variable over F is a field K, containing 
F and at least one element x, transcendental over F, such that Kj F(x) is a 
finite algebraic extension. Such a field is said to have transcendence degree 
one over F. It is not hard to show that the algebraic closure of F in K is 
finite over F. One way to see this is to note that if E is a subfield of K, 
which is algebraic over F, then [E : F] = [E(x) : F(x)] ::; [K : F(x)]. So, 
replacing F with its algebraic closure in K, if necessary, we assume that 
F is algebraically closed in K. In that case, F is called the constant field 
of K. Note the following simple consequence of this definition. If F is the 
constant field of K and y E K is not in F, then y is transcendental over 
F. It is also true that KjF(y) is a finite extension. To see this, note that 
y is algebraic over F(x) which shows there is a non-zero polynomial in two 
variables g(X, Y) E F[X, Y] such that g(x, y) = O. Since y is transcendental 
over F we must have that g(X, Y) rJ. F[Y]. It follows that x is algebraic 
over F(y). Since K is finite over F(x, y) and F(x, y) is finite over F(y), it 
follows that K is finite over F(y). 

A prime in K is, by definition, a discrete valuation ring R with maximal 
ideal P such that FeR and the quotient field of R equal to K. As a 
shorthand such a prime is often referred to as P, the maximal ideal of R. 
The ord function associated with R is denoted ordp( *). The degree of P, 
deg P, is defined to be the dimension of Rj P over F which can be shown to 
be finite. We sketch the proof. Choose an element yEP which is not in F. 
By the deductions of the last paragraph, K j F(y) is finite . We claim that 
[Rj P : F] ::; [K : F(y)]. To see this let Ul, U2, ... , Urn E R be such that the 
residue classes modulo P, Ul, U2,"" um, are linearly independent over F. 
We claim that Ul, U2, ..• , Urn are linearly independent over F(y). Suppose 
not. Then we could find polynomials in y, {h(y), h(y), ... , fm(Y)}, such 
that 

It is no loss of generality to assume that not all the polynomials fi(Y) are di­
visible by y. Now, reducing this relation modulo P gives a non-trivial linear 
relation for the elements Ui over F, a contradiction. Thus, {Ul,U2,'" ,urn} 

is a set linearly independent over F(y) and it follows that m ::; [K : F(y)] 
which proves the assertion. 

To illustrate these definitions, consider the case of the rational function 
field F(x). Let A = F[x]. Every non-zero prime ideal in A is generated 
by a unique monic irreducible P. The localization of A at P, Ap , is a 
discrete valuation ring. We continue to use the letter P to denote the unique 
maximal ideal of Ap. It is clear that P is a prime of F(x) in the above sense. 
This collection of primes can be shown to almost exhaust the set of primes 
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of F(x). In fact, there is just one more. Consider the ring A' = F[x-l] 
and the prime ideal pi generated by x- 1 in A'. The localization of A' at 
pi is a discrete valuation ring which defines a prime of F(x) called the 
prime at infinity. This is usually denoted by Poo or, more simply, by "00" 
alone. The corresponding ord-function, ordoo , attaches the value - deg(f) 
to any polynomial I E A and thus the value deg(g) - deg(f) to any rational 
function 1/ 9 where I, 9 E A. The reader may wish to supply the proof that 
the only primes of F(x) are the ones attached to the monic irreducibles, 
called the finite primes, together with the prime at infinity. The degree of 
any finite prime is equal to the degree of the monic irreducible to which it 
corresponds, and the degree of the prime at infinity is 1. 

Returning to the general case, the group of divisors of K, VK, is by 
definition the free abelian group generated by the primes. We write these 
additively so that a typical divisor looks like D = Lp a(P)P. The coeffi­
cients, a(P), are uniquely determined by D and we will sometimes denote 
them as ordp(D). The degree of such a divisor is defined as deg(D) = 
Lp a(P) deg P. This gives a homomorphism from V K to Z whose kernel 
is denoted by V'K, the group of divisors of degree zero. 

Let a E K*. The divisor of a, (a), is defined to be Lp ordp (a )P. It is 
not hard to see that (a) is actually a divisor, i.e., that ordp(a) is zero for 
all but finitely many P. The idea of the proof will be included in the proof 
of Proposition 5.1 (given below). The map a -+ (a) is a homomorphism 
from K* to V K. The image of this map is denoted by P K and is called the 
group of principal divisors. 

If P is a prime such that ordp(a) = m > 0, we say that P is a zero of a 
of order m. If ordp(a) = -n < 0 we say that P is a pole of a of order n. 
Let 

(a)o = L ordp(a) P and (a)oo = - L ordp(a) P. 
p 

ordp(a»O 

p 
ordp(a)<O 

The divisor (a)o is called the divisor of zeros of a and the divisor (a)oo is 
called the divisor of poles of a. Note that (a) = (a)o - (a)oo. 

Proposition 5.1. Let a E K*. Then, ordp(a) = 0 for all but finitely many 
primes P. Secondly, (a) = 0, the zero divisor, if and only if a E F*, i.e., a 
is a non-zero constant. Finally, deg(a)o = deg(a)oo = [K: F(a)]. It follows 
that deg(a) = 0, i.e., the degree of a principal divisor is zero. 

Proof. (Sketch) If a E F*, it is easy to see from the definitions that (a) = O. 
So, suppose a E K* - F*. Then, as we have seen, K is finite over F( a). Let 
R be the integral closure of F[a] in K. R is a Dedekind domain (see Samuel 
and Zariski [1], Chapter V, Theorem 19). Let Ra = ~11~~2 ... ~~9 be the 
prime decomposition of the principal ideal Ra in R. The localizations of R 
at the prime ideals ~i are primes of the field K. If we denote by Pi the 
maximal ideals of these discrete valuation rings we find that ordp, (a) = ei. 
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It is now not hard to show that the finite set {P1 , P2 , ... , Pg } is the set 
of zeros of a. Applying the same reasoning to a- 1 we see that the set of 
poles of a are is also finite. This proves the first assertion. It also proves 
the second assertion since if a is not in F* we see that the set of P such 
that ordp(a) > 0 is not empty. 

To show [K : F(a)] = deg(a)o = deg(a)oo we can apply Theorem 7.6 of 
this book if we assume that F is a perfect field. For the general case, see 
Deuring [1], Chevalley [1], or Stichtenoth [1]. 

For emphasis we point out that implicit in the above sketch is the fact 
that every non-constant element of K has at least one zero and at least one 
pole. 

Two divisors, Dl and D2, are said to be linearly equivalent, Dl '" D2 if 
their difference is principal, i.e., Dl - D2 = (a) for some a E K*. Define 
elK = VK /PK, the group of divisor classes. Since the degree of a principal 
divisor is zero, the degree function gives rise to a homomorphism from elK 
to Z. The kernel of this map is denoted elK' the group of divisor classes 
of degree zero. 

We are almost ready to state the Riemann-Roch theorem. Just two more 
definitions are needed. A divisor, D = L:p a(P)P, is said to be an effective 
divisor if for all P, a(P) ~ O. We denote this by D ~ O. 

Definition. Let D be a divisor. Define L(D) = {x E K* I (x) + D ~ 
O} U {O}. It is easy to see that L(D) has the structure of a vector space over 
F and it can be proved that it is finite dimensional over F (see Exercises 
17 and 18). The dimension of L(D) over F is denoted by l(D). The number 
l(D) is sometimes referred to as the dimension of D. 

Lemma 5.2. If A and B are linearly equivalent divisors, then L(A) and 
L(B) are isomorphic. In particular, l(A) = l(B). 

Proof. Suppose A = B + (h). Then a short calculation shows that x --+ xh 
is an isomorphism from L(A) with L(B). 

Lemma 5.3. If deg(A) ~ 0 then l(A) = 0 unless A '" 0 in which case 
l(A) = 1. 

Proof. If deg(A) < 0 and x E L(A), then deg((x) + A) is both < 0 and 
~ 0 which is a contradiction. If deg(A) = 0 and L(A) is not empty, let 
x E L(A). Then (x) + A ~ 0 and has degree zero, so it must be the zero 
divisor. Thus, A '" O. Conversely, if A '" 0, then l(A) = l(O) = 1 since 
L(O) = F because x E L(O) implies x has no poles and so x E F. 

Before stating the Riemann-Roch theorem it is worth pointing out that 
Lemma 5.2 shows l(A) depends only on the class of A. Similarly, deg(A) 
depends only on the class of A. Thus we could define l(A) and deg(A) and 
state Riemann-Roch in terms of divisor classes. However, we prefer to state 
it in terms of divisors which is more customary. 
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Theorem 5.4. (Riemann-Roch) There is an integer g 2: 0 and a divisor 
class C such that for C E C and A E VK we have 

l(A) = deg(A) - g + 1 + l(C - A). 

The proof will be given in the next chapter. For other treatments see 
Chevalley [1], Deuring [1], Eichler [1], Moreno [1], or Stichtenoth [1]. The 
integer g is uniquely determined by K, as we shall see, and is called the 
genus of K. The genus of a function field is a key invariant. The divisor 
class C is also uniquely determined and is called the canonical class. It is 
related to differentials of K. In the next chapter we will define the notion 
of a Weil differential. To each Weil differential will be associated a divisor. 
It turns out that all such divisors are equivalent and that C, the canonical 
class, is the equivalence class of divisors of Weil differentials. 

We now give a series of corollaries to this important theorem. 

Corollary 1. (Riemann's inequality) For all divisors A, we have l(A) 2: 
deg(A) - g + 1. 

Corollary 2. For C E C we have l(C) = g. 

Proof. Set A = 0 in the theorem. 

Corollary 3. For C E C we have deg(C) = 2g - 2. 

Proof. Set A = C in the theorem, and use Corollary 2. 

Corollary 4. If deg(A) 2: 2g - 2, then l(A) = deg(A) - g + 1 except in the 
case deg(A) = 2g - 2 and A E C. 

Proof. If deg(A) ~ 2g - 2, then deg(C - A) ::::: O. Now use Lemma 5.3. 

Corollary 5. Suppose that g' and C' have the same properties as those of 
g and C stated in the theorem. Then, g = g' and C '" C'. 

Proof. Find a divisor A whose degree is larger than max(2g - 2, 2g' - 2) (a 
large positive multiple of a prime will do). By Corollary 4, l(A) = deg(A)­
g+l = deg(A)-g' +1. Thus, g = g'. Now set A = C' in the statement of the 
theorem. Using Corollaries 2 and 3, applied to C', we see that l(C-C') = 1. 
There is an x E K* such that (x) + C - C' ~ O. On the other hand, 
(x) + C - C' has degree zero by Corollary 3. Thus, it is the zero divisor, 
and C '" C'. 

As an example of these results, consider the rational function field F(x). 
Let (RcXJ' Poo ) be the prime which is, as we have seen, the localization of 
the ring F[l/x] at the prime ideal generated by l/x. The corresponding ord 
function is ordoo (f) = - deg(f). By Corollary 4, for n large and positive 
we must have l(nPoo ) = n - g + 1. On the other hand, one can prove that 
f E L(nPoo ) if and only if f is a polynomial in T of degree::::: n. Thus, 
l(nPoo ) = n + 1. It follows that g = O. From this and Corollary 3 one sees 



50 Michael Rosen 

that C has degree -2. It can be shown that elK = (1) so there is only one 
class of degree -2 and we can choose any divisor of degree -2 for e. A 
conventional choice is e = -2Poo • 

We can characterize the rational function field intrinsically as follows: 
K j F is a rational function field if and only if there exists a prime P of K 
degree 1 and the genus of K is O. We have seen that rational function fields 
have this property. Now, assume these conditions and consider l(P). Since 
9 = 0 we have l(D) = deg D - 9 + 1 = deg D + 1 for deg D > 29 - 2 = 
-2. Thus, l(P) = 2 and we can find a non-constant function x such that 
(x) + P ~ O. Since deg ( (x) + P) = 1, it follows that (x) + P = Q, a prime 
of degree 1. Thus, (x) = Q - P and it follows that [K : F(x)] = 1. Thus, 
K = F(x) as asserted. 

In the same way one can investigate fields of genus 1. Assume K is a 
function field of genus 1 and that there is a prime P of degree 1. Such a 
field is called an elliptic function field. By the above results we have , for 
any divisor D, l(D) = deg(D) if deg(D) > 2g - 2 = O. Thus, l(nP) = 
n for positive integers n. Taking n = 2 and n = 3 we see there exist 
functions x and y with polar divisors 2P and 3P, respectively. It follows 
that [K: F(x)] = 2 and [K : F(y)] = 3 so that K = F(x,y). We see that 
y must satisfy a quadratic equation over F(x). One can prove much more. 
If the characteristic of F is different from 2 one can show that by a small 
change of variables y can be chosen so that y2 = f(x) where f(x) is a cubic 
polynomial of degree 3 without repeated roots. See Silverman [3] for more 
details. 

For the rest of this section we assume that F = IF is a finite field with 
q elements. A function field in one variable over a finite constant field is 
called a global function field. Our next goal is to define the zeta function 
of a global function field K jIF and to investigate its properties. 

It was proven by F.K. Schmidt, Schmidt [1], that a function field over a 
finite field always has divisors of degree 1. We will assume this, although 
it is possible to give a proof without introducing any new concepts. Using 
Schmidt's theorem, we have an exact sequence 

(0) -+ elK -+ elK -+ Z -+ (0). 

We will prove shortly that the group elK is finite. Denote its order by 
hK . The number hK is called the class number of the field K. This number 
is an important invariant of K and has been the object of much study. The 
above exact sequence shows that for any integer n there are exactly hK 
classes of degree n. 

Lemma 5.5. For any integer n ~ 0 the number of effective divisors of 
degree n is finite. 

Proof. (Sketch) Choose an x E K such that x is transcendental over IF. 
KjIF(x) is finite. The primes oflF(x) are in one to one correspondence with 
the monic irreducible polynomials in IF[x] with the one exception of the 
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prime at infinity. Thus, there are only finitely many primes of JF(x) of any 
fixed degree. By standard theorems on extensions of primes (see Chapter 
7) one sees that there are only finitely many primes of K of fixed degree. If 
2:p a(P)P is an effective divisor of degree n then each prime that occurs 
with positive coefficient must have degree::; n. There are only finitely many 
such primes. Moreover the coefficients must be ::; n, so there are at most 
finitely many such effective divisors. 

We define an to be the number of primes of degree nand bn to be the num­
ber of effective divisors of degree n. Both these numbers are of considerable 
interest. 

Lemma 5.6. The number 01 divisor classes 01 degree zero, hK, is finite. 

Proof. Let D be a divisor of degree 1. If A is any divisor of degree 0, then 
deg(gD+A) = 9 and so by Riemann's inequality, l(gD+A) 2: g-g+l = 1. 
Let 1 E L(gD + A). Then, B = (1) + gD + A 2: 0 and so A f'V B - gD 
where B is an effective divisor of degree g. It follows that the number of 
divisor classes of degree zero is bounded above by the number of effective 
divisors of degree 9 which is finite by Lemma 5.5. More precisely, what we 
have shown is that hk ::; bg • 

We have now proved that the class number hK = lelKI is finite. Later we 
will give estimates for the size of hK derived from the Riemann hypothesis 
for function fields (see Proposition 5.11). 

Lemma 5.7. For any divisor A, the number 01 effective divisors in A is 
ql(A)_1 

q-l . 

Proof. We begin by showing that A contains effective divisors if and only 
if l(A) > O. 

Suppose B E A and is effective. There is an 1 E K* such that (1) + A = 
B 2: 0, so 1 E L(A) and l(A) > O. The converse is obtained by just running 
this proof backwards. 

Suppose l(A) > O. The map from L(A) - {O} to effective divisors in A 
given by 1 --+ (1) + A is onto. Two functions 1 and l' have the same image 
iff (1) + A = (1') + A iff (1) = (1') iff (1'1-1) = O. The last condition 
happens iff 1'1-1 is in JF* by Proposition 5.1. Since L(A) - {O} has ql(A)_l 

elements and the fibers of our map have q - 1 elements, the result follows. 
Finally, if l(A) = 0, then ql(A) - 1 = 0 and the result holds in this case 

as well. 

For A E VK define the norm of A, N A, to be qdeg(A). Note that N A is a 
positive integer and that for any two divisors A and B we have N(A+B) = 
NANB. 

Definition. The zeta function of K, (K(S), is defined by 

(K(S) = L NA- s . 

A~O 
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Over the rational function field k = IF(T) we did not discuss the zeta 
function of k but rather the zeta function associated to the ring A = IF[T]. 
These are closely related. In fact, it is not hard to prove that CA (s) = 
Ck(s)(l-q-S), so Ck(S) = (l_ql-s)-l(l_q-s)-l. Also in the general case 
it is sometimes useful to associate zeta functions with appropriate subrings 
of the field. However, for the purposes of the following discussion we will 
concentrate on the zeta function of the field 

The term N A -s in the definition of the zeta function is equal to q-ns 
where n is the degree of A. Thus the zeta function can be rewritten in the 
form 

00 b 
CK(S) = L :s . 

n=l q 

Another key fact is that we have an Euler product for CK(S). Using the 
multiplicativity of the norm and the fact that 'DK is a free abelian group 
on the set of primes we see, at least formally, that 

( 1 )-1 
CK (S) = II 1 - N ps . 

p 

Recalling that an is the number of primes of degree n, we observe that 
this expression can be rewritten as follows: 

00 ( 1 )-an 

CK(S) = IT 1 - qns 

We shall soon see that all these expressions converge absolutely for 
~(s) > 1 and define analytic functions in this region. 

Lemma 5.S. Let h = hK . For every integer n, there are h divisor classes 
of degree n. Suppose n ~ 0 and that {AI, A2 , ... ,Ah } are the divisor classes 
of degree n. Then the number of effective divisors of degree n, b", is given 
b -.;-'~ ql(A')_l. 
Y L..,,=1 q-l 

Proof. The first assertion follows directly from Lemma 5.6 and the remarks 
preceding Lemma 5.5. The second follows just as directly from Lemmas 5.6 
and 5.7. 

By Lemma 5.7 and Corollary 4 to Theorem 5.4, we see that if n > 2g - 2, 
n-g+1 1 

then bn = hk q q-l - . It follows that bn = O(qn). From this fact, and the 

expression CK(S) = 2::=0 bnq-ns, it follows that CK(S) converges absolutely 
for all S with ~(s) > 1. 

In the same way we can prove the product expression for CK(S) converges 
absolutely for ~(s) > 1. To do this it suffices, by the theory of infinite 
products, to show that 2::=1 anlq-nSI converges in this region. This follows 
immediately since an ~ bn = O(qn). 



5. Algebraic Function Fields and Global Function Fields 53 

The next thing to do is to investigate whether (K(S) can be analytically 
continued to all of <C and whether it satisfies a functional equation, etc. 
The next theorem shows that the answer to both these questions is yes, 
and that a lot more is true as well. 

Theorem 5.9. Let K be a global function field in one variable with a finite 
constant field IF with q elements. Suppose that the genus of K is g. Then 
there is a polynomial LK(u) E Z[u] of degree 2g such that 

This holds for all s such that ~(s) > 1 and the right-hand side provides an 
analytic continuation of (K(S) to all of<C. (ds) has simple poles at s = 0 
and s = 1. One has LK(O) = 1, L'p;(O) = al - 1 - q, and LK(I) = hK. 
Finally, set ~K(S) = q(g-l)S(K(S). Then for all s one has ~K(1- s) = ~K(S) 
(this relationship is referred to as the functional equation for (K (s)). 

Proof. It is convenient to work with the variable u = q-s. Then 

00 

(K(S) ~f ZK(U) = L bnun 

n=O 

n-g+l 1 
We noted earlier that for n > 2g - 2 we have bn = hK q q-l - . Sub-

stituting this into the above formula and summing the resulting geometric 
series, yields 

From this, simple algebraic manipulation shows 

(2) 

From Equation 2, we see the expression for (k (s) given in the theorem is 
correct. We will show that LK(I) and LK(q-l) are both non-zero. Thus, 
(K (s) has a pole at 0 and 1. The fact that deg L K ( u) :::; 2g also follows 
from this calculation. Substituting u = 0 yields LK(O) = 1. Comparing the 
coefficients of u on both sides yields bl = L'p; (0) + 1 + q. It is easy to see 
that bl = al = the number of primes of K of degree one. 

From Equation 1 above, we see that limu--+l(u -1)ZK(u) = hK/(q -1). 
From Equation 2 we see 

1· ( I)Z () -LK(I) 1m u - K U = ---'--'-
u--+l 1 - q 

Thus, LK(I) = hK, as asserted. 
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As for the functional equation, recall that bn = 2:deg,1=n (ql(,1) - 1)/ 
(q - 1). Then, 

L 
O~deg,19g-2 2g-2<deg ,1<00 

L 
O~deg,19g-2 

Multiplying both sides by u 1- g we have (q-1)u1- g ZK(U) = R(u) +S(u) 
where 

O~deg,19g-2 

- - u 1- g qgug 
ql(A)udegA-g+1 and S(u) = -hK-- +hK--. 

1-u 1-qu 
R(u) = 

A direct calculation shows that S(u) is invariant under u -+ q-1u-1. 

R(u) is also invariant under this transformation. To see this, first note that 

deg,1~2g-2 

From the Riemann-Roch Theorem, Theorem 5.4, and Corollary 3, we see 

l(C - A) = deg(C - A) - 9 + 1 + l(A) = 9 - 1 - deg A + l(A) . 

Substituting this expression into the formula for R(q-1u-1) yields 

deg,1~2g-2 

Since A -+ C - A is a permutation of the divisor classes of degree d with 
O:S: d:S: 2g-2 it follows that R(q-1U- 1) = R(u) as asserted. We have now 
completed the proof that U1-gZK(U) is invariant under the transformation 
u -+ q-1u-1. 

Since u 1- g ZK( u) is invariant under u --7 q-1u-1, it follows easily that 
q-gu-2g LK(U) = LK(q-1u-1). Letting u --700 we see that deg LK(U) = 29 
and that the highest degree term is qgu2g . 

Finally, recalling that u = q-S, we see that u1- g = q(g-l)s and the 
transformation u --7 q-1u-1 is the same as the transformation s --7 1 - s. 
So passing from the u language to the s language we see we have shown 
~K(S) is invariant under s --7 1 - s, as asserted. 
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The polynomial L K ( u) defined in the theorem carries a lot of informa­
tion. Since the coefficients are in Z we can factor this polynomial over the 
complex numbers, 

29 
LK(U) = II (1 - 'lfiU) 

i=l 

It is worth pointing out that the relation LK(q-lu- l ) = q-9 u- 29 LK(U) 
implies that the set {'lfl' 'lf2, ... , 'lf29} is permuted by the transformation 
'If -+ q/'If. This is easily seen to be equivalent to the functional equation for 
(K(S). 

Since (K(S) has a convergent Euler product whose factors have no zeros in 
the region Re( s) > 1, it follows that (K (s) has no zeros there. Consequently, 
LK(U) has no zeros in the region {u E C Ilul < q-l}. For the inverse roots, 
'lfi' the consequence is that l'lfil :s; q. We will prove later, Proposition 5.13, 
that l'lfil < q for all i and this will have a number of important applications. 
However, much more is true. The classical generalized Riemann hypothesis 
states that the zeros of (K (s ), the Dedekind zeta function of a number field 
K, has all its non-trivial zeros on the line ~(s) = 1/2. Riemann conjectured 
this for ((s), the Riemann zeta function. Neither Riemann's conjecture nor 
its generalizations are known to be true. In fact, these are among the most 
important unsolved problems in all of mathematics. However, the analogous 
statement over global function fields was proved by A. Weil in the 1940s. 

Theorem 5.10. (The Riemann Hypothesis for Function Fields) Let K be 
a global function field whose constant field IF has q elements. All the roots of 
(K(S) lie on the line ~(s) = 1/2. Equivalently, the inverse roots of LK(U) 
all have absolute value yq. 

Theorem 5.10 was first conjectured for hyper-elliptic function fields by 
E. Artin in his thesis, Artin [1]. The important special case when g = 1 was 
proven by H. Hasse. The first proof of the general result was published by 
Weil in 1948. Weil gave two, rather difficult, proofs of this theorem. The first 
used the geometry of algebraic surfaces and the theory of correspondences. 
The second used the theory of abelian varieties. See Weil [1] and Weil 
[2]. The whole project required revisions in the foundations of algebraic 
geometry since he needed these theories to be valid over arbitrary fields not 
just algebraically closed fields in characteristic zero. In the early seventies, 
a more elementary proof appeared due, in a special case to Stepanov, and 
in the general case to Bombieri [1]. We will give an exposition of Bombieri's 
proof in the appendix to this book. 

Here are two simple but important consequences of the Riemann Hy­
pothesis. 

Proposition 5.11. The number of prime divisors of degree 1 of K, al, 
satisfies the inequality lal - q - 11 :s; 2gyq. Also, (yq - 1)29 :s; hK :s; 
(yq+l)29 . 
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Proof. By Theorem 5.9, LK(O) = a1 -q-1. From the above factorization of 
LK(U) we see -LK(O) = 7l'1 +7l'2+" ·+7l'2g. The first assertion is immediate 
from this and Theorem 5.lD. 

As for the second assertion, we have hK = LK(l) = n:!l (1 - 7l'i), by 
Theorem 5.9. Now use Theorem 5.10 once again. 

Here are several qualitative consequences of this proposition. If q is big 
compared to the genus, then there must exist primes of degree one. Indeed, 
al/q --+ 1 if we fix 9 and let q grow. Secondly, if q > 4 we must have 
hK > 1. Also, if we fix 9 and let q tend to infinity then hK /qg --+ 1 (here, 
K is varying over global fields of fixed genus 9 with varying constant fields). 
Moreover, if we fix q > 4 and let 9 grow, then hK --+ 00. 

We can now present a generalization of Proposition 2.3, which, as we 
pointed out, is an analogue of the prime number theorem. 

Theorem 5.12. 

N (If..) aN = #{P I deg(P) = N} = ~ + 0 q; 

Proof. Using the Euler product decomposition and Theorem 5.9, we see 

Take the logarithmic derivative of both sides, multiply the result by u , 
and equate the coefficients of uN on both sides. We find 

2g 
qN + 1 - ~ 7l'{" = ~ dad 

i=l diN 

Using the Mobius inversion formula, yields 

NaN = ~p,(d)qIf +0 + ~p,(d) (t7l't) 
diN diN i=l 

Let e(N) be -1 if N is even and 0 if N is odd. Then, as we saw in the 
proof of Proposition 2.3, 

"'" N N N N L.,..-p,(d)q<T =q -e(N)qT +O(Nq:r). 
diN 

Similarly, using the Riemann hypothesis, we see 

~p,(d) (t7l'If) ~ 2gqlf +2gNq1f 
diN i=l 



5. Algebraic Function Fields and Global Function Fields 57 

Putting the last three equations together, we find 

The theorem follows upon dividing both sides by N. 

Note that, in this proof, it was crucial to know the size of the zeros of the 
zeta function. The proof of Proposition 2.3 was so easy because the zeta 
function of A = IF[T] has no zeros! 

We wish to derive yet another expression for the zeta function. To this 
end we consider once more the equation 

00 

ZK(U) = II (1 - ud)-ad 

d=l 

Take the logarithm of both sides and write the result as a power series 
in u using the identity -log(l - u) = L::=1 um 1m. The result is 

where the numbers Nm are defined by Nm = L:dlm dad. These numbers 
have a very appealing geometric interpretation, which we shall explain in 
more detail later. Roughly speaking, what is going on is that the function 
field K IIF is associated to a complete, non-singular curve X defined over 
IF. The number Nm is the number of rational points on X over the unique 
field extension IFm of IF of degree m. In any case, using these numbers, the 
zeta function can be given by 

In the course of the proof of Theorem 5.12, we showed that 

2g 

Nm = qm + 1 - L 1ff' . 
i=l 

This equality plays an important role in the proof of the Riemann hy­
pothesis for function fields. If we assume the Riemann hypothesis, another 
consequence is 

We will interpret this inequality in Chapter 8 when we discuss constant 
field extensions of function fields (see Proposition 8.18). 
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We conclude this chapter by showing how to obtain a weaker result than 
the Riemann hypothesis, which nevertheless is strong enough to give a proof 
that 

qN 
aN = #{P I deg(P) = N} f"V N . 

Before the statement and proof of the next proposition, we need to deal 
with an important technical point. Since (K(S) is a rational function of 
q-', it is a periodic function of s with period 27ri/log(q). Since it has a 
pole at s = 0 and at s = 1 it has infinitely many poles on both the line 
~(s) = 0 and the line ~(s) = 1. We will be concerned with the latter line. 
From Theorem 5.9, we see that all the poles on this line are at the points 
1 + 27rmi/ log(q) for m E Z. 

Proposition 5.13. Let K be a global function field. The zeta function of 
K, (K(S), does not vanish on the line ~(s) = 1. 

Proof. The proof of this proceeds, for the most part, exactly as in the case 
where K is a number field. It is based on the trigonometric inequality 

3 + 4 cos 0 + cos 20 ;::: 0 . 

The proof of this inequality consists of nothing more than noticing that 
the left hand side is 2(1 + cos 0)2. 

Write s = a + it where a and t are real. Assume that a > 1. Then a 
short calculation with the Euler product for (K(S) yields 

~ log (K(S) = 'L,m-1Np-m"'cos(tlogNpm). 
P,m 

Now, replace t with 0, t,and 2t and use the above identity to derive 

Exponentiating, we find 

This inequality holds for a > 1 and all real t. Suppose t is such that 
(K(1 + it) = O. Of course, such a t cannot be zero. It follows that (K(O' + 
it)/(O' - 1) is bounded as a -+ 1. We know that (a - 1)(K(O') is bounded 
as a -+ 1 since by Theorem 5.9, (K(S) has a simple pole at S = 1. Finally, 
(K(O' + 2it) is bounded as a -+ 1 provided that t is not an odd multiple 
of 7r / log(q) (see the remarks preceeding the Proposition). Assume this for 
now. Putting everything together shows that the left-hand side of the above 
inequality tends to zero as a -+ 1, which contradicts the fact that it is 
always greater than or equal to 1. 

Now suppose that t is an odd multiple of 27r / loge q). In this case, q-(l+it) = 
_q-l. We must show that (K(1 + it) = ZK( _q-l) =I O. By the functional 



5. Algebraic Function Fields and Global Function Fields 59 

equation, Z K ( _q-l) is related to Z K ( -1), which in turn is not zero if and 
only if LK( -1) -=I- o. To show this we must, unfortunately, use a result from 
a later chapter, namely, Theorem 8.15. 

Let 1F2 be a quadratic extension of the constant field IF. One can form 
a new function field from K by extending the field of constants from IF to 
1F2 • Call this new field K 2 • Using Theorem 8.15 we can derive the following 
relation between LK2(U) and LK(U), 

Substitute U = 1 into this relationship and use Theorem 5.9 once again. 
We find that hK2 = hK LK( -1) from which it is clear that LK( -1) -=I- O. 

Corollary. There is a real number e < 1 such that (K(S) does not vanish 
in the region {s E <C I ~s > e}. 

Proof. The zeta function is represented by a convergent Euler product in 
the region {s E <C I ~(s) > I} and so doesn't vanish there. By the functional 
equation (see Theorem 5.9) it doesn't vanish in {s E <C I ~(s) < O} either. 
From the Proposition it doesn't vanish on the boundary of these regions. 

The key point that makes the function field case different from the num­
ber field case is that (K (s) is a function of q-S and so it is periodic with 
period 27T'i / log q. Thus we may confine our search for zeros to the compact 
region {s E <C I 0 :::; ~(s) :::; I, 0:::; SS(s) :::; 27T'i/logq}. The zero set of an 
analytic function is discrete, so the number of zeros in this region is finite. 
The corollary follows immediately. 

The Riemann hypothesis for the function field case is that e can be taken 
to be 1/2. It is worth pointing out that nothing as strong as the above 
corollary is known to be true in the number field case. Zero free regions to 
the left of the line ~(s) = 1 are known to exist, but the boundary of these 
regions approach the line as ISS(s)1 -+ 00. 

Translating the above corollary into a result about LK(U) = rr;!l(l-
7T'iU), we see that the assertion is that l7T'il :::; l for all 1 :::; i :::; 2g. If we 
use this estimate instead of the Riemann hypothesis and follow the steps 
of the proof of Theorem 5.12, we arrive at the following result. 

qN (q(JN) aN = #{P I deg(P) = N} = N + 0 N . 

As promised, this is good enough to show aN rv qN /N as N -+ 00, a 
result which is much weaker than Theorem 5.12, but is still very interesting. 

Exercises 
1. Suppose K / F has genus zero. For a divisor D with deg D 2': -1 show 

that l(D) = deg D + 1. 
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2. Suppose KIF has genus zero and that C is a divisor in the canonical 
class. Show l( -C) = 3 and conclude that there is a prime P of degree 
less than or equal to 2. 

3. Suppose KIF has genus zero and that there is a prime P of degree 
1. Show K = F(x) for some element x E K. 

4. Suppose KIF has genus zero and that P is a prime of degree 2. 
By Exercise 1, l(P) = 3. Let {1, x, y} be a basis for L(P). Show 
K = F(x,y). Show further that {1,x,y,x2,y2,xy} C L(2P) and 
conclude that x and y satisfy a polynomial of degree 2 over F. 

5. Suppose that K / F has genus 1. Show that l (D) = deg D for all 
divisors D with deg D ~ 1. 

6. Suppose KIF has genus 1 and that P is a prime of degree 1. By the 
last exercise we know l(2P) = 2 and l(3P) = 3. Let {1,x} be a basis 
of L(2P) and {l,x,y} be a basis of L(3P). Show that K = F(x,y). 
Show also that x and y satisfy a cubic polynomial with coefficients 
in F of the form 

Hint: Consider L(6P). 

7. Let KIF be of positive genus and suppose there is a prime P of 
degree 1. Suppose further that L(2P) has dimension 2. Let {1, x} be 
a basis. If char F =I- 2, show that there is an element y E K such that 
K = F(x,y) and such that x and y satisfy a polynomial equation 
of the form y2 = f(X) where f(X) is a square-free polynomial of 
degree at least three. 

8. Use the Riemann-Roch theorem to show that if Band D are divi­
sors such that B + D is in the canonical class, then Il(B) -l(D)1 S 
!I degB) - deg(D)I· 

9. Suppose P is a prime of degree 1 of a function field KIF. For every 
positive integer n show l((n + 1)P) -l(nP) S 1. 

10. Let KIF be a function field of genus 9 ~ 2, and P a prime of degree 
1. For all integers k we have l(kP) S l((k + 1)P). If we restrict k to 
the range 0 S k S 29 - 2 show there are exactly 9 values of k where 
l(kP) = l((k + 1)P). These are called Weierstrass gaps. Assume F 
has characteristic zero. If all the gaps are less than or equal to 9 we 
say P is a non-Weierstrass point, if not, we say P is a Weierstrass 
point. It can be shown that there are only finitely many Weierstrass 
points. In characteristic p there is a theory of Weierstrass points (due 
to H. Schmid), but the definition is somewhat different. 
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11. Suppose K/F has genus 1 and that Poo is a prime of degree 1, also 
called a rational point. Let E(F) denote the set of rational points. 
If P, Q E E(F), show there is a unique element R E E(F) such that 
P + Q rv R + Poo. (Recall that for two divisors A and B, A rv B 
means that A - B is a principal divisor). Denote R by P EI7 Q. Show 
that (P, Q) -+ P EI7 Q makes E(F) into an abelian group with Poo as 
the zero element. 

12. With the same assumptions as Exercise 11, map E(F) -+ elK by 
sending P to the class of P - P 00' Show that this map is an isomor­
phism of abelian groups. 

13. Let K/F be a function field and (T an automorphism of K, which 
leaves F fixed. If (0, P) is a prime of K, show that ((TO, (T P) is also 
a prime of K. Show, further, that for all a E K, we have ord(T p (a) = 
ordp((T-la). 

14. (Continuation). The map P -+ (Tp on primes extends to an action of 
(T on divisors. If a E K*, show that (T(a) = ((Ta). 

15. (Continuation). If D is a divisor of K, show a -+ (Ta induces a linear 
isomorphism from L(D) -+ L((TD). In particular, if (T fixes D, i.e., 
(TD = D, then (T induces an automorphism of L(D). 

16. (Continuation). Suppose P is a prime of degree 1 and that (Tp = P. 
Then, (T induces an automorphism of L((2g + I)P). If this induced 
map is the identity, show that (T is the identity automorphism. (Hint: 
Find two elements X,y E K* fixed by (T such that K = F(x,y)). 

17. Let A be a divisor and P a prime divisor. Suppose 9 E L(A + P) -
L(A). If f E L(A + P) show f /g E Op. Use this to prove l(A + P) ::; 
l(A) + deg(P). 

18. Use Exercise 17 to show I(A) ::; deg(A) + 1 if A is an effective divisor. 
Show further that this inequality holds in general. Thus, I(A) is finite 
for any divisor A. 



6 
Weil Differentials 
and the Canonical Class 

In the last chapter we gave some definitions and then the statement of the 
Riemann-Roch theorem for a function field K / F. In this chapter we will 
provide a proof. In the statement of the theorem an integer, g, enters which 
is called the genus of K. Also, a divisor class, C, makes an appearance, 
the canonical class of K. We will provide another interpretation of these 
concepts in terms of differentials. Thus, differentials give us the tools we 
need for the proof and, as well, lead to a deeper understanding of the 
theorem. In addition, the use of differentials will enable us to prove two 
important results: the strong approximation theorem and the Riemann­
Hurwitz formula. The first of these will be proven in this chapter, the second 
in Chapter 7, where we will also prove the ABC conjecture in function fields 
and give some of its applications. 

We will use a notion of differential which is due to A. Weil. It is somewhat 
more abstract than the usual definition but has the advantage of requiring 
no special assumptions about the constant field. Also, it leads to very short, 
conceptual proofs of the two theorems mentioned in the last paragraph. We 
will motivate the definition by first discussing some properties of differen­
tials on compact Riemann surfaces. If the reader is unfamiliar with this 
theory, he or she can skip directly to the definition of Weil differential in 
the purely algebraic setting. 

Let X be a compact Riemann surface of genus g, M the field of mero­
morphic functions on X, and n the space of meromorphic differentials on 
X. Fix a non-zero differential wEn and a point x EX. Let t be a lo­
cal uniformizing parameter at x. In some neighborhood around x we can 
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express w in the following form: 

00 

w = L aiti dt. 
i=-N 

(1) 

If f E M x , the field of germs of meromorphic functions at x, then we 
can integrate fw around a small circle about x to get 2ni Resx(Jw). If 
f = "£~-M bjt j , then 

Resx(Jw) = L aibj. 
i+j=-l 

(2) 

Let Wx be defined to be the <C-linear map f -t Resx(Jw) from Mx to 
<C. We now look into the question of what restrictions are placed on the 
collection of linear functionals {wx I x E X} by the fact that they arise 
from a differential in the manner indicated. 

We recall the definition of the order of w at a point x, ordx (w). Write 
w locally in terms of a uniformizing parameter as in Equation 1. Then the 
order of w at x is defined to be the smallest index i such that ai i=- O. This 
number is independent of the choice of uniformizing parameter. If a-N i=- 0, 
then ordx(w) = -N. It is well known that ordx(w) = 0 for all but finitely 
many points x E X and thus we can associate to w i=- 0 a divisor: 

(w) = L ordx(w) x. 
xEX 

This definition will be useful as we go along. For the moment we will show 
how to characterize the number ordx(w) in a different way. Let Ox c Mx 
be the ring of germs of holomorphic functions at x. Each element of Ox 
has a power series expansion in terms of a uniformizing paramenter tx at x 
with all coefficients of negative index zero. Ox is a discrete valuation ring. 
Its unique maximal ideal Px is generated by t x ' Every non-zero fractional 
ideal of Ox is a power P!: of Px where m can be any integer. With this 
notation we show-

Lemma 6.1. Let w be a non-zero meromorphic differential, x E X, and 
Wx the linear functional on Mx described above. There is an integer N such 
that Wx vanishes on P!! but not on P!! -1. This integer is characterized by 

ordx(w) = -N. 

Proof. Since we are fixing x in our considerations we set tx = t and 
suppose w is expressed in terms of t as in Equation 1. Assume a_N i=- 0 so 
that ordx(w) = -N. From equation (2) it is then clear that Wx vanishes on 
p!!. On the other hand, t N - 1 E p!!-l and w x (t N - 1) = a-N i=- O. 

Corollary. Wx is zero on Ox but not on p;l for all but finitely many 
xE X. 
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Proof. This follows from the lemma and the fact that ordx (w) = 0 for all 
but finitely many x EX. 

Lemma 6.1 shows that the linear functionals Wx must satisfy certain van­
ishing properties. These are all local properties only involving the knowl­
edge of the behavior of w in the neighborhoods of points. In addition, there 
is at least one global constraint. 

Lemma 6.2. For every IE M we have 

Proof. Note that I E M implies I E Mx for all x E X, so the terms in the 
sum make sense. Also, I E Ox for all but finitely many x (on a compact 
Riemann surface a meromorphic function has at most finitely many poles). 
By the corollary to Lemma 6.1, Wx (f) = 0 for all but finitely many x EX. 
Thus, the sum is finite. 

Now, Iw is also a meromorphic differential. It is a well-known theorem 
that on a compact Riemann surface the sum of the residues of a meromor­
phic differential is zero. Thus, 

L wx(f) = L Resx(fw) = O. 
xEX xEX 

We now have all the background we need to set up the notion of a Weil 
differential. Let A(X) be the subset of IL Mx consisting of elements with 
all but finitely many coordinates in Ox' It is clear that A(X) is a ring 
with addition and multiplication defined coordinatewise. We will denote 
the elements of A(X) by ¢ = (fx); i.e., the x-th component of ¢ is Ix . 
A(X) is a vector space over C in the obvious way, a¢ = a(fx) = (aIx). If 
w E fl, define w : A(X) ---+ C by 

w(¢) = L wx(fx). 
xEX 

By the corollary to Lemma 6.1 and the definition of A(X), the sum on the 
right-hand side of the above equation is finite. 

Let's map Minto A(X) by sending I to (fx), where Ix = I for all x E X. 
Clearly, M is isomorphic to its image under this map and from now on we 
identify M with its image. Lemma 6.2 can now be interpreted as asserting 
that w vanishes in M. 

Let D = L:x nx x be any divisor on X. We associate to D a subset of 
A(X), namely, A(D) = {(fx) E A(X) I ordx(fx) ~ -nx, "Ix E X} (we 
use the convention that ordx(O) = 00, which is greater than any integer). 
Recall that a divisor D is said to be effective, D ~ 0, if all its coefficients 
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are non-negative, and one divisor is bigger than another if their difference 
is effective, i.e., D :s; C iff C - D :::: O. One then checks easily that D :s; C 
implies A(D) <:;; A(C) and that UA(D) = A(X). 

With these definitions, the definition of W, Lemma 6.1, and Lemma 6.2 
we can easily prove-

Lemma 6.3. The functional w vanishes on both M and A((w)). Moreover, 
ifw vanishes on A(D), then A(D) <:;; A((w)). 

It is possible to show, although we shall not do so here, that if A is a 
linear functional on A(X) and A vanishes on both M and A(D) for some 
divisor D, then there is a unique differential w E 0 such that w = A. For 
the case when X is the Riemann sphere see Chevalley [1], pp. 29-30. This 
being so, in the abstract case we shall, following Weil, define differentials 
to be linear functionals on a certain space, the adele ring of the function 
field, having properties analogous to those we have seen to be true for the 
functionals w on A(X). 

For the remainder of this chapter, let K / F be a function field with con­
stant field F. We make no assumptions about F. Other notations will be 
the same as those in Chapter 5, except that we now introduce the new 
notation SK for the set of prime divisors of K. 

For P E SK let lalp = 2-ordp (a) for a -1= 0 and 10lp = 0 (2 is chosen 
for convenience, any number greater than one will do). Define a metric on 
K by pp(a, b) = la - bl p . We denote by Op and Kp the completions of 
the local ring 0 p and the field K with respect to this metric. We assume 
that the reader is familiar with standard facts about completions. See, for 
example, Lang [5], Chapter II . The adele ring of K is defined as 

AK = { (ap) E I] Kp I ap E Op for all but finitely many P E SK } . 

The analogy between the adele ring AK of the function field K and the 
ring A(X) which we attached to a compact Riemann surface is clear. 

We imbed K into AK by taking x E K to (xp) where for all P, Xp = x. 
Since for any element x E K, either x = 0 or ordp(x) = 0 for all but finitely 
many P, the image of x is indeed in A K . K is isomorphic to its image and 
we identify K with its image under this map. 

If D = Lp n(P)P is a divisor of K, define AK(D) as the set of all (xp) E 
AK such that ordp(xp) :::: -n(P) for all P E Sp (notice the minus sign!). 
Then, as in the Riemann surface case, it is easy to see that D :s; C implies 
AK(D) <:;; AK(C) and that U AK(D) = AK. It is also useful to notice that 
AK(D) nAK(C) = AK((D, C)) and AK(C) +AK(D) = AK([C, D]), where 
(C, D) and [C, D] denote the infimum of C and D and the supremum of C 
and D, respectively. More concretely, 

ordp((C, D)) 
ordp([C, D]) 

min(ordp(C),ordp(D)) and 

max(ordp(C),ordp(D)). 



6. Wei I Differentials and the Canonical Class 67 

A very important remark for our further considerations is that AK(D) n 
K = L(D), the vector space whose dimension over F, l(D), is the focus of 
interest in the Riemann-Roch theorem. This equality follows directly from 
the definitions of AK(D), L(D), and the way K is imbedded in AK(D). 

We note that AK and the subsets AK(D) are all vector spaces over F 
under the obvious operation; for a E F, a( x p) = (ax p ). With all these 
definitions in place, we can now define a Weil differential. 

Weil Differential. An F-linear map w from AK to F is called a Weil 
differential if it vanishes on K and on AK(D) for some divisor D. We 
denote the set of Weil differentials on K by OK and the set of all Weil 
differentials which vanish on AK(D) by OK(D). 

A number of remarks are in order. To begin with, many authors define a 
somewhat smaller ring than the adele ring, namely, the ring of repartitions, 
and define Weil differentials using it. The advantage is that one avoids going 
to the completion at all the primes P of K. While this is more elementary, 
some of the proofs become more difficult. In particular, the proof of the 
Riemann-Hurwitz formula is more transparant using the full ring of adeles 
and this is the principal reason we have used adeles in the above definition. 

It is usual to define a topology on AK by declaring the subsets AK(D) 
to be the open neighborhoods of the identity (the adele, all of whose coor­
dinates are zero). We can then say that a Weil differential is a continuous 
F-linear functional on AK which vanishes on K. We will not, however, 
make much use of topological considerations. 

AK is a vector space over K and all the sets AK(D) are vector spaces 
over F as we have seen. OK also can be made into a vector space over K 
by means of the following definition. Let e E AK and x E K. Define 

It is clear that xw is an F -linear functional on AK and that it vanishes 
on K. It requires but. a short calculation to see that w E OK(D) implies 
xw E OK((X) + D). Thus, xw is a Weil differential. 

From now on we will refer to the elements of OK simply as differen­
tials rather than Weil differentials. We will show (Proposition 6.7) that the 
spaces OK(D) are finite dimensional over F. Before doing that, we need 
some important preliminary material. In particular, we need Riemann's 
inequality, the precursor to the Riemann-Roch theorem. 

Lemma 6.4. Let D ::; C be divisors of K. Then, 

Proof. If C = D the result is clear. Otherwise, C is obtained from D by 
adding finitely many primes, so it suffices to show that 
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for any prime P. 
Let P = POp. Let n = ordpD. If ~ = (ap) E AK(D + P), then 

ordp(ap) :::: -n-l which is the same as ap E p-n-l. Now map AK(D+P) 
to p-n-l/P-n by taking ~ = (ap) to the coset of ap modulo p-n. This 
is clearly an epimorphism and from the definitions the kernel is seen to be 
AK(D). Thus, 

AK(D + P)/AK(D) ~ p-n-l I p-n ~ p-n- 1 I p-n ~ OplP. 

All these isomorphisms preserve F-vector space structure. Since 

dimp Opl P = deg P, 

the result follows. 

Lemma 6.5. Let D S; G be divisors of K. Then, 

. AK(G)+K 
dlmp AK(D) + K = (deg G - I(G» - (deg D -1(D». 

Proof. Recall that AK(G) n K = L(G). Using the first and second laws of 
isomorphism, the space on the left-hand side of the above equation is seen 
to be isomorphic to 

AK(G) AK(G) I AK(D) 
AK(D) + L(G) = (AK(D) + L(G» I AK(D)' 

Using the first law once again, we see that (AK(D) + L(G» I AK(D) ~ 
L(G)I L(D). Thus, 

. AK(G)+K . . 
dlmp AK(D) + K = dlmpAK(G)/AK(D) - dlmp L(G)IL(D). 

Using Lemma 6.4, the right-hand side is equal to (deg G - deg D» -
(I(G) -l(D» = (degG -1(G» - (degD -1(D» as asserted. 

Corollary. For a divisor D, define r(D) = deg D -1(D). If D S; G, then 
r(D) S; r(G). 

Proof. This is an immediate consequence of the Lemma since the dimen­
sion of a vector space is a non-negative integer. 

Since both deg D and I(D) only depend on the linear equivalence class 
of D, the same is true of r(D). We will use this remark in a moment. 

Theorem 6.6. (Riemann's Theorem) Let KIF be an algebraic function 
field with field of constants F. There is a unique integer g :::: 0 with the 
following two properties. For all divisors D, we have I(D) :::: deg D - g + 1. 
Also, there is a constant c such that for all divisors D with deg D ;:::: c 
we have I(D) = deg D - g + 1. (g will turn out to be the constant in the 
Riemann-Roch theorem, i.e., the genus of K). 
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Proof. Choose an element x E K* -F*. Then, K/ F(x) is a finite extension 
of degree n, say. Let B = (x)"" be the divisor of poles of x. The primes P 
which occur in the support of B are the only ones for which ordp(x) < o. 
By Proposition 5.1, degB = [K : F(x)] = n. 

Consider the integral closure, R, of F[x] in K. If pER, the only poles of 
p are among the poles of x. Thus, p E L(moB) for some positive integer mo. 
It is a standard fact that we can find a basis {Pl, P2, ... , Pn} for K / F ( x ) 
such that Pi E R for 1 :s i :s n. Choose a positive integer mo such that 
Pi E L( moB) for all 1 :s i :s n. For any integer m ~ mo the elements xi p. 
with 0 :s j :s m - mo and 1 :s i :s n are all in L(mB) and are linearly 
independent over F. We conclude from this that 

l(mB) ~ n(m - mo + 1) . 

It follows that for any m ~ mo we have 

r(mB) = degmB -l(mB) :s mn - n(m - mo + 1) = nmo - n . 

This shows that r(mB), which is an increasing sequence by the Corollary 
to Lemma 6.5, is bounded above and so must remain constant from some 
point on. Call this maximum value 9 - 1. Since 0 < mB, -1 = r( 0) :s 
r( mB) :s 9 - 1. It follows that 9 ~ O. 

Let D be any divisor. Write -D = Dl + D2 where the support of Dl 
is disjoint from the support of B and the support of D2 is a subset of 
the support of B. Let P be in the support of D l . Then, F[x] c Op and 
PnF[x] = (g(x)) where g(x) is a monic, irreducible polynomial. It follows 
that for some positive integer h, (g(x)h)+Dl has no pole at P. Multiplying 
together the polynomials of this type at each P in the support of Dl and 
we wind up with a polynomial f(x) with the property that (f(x)) + Dl 
only has poles among those of x. The same is true of D2 and so, the same 
is true of (f(x)) - D. It follows that there is a positive integer m such that 

(f(x)) - D + mB ~ 0 . 

By the corollary to Lemma 6.5, we deduce r(D) :s r((f(x)) + mB) = 
r(mB). It follows that r(D) :s 9 -1 for all divisors D. From the definition 
of r(D), this is equivalent to 

l(D) ~ deg D - 9 + 1 , 

which concludes the proof of Riemann's inequality. 
We now have to produce a constant c such that l(D) = deg D - 9 + 1 

whenever deg D ~ c. Let ml be a positive integer large enough so that 
r( mlB) = 9 - 1. Define c = ml n + g. If D is a divisor with deg D ~ c, then 
by Riemann's inequality we find 

l(D - mlB) ~ deg(D - mlB) - 9 + 1 ~ 1 . 
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It follows that there is ayE K* such that (y) + D - mlB ~ 0 or mlB ::; 
D + (y). Once again invoking the corollary to Lemma 6.5, we find g - 1 = 
r(m1B) ::; r(D). We have already shown that for all divisors D, r(D) ::; 
g - 1. Thus, r(D) = g - 1, which is the same as l(D) = deg D - g + 1. 

The constant c can, in fact, be taken to be 2g - 1. This follows from the 
full Riemann-Roch theorem, as we saw in the last chapter. 

The Riemann-Roch theorem replaces the Riemann inequality with an 
equation. The following proposition is an approximation to what we want. 

Proposition 6.7. For any divisor D of K, the space D.K(D) is finite 
dimensional over F and 

l(D) = deg D - g + 1 + dimF D.K(D). 

Proof. In Lemma 6.5, we are going to fix D and let C vary over divisors 
greater than or equal to D. By Riemann's theorem I (C) ~ deg C - g + 1 
or what is the same deg C - l( C) ::; g - 1. So, by Lemma 6.5 

. AK(C) + K 
dIm AK(D) + K ::; g - 1 + l(D) - deg D. 

The second part of Riemann's theorem asserts that there is a constant c 
such that equality holds for all divisors C with deg C ~ c. Let Co be any 
divisor greater than or equal to D and with degree bigger than c. Then, 

. AK(C)+K 
dimF AK(D) + K = g - 1 + l(D) - deg D 

for all divisors C bigger than Co. It follows that AK(C) +K = AK(Co) +K 
for all C ~ Co. However, it is easily seen that for any adele ~ there is a 
divisor C ~ Co such that ~ E AK(C), Thus, AK(Co) + K = AK and we 
have shown 

l(D) = degD - g + 1 + dimF AK(~) + K' 

To finish the proof one has only to notice that D.K(D) is the F-dual of 
the vector space AK /(AK(D) + K). 

Corollary 1. Let c be the constant in Riemann's theorem. Then if D is a 
divisor with deg D ~ c, we have AK = AK (D) + K. 

Proof. We have just shown that dimF(AK / AK(D)+K) = l(D)-degD+ 
g - 1, which is zero if deg D ~ c by Riemann's theorem. Thus AK = 

AK(D) + K in this case. 

Corollary 2. The genus of K, g, can be characterized as the dimension 
over F of the space D.K(O). 
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Proof. The zero divisor, 0, has degree zero and dimension 1. From the 
proposition we derive 1 = 0 - g + 1 + dimp nK(O). This gives the result. 

The interested reader can easily show that if on a compact Riemann 
surface a meromorphic differential w is such that w is zero on A(O), then w 
has no poles and conversely. Thus the space nK(O) is the analogue of the 
space of holomorphic differentials and this appellation is sometimes used 
even in the abstract case. 

We have now given the promised characterization of the genus in terms 
of differentials. The next task is to give an interpretation of the canonical 
class. To do so we have to show how to assign a divisor to a non-zero 
differential. Since we don't have (yet) local expressions for a differential at 
a point as in the classical case, we proceed by, in essence, using the result 
of Lemma 6.3 as a definition. That is, if w E nK , we want to define (w) 
as the largest divisor D such that w vanishes on AK(D). First we need to 
show there is such a divisor. 

Lemma 6.S. Let w E nK be a non-zero differential. Then, there is a 
unique divisor D with the property that w vanishes on AK(D) and if D' is 
any divisor such that w vanishes on AK(D'), then D' :::; D. 

Proof. Let T = {D' I W(AK(D')) = O}. Since w is a differential, Tis non­
empty. By Corollary 1 to Proposition 6.7, we see that deg D' < c for all 
D' E T, since w i=- o. Let D be a divisor of maximal degree in T. We claim 
that D has the desired properties. Clearly, w vanishes on AK(D). Suppose w 
vanishes on AK(D'). Then w vanishes on AK(D)+AK(D') = AK([D, D']); 
i.e., [D, D'] E T. Since deg [D, D'] 2: deg D, it follows that the degrees 
must be equal and so [D, D'] = D, which implies D' :::; D as required. The 
uniqueness is clear. 

We now define the divisor of a differential w to be the unique divisor D 
with the properties stated in the Lemma. We use the notation (w) for the 
divisor of w. 

Lemma 6.9. Let w E nK and x E K*. Then, 

(xw) = (x) + (w). 

Proof. Suppose w E nK(D). If ~ E AK , then xw vanishes on ~ if x~ E 

AK(D), which is equivalent to ~ E AK((X) + D). Thus, w vanishes on 
AK(D) implies xw vanishes on AK((X) + D). The converse also holds as 
one can see by observing that w = x- 1 (xw). Thus, w vanishes on AK(D) if 
and only if xw vanishes on A K ( (x) + D) and the result follows easily from 
this. 

In the classical case of compact Riemann surfaces n(X) is one dimen­
sional over the field of meromorphic functions on X. To see this, let w, w' E 
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D(X) with w =I O. Suppose w = f(t)dt and Wi = g(t)dt in a neighborhood 
U of a point x E X. Here, f(t) and g(t) are Laurent series in a uniformizing 
parameter t about x. Then hu(t) = g(t)/ f(t) is a meromorphic function on 
U which is well defined in that it is independent of the choice of uniformiz­
ing parameter. This follows easily by use of the chain rule. These functions 
hu fit together to give a meromorphic function h on X and Wi = hw. 

A similar proof cannot be given in the abstract case, but nevertheless an 
analogous result is true. This will follow by the use of Riemann's theorem 
(once again) together with some elementary linear algebra. 

Proposition 6.10. The space of Weil differentials, DK, is of dimension 
one when considered as a vector space over K. 

Proof. Let 0 =I wE DK and x E L((w) - D) where D is some divisor. We 
claim that xw E DK(D). By the proof of the previous Lemma, we know 
that xw vanishes on AK((X) + (w)). Since x E L((w) - D) we have 

(x) + (w) ~ -((w) - D) + (w) = D, 

and so xw vanishes on AK(D). This establishes the claim. 
Now let w, Wi E DK be non-zero differentials. By the previous paragraph 

we see that L((w) -D)w and L((w/) -D)w' are both F-subspaces of DK(D). 
If we could show that these subs paces have a non-zero intersection, the 
proposition would follow immediately. The idea of the proof is to force this 
to happen by a suitable choice of D. 

Let P be any prime, and set D = -nP, where n is large and positive 
(how large will be determined shortly). By Proposition 6.7, 

dimF D( -nP) = l( -nP) + n deg P + 9 - 1 = n deg P + 9 - 1. 

Recall L( -nP) = (0) since any element in it would have no pole but would 
have a zero at P. 

Using Riemann's inequality we find 

dimF L((w) + nP) ~ deg(w) + ndegP - 9 + 1, 

and similarly for Wi. Thus, 

dimF L((w) + nP)w + dimF L((w' ) + nP)w l 

~ 2ndeg P + deg(w) + deg(w/) - 2g + 2. 

It follows that for large enough n the sum of the dimensions of the two 
subspaces L((w) + nP)w and L((w' ) + nP)w l exceeds the dimension of 
the ambient space DK ( -nP). By linear algebra, they must have a non­
zero intersection. Thus, there exist x, y E K* such that xw = yw l and so, 
Wi = xy-1w. 

Corollary 1. Let 0 =I w E DK and let D be a divisor. Then there is an 
F-linear isomorphism between L((w) - D) and DK(D). 
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Proof. In the proof of the proposition we showed that L((w) - D)w ~ 
DK(D). So it just remains to show that this inclusion is an equality. Let 
Wi E DK(D). By the proposition, there is an element x E K such that 
Wi = xw. Since Wi vanishes on AK(D) we must have D :::; (Wi) = (x) + (w) 
by Lemma 6.9. Thus, (x) ~ D - (w) = -((w) - D); i.e., x E L((w) - D). 

Corollary 2. All the divisors of non-ze'rO differentials fill out a single 
divisor class. This class is called the canonical class of K. 

Proof. If w, Wi E OK are non-zero, there exists an x E K* such that 
Wi = XW by the proposition. By Lemma 6.9 we have (Wi) = (x) + (w) so 
that (Wi) and (w) are in the same class. Conversely, if D is in the class of 
(w), D = (x) + (w) for some x E K*. Thus, D = (xw), the divisor of a 
differential. 

Proof of the Riemann-Roch Theorem. By Corollaries 1 and 2 to 
Proposition 6.10 and Proposition 6.7, we find 

l(D) = deg D - 9 + 1 + l((w) - D). 

This is the assertion of the Riemann-Roch theorem given in the last chapter, 
Theorem 5.4. We see that the divisor C in the statement of that theorem 
can be taken to be any divisor of a non-zero differential. We now have a 
complete proof of the Riemann-Roch theorem! 

Using Theorem 5.4 and its corollaries, we see that the constant c in the 
statement of Riemann's theorem can be taken to be 2g - 1 and for any 
differential w the degree of (w) is 2g - 2. 

Finally, we want to decompose a differential into a sum of local pieces 
analogous to the sum of the residues construction in the classical case. To 
this end, let's define a map ip : Kp ---t AK. If Xp E Kp let ip(xp) be the 
adele with all components zero except the P-th component which is equal 
to Xp. Clearly, ip is an F vector space isomorphism of Kp with its image. 

Let w E DK. We define Wp E Homp(Kp , F) by wp(xp) = w(ip(xp)). 
This process associates a family of local functionals {w piP E S K } to a dif­
ferential. Knowing this family, we would like to reconstruct the differential 
and its divisor. 

The functionals Wp are not arbitrary. They must vanish on some power 
of the maximal ideal P cOp. Indeed, wp(xp) = 0 if ip(xp) E AK((W)) 
and this inclusion holds if ordp(xp) ~ -ordp(w). Thus, Wp vanishes on 
p-ordp(w). This shows the functionals Wp are continuous in the P-adic 
topology. 

Proposition 6.11. Let w E DK and ~ = (xp) E A K . Then, for all but 
finitely many P we have wp(xp) = 0 and 
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Proof. Let S be the finite set of primes where either ordp(w) < 0 or 
ordp(xp) < O. If P rf- S then Xp E Op and so wp(xp) = 0 by the remark 
preceding the Proposition. Define a new adele e whose P'th component is 
Xp if P rf- Sand 0 if PES. Then, e E AK((W)) and ~ = e + 2:PES ip(xp). 
Thus, 

w(~) = w(n + L w(ip(xp)) = L wp(xp) = LWp(xp), 
PES PES P 

The next proposition provides the abstract analogue of Lemma 6.1. It 
enables one to recover the divisor of w from properties of the local func­
tionals wp. This will be very useful in the proof of the Riemann-Hurwitz 
formula. 

Proposition 6.12. Let 0 -1= w E DK . Then, N = ordp(w) is determined 
by the following two properties; Wp vanishes on p-N but does not vanish 
on p-N-l. 

Proof. We have already seen in the remarks preceding Proposition 6.10 
that Wp vanishes on p-ordp(w). It remains to show that Wp doesn't vanish 
on p-ordp(w)-l. We know, from Lemma 6.8 and the definition, that w does 
not vanish on AK((w) + P). Let ~ E AK((W) + P) be such that w(~) -1= o. 
As usual, write ~ = (xQ) with Q varying over all primes. By Proposition 
6.11, 

o -1= w(~) = wp(xp) + L wQ(xQ) = wp(xp). 
QfP 

The last equality follows from the fact that ordQ((w) + P) = ordq(w) for 
Q -1= P. 

Since ~ E AK((W) + P), we must have Xp E p-ordp(w)-l. This concludes 
the proof. 

Corollary. A differential w is completely determined by any local compo­
nentwp. That is, ifw,w'EDK andwp=w'p thenw=w' . 

Proof. If Wp = w'p then (w - w')p = O. The proposition shows that if 
w - Wi were a non-zero differential no local component could be the zero 
map. Thus, w - Wi = 0; i.e., w = Wi. 

We have now accomplished all the goals set out for this chapter except 
the statement and proof of the strong approximation theorem. This im­
portant theorem, strictly speaking, has nothing to do with differentials. 
However, its proof is an easy consequence of material developed earlier, 
namely, Corollary 1 to Proposition 6.7. 

Let's first recall a version of the weak approximation theorem. Suppose 
K is a field and 0 1 , O2 , ... , Ot a collection of subrings of K which are 
discrete valuation rings with quotient field Ie Let Pi C Oi be the maximal 
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ideal of Oi. Finally, suppose we are given a set of elements ai E K and a set 
of positive integers ni with i varying from 1 to t. The weak approximation 
theorem asserts that there is an element a E K such that ordp , (a-ai) ~ ni 
for i = 1,2, ... , t. The proof, which is not hard, can be found in many 
sources, e.g. see Lang [5]. The strong approximation theorem in function 
fields is an assertion of similar type, but with much greater constraints on 
the element a E K. 

Theorem 6.13. Let Kj F be a function field and S C SK a finite set of 
primes. For each PES let an element ap E Kp and a positive integer np 
be given. Finally, let's specify a prime Q rf:- S. Then, there is an element 
a E K such that ordp(a - ap) ~ np for all PES and ordp(a) ~ 0 for all 
Prf:-SU{Q}. 

This theorem is called the strong approximation theorem. Before begin­
ning the proof, two remarks are in order. First, the added generality of 
choosing the ap E Kp is very small. If we prove the theorem with the 
ap E K, then the full theorem takes just a trivial extra step. The main 
point is that in addition to the conditions at the primes in S we have added 
the infinitely many conditions that the element a be integral at all primes 
not in S with the one exception of Q. 

Proof. Define an adele ~ = (xp) by the conditions that xp = ap for PES 
and xp = 0 for P rf:- S. Next, define a divisor D = mQ - L;PES np P. 
Choose the integer m so large that the degree of D exceeds the constant 
c in Riemann's theorem. Then, by Corollary 1 to Proposition 6.7, we have 
AK = K + AK(D). In particular, ~ = a + 'r/ where a E K and 'r/ E AK(D). 
In other words, ~ - a E AK(D). Examining this relation, component by 
component, shows that a has the desired properties. 

Exercises 
1. Let w be a meromorphic differential on a compact Riemann surface 

X. Show that w is zero on A(O) if and only if w has no poles. 

2. Let M be the field of meromorphic functions on a compact Riemann 
surface X and D the space of meromorphic differentials on X. Show 
in detail that D is a one-dimensional vector space over M. 

3. Show directly (Le., arguing only with differentials) that dim DK(D) = 
o if deg D > 2g - 2. 

4. Suppose that D is a divisor of degree zero, but that D is not principal. 
Show dimp DK(D) = g - 1. 

5. If D is a divisor, and degD < g -1, show that dimpDK(D) > O. 
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6. Suppose that W E nK(O) and has a zero P of degree 1 and that 
ordpw ~ g. Show that P is a Weierstrass point (see Exercise 10 of 
Chapter 5). 

7. In this and the following two exercises, we assume that F is alge­
braically closed. Let P be a prime. Assume the genus g is greater 
than O. Show nK(p) is properly contained in nK(O). 

8. (Continuation) Suppose g ~ 1 and 0 < n ::::; g. Show there exist primes 
{Pl, P2 ,···, Pn } with the property, dimnK(Pl +P2+· .+Pn ) = g-n. 

9. (Continuation) Suppose g ~ 1. Show there are primes {Pl, P2 , ••• , Pg } 

such that P l + P2 + ... + Pg is not the polar divisor of any element 
of K*. 

10. Suppose Wl and W2 are two Weil differentials with the same divisor. 
Show WI = O:W2 for some 0: E F*. 

11. Let (J" be an automorphism of K which leaves F fixed. Let P be a 
prime of K and (J" P the prime obtained by applying (J" to P (see 
Exercise 13 of Chapter 5). Show that (J" extends to an isomorphism 
of Kp with K<Tp. Show further that (J" induces an automorphism of 
AK which is F-linear and maps K to itself. 

12. (Continuation) If W is a Weil differential, define (J"W ; AK -t AK by 
the equation (J"w(a) = w((J"-la) for all a E AK. Show that (J"W is a 
differential. 

13. (Continuation) Let D be a divisor of K. If W E nK(D) , show that 
(J"W E nK((J"D). 

14. (Continuation) From the last exercise we see that (J" induces an au­
tomorphism of nK(O). If F is algebraically closed and g ~ 1, show 
there is a differential of the first kind W such that (J"(w) = (w). 

15. (Continuation) Assume F is algebraically closed and that the genus 
g of K is ~ 2. Show there is an integer k with 1 ::::; k ::::; 2g - 2 and 
a prime P such that (J"k leaves P fixed. (This series of exercises was 
inspired by the paper of Iwasawa and Tamagawa [1], where it was 
proved that the automorphism group of a function field of genus 2 or 
greater is finite. In characteristic zero this result is due to A. Hurwitz. 
In charactersitic p the first proof was given by H. Schmid [1]). 



7 
Extensions of Function Fields, 
Riemann-Hurwitz, and the 
ABC Theorem 

Having developed all the basic material we will need about function fields 
we now proceed to discuss extensions of function fields. This material can 
be presented in a geometric fashion. Function fields correspond to algebraic 
curves and finite extensions of function fields correspond to ramified covers 
of curves. In this chapter, however, we will continue to use a more arithmetic 
point of view which emphasizes the analogy of function fields with algebraic 
number fields. 

Let K / F be a function field with constant field F and let L be a finite 
algebraic extension of K. Let E be the algebraic closure of F in L. It is 
then clear that L is a function field with E as its field of constants. Recall 
that in this book, a "function field" over F refers to a field which is finitely 
generated over F and of transcendence degree one. If L = EK, we say that 
L is a constant field extension of K. We will discuss such extensions in 
detail in the next chapter. If E = F, we say that L is a geometric extension 
of K. In the general case, we have a tower K ~ EK ~ L, where EK/K is 
a constant field extension, and L / EK is a geometric extension. 

Let p denote the characteristic of F. In the characteristic zero case, all 
extensions are separable and this considerably simplifies the theory. Since 
we will be especially interested in the case where the constant field F is 
finite, we must also deal with the theory when p > 0 and thus with questions 
of inseparability. Instead of working in complete generality we will often 
compromise by assuming that F is perfect, i.e., that all algebraic extensions 
of F are separable. This holds if F has characteristic zero or is algebraically 
closed or is finite. These cover all the cases of interest in this book. 
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This chapter falls naturally into three parts. In the first part we recall 
some basic facts about extensions of discrete, rank one valuations and, also, 
the theory of the different and its application to questions of ramification. 
Here we will assume the reader is somewhat familiar with this material so 
that the proofs will only be sketched. In the second part we will discuss 
how differentials behave in extensions. This will lead to the proof of the 
Riemann-Hurwitz theorem, one of the most important and useful theorems 
in the subject. Finally, we will discuss the so-called ABC-conjecture of 
Oesterle-Masser and give a very simple proof in function fields using an 
idea the author learned from W. Fulton. Several applications of this result 
will be given, e.g., a proof of Fermat's last theorem for polynomial rings. 

Let L / K be a finite algebraic extension of fields. We will use the abbre­
viation "dvr" for a discrete valuation ring. Let Op be a dvr in K having 
K as its quotient field. Denote its maximal ideal by P. Let O<:p be a dvr 
in L with maximal ideal SfJ. We say that O<:p lies above Op or that SfJ lies 
above P if Op = K n O<:p and P = SfJ n Op. The notation SfJIP for this 
relation is often useful. There are two integers associated to this situation, 
f = f (SfJ / P), the relative degree, and e = e(SfJ / P), the ramification index. 
To define f, note that O<:p /SfJ is a vector space over 0 p / P. The relative 
degree is defined to be the dimension of this vector space. We shall see 
shortly that it is finite. Next, PO<:p is a non-zero ideal of O<:p contained 
in SfJ. Thus, PO<:p = SfJe for some integer e ~ 1. This integer is called the 
ramification index. It is easy to see that e is characterized by the following 
condition; for all a E K, ord<:p(a) = e ordp(a). 

The ramification index and the relative degree behave transitively in 
towers. More precisely, let K ~ L ~ M be a tower of function fields with 
L/ K and M/ L finite, algebraic extensions. If SfJ is a prime of M and p and 
P are the primes lying below SfJ in Land K respectively, then, e(SfJ / P) = 
e(SfJ/p)e(p/ P) and f(SfJ/ P) = f(SfJ/p)f(p/ P). Both relations follow easily 
from the definitions. 

Proposition 7.1. With the above notations, ef ~ n = [L : KJ, the dimen­
sion of Lover K. 

Proof. Let II be a generator of SfJ and choose Wi, W2, ... , Wm such that their 
reductions modulo SfJ are linearly independent over Op/P. We will show 
that the em elements Willi with 1 ~ i ~ m and 0 ~ j < e are linearly 
independent over K. This is sufficient to establish the result. 

Suppose 

e-l m 

L L aijwiIIj = 0 
j=O.=l 

is a linear dependence relation over K. If the aij E K are not all zero we 
can assume they are all in Op and at least one of them is not in P (since 
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K is the quotient field of Op and Op is a dvr). Consider the elements 

m 

Aj = LaijWi. 
i=1 

If some aij rt. P, then Aj is a unit in 0'tl since its reduction modulo s,p 
is not zero. Otherwise, Aj is divisible by Jr, the generator of P, and so 
ord'tl(Aj) 2: e. Thus, ord'tl(2=;:~ AjIIJ) = ]0 for some ]0 < e. This is a 

contradiction since 2::;:~ AjIIj = O. 

If we assume Lj K is a finite and separable extension, then we can 
construct all the s,p lying over P as follows. Let ° p be as above, and 
let R be the integral closure of Op in L. R is a Dedekind domain. Let 
P R = p~l p~2 ... p~g be the prime decomposition of P R in R. The set 
{PI, 1'2, ... ,p9} is the complete set of non-zero prime ideals of R. For 
each i, the localization R p, is a discrete valuation ring with maximal ideal 
s,pi = piRp,. Define 0'tl, = Rp,. Then {0'tll' 0'tl2' ... , 0'tlg} is the com­
plete set of dvrs in L lying above ° p. Let fi and ei be the relative degree 
and ramification index of s,pi over Pi. By standard properties of localiza­
tion, the exponents in the decomposition of P R are indeed the same as the 
ramification indices defined earlier. 

Proposition 7.2. Assume Lj K is a finite, separable extension of fields. 
Then, with the above notations, 2::;=1 edi = n = [L : K]. 

Proof. Since LjK is separable, the trace from L to K, trL/K' is a non­
trivial K-linear functional on L. Using this, one can prove that R is a free 
module over Op of rank equal to n = [L : K] (see Samuel and Zariski [1]). 
Thus, Rj P R is a vector space over ° p j P of dimension n. 

Now, P R = p~l p~2 ... p~g and so, by the Chinese Remainder Theorem, 

Again, by standard properties of localization, for each index i we have a 
ring isomorphism 

Rjp~' ~ 0'tl, js,p~i. 

The latter ring is a vector space over ° p j P, and we calculate its dimen­
sion using the filtration 

P0'tl, = s,p~' C s,p~,-1 C .. , C s,pi C 0'tl,. 

Since s,pi is principal, the successive quotients are one dimensional over 
0'tl)s,pi. This ring is fi dimensional over OpjP (by definition). Thus, the 
total dimension of 0'tl)s,p~' over ° p j P is edi. 

Summing over i gives n = 2::;=1 edi as asserted. 

Having dealt with the separable case we now prove a simple fact about 
the purely inseparable case. 
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Lemma 7.3. Let L/ K be a purely inseparable extension of degree p, the 
characteristic of K. Assume K = LP (this strange assumption is often 
correct in function fields). Suppose Op C K is a dvr with quotient field K. 
Then there is one and only one dvr O<.p C Labove Op. Moreover, e = p 
and f = 1 so ef = p = [L : K]. 

Proof. Let R = {r ELI rP E Op} and s:P = {r ELI rP E P}. It is easy 
to see that R is a ring, s:P is a prime ideal in R, and s:P n Op = P. We will 
show that R is a dvr. 

Let 1'1 be a generator of P. Since LP = K, there is an element II E L with 
IIP = 1'1. Clearly, II E s:p. We claim that every element tEL is a power of 
II times a unit in R. Once this is proved, it is almost immediate that II 
generates s:p and that R is a dvr. 

Now, tP E K so that tP = U7r S where U is a unit in Op and s E Z. Thus, 
(t/IIS)P = u which shows that t/lls E R. Since (IIS /t)P = u- 1 E Op it 
follows that IIs /t ERas well. Thus, t is a power of II times a unit as 
claimed. 

If O<.p' c L is any other dvr lying over Op, let t be one of its elements. 
Then tP E K n O<.p' = 0 p so that t E R. We have shown O<.p' ~ R. Since, 
as we shall show in a moment, dvrs are maximal sub rings of their quotient 
fields, we have R = O<.p', which establishes uniqueness. 

To prove the maximality property of dvrs, let 0 C K be a dvr with 
quotient field K and uniformizing parameter 1'1. Let 0' be a subring of K 
containing O. Suppose there is an element rEO' with r t/:- O. Then, there is 
a unit U E 0 such that r = U7r- n with n > O. Then, 1'1- 1 = U- 17rn - 1r E 0' 
and it follows that all powers of 1'1, both positive and negative, are in 0'. 
Since every element of K is equal to a unit of 0 times a power of 1'1, we 
conclude that if 0 -I- 0', then 0' = K. 

Finally, ord<.p(7r) = p so e = p. By Proposition 7.1, ef ::::: p, and it follows 
that f = 1, as asserted. 

A field F is called perfect if every algebraic extension is separable. This 
is automatic in characteristic zero. In characteristic p > 0, it is well known 
that F is perfect if and only if F = FP. We use this criterion in the next 
proposi tion. 

Proposition 7.4. Let F be a perfect field of positive characteristic p, and 
K a function field with constant field F. Then, [K : KP] = p. 

Proof. Let x be an element of K not in F. Then [K : F(x)] < 00. Consider 
F(x)P = FP(xP) = F(xP). It is clear that [F(x) : F(xP)] = p. For example, 
one shows easily that {I, x, x 2 , ... ,xp- 1 } is a field basis for F(x) over F(xP). 

Thus, the proposition follows from the equation 

[K : F(xP)] = [K : F(x)][F(x) : F(xP)] = [K : KP][KP : F(xP)], 
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if we can show [K : F(x)] = [KP : F(xP)]. To show this, let {WI, W2,.··, wm} 
be a field basis for Kover F(x). We claim that {wf.w~, ... ,w~J is a field 
basis for KP over F(xP). This is a straightforward calculation. 

Corollary. Let K be a function field of characteristic p > 0 with perfect 
constant field F. Let L be a purely inseparable extension of K of degree p. 
Then, F is the constant field of Land LP = K. 

Proof. Suppose 0; E L is a constant. By definition, it is algebraic over F. 
Since L / K is purely inseparable of degree p, o;P E K and is algebraic over 
F. This implies o;P E F. Since F = FP there is a (3 E F with O;P = (3P which 
implies 0; = (3 E F. 

Applying the proposition to L we see [L : LP] = p. However, since L/ K 
is purely inseparable, LP ~ K. It follows that [K : LP] = 1 and so K = LP. 

Proposition 7.5. Let K be a function field with a perfect constant field F. 
Let L be a finite extension of K, and M, the maximal separable extension 
of K in L. Then, the genus of M is equal to the genus of L. Also, for 
each prime I' of M there is a unique prime ~ in L lying above it. Finally, 
e(~/I') = [L : M] and f(~/I') = 1. 

Proof. The constant field E of M is perfect since it is a finite extension of 
F, which is perfect by assumption. 

Since L / M is purely inseparable, there is a tower of fields 

K ~ M = Ko C Kl C ... C Kn- 1 C Kn = L, 

where for each i ~ 1, K;/ K i - 1 is purely inseparable of degree p. By the 
corollary to Proposition 7.4, and an obvious induction, we have K i - 1 = K; 
for each 1 :=;: i :=;: n. Raising to the p-th power is thus an isomorphism from 
Ki to K i- 1 , which shows that all these fields have the same genus. This 
proves the first assertion. 

The remaining part of the Proposition is proven by induction using the 
corollary to Proposition 7.4, Lemma 7.3, and the fact that both the relative 
degree and ramification index are multiplicative in towers. 

We are now in a position to prove the theorem at which we have been 
aiming. 

Theorem 7.6. Let K be a function field with perfect constant field F. Let 
L be a finite extension of K of degree n' Suppose P is a prime of K and 
{~1' ~2, ... , ~ g} the set of primes in L lying above P. Then, 2::;=1 edi = n 
where, as usual, ei is the ramification index and fi the relative degree of 
~i over P. 

Proof. Let M be the maximal separable extension of K in L. Let Pi be 
the prime of M lying below ~i and let ei and fI be the ramification index 
and relative degree of Pi over P. By Proposition 7.5, ~i is the unique 
prime of L lying over Pi. By Proposition 7.2, the theorem is true for M/K. 
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Thus, L:f=l eU: = [M : K]. Invoking Proposition 7.5 once more we see 
e~[L : M] = ei and fI = k Substituting into the sum and noticing that 
[L : K] = [L : M][M : K] finishes the proof. 

When L j K is a finite extension of function fields, the conclusion of Theo­
rem 7.6 holds without any assumption about the constant fields (see Cheval­
ley [1] or Stichtenoth [1]). The method uses results which are specific to 
function fields, e.g., the degree of the zero divisor of a function and Rie­
mann's inequality. We have chosen a different route, which seems more 
natural, but at the expense of having to assume the constant field is per­
fect. 

Recall the notation V K and V L for the divisor groups of K and L, 
respectively. We introduce homomorphisms N L/ K and iLl K as follows: 

1. NL/K : V L -+ V K is defined by NL/K(q3) = f(q3jP)P for all primes 
q3 E SL and then extended by linearity. Here, P is the prime of K lying 
below q3, i.e., P = q3 n K . NL/K is called the norm map on divisors. 

2. iL/K : V K -+ V L is defined by iL/K(P) = L:\j3IP e(q3jP) q3 for all 
P E SK and then extended by linearity. iL/K is called the extension of 
divisors map, or, sometimes, the conorm map. 

A simple consequence of these definitions and Theorem 7.6 is that NL/KO 
iL/K is the map "multiplication by [L : K]" on V K . Thus, iL/K is one to 
one (which is obvious anyway) and the quotient group VKjNL/K(VL) is 
annihilated by [L : K] (which is perhaps not so obvious). 

It is important to determine how these maps interact with the degree 
maps. Suppose that F and E are the constant fields of K and L, respec­
tively. Recall that for a prime q3 of L, degL(q3) is the dimension of O\j3jq3 
over E. Similarly, for a prime P of K, degK (P) is the dimension of 0 P j P 
over F. These degree maps are then extended by linearity to V L and V K . 

Proposition 7.7. Let Qt E V L and A E V K . Then 

Proof. Both facts follow from the calculation 

which shows that [E: F] degL q3 = f(q3jP) degK P. 
To show the first assertion, we see it is sufficient to do it when Qt = 

q3 is a prime divisor. In that case, deg K N L/ K(q3) = deg K f(q3jP) P = 
f(q3j P) degK P = [E : F] degL q3. 

To show the second assertion, it is again sufficient to consider the case 
where A = P is a prime. Then, 
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L e(~/ P) degL ~ 
',J3IP 

1 
[E: F] L e(~/ P)f(~/ P) degK P. 

',J3IP 

The result is now immediate from Theorem 7.6. 

We also would like to investigate how these two maps behave on the 
group of principal divisors. Recall that if a E K* its divisor is defined to 
be (a)K = I:p ordp(a)P, where the sum is over all P E SK. Similarly, one 
defines the principal divisor (b)L for an element bE L*. 

Proposition 7.8. 
(i). lfa E K*, then iL/K(a)K = (a)L. 

(ii). lfb E L*, then NL/K (b)L = (NL/K(b))K. 

Proof. To prove the first assertion, one simply computes 

iL/K(a)K = iL/K L ordp(a) P = L ordp(a) L e(~/ P)~ 
p p ',J3IP 

= L e(~/ P)ordp(a) ~ = L ord',J3(a) ~ = (a)L. 
',J3 ',J3 

The proof of the second assertion is somewhat more difficult, but stan­
dard. It follows from general properties of Dedekind domains. A particularly 
elegant proof is given in Serre [2]. A more conventional treatment is given 
in Samuel and Zariski [1]. 

Corollary. The maps iL/K and NL/K induce homomorphisms on the class 
groups elK and elL (which we will designate by the same letters). 

Proof. The proposition shows iLl K maps PK -t PL and so induces a map 
from elK = VK/PK -t elL = VL/PL. Similarly for N L/ K. 

The next topic to consider is that of ramification. Let L / K be a finite 
extension of function fields, suppose ~ is a prime of L lying over a prime P 
of K. We say that ~ is unramified over P if two conditions hold: e(~ / P) = 
1 and the extension of residue class fields is separable. If either condition 
is not satisfied, we say P is ramified over ~. In a separable extension 
of function fields, only finitely many primes are ramified. This important 
result is a consequence of the theory of the different, which we will now 
sketch without complete proofs. A detailed treatment can be found in the 
above cited references, Serre [2] and Samuel and Zariski [1]. 
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We begin with considerations of some generality. Let LI K be a separable 
extension of fields, A c K a discrete valuation ring with quotient field K, 
and B the integral closure of A in L. One can show that B is a Dedekind 
domain with only finitely many prime ideals. These are the prime ideals 
which occur in the prime decomposition of P B, where P is the maximal 
ideal of A. As an A module, B is a finitely generated free module over 
A of rank equal to [L : K]. Also, the trace of any element of B lies in 
A. Let {X1,X2, ... ,xn } be an A basis for B and let "B/A be the ideal in 
A generated by det(trL/K(xiXj)). This ideal is called the discriminant of 
B I A. It is independent of the choice of a basis. Since LI K is separable, the 
discriminant is not the zero ideal. Let 

be the prime decomposition of P B and consider the AlP algebra 

BI PB ~ B/~~l EB B/~~2 EB··· EB B/~~g. 

A commutative algebra over a field k is said to be separable if it is a direct 
sum of separable field extensions of k. From general theory, B I P B is a 
separable AlP algebra if and only if det(trB/A(xiXj)) i- O. Here the bar 
refers to reduction modulo PB and we have set B = B/~B and A = A/~. 
It follows easily that every prime in B is unramified over A if and only 
if "B / A = A, in other words, B is unramified over A if and only if the 
discriminant is all of A. 

Define CB / A = {x ELI trL/K(xb) E A, Vb E B}. This set is easily seen 
to be a B submodule of L. In fact, it is the largest B submodule of L whose 
trace is contained in A. We shall show it is a fractional B ideal. Notice that 
B ~ CB / A . CB / A is called the inverse different of B over A. By definition, 

:D B / A = CEi / A ~ B is called the different of B over A. 
Since, CB / A is a B-module, to show it is a fractional ideal it suffices 

to produce a non-zero element d of L such that dCB / A ~ B. Set d = 
det(trL/K(xiXj)), the element we used in defining the discriminant. If C E 
CB / A , then 

n 

c= Lr,xi 
i=l 

ri E K. 

Multiply both sides by Xj and take the trace. We get 

n 

trL/K(cXj) = L ri trL/K(xiXj). 
i=l 

It follows from Cramer's rule that dri E A for all i, and so dCB / A ~ B 
as asserted. This argument tells us a bit more. Since CB / A ~ d- 1 B we 
must have "B/AB = dB ~ :DB/A; i.e., the discriminant is contained in the 
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different. The connection between the different and discriminant is even 
closer as we see from the following proposition. 

Proposition 7.9. i) Let A be a dvr with maximal ideal P, K its quotient 
field, L a finite separable extension, and B the integral closure of A in L. 
Then, some prime above P in B is ramified if and only if'OB/A C P. 
ii) NL/K'JJ B/ A = 'OB/A. In words, the norm of the different is the discrim­
inant. 

Proof. We have already given the proof of i) in the above discussion. For 
the proof of part ii) see Serre [2]. 

We will say that B / A is unramified if no prime of B is ramified over 
A. From the above proposition, it follows that if 'JJ B / A = B, then B / A is 
unramified. Much more is true, however. A prime \l3 of B is ramified over 
A if and only if \l3 divides 'JJ B / A. The easiest way to see this is to pass to 
completions. 

For each prime \l3 C B lying over P consider the completion L<:p of L at 
\l3. The closure of K in L<:p is isomorphic to Kp, the completion of K at 
P. We also complete A at P and B at \l3 to obtain the rings Ap S;; B<:p. It 
is not hard to show that B<:p is the integral closure of Ap in L<:p. This local 
situation has all the ingredients of the "semi-local" situation considered 
above, so in exactly the same way we can define the local discriminant and 
the local different, 'OB/A(P) S;; Ap and 'JJ B/ A(\l3) S;; B<:p. 

Lemma 7.10. We have 'OB/A(P) = 'OB/AA p and 'JJ B/A(\l3) = 'JJB/AB<:p. 
In other words, if '0 B / A = pt I then '0 B / A (P) = pt and if 0 is the exact 

power of\l3 dividing 'JJ B/A, then 'JJ B/A(\l3) = ~8. 

For the proof of this result we refer the reader to Serre [2], Chapter 3. 

Corollary 1. As in the Lemma, let 0 be the exact power of \l3 dividing 
'JJ B / A. Then 0 can be characterized as the largest integer m such that the 

trace from L'lJ to Kp of ~-m is contained in Ap. 

Proof. From the definition, if m has the property described in the corollary, 
the local inverse different is ~-m and so 'JJ B/A (\l3) = ~m. The result is 
then immediate from the lemma. 

Corollary 2. With the same notation as Corollary 1, 0 ~ e(\l3 / P) -1 with 
equality holding if and only if the characteristic of F is either zero or does 
not divide e(\l3 / P). 

Proof. (sketch) Neither e(\l3/ P) nor 0 changes after passing to the com­
pletion (for 0 this follows from the lemma). So, we can assume A and 
B are complete. Again, nothing essential changes if we replace K by the 
maximal unramified extension of K in L and A by its integral closure 
in this extension. We can thus assume \l3 is totally ramified over P. Set 
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e = e(!,pj P) = [L : K]. Let 7r E !,p be a uniformizing parameter, and 
f(x) = E~=o aixi be the monic irreducible polynomial for 7r over K. f(x) 
is an Eisenstein polynomial (see Serre [2], Chapter 3) and in particular, 
ai E P for 0 ::; i < e. Under these circumstances, {I, 7r, .•. , 7r e- 1 } is a basis 
for B over A and one can show that 1)BIA = (f'(1r)). Now, 

f'(7r) = e1re- 1 + (e - l)ae_11re-2 + ... + a1· 

Every term in the sum except possibly the first is divisible by tr e and the 
first is divisible by 7re - 1 . The first assertion of Corollary 2 follows from this. 
The first term of the sum is exactly divisible by 7r e - 1 if and only if either 
the characteristic of F is zero or does not divide e. This proves the second 
assertion. 

Let L j K be a finite extension of function fields, !,p a prime of Land P 
the prime lying below it in K. We say that !,p is tamely ramified over P if 
it is ramified and either the characteristic of the residue class field 0'+lj!,p 
is zero or does not divide e(!,pj P). The second assertion of Corollary 2 
can then be reworded to assert that for a tamely ramified prime !,p, the 
exponent to which it divides the different is e(!,pj P) - l. 

Theorem 7.11. With the above notations and hypotheses, a prime !,p of 
B is ramified over A if and only if!,p 11) B I A· 

Proof. (sketch) The definition of unramifiedness is in two parts; the ram­
ification index must be one, and the residue class field extension must be 
separable. If one ignores the second condition one can refer to the above 
Corollary 2 to Lemma 7.10 for a proof of the theorem. We proceed some­
what differently and handle both conditions at once. 

By standard properties of localization and completion, a prime !,p of B 
is ramified over P if and only if ~ is ramified over F. SO we can work in 
the local situation B'+l j Ap. The advantage here is that B'+l has only one 
prime ideal, namely, ~. Thus, using what we know about discriminants, ~ 
is ramified over F if and only ifllBIA(P) =f. Ap. By Proposition 7.9, applied 

to this situation, we see this is true if and only if 1) BI A (!,p) =f. B'+l. Finally, 
by Lemma 7.10 this last condition holds if and only if 1)BIA is divisible 
by!,p. 

We have now developed enough theory to enable us to return to function 
fields. We will define the different divisor and explore its properties. From 
now on, we suppose L j K is a finite separable extension of function fields 
with E the constant field of Land F the constant field of K. It is easy to 
see that E j F is also a finite, separable extension. For any prime P of K we 
let Rp be the integral closure of Op in L. As we have seen, the primes of 
L lying above P are in one to one correspondence with the non-zero prime 
ideals p of Rp. If P is such an ideal let 0'+l be the localization of Rp at p 
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and, of course, the maximal ideal of O<:p is I-1J = pO<:p. Note that the pair 
Rp,Op is playing the role of the pair B, A in the above considerations. 

For any prime I-1J of L, let p = Rp n I-1J and let 8(1-1J) be the exact pOWer 
of p dividing the different of Rp OVer Op. We define the different divisor 
of L j K as follows: 

DL/K = L 8(1-1J) 1-1J. 
<:PESL 

Actually, We must prove that all but finitely many 8(1-1J) are Zero before We 
can be SUre this definition makes SenSe. By our previous work, a prime I-1J 
is unramified over P if and only if 8(1-1J) = O. Once we prove the finiteness 
assertion, it will follow that only finitely many primes in L can be ramified 
OVer K. 

To prove the finiteness result, let {Xl, X2,"" xn} be a basis of Lover K. 
Let S C SK be the set of primes of K which lie below a pole of some Xi· 
Since there are only finitely many such poles, the set S is finite. For P ~ S 
We have Xi E Rp for 1 ~ i ~ n. This follows from the fact that Rp is the 
intersection of the valuation rings containing it (Rp is a Dedekind ring and 
has quotient field L). Let Op be the inverse different of Rp over Op. Let 
C E Op and write c = 2:~l aiXi with ai E K. Then, for all 1 ~ j ~ n, 

n 

trL/K(cxJ ) = LaitrL/K(XiXj). 
i=l 

Using Cramer's rule, as we have previously, we find dai E Op for 1 ~ i ~ n, 
where d = det(trL/K(xiXj)). Thus, dOp ~ Rp and so Rp ~ Op ~ d- l Rp. 
Now, ord<:p(d) = 0 for all but finitely many I-1J and, consequently, d is a unit 
in Rp for all but finitely many P E SK. This implies Cp = Rp and so 
"IJRp / Op = Rp for all but finitely many P. The fact that 8(1-1J) = 0 for all 
but finitely many I-1J is now clear. 

We summarize our discussion of the different in the following theorem. 

Theorem 7.12. Suppose LjK is a finite separable extension of function 
fields. The different DL/ K defined above is a divisor with the property that 
a prime I-1J of L is ramified over K if and only if it occurs in DL/ K with 
a non-zero coefficient. In particular, only finitely many primes of L are 
ramified over K. 

We note that separability is crucial for the last assertion of the theorem. 
If F is perfect and Lj K is purely inseparable of degree p, then Lemma 7.3 
shows that every prime of L is ramified OVer K. 

Because it is often useful, we record an important property of differents. 
The proof is not hard, but will be omitted. Suppose K ~ L ~ M is a tower 
of function fields with M j K finite and separable. Then, 
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The next topic will be the behavior of differentials in field extensions. 
Let w be a Weil differential of a function field K and suppose L is a finite 
separable extension of K. We want to associate to w a differential w* of L. 
After this is done the next task will be to relate the divisor of w* to the 
divisor of w. 

We begin by extending of the trace map from L to K to a trace map 
from the adeles of L, AL, to the adeles of K, AK. The key to this is the 
following important isomorphism 

L0K Kp ~ EeL'll . 
'll1P 

The map involved can be described quite easily. Identifying L as a subfield 
of L'll and Kp as a subfield of L'll there is an obvious K-bilinear map 
from L x Kp to L'll, namely, (f, a) --7 fa. Thus, for each !,pIP, there is a 
map from L 0K Kp --7 L'll' Now pass to the direct sum. The fact that the 
resulting homomorphism is an isomorphism is given in Serre [2], Chapter 
3. Note that L is embedded diagonally into the right-hand side. 

Both sides of the above isomorphism are K p algebras and the isomor­
phism respects this structure. If {Xl, X2, •.. , xn} is a basis for L / K, then 
{Xl 0 1, X2 0 1, ... ,Xn 0 I} is a basis for the left-hand side over Kp. On 
the other hand, choosing a basis for L'll over Kp for each !,pIP and putting 
these together gives a basis for the right-hand side. Using these bases en­
able one to prove the following result, which connects the global and local 
traces and norms. 

Proposition 7.13. Let T'll and N'll denote the trace and norm from L'll 
to Kp , respectively. Then, for X E L we have 

trL/K(X) = LT'll(x) 
'll1P 

and NL/K(X) = II N'll(x) . 
'll1P 

In words, this says that the global trace is the sum of the local traces 
and the global norm is the product of the local norms. We will be primarily 
concerned with the traces. 

We now define the trace map from AL to AK. Let a = (a'll) be an 
element of A L . We map it to the adele of K, whose P-th coordinate, ap, 
is L:'llIP T'll(a'll)' Since for all!,p, T'll: O'll --7 Op we see that for all but 

finitely many P, ap is in fact in Op. Thus, the image of our map is indeed 
in AK. We call this trace map trL/K because it extends the trace map on 
the level of fields. To see this, recall L is embedded diagonally into AL . 

If A E AL is the adele all of whose coordinates are equal to f, then, by 
Proposition 7.13, trL/K(A) is the adele of K all of whose coordinates are 
equal to trL/K(f). One also checks easily that trL/K is an F-linear map 
from AL to AK (recall that F is the constant field of K). 
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Having extended the trace map, it is now relatively easy to define the 
map from DK ---+ DL , which we need. Let w E DK. Define w* to be the 
compositum wotrL/K, which is an F-linear homomorphism from AL to F. 
From now on we assume that F is also the constant field of L, i.e., that L/ K 
is a geometric extension. We claim that w* is, in fact, a Weil differential 
of L. That it vanishes on L follows from what we have just proved; trL/K 
maps L to K and w vanishes on K by definition. It remains to prove that 
w* vanishes on AL(C) for some divisor C of L. 

Since w E DK there is a divisor G of K such that w vanishes on 

Let a = (a'tJ) E A L . Fix a prime P of K and suppose {qJl, qJ2, ... , qJg} are 
the primes of L lying above P. We need to ascertain the conditions which 
force 

9 

ord p (2: T'tJ, (a'tJJ) 2 -ordpG . 
i=l 

This will follow if for each i individually ordp(T'tJ, (a'tJ')) 2 -ordpG. Let 
7r be a uniformizing parameter at P and for simplicity set m = ordpG. The 
last condition is equivalent to the following: for each i, ordp (T'tJ, (7r7na'tJ,)) 2 
o. This will happen if 7rma'tJ, is in the local inverse different at qJi. From 
the definition of the different and Corollary 1 to Lemma 7.10 this condition 
is equivalent to 

It is easy to check from the definitions that 

2:(5(qJ) + e(qJ/P)ordpG) qJ = DL/K + iL/KG. 
'tJ 

To sum up, we have proven-

Proposition 7.14. Let L/ K be a finite, separable, geometric extension of 
function fields and w a non-zero differential of K. The w* = w 0 tr L/ K is a 
differential of L. In more detail, if w vanishes on AK (G), w* is an F -linear 
homomorphism from AL ---+ F which vanishes on L and on Ad iLl KG + 
DL / K ). 

We would like to determine the divisor of w*. Recall, by definition, this 
is the largest L-divisor B such that w* vanishes on AL (B). In light of the 
previous proposition, a good guess would be iL/K(W)K + DL/ K . This is, in 
fact, correct. 

Theorem 7.15. With the hypotheses and notation of Proposition 7.14, we 
have 
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Proof. We are going to use Proposition 6.12 of the last chapter, which 
shows how to determine the divisor of a differential using properties of its 
local components. 

We begin by recalling the definition. Let f1 E DL. For a prime qJ of L let 
i<p : £<p -* AL be the map that takes an element "Y E £<p to the adele all of 
whose components are zero except the qJ-th component which is "Y. Then 
f1<p = f1 0 i<p. 

Now, w~ = (wotrL/K)oi<p = wo(trL/Koi<p) := wo(ipoT<p) = wpoT<p. 
The third equality follows directly from the definition of the trace map on 
the adeles. In words, the local component of w* at qJ is the local component 
of w at P composed with the local trace map. 

According to Proposition 6.11, ord<p(w*) = N, where N is the integer N 
such that w~ vanishes on ~-N but not on ~-N -1. 

w~ vanishes on ~-N if and only if wp vanishes on T<p(~-N), which oc­

curs if and only ifT<p(~-N) ~ p-m, where m = ordp(w). This is equivalent 
to T<p(pm~-N) ~ Op, which in turn is true if and only if ~e('P/P)m-N ~ 
~-J(<P), by Lemma 7.10 and the definition of the different. We conclude 
that w~ vanishes on ~-N if and only if N:::; e(qJ/P)ordp(w) + o(qJ). The 
largest N with this property is clearly the right-hand side of this inequality. 
The theorem follows. 

It might be asked, what is the necessity of Proposition 7.14 since Theorem 
7.15 is a more accurate result? The answer is we had to show w* is a 
differential before we could decompose it into its local components and use 
Proposition 6.11 to determine its divisor. 

We are finally in a position to prove the Riemann-Hurwitz Theorem, one 
of the main goals of this chapter. 

Theorem 7.16. (Riemann-Hurwitz) Let L/ K be a finite, separable, geo­
metric extension of function fields. Then, 

2gL - 2 = [L : K](2gK - 2) + degL DL/ K . 

In particular, 

2gL - 2 ~ [L : K](2gK - 2) + ~)e(qJ/ P) - 1) degL qJ. 
<p 

where the sum is over all primes qJ of L, which are ramified in L/ K. 
The inequality is an equality if and only if all ramified primes are tamely 
ramified. 

Proof. Let w be a non-zero differential of K. By the remarks following 
Corollary 2 to Lemma 6.10, (W)K is in the canonical class of K. By Corollary 
3 to Theorem 5.4, every divisor in the canonical class of K has degree 
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2gK - 2. Thus, degK(w)K = 29K - 2. Similarly, degL(w*)L = 2gL - 2. 
From Theorem 7.15 we find 

2gL - 2 = degL(w*)L = degL iL/K(W)K + degL DL/ K . 

From Proposition 7.7 we see that degL iL/K(W)K = [L : K] degK(w)K = 
[L : K](2gK - 2). We have used the assumption that L has the same 
constant field as K. Substituting into the above equality yields the first 
assertion of the theorem. 

The second assertion is an immediate consequence of Corollary 2 to 
Lemma 7.10, since degL DL/K = Lq:! 8(\P) degL \p. 

The Riemann-Hurwitz theorem has a very large number of consequences. 
We will give some idea of how it is used by giving three corollaries. 

Corollary 1. Suppose LI K is a finite, separable, geometric extension of 
function fields. Then, gK :::; gL. (This need not be true for inseparable 
extensions!) 

Proof. Since the different is an effective divisor (all its coefficients are non­
negative) we see 2gL - 2 ~ [L : K](2gK - 2) ~ 2gK - 2. Thus gK :::; gL as 
asserted. 

One can prove this result in another way. It follows immediately from 
the theorem that W* is a holomorphic differential (no poles) if W is a holo­
morphic differential. One checks (using the fact that the trace map from 
AL to AK is onto when LI K is separable) that the map W -t W* is a one 
to one F-linear map from OK(O) to OdO). Since these two vector spaces 
have dimension gK and gL, respectively, it follows that gK :::; gL· 

Corollary 2. (Luroth's Theorem) Let L = F(x) be a rational function field 
over F and K a subfield properly containing F. Then, there is a u E K 
such that K = F(u). 

Proof. Since K properly contains F, it is easy to see that [L : K] < 00. 

Let M be the maximal separable extension of K contained in L. If the 
characteristic of F is zero, then M = L. If the characteristic of F is p > 0, 
then LIM is purely inseparable of degree pn for some n ~ O. It follows that 
x P" E M. On the other hand, the polar divisor of x in L is a prime (the 
prime at infinity) of degree 1 and so the polar divisor of xP'" has degree pn. 
Consequently, [L : F(xpn)] = pn by Proposition 5.1. Thus, M = F(xP"') 

and M is a rational function field. This shows that we can assume to begin 
with that L I K is separable. Since L has genus zero it follows by Corollary 
1 that gK = O. Since L has a prime of degree 1, e.g., the zero or pole of x, 
the prime lying below it in K must also have degree 1. It follows that K 
is a rational function field (see the discussion after the proof of Corollary 
5 to Theorem 5.4). 
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Corollary 3. Let LI K be a finite, separable, geometric extension of func­
tion fields. Assume gL = 1. Then, gK ::::; 1 with equality holding if and only 
if L I K is unramified. 

Proof. The inequality gK ::::; 1 follows from Corollary 1. From gL = 1 and 
the theorem we deduce, 0 = [L : K](2gK - 2) + degL DL/ K . If gK = 1 the 
degree of the different is zero and so the different is the zero divisor (recall 
that the different is an effective divisor). From Theorem 7.12 it follows 
that L I K is unramified. By the same theorem, if L I K is unramified then 
DL/K = 0 and so 2gK - 2 = 0 or, what is the same, gK = 1. 

We will conclude this chapter with a beautiful application of the Riemann­
Hurwitz theorem to the proof of the ABC theorem in function fields. Let's 
begin by recalling the ABC conjecture of Masser and Oesterle in the case 
of the rational numbers Q. Suppose A, B, G E Z and that A + B = G. 
Suppose further that the three integers A, B, and G are pairwise relatively 
prime. The conjecture states that for each E > 0 there is a constant M, 
such that if A, B, and G satisfy the given conditions, we have 

max (IAI, IBI, 101) ::::; ME ( II p)l+'. 
pjABC 

This elegant conjecture has many surprisingly powerful consequences. See 
Lang [4], Chapter IV, Section 7, for a discussion and a number of references. 
At present the conjecture is not proven and many people consider it to be 
beyond the range of the available methods. 

The ABC conjecture for Q can be easily generalized to number fields. 
We omit this formulation here. Instead we reformulate the conjecture over 
Q slightly. In this new formulation it becomes clear what the analogous 
conjecture should be in the function field case. 

Rewrite A + B = G as AIG + BIG = 1. Write u = AIG and v = BIG. 
Then u, v E Q and u + v = 1. Let's recall the definition of the height of 
a rational number r. Write r = min where m, n E Z and (m, n) = 1. 
Then the height of r, ht(r), is defined to be max (log Iml,log In!). With 
this notation we can recast the ABC conjecture as follows. Suppose E > 0 
is given. Then there is a constant m, such that whenever u, v E Q* and 
u + v = 1, we have 

max(ht(u), ht(v)) ::::; m, + (1 + E) L logp. 
pjABC 

Here, A and B represent the numerators of u and v and G their common 
denominator. 

Now, let's return to the function field case. Let K be a function field 
and F its field of constants. Suppose u, v E K* and u + v = 1. We need 
a substitute for the notion of height. Let A be the zero divisor of u and 



7. Extensions of Function Fields 93 

C its polar divisor. A good measure of the size of a divisor is its degree, 
so it is natural to define the height of u to be max( deg A, deg C). This is 
fine, but it can be stated more simply. We know (Proposition 5.1) that 
deg A = deg C = [K : F (u)]. Instead of calling this number the height of 
u, it is more conventional to call it the degree of u and use the notation 
deg u. One should be careful though, the degree of the divisor (u) is zero 
(Proposition 5.1), whereas the degree of the element u is greater than or 
equal to zero and is zero only when it is a constant. 

For those with some algebraic geometry background, the degree of an 
element has a nice geometric interpretation. The field K is the function 
field of a smooth, complete curve r defined over F. The element u can 
be thought of as a rational map from r to the projective line fiIJl / F. The 
degree of u is the degree of this mapping. If F is algebraically closed, all 
fibers have deg u elements with (possibly) finitely many exceptions. 

Before stating the next theorem, we need two more definitions. 
If D E VK is a divisor, recall that Supp(D) is defined to be the set of 

primes which occur in D with non-zero coefficient. This set is called the 
support of D. 

Secondly, suppose u E K* is not a constant. Let M be the maximal 
separable extension of F(u) inside of K. Then, the field degree, [M : F(u)], 
is called the separable degree of u and is denoted by degs u. Note that 
degs u :::; deg u with equality holding if and only if K / F( u) is separable. 

We can now state and prove(!) the ABC conjecture for function fields. 

Theorem 7.17. Let K be a function field with a perfect constant field F. 
Suppose u, v E K* and u + v = 1. Then, 

degs u = degs v :::; 2gK - 2 + 
PESupp(A+B+C) 

Here, A and B are the zero divisors of u and v in K, respectively, and C is 
their common polar divisor in K . (Note that no liE" appears in the function 
field version). 

Proof. It is convenient to set k = F(u). We first treat the case that K/k 
is separable and do the general case later. Let n = degu = [K : k]. The 
Riemann-Hurwitz theorem implies that 

2gK - 2 ~ -2n + 2)e(P/q3) - 1) degK P , (1) 

where the sum is over all primes of K and for any such prime P, q3 denotes 
the prime of k lying below P. The point is that since F is perfect a prime 
is ramified if and only if its ramification index is greater than one. If its 
ramification index is equal to one, it doesn't contribute to the sum. 

In the function field k = F ( u) we consider three primes q3o, q31, and 
q3oo, which are the zero divisors in k of u, 1 - u = v, and l/u, respectively. 
It is easy to see that A = iK/k(q3o), B = iK/k(q31), and C = iK/k(q3oo)' 
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(Thinking of u as a mapping from the curve r to JP'1, this says that A, B, 
and C are the inverse images (as divisors) of 0, 1, and 00). In the above 
sum we are only going to consider primes in the support of either A, B, 
or C. This will only strengthen the inequality. Consider the sum only over 
the primes in the support of A. We have 

PESupp(A) PESupp(A) 

By Proposition 7.7, degK(iK/k~o) [K: k] degk ~o = n. So, the above 
sum is simply n minus the sum of degK P over those P in the support 
of A. The same considerations prove the analogous result for Band C. 
So, adding the contributions from these three sums and substituting into 
Equation 1 above, we find 

PESupp(A+B+G) 

and that concludes the proof in the case where K I k is separable. 
Now suppose the characteristic p of F is positive and that Klk is insep­

arable. Let M be the maximal separable extension of kin K. Then KIM 
is purely inseparable of degree pm for some m. Working with the separable 
extension Mlk, we find 

29M - 2 2: [M : k] -- degM pi, 
P'ESupp(A' +B' +G') 

where A' = iM/k(~O), B' = iM/k(~l)' and C ' = iM/k(~(X))' By Proposition 
7.5, we see that for each prime pi of M there is one and only one prime 
p of K lying above pi and that degK P = degM P'. Since, by definition, 
[M : k] = degs u, the above inequality can be rewritten as 

degK P . 
PESupp(A+B+G) 

Invoking Proposition 7.5 once more, we see 9M = 9K. This completes the 
proof. 

To show the power of the ABC Theorem, we will give two applications. 
The first will concern solutions to the Fermat equation X N + Y N = 1 
in function fields and the second will be the statement and proof of the 
S-unit Theorem, a powerful result with many applications to diophantine 
problems. 

Proposition 7.18. Let K be a function field with a perfect constant field 
F. Consider the equation X N + Y N = 1. We assume that N is not divisible 
by the characteristic p of F. If 9K = 0 and N 2: 3, then there is no non­
constant solution to this equation in K. If 9K 2: 1 and N > 69K - 3, then 
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there is no non-constant solution to this equation in K. (By a non-constant 
solution we mean a pair (u, v) E K2 - F2 such that uN + v N = 1.) 

Proof. Suppose that (u, v) E K2 is a non-constant solution. Invoking the 
ABC theorem we find 

(2) 
PESupp(A+B+C) 

where A is the zero divisor of u, B is the zero divisor of v, and C is their 
common polar divisor. We'll return to this equation in a moment. 

Let M be the maximal separable extension of F(u) in K. By considering 
the tower of fields F(uN ) ~ F(u) ~ M ~ K, and noting that F(u)/ F(uN ) 
is separable of degree N (it's here we use the hypothesis (p, N) = 1), we 
see that degs uN = N degs u. Similarly, degs vN = N degs v. 

Next, by comparing the zero divisor of u in M to the zero divisor of 
u in K (as we have done in the proof of Theorem 7.17) we see that 
I:PESUpp(A) degK P ::; degs u. Applying the same reasoning to v yields 
I:PESUpp(B) degK P ::; degs v. Since C is the common polar divisor of u 
and v we have a similar inequality involving C. 

Putting all this together and substituting into Equation 2 yields 

N L degK P ::::: 2gK - 2 + 
PESupp(A) PESupp(A+B+C) 

with similar equations involving Band C on the left-hand side. Adding all 
three and rearranging terms gives 

(N - 3) 
PESupp(A+B+C) 

If gK = 0 and N :::: 3, the left-hand side of this inequality is non-negative 
and the right-hand side is -6. This is impossible and this contradiction 
establishes the first assertion of the Proposition. 

Assume now that gK :::: 1 and N > 6gf( - 3. Then certainly N :::: 4 so 
N - 3 is positive. Dividing both sides of the inequality by N - 3 we see that 
6gK - 6/ N - 3 must be bigger than or equal to one. If 6gK - 6 / N - 3 < 1 
we get a contradiction. Since this inequality is equivalent to N > 6gK - 3 
the proposition is proved. 

Actually, one can get a somewhat better result by a different method. 
Namely, suppose all the hypotheses of the proposition hold and that (u, v) E 
K2 is a non-constant solution. Let F( u, v) be the subfield of K generated by 
u and v over F. We will show in the next chapter that in characteristic zero 
or when (p, N) = 1 the genus of F(u, v) is equal to (N -l)(N - 2)/2. When 
the constant field is perfect the genus of a subfield is less than or equal to 
the genus of the field. Thus, if a solution exists (N - 1)(N - 2)/2 ::::: gK. 
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Put the other way around, if gK < (N - l)(N - 2)/2, there are no non­
constant solutions. Although this is quite elegant, the solution using the 
ABC Theorem is applicable in many situations where this method fails. 

By the way, the hypothesis about the constant field being perfect is 
superfluous. In the next chapter we will show that in this problem we could 
have replaced F by its algebraic closure P. Since algebraically closed fields 
are perfect the method applies and gives the result over P and a posteriori 
over F. 

The final result of the chapter involves the notion of S-units. Let K be 
a function field with constant field F and suppose S = {PI, P2 , ... , Pt } 

is a finite set of primes of K. An element u E K* is called an S-unit if 
Supp(u) ~ S, Le., only primes in S enter into the principal divisor (u). The 
S-units form a group denoted by Us. The map u ---+ (u) is a homomorphism 
from the S-units into the free abelian group of divisors supported on S. 
Every element in the kernel of this map has zero for its divisor. Thus, 
the kernel consists precisely of the constants F*. The degree of a principal 
divisor is zero. Thus the image of this map is a subgroup of the divisors 
of degree zero supported on S. The latter group is free of rank t - 1. We 
have shown that Us / F* is free of rank :S t - 1 where t is the number of 
elements in S. This tells us something about the multiplicative properties 
of S-units. The next theorem is about an additive property of S-units. 

Theorem 7.19. Let K be a function field with a perfect constant field F. 
Let S be a finite set of primes of K. Then, there are only finitely many pairs 
of separable, non-constant S -units (u, v) such that u + v = 1. (u is said to 
be separable if the field extension K / F (u) is separable). If the characteristic 
of F is zero, then every solution is separable. If characteristic of F is p > 0, 
then the most general solution to X + Y = 1 in non-constant S -units is 
(u pTn , v pTn ) where (u, v) is a separable, non-constant solution in S -units and 
mE /l,m ~ 0. 

Proof. Assume to begin with that (u, v) is a non-constant, separable solu­
tion to X + Y = 1 is S-units. By the ABC Theorem we have 

degu:S 2gK - 2 + 
PESupp(A+B+C) 

with the usual notations. Let M = EPES degK P. Then, the right-hand 
side is :S 2gK - 2 + M since the supports of A, B, and C are in S. 
Let A = E PES a(P) P with each a(P) ~ 0. Then, degu = degK A = 
EPES a(P) degK P. This shows that for each PES, 

a(P) degK P :S degK A :S 2gK - 2 + M, 

and consequently that a(P) is bounded. Since A is a divisor with support 
in a finite set of primes with bounded coefficients, A must be one of only 
finitely many divisors. Similarly for Band C. It follows that the number 
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of possibilities for the principal divisor (u) is finite and similarly for (v). 
For each of these possible principal divisors choose an S-unit Ui and Vj. We 
suppose that 1 :::; i :::; land 1 :::; j :::; k. Since any two non-zero elements 
of K have the same divisor if and only if they differ by a constant, all 
the non-constant, separable, S-unit solutions to X + Y = 1 have the form 
(aui' (3Vj) with a, (3 E F. If there are more than lk such solutions, then by 
the pidgeon hole principal we can find a given pair of indices (i, j) and two 
distinct pairs of constants (a, (3), (a', (3') such that 

Subtracting these two equations, we find that Ui is a constant times Vj. 

Substituting into the first equation shows that Ui is a constant. This is a 
contradiction, so we have shown there are only finitely many non-constant, 
separable, S-unit solutions to X + Y = 1. 

Now suppose U and v are non-constant S-units and U + v = 1. If U is not 
separable, let M be the maximal separable extension of F(u) in K. Then, 
[K : M] = pm for some positive integer m. By the corollary to Proposition 
7.4 we see that U and v = 1 - U are p-th powers. Write U = ui and v = vi 

with uI, VI E K. Note that, in fact, UI, VI E Us. Since p is the characteristic 
of K, 1 = U + v = ui + vi = 1 = (UI + VI)P which implies UI + VI = 1. 
If UI is separable, we are done. If not, repeat the process and we find two 
S-units U2 and V2 such that UI = U~, VI = v~, and U2 + V2 = 1. Note that 

2 2 

U = u~ and v = v~ . Thus, if U2 is separable we are done. If not, continue 
the process. This must end in finitely many steps since a non-constant in 
K cannot be a pm power for infinitely many m. This is easy to see. For 
example, if U is not a constant, let P be a prime which is a zero of u. If U 

is a pm power then pm divides ordp(u) which bounds m. The proof is now 
complete. 

Corollary. Suppose K is a function field over a finite field IF. Suppose N 
is greater than 3 and is relatively prime to the characteristic of IF. Then, 
X N + yN = 1 has at most finitely many non-constant separable solutions 
in K. 

Proof. Suppose (u, v) E K2 is a non-constant solution. In the course of 
proving Proposition 7.18, we proved that 

(N - 3) 
PESupp(A+B+C) 

where A is the zero divisor of u, B is the zero divisor of v, and C is their 
common polar divisor. Assuming N ;;::: 4, this shows that for any prime P 
in the support of either U or v we must have degK P :::; (69K - 6) / N - 3. 
In a function field over a finite field there are at most finitely many primes 
whose degree is below a fixed bound (in Chapter 5 we gave estimates for 
the number of such primes). Let S be the set of all primes in K whose 
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degree is less than or equal to (6gK - 6) / N - 3. Then every solution 
to X N + yN = 1 in K is an S-unit. The corollary now follows from the 
theorem. 

Notice that the assumption that a solution be separable is essential since 
if (u, v) is a solution, then (uP=, vP=) is also a solution for all m ~ 1. 

We have just given a taste of the possible applications of the ABC The­
orem in function fields. For more, see the paper by Silverman [2] and the 
book by R.C. Mason [1]. 

The restriction on the constant field in the corollary to Theorem 7.19 is 
not necessary. One could apply the classical theorem of de F'ranchis from 
algebraic geometry, which states, in part, that if K/ F is a function field 
there are only finitely many subfields M such that F eM, K is separable 
over M, and the genus of M is greater than 1. In the notation of the 
corollary, if (u,v) is a non-constant separable solution to XN + yN = 1, 
then F( u, v) is a subfield, which satisfies these three properties (its genus is 
(N -1)(N -2)/2> 1 since N > 3). Thus, we are reduced to worrying about 
how many solutions (u, v) and (u l , Vi) can exist with F( u, v) = F( u l , Vi). If 
this happens, there is an automorphism of F(u,v), which takes u to u l and 
v to Vi. A function field with genus greater than 2 has only finitely many 
automorphisms (see Iwasawa and Tamagawa [1]). It follows that there are 
only finitely many non-constant, separable solutions to X N + Y N = 1 in 
K. 

The theorem of de Franchis is not easy to prove. The paper by E. Kani 
[1] contains a proof of an effective version of the theorem. The bibliography 
of that paper gives a number of relevant references to both the classical and 
more modern treatments. 

Exercises 
1. Let K = F(x, y) be a function field where x and y satisfy an equation 

ofthe form y2 = (X -ad(X -a2)··· (X -an). We assume the ai are 
distinct elements of F. Let the divisor of x - ai in F(x) be denoted 
by Pi - Poc. For each i show that iK/F(x)Pi = 2s:jJi where s:jJi is a 
prime of K of degree 1. Use this information to compute the genus 
of K (don't forget the role of the prime at infinity). 

2. With the same notation as in Exercise 1, suppose that n ~ 5. Show 
that each prime of K which is ramified over F(x) is a Weierstrass 
point (see Exercise 10 of Chapter 5). 

3. Let l be a prime not equal to the characteristic of F and K = F(x, y) a 
function field where x and y satisfy yl = (X -al)n1 (X -a2)n2 ••• (X­
am)n=. We assume that the ai are all distinct and that for each i, 
l t ni· Compute the genus of K. 
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4. Assume that F contains a primitive N-th root of unity and that 
N is not divisible by the characteristic of F. Consider a function 
field K = F(x,y) where x and y satisfy an equation of the form 
XN + yN = 1. Compute the genus of K. 

5. Let K be a function field of genus 0 and Lj K a finite geometric 
extension. If Lj K is unramified, show that L = K. (Assuming the 
constant field is algebraically closed, this is the algebraic equivalent 
of the statement that the projective line is simply connected). 

6. Let Lj K be a finite, tamely ramified, geometric extension of the 
rational function field. Let P be a prime of K of degree 1. Suppose 
that Lj K is unramified except possibly at primes lying above P. 
Show that L = K. 

7. Let Lj K be a finite, separable, geometric extension of function fields. 
Set [L : K] = n. Suppose that deg1hlK > 4(n - 1). Show that 
gL+1>n(gK+1). 

8. With the same notation and assumptions as Exercise 7, suppose !,:p is 
a prime of L of degree 1 and that !,:p is totally ramified over K. Show 
that !,:p is a Weierstrass point. 

9. Let Lj K be a finite, separable, geometric extension of function fields 
with five or more totally ramified primes all of degree 1. Show that 
each of them is a Weierstrass point. (The results contained in Exer­
cises 7, 8, and 9 are due to J. Lewittes.) 

10. Let S be a finite set of primes of the function field K. Let a, b E K*. 
Show that the equation aX + bY = 1 has only finitely many solutions 
in S-units. 

11. Assume IF is finite and let K JIF be a function field, a, b E K*, and N ~ 
5 an integer not divisible by the characteristic of F. Show that the 
equation aXN + byN = 1 has only finitely many separable solutions 
in K. If at least one of the two elements a and b is not a constant, 
there are only finitely many solutions altogether. (Hint: Pass to the 
extension field L = K( o/£i, %).) 



8 
Constant Field Extensions 

In this chapter we investigate a very important class of extensions of func­
tion fields, namely, constant field extensions. Let K / F be a function field 
with constant field F. For every field extension E of F we want to define 
a function field K E over E and investigate its properties. We shall confine 
ourselves to the special case where E / F is algebraic, which is substantially 
easier and which will suffice for most of the applications we have in mind. 
However, the general case is both interesting and important. Expositions 
of the general case can be found in Chevalley [1] and Deuring [1]. 

Let K be an algebraic closure of K and PeR the algebraic closure of F 
in K. If E is any field intermediate between F and P, we set KE equal to 
the compositum of K and E inside K. By definition, K is finitely generated 
and of transcendence degree 1 as a field extension of F, and it is clear from 
this that K E is finitely generated and of transcendence degree 1 as a field 
extension of E. Thus, K E is a function field over E. It is called the constant 
field extension of K by E. It is not true, in general, that E is the constant 
field of K E, but as we shall see shortly, this is often the case. The genus 
of KE is always less than or equal to the genus of K. It can be shown by 
example that the genus can decrease. Once again, though, it is often the 
case that the genus remains unchanged under constant field extension. The 
magic hypothesis which tends to eliminate all "pathological" behavior is 
that F is a perfect field. We shall make that assumption throughout this 
chapter, except when explicitly stated to the contrary. For emphasis -
unless otherwise stated we shall assume for the rest of this chapter that F 
is a perfect field. As a consequence E / F will always be separable algebraic 
and thus K E / K is also separable algebraic. 
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The last topic we will consider in this chapter is the theory of constant 
field extensions when the constant fields involved are finite. This will involve 
interesting questions. Among other things we will consider how primes, the 
zeta function, and the class number behave under constant field extension. 
In a later chapter, Chapter 11, we will consider the behavior of the class 
group and the class number of constant field extensions in greater detail. 

Proposition 8.1. Assume [E : F] < 00. Then, [KE: K] = [E : F]. Any 
basis for E / F is also a basis for K E / K. 

Proof. Suppose first that E / F is a finite, Galois extension. Then, by a stan­
dard theorem in Galois theory, KE/K is also Galois and Gal(KE/K) ~ 
Gal(E/K n E). Since F is the constant field of K, En K = F. It follows 
that Gal( K E / K) and Gal( E / F) have the same number of elements, which 
implies [KE: K] = [E: F]. 

Now suppose E / F is finite and separable. Let EI be the smallest ex­
tension of E in P which is Galois over F. Then [EI : F] = [K EI : K] = 
[KEI : KE][KE : K] :::; [EI : E][E : F] = [EI : F]. The inequality in 
the middle comes about because, obviously, [KEI : KE] :::; [EI : E] and 
[KE : K] :::; [E : F]. We conclude that both inequalities are in fact equali­
ties. This proves the first assertion. 

Suppose {aI, a2, . .. ,an} is a basis for E / F. It is easy to see that this set 
also generates K E as a vector space over K. By the first part of the propo­
sition, it follows that the set is also linearly independent since otherwise 
[KE : K] < n = [E : F]. 

We will need the following lemma in several of the following proofs. 

Lemma 8.2. (a) Suppose L/K is a finite extension of fields and that K 
contains a field F which is algebraically closed in K. If (3 E L is algebraic 
over F, then tr L/ d(3) E F . (b) Suppose L / K is a finite extension of fields 
and that 0 c K is a subring of K which is integrally closed in K. If bEL 
is integral over 0, then trL/K(b) E O. 

Proof. This is fairly standard so we merely sketch the proofs. 
For part (a) one considers the minimal polynomial for (3 over K and 

shows that all its roots (in some extension field) are algebraic over F. Thus 
the sum of the roots is algebraic over F and in K, so the sum of the roots 
is in F. The trace is an integer multiple of the sum of the roots, so it is in 
F as well. 

Part (b) is similar. One shows that all the roots of the minimal polyno­
mial for (3 over K are integral over O. This implies that the sum of the 
roots is integral over O. The sum is also in K. Since 0 is integrally closed, 
the sum of the roots is in O. The trace is an integral multiple of the sum 
of the roots so it is also in O. 

Proposition 8.3. E is the exact constant field of KE. 
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Proof. We have to show that any element of K E which is algebraic over 
E is actually in E. 

Assume first that [E : F] < 00, and that {ab a2, ... , an} is a basis for 
ElF. Suppose (3 EKE is algebraic over E. By Proposition 1, we may write 
(3 = I:~=1 Xiai where the Xi E K. Multiply this relation byaj and take 
the trace of both sides. We find 

n 

trKE/K(aj(3) = LtrKE/K(ajai) Xi 1 S j S n . 
i=l 

Since (3 is algebraic over E and E is algebraic over F, it follows that (3 
is algebraic over F. By Lemma 8.2, part (a), trKE/K(aj(3) E F. Thus, by 
Cramer's rule, we find each Xi E F. (We have used det(trKE/K(aiaj)) = 
det(trE/F(aiaj)) :f. 0, which is true because ElF is separable). It follows 
that (3 = 2::~=1 Xiai E E. 

Now suppose that ElF is algebraic but not necessarily a finite extension. 
Since (3 EKE we must have (3 E K E1 for some F ~ E1 ~ E with 
[E1 : F] < 00. By enlarging E 1, if necessary, we can suppose (3 is algebraic 
over E 1. By the first part of the proof, (3 E Eb which is contained in E. 
The proof is complete. 

Our next task is to show that constant field extensions of function fields 
are unramified extensions. This will be an easy consequence of the next 
lemma. 

Lemma 8.4. Let ElF be a finite extension with {a1,a2,'" ,an} a basis 
for E over F. Let P be a prime of K and Op the corresponding valuation 
ring. Let Rp be the integral closure ofOp in KE. Then {aba2,'" ,an} 
is a free basis for Rp considered as an Op module. 

Proof. Since F C Op by definition, and each ai is algebraic over F, it 
follows that each ai is integral over 0 p. 

Suppose b E Rp. By Proposition 8.1, we can write b = 2:::1 Xiai, where 
each Xi E K. Multiply this relation byaj and take the trace of both sides. 
One finds 

n 

trKE/K(ajb) = LtrKE/K(ajai) Xi 1 S j S n. 
i=l 

The left-hand side of these equations are in Op by Lemma 8.2, part (b). 
Again invoking Cramer's rule and using the fact that the determinant of 
the coefficient matrix is a non-zero element of F we conclude that each Xi is 
in Op. Thus, {a1,a2,'" ,an} spans Rp over Op. It is linearly independent 
over Op (being a basis for KE over K) so it is a free basis for Rp over Op 
as asserted. 

Proposition 8.5. Suppose ElF is a finite extension. Then, K ElK is 
unramified at all primes. 
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Proof. Let P be a prime of K, Op its valuation ring, and Rp the integral 
closure of 0 p in K E. By Lemma 8.4, any field basis {aI, a2, ... ,an} for 
ElF is a free basis for Rp considered as an 0 p module. The discriminant 
ideal DRp/Op is generated by det(trKE/K(aiaj)), which is a non-zero ele­
ment of F. Thus, DRp/Op = Rp. It follows by Proposition 7.9 of the last 
chapter that K ElK is unramified at every prime above P. Since P was 
arbitrary, the proof is complete. 

It is possible to talk about infinite algebraic extensions being unrami­
fied. Once these definitions are given it can be shown that Proposition 8.5 
remains valid even without the restriction that ElF be a finite extension. 

Now that we know K ElK is unramified, we want to find out how the 
degree and dimension of a divisor behaves in constant field extensions. For 
notational convenience, set L = KE. Let A be a divisor of K. We want to 
compare degL iL/K(A) with degKA. This will turn out to be fairly easy. 
More difficult will be the comparison of l(iL/K(A)) with I(A). We begin 
with two lemmas. 

Lemma 8.6. Let {Xl,X2,'" ,xm } c K be linearly independent over F. 
Then, considered as a subset of K E, it remains linearly independent 
over E. 

Proof. Suppose L:Z:l PiXi = 0 with each Pi E E. Assuming ElF is a finite 
extension, let {al,a2,'" ,an} be a basis for ElF. Then, Pi = L:?=1 Cjiaj 
with Cji E F. Substituting and interchanging the order of summation yields 

Using Proposition 8.1, once again, we find L:Z:l CjiXi = 0 for each j with 
1 :::; j :::; n. Since the Xi'S are linearly independent over F by assumption, 
it follows that all the Cji are 0 which implies that all the Pi = O. 

If ElF is not finite, suppose L:Z:l PiXi = 0 with each Pi E E. Let 
El be the field obtained from F by adjoining the elements of the set 
{PI, P2,' .. ,Pm}. El is a finite extension of F. Write Ll = K E 1 . Working 
in this field, and using the first part of the proof, we conclude that all the 
Pi = O. 

Lemma 8.7. Let LIK be a finite extension of function fields and P a 
prime of K. Suppose that {s,pl, s,p2,'" ,s,pg}, the primes above P in L, 
are all unmmified over P. Let n E Z be a given integer. Finally, suppose 
ord 1,)3 , (b) 2 -n for all i with 1 :::; i:::; g. Then ordp(trL/K(b)) 2 -no 

Proof. Let 7r E K be a uniformizing parameter at P. Then, since each s,p, 
is unramified over P we have 1 = ordp (7r) = ordl,)3, (7r) for 1 ::; i :::; n. 
The inequalities ordl,)3,(b) 2 -n are equivalent to ordl,)3,(7rn b) 2 o. It 
follows that 7rn b is in the intersection of the valuation rings 01,)3, where 
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1 ::; i ::; n. This intersection is precisely Rp, the integral closure of 0 p 
in L. Thus, 7rn b is integral over Op and by Lemma 8.2, part (b), we have 
trL/K(7rnb) E Op. It follows that ordp (7rn trL/K(b)) ~ 0 and this is equiv­
alent to ordp(trL/K(b)) ~ -n as asserted. 

We are now in a position to answer the questions raised earlier. 

Proposition 8.8. Let E j F be a finite algebraic extension, K a function 
field with constant field F, and L = K E. Let A be a divisor of K. Then, 

(a) degL iL/K(A) = degK A . 

(b) l(iL/K(A)) = I(A) . 

Proof. By Proposition 8.3, E is the exact constant field of L = KE. By 
Proposition 8.1, [L: K] = [E : F]. Part (a) now follows immediately from 
Proposition 7.7. 

To prove part (b), we recall that l(iL/K(A)) is the dimension over E of the 
vector space L(iL/K(A)) = {v ELI (V)L + iL/K(A) ~ a}. By Proposition 
7.8, iL/K(X)K = (X)L and it follows immediately that L(A) ~ L(iL/K(A)). 
Let {Xl,X2.··· ,Xd} be a basis for L(A). This set is linearly independent 
over F, so by Lemma 8.6, it is linearly independent over E. Consequently, 

I(A) ::; l(iL/K(A)) . 

The reverse inequality will follow if we can show that {Xl, X2, ... ,Xd} gen­
erates L(iL/K(A)) over E, and this is what we will prove. 

Let z E L( iLl K(A)) and let, as usual by now, {aI, a2, .. , ,an} be a basis 
for E over F. By Proposition 8.1, we can write z = I:~=l Yiai where Yi E K 
for 1 ::; i ::; n. Multiply both sides by aj and take traces to arrive at 

n 

trL/K(ajz) = :L::>rL/K(ajai) Yi 1::; j ::; n . 
i=l 

Suppose we can show that the trace of any element in L(iL/K(A)) is in 
L(A). Then the left-hand side of these equations are in L(A) and by 
Cramer's rule, each Yi E L(A). It follows that each Yi is in the F-linear 
span of {Xl, X2,'" ,Xd} and so z is in the E-linear span of {Xl, X2,'" ,Xd}. 

It remains to prove that v E L(iL/K(A)) implies trL/K(v) E L(A). The 
main tool in doing this will be Lemma 8.7. We begin by recalling that 
v E L( iLl K(A)) if and only if for every prime \p of L the following inequality 
holds: 

ords;p(v) ~ -ords;p(iL/K(A)) . 

Let P be the prime of K lying below \p. Since Lj K is unramified by 
Proposition 8.5, we have ords;p(iL/K(A)) = ordp(A). The condition for v 
to belong to L(iL/K(A)) can be rephrased as follows. For all primes P of 
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K let {q:tl, q:t2,··· , q:tg} be the set of primes of L lying above P. Then, for 
each i with 1 ::; i ::; g we have 

ord'.]3, (v) 2:: -ordp(A) . 

By Lemma 8.7, this implies that ordp(trL/K(v)) 2:: -ordp(A) for all primes 
P of K. These are exactly the conditions for trL/K(v) to belong to L(A), 
so the proof is complete. 

Proposition 8.8 provides us with all the background we need to determine 
how the genus behaves in constant field extensions. 

Proposition 8.9. Let E / F be a finite extension and L = K E. Then the 
genus of L, considered as a function field over E, is equal to the genus of 
K. (Once more we emphasize that, by hypothesis, F is perfect). 

Proof. Let g be the genus of K and g' the genus of L. Choose a divisor 
A of K such that degK(A) 2:: max(2g - 1, 2g' - 1), e.g., A = nP, where P 
is a prime divisor and n is a sufficiently large positive integer. By Propo­
sition 8.8, part (a), we have degdiL/K(A)) = degK(A). By Corollary 4 to 
Theorem 5.4 we have 

l(A) = degK(A) - g + 1 and l(iL/K(A)) = degL(iL/K(A)) - g' + 1 . 

By Proposition 8.8, part (b), we have l(iL/K(A)) = l(A). It follows that 
-g + 1 = _g' + 1 and so g = g'. 

In the last proposition we could have assumed that E / F is algebraic, but 
not necessarily finite. The conclusion makes sense and is correct. To prove 
this in complete generality necessitates a discussion of extension of divisors 
in infinite, algebraic constant field extensions. We will sketch how this goes 
after we investigate the way in which primes split in finite constant field 
extensions. 

Proposition 8.10. Let E / F be a finite extension and L = K E. Let q:t be 
a prime of Land P the prime lying below it in K. Define E'.]3 = 0'.]3/q:t 
and Fp = Op/P. Then, E'.]3 is the compositum of Fp and E. 

Proof. Let w E E'.]3 and let w be an element of 0'.]3 representing w. Let's 
consider {q:tl = q:t, q:t2,··· ,q:tg} , the primes in L lying over P. By the 
weak approximation theorem, we may find an element w' E L such that 
w' == w (mod q:t) and w' == 0 (mod q:ti) for 2 ::; i ::; g. Then w' E Rp, the 
integral closure of 0 p in L. By Lemma 8.4, any basis {al' a2, ... ,an} of 
E/F is automatically a free basis of Rp considered as a module over Op. 
Thus, 

n 

w' = E Xi ai with Xi E 0 p . 

i=l 
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Now reduce both sides modulo IfJ and we see that w is in the compositum 
of Fp and E. 

By a small variation of this proof, we can give a very explicit way of 
understanding how primes split in a constant field extension. 

Proposition 8.11. With the notation of the previous proposition, suppose 
Fp = F[O] and that h(T) E F[T] is the irreducible polynomial for () over 
F. Let 

h(T) = h1(T)h2(T).·· hg(T) 

be the prime decomposition of h(T) in E[T]. There are exactly g primes 
{qJ1, qJ2,'" ,qJg} of L lying above P. The numbering can be chosen in 
such a way that for 1 ::; i ::; g we have degL qJi = deg hi (T) . Moreover, 

9 

degK P = L degL lfJi . 
i=l 

Proof. Lemma 8.4 can be restated to say that Rp ~ Op Q9p E. Reducing 
both sides modulo P yields, RpjPRp ~ Fp Q9p E. By hypothesis, Fp = 
F[O] ~ F[T]j(h(T)). Thus, 

9 

RpjPRp ~ Fp Q9p E ~ E[T]j(h(T)) ~ EBE[T]j(hi(T)) . 
1=1 

The right-hand side is a direct sum of fields. Let Mi be the maximal ideal 
which is the kernel of projection on the i-th factor. Let Pi be the maximal 
ideal of Rp which goes to Mi under Rp -+ Rp j P Rp followed by the above 
sequence of isomorphisms. Set lfJi equal to the maximal ideal of the ring 
"Rp localized at Pi," i.e., the ring 0'll,' A simple check shows that the set 
of primes of L given by {1fJ1, 1fJ2,'" ,lfJg } has all the properties asserted, 
except perhaps the last one about the sum of the degrees. To prove this, 
simply notice that 2:::;=1 degL lfJi = 2:::;=1 deg hi(T) = deg h(T) = degK P. 

Corollary. Suppose Fp ~ F[T]j(h(T)) and that E is an extension of F of 
degree n in which h(T) decomposes as a product of linear factors. Then in 
K E the prime P splits into n primes of degree 1 

Proof. Clear. 

The proof of the above proposition was most easily accomplished by 
choosing a primitive element (which exists since Fpj F is separable) for the 
field extension FpjF. However, the situation can be described in a more 
canonical way without having to make any choices. Consider the algebra 
Fp Q9p E over F. The proof shows this algebra is a direct sum of fields, L i , 

say, each of which is a field extension of E. 
9 

Fp Q9p E ~ EB Li . 
,=1 
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Then there is a one-to-one correspondence between primes SfJi' lying above 
P in K E and the fields Li with the property that the residue class field of 
SfJi is isomorphic to the field L i . 

We have been assuming that the constant field extension E / F is finite, 
but this is not necessary. Let E / F be an algebraic, but possibly infinite, 
extension of fields. Using properties of tensor product and Lemma 8.4, 
one can prove that the integral closure Rp of Op in KE is isomorphic to 
Op &,;F E, the map being w &,; C\' ---+ C\'W E Rp. The statement and proof of 
Proposition 8.11 can now be repeated without change. 

As a special case, let E = F, an algebraic closure of F. Every polynomial 
in F[T] splits into a product of linear factors in F[T]. Consequently, every 
prime P of K splits into degK P primes of degree 1 in K F. This will be 
very useful later when we discuss how to use results about the geometry of 
algebraic curves to give us information about the arithmetic of algebraic 
function fields. 

As an illustration of the material developed in this chapter we will now 
discuss the particular case when the constant field F = IF, a finite field 
with q elements. Let IF be an algebraic closure of IF and lFn the unique 
intermediate extension such that [lFn : IF] = n. Set Kn = KlFn . 

We recall some definitions from Chapter 5. We set am(K) equal to the 
number of primes of degree m, bm(K) equal to the number of effective 
divisors of degree m, and h(K) equal to the number of divisor classes of 
degree zero, i.e., the class number of K. The latter number was denoted hK 
in Chapter 5. These numbers are all finite. We would like to compare them 
with the numbers am(Kn), bm(Kn), and h(Kn). We also want to compare 
the zeta function of Kn with that of K. Of course, all these questions are 
interrelated. There are connections between this material and Iwasawa's 
theory of cyclotomic number fields. We will discuss these connections in 
more detail in Chapter 11. 

The first thing to do is to make precise the way in which primes of K 
split in Kn. Let P be a prime of K and SfJ a prime lying above it in Kn. By 
Proposition 8.10, the residue class field of SfJ, is the compositum of Op/P 
and lFn inside O<:j3/SfJ. To compute the compositum and its dimension over 
IF we can invoke the following simple lemma. 

Lemma 8.12. The compositum oflFn and lFm is IF[n,mj where [n, m] is the 
least common multiple of nand m. 

Proof. Let lFh be the compositum of lFn and lFm inside IF. Since lFn,lFm ~ 
lFh, we have n, m I h, which implies [n, m] I h. Thus, IF[n,mj ~ lFh. On the 
other hand, since n, m I [n, m], we have lFn , lFm ~ IF[n,mj, and so lFh ~ IF[n,mj' 

Proposition 8.13. Let P be a prime of K. Then P splits into (n, degK P) 
primes in Kn. Let SfJ be a prime of Kn lying over P. Then 

and 
n 

f(SfJ/ P) = (d P) n, egK 
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Proof. By definition, the dimension of Op / P over If is degK P. Thus, 
by the above lemma, the compositum of Op/P and Ifn inside 0'll/~ has 
dimension [n, degK P] over If. By Proposition 8.10, this compositum is equal 
to 0'll/~' and so 

de ~ = [0 /~: If ] = [n,degKP] = degKP 
gKn 'll n n (n, degk P) 

The last equality follows from elementary number theory - for any two 
non-zero integers nand m, nm = (n, m)[n, m]. 

The relative degree f(~/ P) is the dimension of 0'll/~ over Op/ P, which 
in this case is [n, degK P]/ degK P = n/(n, degK P). 

Finally, we recall that Kn/ K is unramified. Since each prime ~ over P 
has relative degree n/(n, degK P) and [Kn : K] = n we see the number of 
primes above P is (n, degK P) by Theorem 7.6. 

Corollary. A prime P of K splits into degK P primes of degree 1 in Kn 
if and only if degK P divides n. 

Proof. This is immediate from the proposition. 

Proposition 8.13 is the key to comparing the zeta function of K with 
that of Kn. The only other piece of information needed is provided by the 
following elementary lemma. 

Lemma 8.14. Let (n E C be a primitive n-th root of unity and m a positive 
integer. Then 

n-l 

II (1- (~mum) = (1 - u[n,m]/n,m) 
i=O 

Proof. First consider the case where m = 1. The result in this case follows 
from the identity Tn - 1 = rr~=l (T - (~) by making the substitution 
T = u- 1 and simplifying. 

In the general case, let m' = m/(n, m) and n' = n/(n, m). It is easy to 
see that (;;:' is a primitive n' root of unity. Call it (n" Every i in the range 
o ~ i < n can be uniquely represented in the form i = kn' + r, where 
o ~ k < (n, m) and 0 ~ r < n'. Thus, 

n (n,m)-l n'-l 

II (1 - (~mum) = II II (1 - (~,um) = (1 - umn')(n,m) . 
i=l h=O r=O 

Finally, mn' = mn/(n,m) = [n,m]. 

Theorem 8.15. Let u = q-' and (K(S) = ZK(U). Then, 

n-l 

(Kn(S) = ZKn(Un ) = II ZK((~U) . 
i=O 
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Proof. Since the constant field of Kn is lFn which has qn elements, we 
have (Kn(S) = ZKn(U'), where u' = (qn)-s = q-ns = un. Thus, (Kn(S) = 
ZKn (un), which proves the first equality in the statement of the theorem. 

Setting dp = (n,degKP) for each P E SK, we have 

(Kn (s) = IT (1 - N~-s)-l = IT (1- N p-si'p)-dp , 

'tl p 

where ~ ranges over SKn and P ranges over SK. We have used Proposition 
8.13 and the fact that N~ = N pf('tl/ P). Since N P = qdegK P, by definition, 
the last product can be rewritten as 

n-l IT (1 - undegKP/dp)-dp = IT IT (1 - (~degK P udegK P)-l . 

P P i=O 

Here we have used Lemma 8.14 with m = degK P. Recall that ZK(U) = 
I1p(l - u degK P)-l Now, interchanging the order of the products on the 
right-hand side of the above identity completes the proof. 

By the proof of Theorem 5.9, ZK(U) = LK(u)/(l - u)(l - qu) where 
LK(u) is a polynomial of degree equal to twice the genus g of K.By 
Proposition 8.9, Kn has the same genus as K. Let u' = un, as above, and 
we have 

Z (u') _ LKn(U') 
Kn - (1 - u')(l - qnu') 

Proposition 8.16. Let LK(U) = I1~~1(1 - -rrju) be the factorization of 
LK(U) in Cluj. Then, 

2g 

LKn (u') = IT (1 - -rrju') . 
j=l 

Proof. Using the definitions and Theorem 8.15, we find 

For any complex number -rr we have the identity I1::-o1(1-(~-rru) = 1--rrnun. 
Thus, 

LKn(Un) _ I1~~l(l--rrjun) 
(1 - un)(l - qnun) - (1 - un)(l - qnun) 

The proposition follows upon canceling the denominators. 

Corollary. h(Kn) = I1:!l(l--rri). 
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Proof. Applying Theorem 5.9 with K replaced by Kn we find LKn(l) = 
h(Kn). The result follows upon substituting u' = 1 in the proposition. 

By the Riemann Hypothesis, l1ril = V?i for 1 ::; i ::; 2g. Using this and 
the corollary we get the following lower bound for h(Kn ): 

This shows that h(Kn) grows rapidly with n. A more precise investigation 
of how h(Kn) varies with n is possible. The results one obtains lead the way, 
by analogy, to Iwasawa theory in algebraic number fields (see Iwasawa [3]). 
As stated earlier, we will discuss these matters in greater detail in Chap­
ter II. 

The next proposition gives some insight into how the numbers bm(Kn) 
grow with n. 

Proposition 8.17. bm(Kn) = h(Kn) qn~~~:_l , provided m > 2g - 2. 

Proof. We proved earlier (see the remarks following Lemma 5.8) that if 
m > 2g - 2, where 9 is the genus of K, that 

m-g+l 1 
bm(K) = h(K) q 1-' 

q-

In this equality, replace K by Kn and q by qn (since the constant field of 
Kn has qn elements). The resulting equation is valid because the genus of 
Kn is the same as the genus of K (Proposition 8.9). 

In Chapter 5 we provided three different description of ZK(U), namely, 

By definition, Nm(K) = 2:dlm dad(K) and we showed in Chapter 5 that 

Nm(K) = qm + 1 - 2:;!l 1ri. Although these numbers are clearly very 
important we did not give an interpretation of them. We can do so now. 

Proposition 8.18. Nm(K) is equal to the number of prime divisors of 
Km of degree l. 

Proof. It is interesting to note that Nl (K) = al (K), so the result is 
certainly true when m = l. 

To prove the general case, we invoke Proposition 8.16. 
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Compute ZKrn (O)/ZKm(O) in two different ways using these expressions. 
We find 

2g 

qm + 1- L7rj = b1(Km) . 
j=l 

The left-hand side is just Nm(K) and the right-hand side is the number 
of effective divisors of degree 1 in K m , which is the same as the number of 
prime divisors of Km of degree 1. 

We have proved Nm(K) = b1(Km) = al(Km) = N1(Km). Assuming 
some algebraic geometry we can reword the result as follows. Let X be an 
absolutely irreducible, non-singular curve defined over a finite field F with 
q elements. For each m 2': 1 let N:r,(X) be the number ofrational points on 
X over Fm, i.e., N:n(X) = #X(Fm). It can be shown that N:n(X) is equal 
to the number of prime divisors of degree 1 belonging to the function field 
Fm(X) of X over Fm. This means that N:n(X) = Nm(K) by the above 
proposition, where K = F(X). Thus, the zeta function of the function field 
of X, K = F(X), is equal to exp(L::=l N:n(X)/m urn). This approach 
enables one, in a fairly obvious manner, to define the zeta function of 
a variety X of any dimension over a finite field by using the numbers 
#X(Fm). A beautiful exposition of the general theory is given in Serre [1]. 

Consider the identity Nm(K) = N1(Km). Let's apply this to the field 
Kn rather than K. It is easy to see that (Kn)m = Knm and it follows that 

This identity allows us to derive an interesting expression for the number 
of primes of degree m in the field Kn, i.e., am(Kn). 

Proposition 8.19. am(Kn) = m- 1 L:dlm J-l(d)al(Knm/d) . 

Proof. From the definition, Nm(Kn) = L:dlm dad(Kn). Using Mobius in­
version, we see that mam(Kn) = L:dlm J-l(d)Nm/d(Kn). From the relation 
Nm/d(Kn) = Nl (Knm/d) = al (Knm/d) the result follows. 

There is much more to be said about the fascinating sequences of numbers 
we have introduced, but it is time to break off this development for now 
and to pass on to other matters. 

Exercises 
1. Let K = F(x, y) be the function field associated to the curve y2 = 

f(X), where f(X) is a square-free polynomial of degree n. Assume 
that char(F) -=F- 2. Compute the genus. (Hint: Reduce to the case 
where f(X) is a product of linear factors and apply Exercise 1 of 
Chapter 7). 
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2. Generalize Exercise 1 to the case where I is a prime, f(X) is l-th 
power-free, If char(F), and the curve is yl = f(X). 

3. Consider the curve XN + yN = 1 and the associated function field 
F(x, y). Assume char(F) tN. Compute the genus of K. 

4. Let Fa be a field of characteristic p > 0 and set F = Fo(T), the ra­
tional function field over Fa. Consider the function field K = F(x, y) 
over F, where x and y satisfy the equation y2 = XP - T. Prove that 
the genus of K is (p - 1)/2 (use the Riemann-Hurwitz theorem ar­
guing via the extension KIF (x) ). Now, extend the constant field to 
F' = F( iff). Show that K' = F'(x, y) has genus O. This does not 
contradict Proposition 8.9 since the extension F' 1 F is purely insep­
arable. 

5. Let ElF be a finite Galois extension with group G. Identify G with 
the Galois group of K ElK. Let B be a divisor of K E which is in­
variant under G, i.e., aB = B for all (J E G. Show that L(B) has a 
basis consisting of elements of K. (Hint: Use Propostion 9.2 of the 
next Chapter to show that B = iKE / K B for some divisor B of K. 
Then invoke the proof of Proposition 8.8). 

6. Let K IJF be a function field over a finite field and let L K ( u) = 
IT;!l (1 - 71'iU) be the numerator of the zeta function of K. Assume 
that there is a positive constant C such that for all r 2: 1 we have 
INr(K) - qr -11 ::; Cq~. Prove that 17I'il = yIq for all i. (Hint: Expand 
L~(u)ILK(U) in a power series about u = 0 and consider the radius 
of convergence). 

7. Let KIJF be a function field of genus lover a finite field. Show that 
N 1(K) determines all the other numbers Nr(K). 

8. Generalize the last exercise as follows. Let K IJF be a function field 
of genus g 2: lover a finite field. Show that the numbers Nl(K), 
N2(K), .. . , Ng(K) determine all the other numbers Nr(K). 
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Galois Extensions -
Heeke and Artin L-Series 

In Chapters 7 and 8 we discussed finite extensions L/ K of algebraic func­
tion fields. We propose to continue that discussion here under the special 
assumption that the extension L/ K is Galois. To simplify the discussion 
we continue to assume that the constant field F of K is perfect. 

After proving a number of basic results in the general case, i.e., F being 
perfect but otherwise arbitrary, we specialize to the case where F = IF, 
a finite field with q elements. Then, for every prime s,p of L unramified 
over K we associate an automorphism (s,p, L/ K) in G = Gal(L/ K) called 
the Probenius automorphism of \fl. This is one of the most fundamental 
notions in the number theory of local and global fields. It will be seen 
that if P is a prime of K, unramified in L, the set of automorphisms 
(P, L/ K) =: {(\fl, L/ K) I \fl above P} fill out a conjugacy class in G. 
Suppose C eGis a conjugacy class. One can ask how big is the set of 
primes PES K such that (P, L / K) = C? The answer to this question is 
given by the Tchebotarev density theorem. We will discuss two forms of this 
important result, one involving Dirichlet density and the other involving 
natural density. The key tool will be Artin L-series and their properties. 

Let X be a complex character of the group G = Gal(L/ K). E. Artin 
showed how to associate an L-function, L(8, X), with such a character (see 
Artin [2]). It is defined and analytic in the half plane {8 Eel ~(s) > I}. 
Artin was able to show that L(8, X) can be analytically continued to a 
neighborhood of s = 1 and that if X is irreducible and X i:- Xo, the trivial 
character, then L(l,X) i:- O. It is this property which will enable us to 
prove the version of the Tchebotarev density theorem formulated in terms 
of Dirichlet density. 
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Artin conjectured that his L-series can be meromorphically continued to 
the entire plane and that if X is non-trivial and irreducible then L( s, X) can, 
in fact, be continued to an entire function on the whole plane. R. Brauer 
was able to prove the first part of this by means of a deep theorem about 
group characters. His proof works in both number fields and function fields. 
The second part of Artin's conjecture is still an open question in number 
fields. It is one of the most important open questions in that area. In the 
function field case, the matter was resolved by A. Weil [1] in the same 
small book in which he first proved the Riemann hypothesis for curves over 
a finite field. He showed, subject to a small technical restriction (which 
we will discuss), that if X is non-trivial and irreducible, then L(s, X) is a 
polynomial in q-s. On the basis of this result we will give a proof of the 
version of the Tchebotarev density theorem formulated in terms of natural 
density. 

The reader will not fail to notice that the above discussion has the same 
flavor as the material in Chapter 4 where we discussed Dirichlet L-series 
and the Dirichlet theorem about primes in an arithmetic progression. How­
ever, in that chapter there was no discussion of Galois groups and charac­
ters on them. We considered the groups (A/mA)* and to a character on 
such a group we associated an L-series. Is there any connection between 
the two types of L-series? The answer is yes, but the explanation is ex­
tremely subtle and difficult. It is by trying to answer this question in the 
most general context that Artin was led to the famous Artin reciprocity 
law, perhaps the deepest and most far-reaching theorem in all of algebraic 
number theory. We will attempt a general discussion of these matters, but 
mainly without proofs. We will investigate what happens when Gal(L/ K) 
is an abelian group. This will lead to a rough statement of Artin's reci­
procity law. When G(L/ K) is abelian and L/ K is unramified we will give 
a proof of Weil's result using Artin's reciprocity law. In general, we will de­
fine Heeke L-functions for characters of finite order (Dirichlet L-series are 
a special case of these) and state some of their properties without proof. 
Artin reciprocity allows one to show that for one-dimensional characters 
Artin L-series L(s, X) "are" Heeke L-series and, in the abelian case, Artin's 
conjecture about his L-series being entire will follow from this. 

It is time to begin! 

We assume L/ K is a finite, Galois extension of function fields and denote 
the Galois group by G = Gal(L/ K). As usual, let F be the constant field 
of K and E the constant field of L. 

Proposition 9.1. The field extension E/F is Galois and the map G -+ 
Gal(E / F) obtained by restriction of automorphisms to E is onto. Let N ~ 
G be the kernel of this map. Then the fixed field of N is KE, the maximal 
constant field extension of K contained in L. 
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Proof. If 0" E G and 0: E E, then the fact that 0: is a root of a polynomial 
with coefficients in F shows that 0"0: must be a root of the same polynomial 
since 0" fixes F. Thus, 0"0: is algebraic over F, which implies 0"0: E E. This 
shows that the restriction map takes G to the group of automorphisms of 
E which leave F fixed, namely, Aut(E/F). Let G' be the image of this map. 
Then, the fixed field of G' is E n K = F. This proves E / F is Galois and 
that G' is its Galois group. 

It is clear that N leaves K E fixed, so to prove K E is the fixed field of N 
it suffices to show INI = [L : KE]. Since G/N ~ G' we see IGI = INIIG'I 
which by Galois theory is the same as [L : K] = INI[E : F]. By Proposition 
8.1, [E : F] = [KE : K] and it follows that INI = [L : KE] as required. 

Let \P be a prime of L lying over a prime P of K. Recall that \P is the 
maximal ideal of a discrete valuation ring O<,p which contains the constant 
field E and whose quotient field is L. Let 0" E G. Then 0"0<,p is a dvr with 
the same properties and its maximal ideal is O"\p. Thus, O"\p is another prime 
of L and it is easy to verify that it also lies above P. The group G acts as 
a group of permutations on the set of primes above P. 

Proposition 9.2. Let {\PI, \P2,'" ,\pg} be the set of primes of L lying 
above P. The Galois group G acts transitively on this set. 

Proof. For each i with 1 :::; i :::; g we need to show there is a 0" E G such 
that O"\PI = \Pi. 

Consider the set {O"\PI I 0" E G}. Suppose some \Pi is not in this set, \Pg 
say. We will derive a contradiction. 

By the weak approximation theorem we can find an element x E L such 
that x == 0 (mod \pg ) and x == 1 (mod \Pi) for i =J g. Since these conditions 
imply x E O<,p, for all 1 :::; i :::; g, we have x E Rp the integral closure of Op 
in L. It follows that O"X E Rp for all 0" E G and I1aEG O"X E Rp n K = Op. 
Since x E \Pg n Rp, we have, I1aEG O"X E \pg n Rp n Op = P C \Pl, Since 
\PI is a prime ideal, there is arE G such that rx E \PI and so x E r-I\pI, 
which contradicts x == 1 (mod r-I\pI)' 

Proposition 9.3. We continue to use the notation introduced above, except 
that we now denote the number of primes in L lying above P by g(P). We 
have f(\Pi/P) = f(\Pj/P) and e(\Pi/P) = e(\pj/P) for all 1 :::; i,j :::; g. 
If we denote by f(P) the common relative degree and by e(P) the common 
ramification index, then e(P)f(P)g(P) = n = [L: K]. In particular, e(P), 
f(P), and g(P) divide n. 

Proof. For a given pair i and j there is an automorphism 0" E G such that 
O"\Pi = \Pj. Map O<,p'/\Pi -t O<,p)\Pj by w -t O"w. It is straightforward to 
check that this map is well defined and gives a field isomorphism which 
leaves Op/P fixed. It follows immediately that f(\Pi/P) = f(\Pj/P) as 
asserted. 
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Similarly, if P0'1J, = ~i, applying a to both sides yields P0'1JJ = ~j. 
Thus, e(~dP) = e(~jIP). 

By Theorem 7.6, L;~~) e(~d P)f(~il P) = n, so the last two assertions 
follows from this and the first part of the proof. 

Let ~ be a prime of L lying over a prime P of K. We now define two 
important subgroups of G = Gal(LI K): 

Z(~/P) 

I(~/P) 

{a E G I a~ =~} and 

{rEGlrw=w (mod~),VWEO'1J} 

The first is called the decomposition group of ~ over P and the second is 
called the inertia group of ~ over P. 

Lemma 9.4. The order of Z(~/P) is e(~/P)f(~/P). 

Proof. By Proposition 9.2, the group G acts transitively on the set of 
primes of L lying above P. The group Z(~/P) is the isotropy group for 
this action. From this it follows that [G : Z(~I P)] = g(P), the number of 
primes in Labove P. By Proposition 9.3, we have e(~/P)f(~/P)g(P) = 
[L : K] = #G. Thus, #Z(~I P) = e(P)f(P). 

Let M S;; L be the fixed field of Z(~I P) and p the prime in M lying 
below ~. M is sometimes called the decomposition field of~. 

Lemma 9.5. With the above notation, ~ is the only prime in L lying above 
p. Moreover, e(pi P) = f(pl P) = 1 and [M : K] = g(P). 

Proof. The first assertion follows by applying Proposition 9.2 to the Ga­
lois extension LIM and using the definition of the decomposition group. 
By Lemma 9.4, #Z(~/p) = e(~/p)f(~/p). On the other hand, Z(~/p) = 
Z(~/P) and the order of this group is e(~/P)f(~/P). The fact that 
e(pIP) = f(pIP) = 1 follows from this since e(~/P) = e(~/p)e(pIP) 
and f(~/P) = f(~/p)f(pIP). Finally, the index relation [L : K] = 
[L : M][M : K], together with [L : K] = #G and [L : M] = #Z(~I P), 
implies the last assertion that [M : K] = g(P). 

Let's reintroduce the notation E'1J for the residue class field of 0'1J and 
F p for the residue class field of ° p. 

Theorem 9.6. Suppose LIK is a Galois extension with G = Gal(LIK) 
and that ~ is a prime of L lying over a prime P of K. Then the exten­
sion E'1J I Fp is also a Galois extension. There is a natural homomorphism 
from Z(~I P) onto Gal(E<pI Fp) and the kernel of this homomorphism is 
I(~I P). The inertia group is a normal subgroup of the decomposition group 
and #I(~/P) = e(~/P). 
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Proof. Since Fp is perfect, there is an element 0 E 0'.j3 such that E'.j3 = 
Fp(O) where 0 is the residue class of 0 modulo q3. By using the weak 
approximation theorem, if necessary, we can assume that 0 is integral over 
Op. As above, let M be the fixed field of Z(q3/ P) and f(X) E M[X] 
the minimal polynomial for 0 over M. Since 0 is an integral element, the 
coefficients of f (X) are in 0" = 0'.j3 n M. Since L / M is a Galois extension, 
f(X) splits into linear factors in L, i.e., f(X) = n:':L(X -Oi) where 0 = 01. 
Reducing modulo q3 , we have J(X) = n7:1 (X - Oi). The coefficients of 
J(X) are in the residue class field of 0", which is the same as Fp since 
f('p/P) = 1 by Lemma 9.5. This shows that E'.j3 = Fp(O) is the splitting 
field of J(X) and so E'.j3 is Galois over Fp as asserted. 

If a E Z(q3/ P) and w E E'.j3, define 0' by the equation O'(w) = aw. It 
is easy to check that 0' is a well-defined mapping from E'.j3 to itself which 
is, in fact, an automorphism leaving Fp fixed, i.e., 0' E Gal(E'.j3/ Fp). The 
map a to 0' is a homomorphism and the kernel of this homomorphism is 
I (q3 / P). Again, all this is straightforward from the definition. It remains 
to show that the homomorphism which takes a to 0' is onto Gal(E'.j3/ Fp). 

Let>. E Gal(E'.j3/ Fp). Let h(X) E Fp[X] be the irreducible polynomial 
of 0 over Fp. Then >'0 is also a root of h(X). Since 0 is also a root of J(X) 
(see the first paragraph), h(X) IJ(X). It follows that >'0 = Oi for some root 
Oi of J(X). Since J(X) is irreducible over M, there is a a E Z(q3/ P) such 
that aO = 0i' Thus, 0'0 = >'0. From this, and the fact that 0 generates E'.j3 
over Fp we can conclude that>. = 0'. This proves the onto-ness. We have 
shown that the following sequence is exact. 

(e) -+ I(q3/P) -+ Z(q3/P) -+ Gal(E'.j3/Fp) -+ (e) . 

The middle term has order e(q3/ P)f(q3/ P) and the end term has order 
J (q3 / P). One concludes that #I (q3 / P) = e(q3 / P). 

Corollary. IJq3/P is unramified, then Z(q3/P) ~ Gal(E'.j3/Fp ). 

We continue with two propositions about how the decomposition groups 
and inertia groups behave "functorially." 

Proposition 9.7. Suppose L/K is a Galois extension offunctionfields and 
suppose q3 is a prime of L lying above a prime P of K. Let a E Gal(L/K). 
Then, Z(aq3/P) = aZ(q3/P)a- 1 and I(aq3/P) = aI(q3/P)a- 1 . In par­
ticular, all the decomposition groups of primes above P in L are conjugate 
and similarly for the inertia groups. 

Proof. By definition, r E Z(aq3/ P) if and only if mq3 = aq3. This is so if 
and only if a- 1raq3 = q3, i.e., if and only if a-1ra E Z(q3/ P), which holds 
if and only if rEa Z (q3 / P)a- 1 . This proves the first assertion. The proof 
of the second is entirely similar. 

To prove the last assertion, it is enough to recall that by Proposition 9.2, 
all the primes above P are of the form aq3 for a E Gal( L / K). 
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Proposition 9.B. Let L/ K be a Galois extension of function fields and 
M an arbitrary intermediate field. Let l.lJ be a prime of Land Il and P the 
primes of M and K respectively which lie below l.lJ. Set H = Gal(L/M). 
Then, 

(i) Z(l.lJ/Il) = HnZ(l.lJ/P ) and I(l.lJ/Il)=HnI(l.lJ/P). 

Now, assume H is a normal subgroup and that p is the restriction map 
from Gal(L/K) ~ Gal(M/K). Then, 

(ii) p(Z(l.lJ/P)) = Z(Il/P) and p(I(l.lJ/P)) = I(Il/P) . 

Proof. Part (i) of the proposition follows directly from the definitions. 
To prove part (ii) we first remark that from the definitions it is easy 

to prove that p maps Z (l.lJ / P) to Z (p /p). The kernel of the this map is 
Z(l.lJ/ P) n H = Z(l.lJ/p). Thus, the order of the image is 

e(l.lJ/P)f(l.lJ/P)/e(l.lJ/p)f(l.lJ/p) = e(p/P)f(p/P) = #Z(p/P). 

This proves the map is onto. 
The proof for the inertia groups is entirely similar. 

Let L/ K be a finite extension of function fields, and P a prime of K. We 
say that P splits completely in L if there are [L : K] primes above it in L. 
From the relation E;=l edi = n it follows that if a prime splits completely 
in L, every prime above it is unramified and of relative degree 1. Suppose 
L/ K is a Galois extension and that l.lJ is some prime of Labove P. Then, 
by Proposition 9.3 and Lemma 9.4, we see that P splits completely in L if 
and only if Z (l.lJ / P) = (e). More directly, the Galois group acts transitively 
on the primes above P and the decomposition group of one of them is an 
isotropy group for this action. Thus, one gets [L : K] primes above P if 
and only if this decomposition group is trivial. 

We recall that a prime P of K is said to be unramified in L if and only 
if every prime above it in L is unramified. 

Proposition 9.9. Let Ml and M2 be two Galois extensions of a function 
field K and let L = M1M2 be the compositum. A prime P of K splits 
completely in L if and only if it splits completely in Ml and M2. A prime 
P of K is unramified in L if and only if it is unramified in Ml and M2. 

Proof. Let l.lJ be some prime of L lying above P. If P splits completely 
in L, then by the previous remarks Z(l.lJ/P) = (e). Let Pl and P2 be the 
primes of Ml and M2, respectively, which lie below l.lJ. By Proposition 9.8, 
part (ii), we deduce that Z(lld P) = (e) and Z(P2/ P) = (e). Thus, P splits 
completely in Ml and M2. 

Now suppose that P splits completely in Ml and M2. Then, Z(lld P) = 
(e) and Z(1l2/P) = (e). Let a E Z(l.lJ/P). By Proposition 9.8, part (ii), we 
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see the restrictions of (T to both Ml and M2 are the identity maps. Since Ml 
and M2 generate L, it follows that (T is the identity. Thus, Z(q:J/P) = (e) 
and so P splits completely in L. 

Once again, the proof of the last assertion about unramifiedness is en­
tirely similar. We omit the details. 

We conclude this part of the chapter by sketching the behavior of a 
prime P in the fixed fields of Z(q:J/P) and I(q:J/P) , where q:J is a prime of 
L lying above P. To ease the notation, call the two subgroups Z and I and 
the corresponding subfields Lz and LI of L (we previously denoted Lz by 
M). We have K ~ Lz ~ LI ~ L. The fields Lz and LI are called the 
decomposition field and the inertia field of q:J. Let pz and PI be the primes 
of Lz and LI , respectively, which lie below q:J. Then f(pz/P) = 1 and 
e(pz / P) = 1. If Gal(L/ K) is abelian, it follows that P splits completely in 
L z. It is the case that PI is the only prime of L I above I' z and we have 
e(pJ/pz) = 1 and f(pJ/pz) = f(q:J/P) = [LI : LzJ. Finally, q:J is the only 
prime of L above PI and we have f(q:J/pI) = 1 and e(q:J/pI) = e(q:J/P) = 

[L : LIJ. We say that Pz/P is unramified of degree 1, that pJ/pz is inert, 
and q:J /1' I is totally ramified. All this is relatively easy to prove on the basis 
of our earlier results. We leave the details as an exercise. 

This is about as far as we wish to go with the general theory. Although 
we have been working in function fields, it is clear that most of what we 
have proven will work in a more general context of Dedekind domains, their 
quotient fields, and finite extensions thereof. 

For the rest of this chapter we will be working with global function fields, 
i.e., function fields whose field of constants is finite. A key notion in this 
context is that of the Frobenius automorphism attached to an unramified 
prime ideal. Our first goal will be to define this object and discuss its 
properties. 

Let K be a function field whose constant field IF is a finite field with q 
elements. Let L/ K be a finite, Galois extension with constant field lE. Let 
G, as usual, denote Gal(L/ K). Suppose P is a prime of K and q:J, a prime 
of L lying above P. The residue class fields are finite and, as is well known, 
the Galois group, Gal(lE'l3/lFp), is cyclic, generated by cPP which is defined 
by cPp(x) = xNP for all x E lE'l3 (the point is that NP = IlFpl). 

If we suppose that q:J / P is unramified, then by the corollary to Proposi­
tion 9.6 we have a canonical isomorphism Z(q:J/P) ~ Gal(lE'l3/lFp). Under 
these circumstances, there is a unique element (q:J, L/ K) E Z(q:J/ P) which 
corresponds to cPP under this isomorphism. (q:J, L/ K) is called the Frobe­
nius automorphism of q:J for the extension L/ K. Going back through the 
definitions we see that the Frobenius automorphism can be characterized 
by the following condition 

(q:J,L/K) w == wNP (mod q:J) 'II wE 0'l3 . 
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Proposition 9.10. Let Lj K be a Galois extension of global function fields, 
!fl a prime of Land P the prime of K lying below it. Suppose !fl j P is un­
ramified. Then, (!fl, L j K) is a cyclic generator of Z (!fl j P) and consequently 
has order f(!fljP). Furthermore, if a E Gal(LjK), then (a!fl,LjK) = 
a(!fl, Lj K)a- 1 . 

Proof. The first assertion is true by the definition of the Frobenius auto­
morphism via the isomorphism Z (!fl j P) ~ Gal(lE'.l3 jlF P ). 

To prove the second assertion, recall that for a E G we have a0'.l3 = 0"''.l3. 
Thus, (a!fl, Lj K) is characterized by 

(a!fl, Lj K) aw == (aw)NP (mod a!fl) V wE 0'.l3 . 

Applying a-1 to both sides of this congruence we deduce that a-1(a!fl, 
Lj K)a = (!fl, Lj K) from which the result follows immediately. 

From the second part of this proposition and Proposition 9.2, we see that 
as !fl varies over the primes above P in L, the Frobenius automorphisms 
(!fl, Lj K) fill out a conjugacy class in G. This leads to the following formal 
definition. 

Definition. Let Lj K be a Galois extension of global function fields, and 
P a prime of K which is unramified in L. The Artin conjugacy class of P, 
(P, Lj K), is defined as the set of all Frobenius automorphisms (!fl, Lj K) 
as !fl varies over the primes in Labove P. 

The map from SK to the conjugacy classes of Gal(LjK) given by P-t 
(P, Lj K) is called the Artin map. It is extremely important and we shall 
discuss it in some detail. First, however, we will record some more "func­
torial" properties of the Frobenius automorphism. 

Proposition 9.11. Let Lj K be a Galois extension of global function fields 
and M an arbitrary intermediate field. Let !fl be a prime of Land p and 
P the primes lying below it in M and K, respectively. Assume flJ j P is 
unramified. Then, 

(flJ, Lj K)f(P/ P) = (!fl, Lj M) . 

If M j K is also a Galois extension, then 

(flJ,LjK)IM = (p,MjK) . 

Proof. Using the characterization 

(!fl,LjK) w == wNP (mod!fl) Vw E 0'.l3 , 

we deduce 

(m,LjK)f(P/P)W=_WNPf(P/P) ( d m) u ° 1" mo 1" vW E '.l3. 
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Since Npf(p/P) = Np, this also characterizes (p,LjM). This proves the 
first assertion. 

To prove the second, just recall Op = O<:p n M and p = qJ n M. Thus, 

(qJ,LjK) w == wNP (mod p) Vw E Op . 

This characterizes the automorphism (p, M j K) as well, so (\13, L j K) 1M = 
(p,MjK), which finishes the proof. 

One of the main goals of this chapter is to investigate the set of primes 
p of K which go to a fixed conjugacy class C in Gal(Lj K) via the Artin 
map p -+ (P, Lj K). One way to describe the abundance of such primes is 
via the notion of Dirichlet density. We introduced this notion in a special 
case in Chapter 4. The next task is to give the general definition and to 
investigate its properties. 

Let M ~ SK be a set of primes in K. The Dirichlet density of M, 8(M), 
is given by the following limit, provided that the limit exists. If it doesn't 
exist we say that M does not have Dirichlet density. 

8(M) = lim L:PEM N p-s . 
s-t1+ L:PESK NP-s 

The expression "s -+ 1+" means that s approaches 1 through real values 
from above. 

It is clear from this definition that when 8(M) exists we have 
0:::; 8(M) :::; 1. 

The denominator in this definition can be replaced with either log (K (s) 
or -log(l-s). To see this, consider the following calculation where through­
out we assume ~(s) > 1, and sums over P mean sums over all P in S K. 

00 00 

log (K(S) = LLk-1NP-kS = LNP-s + LLk-1NP-ks . 
P k=l P P k=2 

Let's call the second sum RK(S), We claim RK(S) remains bounded as 
S -+ 1 +. To see this, set x = ~(s) and note that 

00 

IRK(S)I < LLNP-kx = LNP-2X(1-NP-X)-1 
P k=2 P 

< 2LNP-2X < 2(K(2x) . 
P 

Since (K(S) is holomorphic for ~(s) > 1, we see that (K(2s) is bounded in 
a neighborhood of 1, which establishes our claim. 

Next, by Theorem 5.9, (K(S) has a simple pole at S = 1. Thus, 
lims -t1+(s -l)(K(S) = O!K =1= O. Confining S to a small neighborhood of 1 
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we see that log( (s - l)(K (s)) = log( s - 1) + log (K (s) is bounded. Thus, we 
have shown LNP-S R; log (K(S) R; -log(s -1) . 

p 

where f(s) R; g(s) means that f(s) - g(s) is bounded in a neighborhood of 
1 (in particular, on an interval of the form (1, r) ). It follows that all three 
functions tend to infinity as s ---+ 1 + and, also, that the ratio of any two 
tend to 1 as s ---+ 1 +. So, we have justified the claim that we could have used 
any of the three functions as the denominator in the definition of Dirichlet 
density. The function -log( s - 1) is particularly useful for some purposes. 
It does not depend on K! 

Certain properties of Dirichlet density follow easily from the definition. 
We have already mentioned one of them. We summarize those which will 
be needed later. 

Proposition 9.12. Let K be a global function field and M <,;;; SK a set 
of primes. If the Dirichlet density of M exists, 0 ::; J(M) ::; 1. If M 
is finite, J(M) = O. Also, J(SK) = 1. Suppose Ml and M2 both have 
Dirichlet density. If these two sets differ by only finitely many primes, then 
J(Ml) = J(M2)' If M1 <,;;; M2 then J(M1) ::; J(M2)' If M1 n M2 = ¢;, 
the empty set, then J(M1 U M2) = J(Ml) + J(M2)' 

The property involving disjoint unions extends to finitely many sets, 
but not to denumerably many sets! For each P E SK let {P} be the set 
consisting of one element, P. Then, J( {P}) = 0 for every P, SK = Up{P}, 
but J(SK) = 1 -I- O. One must not think of Dirichlet density as a measure 
(in the technical sense) on the set of primes of K. 

We have enough information to prove an important special case of the 
Tchebotarev density theorem, and we proceed to do so. For much of the 
rest of this chapter we will fix a global function field K as base field and 
consider a finite Galois extension L of K. Given such an extension, we 
define {L} <,;;; S K to be the set of primes in K which split completely in L. 
By our previous work, this can be characterized as the set of primes P of 
K, which are unramified in L and for which (P,L/K) = (e), the conjugacy 
class of Gal(L/ K) consisting of the identity element. 

Proposition 9.13. Let L/ K be a Galois extension of global function fields. 
The Dirichlet density of the set of primes in K which split in L is given 
by 8({L}) = l/[L: K]. If L1 and L2 are two Galois extensions of K and 
{Ld = {L2}, then L1 = L 2. 

Proof. We consider the zeta function of L. We have, 
00 00 

log (L(S) = L Lk-1N~-ks = LN~-s + LLk-1N~-ks . 
~ESLk=l ~ ~ k=2 

The double sum is what we previously labeled Rds). This was shown 
to be bounded in a neighborhood of s = 1. In the sum that remains, group 
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the terms lying over a fixed prime P in K and we get 

log (L(S) R; L L N~-s . 
PESK '+lIP 

We can ignore the finitely many ramified primes. Set [L : K] = n. For the 
remaining primes we have f(~/P)g(~/P) = n. Thus, 

where we have used N~ = N pfC'+l1 P). The sum of the terms with f > 1 
is bounded in a neighborhood of 1 and the sum of the terms with f = 1 is 
exactly n L:PE{L} N P-s. Putting all this together we find 

log (ds) R; [L: K] L NP- s . 

PE{L} 

Finally, divide both sides by -log( s - 1) and take the limit as s -t 1 +. We 
conclude that 1 = [L: K]8({L}) and so 8({L}) = [L: K]-l. 

To prove the second part of the Proposition, consider the compositum 
L = L 1L 2. By Proposition 9.9, a prime splits completely in L if and only if 
it splits completely in L1 and L 2. Thus, {L} = {Lr}n{L2} = {Lr} = {L2}' 
From the first part of the proposition we conclude that [L : K] = [L1 : K] = 

[L2 : K]. Since L1 <;;; Land L2 <;;; L we have L1 = L = L 2. The proof is 
complete. 

We note that to get the second part of the Proposition it would have 
been enough to assume {L 1 } and {L2 } differ by at most a set of Dirichlet 
density zero. This generalization is sometimes quite useful. 

We are now in a position to state the two different forms of the Tcheb­
otarev density theorem that we have promised. 

Theorem 9.13A. (Tchebotarev Density Theorem, first version). Let L/ K 
be a Galois extension of global function fields and set G = Gal(L/ K). Let 
C c G be a conjugacy class in G and S1< be the set of primes of K which 
are unmmified in L. Then 

5({P E S1< I (P,L/K) = C}) = :~ . 

In particular, every conjugacy class C is of the form (P, L/ K) for infinitely 
many primes P in K. 

Theorem 9.13B. (Tchebotarev Density Theorem, second version). Let 
L/ K be a geometric, Galois extension of global function fields and set 
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G = Gal(LIK). Let C c G be a conjugacy class. Suppose the common 
constant field IF of K and L has q elements. As above let SK be the set of 
primes of K unramified in L. Then, for each positive integer N, we have 

In particular, for every sufficiently large integer N, there is a prime P of 
degree N with (P, LI K) = C. 

In the second theorem, the hypothesis that the extension be geometric is 
not absolutely necessary, but it simplifies both the statement and the proof. 
The interested reader can investigate how matters should be modified to 
handle the general case. 

It will be seen that both of these theorems have considerable depth. 
However, the second is much stronger and much more difficult to prove. 

In fact, we will not prove either theorem completely, but will reduce both 
theorems to facts about Artin L-series. This may not be the easiest way 
to proceed, but is, perhaps, the most instructive. M. Deuring was able to 
prove the number field version of the first theorem by reducing to the case 
where Gal(LI K) is abelian by means of a very clever trick. The reader may 
wish to adapt this proof to function fields. See Lang [5], Ch. VIII, Theorem 
10, for an exposition of Deuring's proof. 

Of course, before we can go forward along the lines indicated toward a 
proof of either theorem, we have to define Artin L-functions and discuss 
their properties. So, we do this first, and afterwards sketch the proofs. 

Let G = Gal(LI K) be the Galois group of a Galois extension of global 
function fields and p : G -7 Autc(V) a representation of G. Here V is a 
finite-dimensional vector space over the complex numbers C of dimension 
m. By choosing a basis of V over C we are led to an isomorphism Autc (V) ~ 
GLm(C). Thus, for a E G we can think of p(a) either as an automorphism 
of V or an m x m matrix with complex coefficients. The latter way of 
looking at things is more concrete, but depends on the choice of a basis. 
However, our definitions will only depend on the determinant and trace of 
such a matrix and these only depend on the automorphism. 

Let P be a prime of K which is unramified in L and let !.p be a prime of 
L lying above it. We define the local factor Lp(s,p) as follows: 

Lp(s,p) = det (I - p((!.p,LIK))NP-S)-l . 

Here, I is the identity automorphism on V and (!.p, L 1 K) is the Frobe­
nius automorphism at !.p. By Proposition 9.10, we easily verify that the 
definition is independent of the choice of!.p above P. 

Let {O!l(P), 0!2(P), ... , O!m(P)} be the eigenvalues of p((!.p, LI K)). Again, 
Proposition 9.10 can be used to show that these eigenvalues depend only 
on P and not the choice of!.p above P. In terms of these eigenvalues, we 



9. Galois Extensions - Heeke and Artin L-Series 127 

get the following useful expression for the local factor at P: 

We remark that since ('rJ, L I K) has finite order, these eigenvalues are 
roots of unity ( f('rJI P)-th roots of unity, to be precise). 

Next, we must answer the question of what should be the local factors 
at P in the case when P is ramified in L. Let 'rJ lie above P and set 
Z = Z('rJI P) and I = I('rJI P) (the context should keep this use of "I" 
separate from its use as the identity automorphism). We recall the exact 
sequence: 

(e) --+ 1--+ Z --+ Gal(lE'l3/lFp) --+ (e) . 

Let VI = {v E V I p(7)V = v, 'V7 E I}. This is a vector subspace of 
V. Let 1''l3 be any element in Z which maps to ¢ p E Gal(lE'l3 IlF p ), the 
automorphism defined by raising to the N P power. We define the local 
factor at P by 

Lp(s, p) = det (I' - P(/''l3)IVI N P- S ) -1 . 

Here, l' is the identity automorphis~ on VI. Since any two choices of 1''l3 
differ by an element in I, the definition of Lp(s, p) is unaffected. As before, 
the definition is also unaffected by the choice of'rJ lying above P. 

Let m ' be the dimension of V I and {al (P), a2 (P), ... ,am' (P)} the 
eigenvalues of P(/''l3). These, indeed, depend only on P, and we have 

We remark that m ' s:; m and, once again, the eigenvalues are all roots of 
unity. 

Having defined the local factors for all PES K we now define the Artin 
L-series associated to the representation p by the equation 

L(s, p) = II Lp(s, p) . 
PE5K 

Suppose p = Po, the trivial representation. This means that V is one 
dimensional and po(a) is the identity for all a E G. It follows easily from 
the definitions that L(s, Po) = (K(S). 

Another interesting representation of G is the regular representation Preg. 
In this case V = erG], the group ring of Gover C and for all a E G, Preg(a) 
is given by left multiplication by a. It can be shown that L(s, Preg) = (£(s). 
We will return to these matters later. 

Suppose (V, p) and (V', pi) are isomorphic representations. This means 
there is an isomorphism fJ : V --+ V', such that for all v E V and a E G 
we have fJ(p(u)(v)) = p'(U)(fJ(v)). It is easy to see that if p and pi belong 
to isomorphic representations, then L(s, p) = L(s, pi). It follows that the 
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L-series depends only on the character X of the representation. Recall that 
if (V, p) is a representation, the corresponding character is given by x(a) = 

trace(p(a)) for all a E G. X is a complex-valued function on G. It is a class 
function in the sense that x(r- 1ar) = x(a) for all a, rEG. It is easily 
seen that two isomorphic representations have the same character. We will 
write L(s, p) = L(s, X). 

Lemma 9.14. Let (V,p) be a representation of G = Gal(L/K) where 
L/ K is a Galois extension of global function fields. Let P be a prime of K 
unmmified in L. Then 

00 X(p k ) 

log Lp(s, X) = L kN pks ' 
k=l 

where X(Pk) means X((~, L/ K)k) for a prime ~ lying over P. 

Proof. If {a1 (P), a2 (P), ... ,am (P) } are the eigenvalues of (~, L / K), then 
we showed earlier that L p (s,X)-l = TI7:1(1 - ai(P)NP-S). Taking the 
logarithm of both sides and using the identity -log(l-X) = 2:~1 k- 1 X k , 

we find 

The sum 2:7:1 ai(p)k is equal to the trace of p((~, L/ K)k), which is X(pk ) 
by definition. 

The reader may wish to give a similar expression for log L p (s, X) when 
P is ramified (see Artin [2] or Lang [5], Chapter XII). 

Up to now we have been treating everything in a formal manner and not 
worrying about where these new L-series are defined. It is relatively easy 
to provide some information by using the comparison test. 

Proposition 9.15. With the above notation and conventions, L(s, X) con­
verges absolutely in the region ~(s) > 1 and for every t5 > 0 it converges 
absolutely and uniformly in the region ~(s) ::::: 1 + t5. Consequently, L( s, X) 
is holomorphic and non-vanishing for all s with ~(s) > 1. 

Proof. An infinite product TI~=l (1 + an) converges absolutely if and only 
if 2:~=llanl converges. Using the local decomposition Lp(s) = TI7:1(1-
ai(P)N P-s)-l, we can use this criterion together with the fact that the 
zeta function (K(S) = TI p(l- N P-s)-l converges absolutely in the region 
~(s) > 1 to show the same holds for L( s, X). Since each of the local factors, 
Lp(s, X), is non-vanishing in that region, the same holds for the product, 
L(s, X). 

The statement about uniform convergence can be proved in a similar 
fashion. 
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To prove the Tchebotarev Density Theorem we need more information 
on the analytic properties of Artin L-series. We present the next two the­
orems in parallel with the two versions of the Tchebotarev Theorem, i.e., 
Theorems 9.13A and 9.13B. 

Theorem 9.16A. (E. Artin) Let L/ K be a Galois extension of global fields 
(either function fields or number fields) and L(s, X) a corresponding Artin 
L-series. Then, for some positive integer n, L(s, X)n has a meromorphic 
continuation to the whole complex plane. Moreover, if X is a non-trivial 
irreducible character, then L(s, X)n is holomorphic and non-vanishing in a 
neighborhood of s = l. 

Theorem 9.l6B. (A. Weil) Let L/ K be a geometric, Galois extension of 
global function fields. Denote by q the number of elements in the constant 
field. Let L(s, X) be a corresponding Artin L-series and assume that X is 
irreducible and non-trivial. Then L(s, X) is a polynomial in q-s. In partic­
ular, this implies that L(s, X) has a holomorphic continuation to the whole 
complex plane. Moreover, denoting by m the degree of L(s,x) in q-S, we 
have 

m 

L(s, X) = IT (1 - 7T'i(X)q-S) , 
i=l 

where for each i with 1 :s: i :s: m, J7T'i (X) J = Vii, 
We will not prove either of these results. In the case of Artin's theorem, 

we will show later how to reduce the proof to the case of one-dimensional 
characters and how, via Artin's reciprocity law, the result can be made 
to follow from Heeke's work on another type of L-series. Our main goal 
is to show how to use Theorem 9.16A to prove Theorem 9.13A and how 
to use Theorem 9.16B to prove Theorem 9.13B. First, however, a series 
of remarks. These remarks are not needed in the proofs, so the impatient 
reader can simply skip over them. 

1. Artin deduced Theorem 9.16A by means of a theorem on group char­
acters. Namely, he showed that any complex character of a finite group G 
can be written as a rational linear combination of induced characters from 
cyclic subgroups of G. See Serre [3] for the definition of induced character 
and the proof of this theorem (Chapter 9). From this it follows that there 
is an integer n > 0 such that L(s, X)n can be written as a product of Artin 
L-series corresponding to one-dimensional characters divided by another 
such product. Since, via Heeke's work and the reciprocity law, he knew the 
result to be true for one-dimensional characters, the meromorphic contin­
uation follows. Using the same ideas he deduced L(l, X) f. 0 by reducing 
to the case of one-dimensional characters. 

2. Strictly speaking, Theorem 9.16A only gives information about L(s, X)n 
about s = 1, not L(s, X) itself. However, the result implies that on any real 



130 Michael Rosen 

interval (1, t), L(s, X) is bounded from above and is bounded away from O. 
This is all we need to prove Theorem 13A. 

3. In 1947 , R. Brauer proved a much stronger theorem on group char­
acters. Namely, if X is any complex character on a finite group G, then X 
can be written as a Z-linear combination of characters induced from one­
dimensional characters on "elementary subgroups" (again, see Serre [3], 
Chapter 10, for the definitions and proof). This sufficed to show that any 
Artin L-series has a meromorphic continuation to the whole complex plane, 
i.e., the troublesome "n" in Artin's theorem can be taken to be 1. Brauer's 
result did not give Artin's conjecture that L(s, X) has a holomorphic con­
tinuation to the whole complex plane when X is irreducible and non-trivial. 
In the number field case, this remains an open conjecture. In the function 
field case, Weil proved it in the precise form given by Theorem 9.16B, using 
algebraic-geometric methods. 

4. In Theorem 9.16B, once the first part of the theorem has been estab­
lished, the second part, about the size of the inverse roots, follows from 
an important, but not deep, property of Artin L-series and the Riemann 
hypothesis for function fields. 

Let G be a finite group and Xreg the character of the regular repre­
sentation described earlier. Let {Xl, X2," . ,Xg} be the set of irreducible 
characters of G. We set Xl = xo, the trivial character. Denote by di the 
degree of Xi, i.e., di = Xi(e) = the dimension of the representation space 
corresponding to Xi. In this language, the one-dimensional characters are 
those of degree 1. It is well known that Xreg = 2::;=1 diXi (See Serre [3], 
Chapter 2). 

To avoid awkward notation, we consider a geometric, Galois extension 
of function fields M / K (not L / K for now). Let G = Gal( M / K). Then, 
using the result about group characters given in the last paragraph, formal 
properties of Artin L-series, and L(s, Xreg) = (M(S), one deduces 

9 

(M(S) = (K(S) II L(s, Xi)di • 

i=2 

Assuming the first part of Weil's result, set, for 2 :::; i :::; g, L(s, Xi) = 

P(u, Xi)' a polynomial in u = q-s. Now use Theorem 5.9, which describes 
the form of the zeta function of a global function field. Substituting into 
the last equation, we get 

9 

LM(U) = LK(u) II P(u, Xi)d, 
i=2 

By the Riemann hypothesis for global function fields (see Theorem 5.10), 
and the fact that M / K is a geometric extension, the inverse roots of L M (u) 
all have size yq. The right-hand side of the above equation is a product of 
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polynomials, so each of these polynomials must have inverse roots whose 
absolute value is yq. 
5. Weil was able to determine the exact degree mi of the polynomials 
P(u, Xi). The answer is that for 2 ~ i ~ g, mi = di (2gK - 2) + degK F(X.). 
Here, F(Xi) is an effective divisor of K called the Artin conductor of the 
character Xi. We will not define it here, but the interested reader can consult 
Serre [2], Chapter VI. We will give the definition later in the special case 
where X is a linear character. By considering the last relation in Remark 4 
above, and taking degrees, we find 

9 

2gM - 2 = [M : K](2gK - 2) + L di degK F(Xi), 
i=2 

a relation which is the function field analogue of the conductor-discriminant 
theorem of algebraic number theory. (We have used [M : K] = ~r=l d~ 
which follows from Xreg = ~f=l diXi by evaluating both sides at the iden­
tity element e). 

We now return to our main business. 

Lemma 9.17. Let G be a finite group and C eGa conjugacy class of G. 
Let a E C and T E G. Then 

Lx(a)X(T) = 0 if T rf- C and :~ if TEe, 
x 

where the sum is over all irreducible characters of G. 

Proof. This is one of the two standard othogonality relations among char­
acters of finite groups. See Lang [4] or Serre [3]. 

We have all the tools we need to give a proof of the first form of the 
Tchebotarev Density Theorem. 

Proof of Theorem 9.13A. Let X be any irreducible character and define 
L*(s,x) = IlPES' Lp(s,X). We have omitted the finitely many factors 

K 

from the product defining L( s, X) which correspond to primes of K ramified 
in L. It is still true that L*(s, Xo) has a simple pole at s = 1 (since it differs 
from (K(S) by a factor which is holomorphic and non-vanishing at s = 1) 
and that L * (s, X) is bounded and bounded away from 0 on any real interval 
of the form (1, t) if X i= xo is irreducible. This follows from Theorem 9.16A. 

By Lemma 9.14, we have, for !R(s) > 1 

00 X(pk ) 
logL*(s,X) = L log Lp(s,X) = L L kNpks 

PESK PESK k=l 
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For any element rEG, we have Ix(r)1 ::; d, the degree of X. This follows 
since X( r) is the sum of d roots of unity. From this, we see 

Just as in a previous discussion, after the definition of Dirichlet density, 
one shows RK(X) ::; 2(K(2x). Since this is bounded in a neighborhood of 1 
we deduce 

* ~ ~ X(P) logL (s,X) ~ ~ Nps . 
PES~ 

Choose an element (J E C and multiply both sides by X((J) and add the 
result over all irreducible characters X of G. Making use of Lemma 9.17, 
we obtain 

~- * #G ~ 1 
~X((J)logL (s,X) ~ #C ~ Nps' 

x P, (P,LI K)=C 

Since L*(s,Xo) has a simple pole at s = 1 and for the other irreducible 
characters, L * (s, X) is bounded and bounded away from zero on any interval 
of the form (1, t) we have 

lim logL*(s,Xo) = 1 and 
s---+1+ -log(s - 1) 

. log L*(s, X) 
hm I ( 1) =Oforxi=xo. 

s--+l+ - og S -

In equation (*) above, divide both sides by -log( s - 1) and take the 
limit as s -+ 1 +. The result is 

1 = :~ <5 ( {P E S~ I (P, L / K) = C}) , 

which concludes the proof of the theorem. 

The exact same proof works equally well in algebraic number fields. The 
reader will not fail to notice how similar this proof is to the proof of Dirich­
let's theorem, Theorem 4.7. We shall indicate below how the two results 
are connected. In fact, Theorem 9.16A should be thought of as a vast gen­
eralization of Dirichlet's theorem. First, however, it is time to prove the 
second form of Tchebotarev's density theorem. 

Proof of Theorem 9.13B. We begin by making a remark about Lemma 
9.14. We proved it assuming P is a prime of K unramified in L. We would 
like to take the ramified primes into account as well. Using the definition 
of the local factor of an Artin L-series at a ramified prime we found in this 
case also one can write Lp (s,X)-l = n:1(1- oi(P)NP-S) where the 0i 
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are roots of unity and m' ::.; m = the degree of X. We define X(pk) to be 

L:~~1 a7· This coincides with the definition in case P is unramified and 
with this definition the formula of Lemma 9.14 is valid for all primes. 

We next calculate the logarithmic derivative of L(s, X) assuming 
~(s) > 1. From the Euler factor definition, L(s,X) = TIPESKLp(S,X), 
we find, using Lemma 9.14, that 

We now switch to the variable u = q-S and, by abuse of notation, write 
L(s,X) = L(u,X). The above relation becomes 

00 (Pk) 
logL(u,X) = L: L: ~ukdegp . 

PESK k=l 

Take the derivative of both sides and multiply the resulting equation by 
u. We find 

uL'(u,X) = L EdegP X(pk)ukdegp = Ecn(x)un . 
L(u,X) PESkk=l n=l 

The coefficient cn(X) of un is given by 

Cn(x) = L degP X(pn/degP) . (1) 
P, degPln 

We write this as 

Cn(x) = n( L: X(P)) + Rn(X) , (2) 
P, degP=n 

and we will show later that Rn(X) = O(qn/2). 
The main idea of the proof is to express cn(X) in another way using the 

zeros and poles of the various L-series whose size we know something about 
because of the Riemann hypothesis for function fields and Theorem 9.16B 
above. From this it will turn out that 

(3) 

where 8(X, Xo) = 1 if X = XO and is 0 otherwise. 
Assuming these facts about en (X) we will now show how to complete 

the proof. Afterwards we will give the details behind these two separate 
evaluations of cn(X). 

Combining equations 2 and 3, we find 

qn8(X,Xo) + O(qn/2) = n( L: X(P)) + O(qn/2) . (4) 
P, degP=n 
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There are only finitely many ramified primes in L / K so for all n sufficiently 
large there are no ramified primes of degree n. Thus, from some point on 
X(P) = X((P, L/ K)) for all primes of degree n. We assume n is at least this 
big. Now, choose an element a E C and multiply both sides of Equation 4 
by x(a) and sum over all irreducible characters x. Using Lemma 9.17, we 
deduce 

qn + O(qn/2) = n :~#{P E SK I deg P = n, (P, L/ K) = C} + O(qn/2) . 

Divide both sides of the equation by n#G/#C, combine the error terms, 
and, subject to the proofs of 2 and 3, the theorem follows. 

We now proceed to show the validity of the two expressions we have given 
for en(x). Consider first Equation 2. From Equation 1 we get the following 
explicit expression for Rn (X): 

degPln 
degP < n 

deg P X(pn / deg p) . 

If h is the degree of X, then, as we have seen, Ix(r)1 ~ h for all rEG. So, 
taking absolute values and using the triangle inequality, we get 

IRn(x)1 ~ h L dad(K). 
dln,d<n 

Recall that ad(K) is the number of primes of K of degree d. We know that 
Edln dad(K) = Nn(K). It follows that 

(5) 

By the analogue of the prime number theorem, Theorem 5.12, we know 
nan = qn + O(qn/2). Since Nn(K) = qn + 1 - E~!l ?Ti, where for each i 
we have l?Til = y'q, we also have Nn(K) = qn + O(qn/2). It follows that 
INn(K)-nan(K)1 = O(qn/2). The required estimate Rn(X) = O(qn/2) now 
follows from Equation 5. 

The final step is to prove the estimate for en (X) in Equation 3. We begin 
with the trivial character Xo. As we have seen, the Artin L-series for Xo is 
just the zeta function of K. Thus, 

LK(U) 
L(s, Xo) = (1 _ u)(l - qu)' 

where LK(U) = rr~!l (1 - ?TiU) and for each i, l?Til = y'q. Taking the loga­
rithmic derivative of both sides, multiplying by U and equating coefficients, 
we find 

2g 

cn(Xo) = qn + 1 - L?Ti = qn + O(qn/2) . 
• =1 
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This verifies the estimate for en (Xo). We have done this calculation much 
earlier, in the proof of Theorem 5.12, and we have used the result in a 
different context in the last paragraph. 

If X =I- xo is irreducible, then by Weil's result, Theorem 9.16B, we can 
write L(u, X) = rr::i (l-7T"i(X)u) where m is the degree of L(u, X) and each 
7T"i(X) has absolute value .;q. Taking logarithmic derivatives, multiplying 
by u, and comparing coefficients we derive 

m 

Cn(X) = - L 7T"i(X)n . 
i=i 

From this it is clear that cn(X) = O(qn/2). 
Theorem 9.13B is proved. 

We have been content to be somewhat careless about the error term. It 
can be estimated effectively by keeping careful track of constants at each 
step of the proof. The interested reader can try working this out or he/she 
can consult Murty and Scherk [1]. 

The method of proof is often used in analytic number theory. We have an 
arithmetic L-series which is defined by an Euler product over primes. One 
then tries to continue the function to be analytic on the whole complex 
plane. One then writes the same function as a product over its zeros and, 
when they exist, poles. Taking the logarithmic derivative of both product 
expansions and comparing the results usually leads to important results. 
This idea goes back to Riemann. It has been a very fruitful method. 

For the rest of the chapter we will treat the case of abelian extensions of 
global function fields. For the most part we will be content to sketch this 
beautiful theory, but from time to time complete proofs will be supplied. 
Our main objective is to set out the connection between Artin L-series 
associated to abelian extensions and Hecke L-series (to be defined below). 
This is fundamental to any deeper understanding of the material we have 
covered up to now. 

From now on we assume that L/ K is a finite, Galois extension of global 
function fields and that the Galois group, G = Gal(L/K), is an abelian 
group. As before, JE will be the constant field of Land IF the constant field 
of K. We set q = #IF and m = [JE : IF]. If P is a prime of K and '-Pi and 
'-P2 are two unramified primes of L lying above P, then by Proposition 9.10 
the two Frobenius automorphisms ('-Pl, L/ K) and ('-P2, L/ K) are conjugate 
in G. Since we are assuming G is abelian, these two automorphisms are 
equal. Thus, the conjugacy class (P, L/ K) contains only one element. We 
identify this conjugacy class consisting of one element with an element of 
G. The automorphism (P, L / K) is called the Artin automorphism at P. Let 
SK C SK denote the set of primes in K which are unramified in L. Then, 
P -* (P, L/ K) is a well-defined map from 8K to G. Let V K C VK be the 
divisors of K whose support lies in SK' Then, by linearity, P -* (P,L/K) 
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extends to a homomorphism from VK -+ G which is called the Artin map, 
(*,L/K). To be explicit, if DE DK, then 

(D,L/K) = ( L a(P)P,L/K) = II (p,L/K)a(P) . 

Proposition 9.18. The Artin map (*, L/ K): V K -+ G is onto and 
the kernel contains the group NL/KV~ where V~ is the subgroup of V L 
generated by primes of L unramified over K. 

Proof. Let G' denote the image of (*, L / K) and MeL the fixed field 
of G'. If P E SK then, by Proposition 9.11, (P,L/K)IM = (P,M/K). By 
definition, (P, L / K) I M = e. Thus, (P, M / K) = e which implies that P 
splits completely in M. Since SK has Dirichlet density 1, it follows from 
Theorem 9.13 that M = K. Galois theory now yields that G' = G, i.e., 
(*, L/ K) is onto. 

If \13 is a prime of L lying above P, then by the definition of the norm map 
(see the discussion following Proposition 7.6) we have N L/ K\13 = f(\13 / P)P. 
Thus, 

(NL/K\13,L/K) = (P,L/K)f(WP) = e. 

The last equality is a consequence of Proposition 9.10 which asserts that the 
Frobenius automorphism (\13, L/ K) (and so (P, L/ K)) has order f(\13/ P). 
The second assertion of the proposition follows from this. 

The exact nature of the kernel of the Artin map is a very difficult ques­
tion. We first turn our attention to a much simpler question. Among abelian 
extensions of K the simplest are the constant field extensions. How does 
the general theory play out in this special case? The key to answering this 
question is to determine explicitly the Artin automorphism (P, KE/ K). 

Recall that Gal(E/IF) is cyclic of order m generated by the automorphism 
1>q which maps a -+ a q for all a E E. We have shown previously that 
Gal(KE/ K) ~ Gal(E/IF). From now on we identify these two groups. 

Proposition 9.19. Let L = KE where E is an extension of IF of degree 
m. Let P be any prime of K. Then (P, L/ K) = 1>~egK p. 

Proof. Every prime of K is unramified in L since L is a constant field 
extension. See Proposition 8.5. 

Suppose a E E. From the definition, (P, L/ K)a == a NP (mod \13), where 
\13 is a prime of Labove P. Both sides of this congruence are in E and thus 
the difference is in En \13 = (0). It follows that 

(P, L/K)a = a NP Va E E . 

Now, NP = qdegK p. It follows that the right-hand side of the above 
equality coincides with 1>~egK P (a). Since a E E is arbitrary, we deduce 
(P, L/ K) = 1>~egK p. 
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Proposition 9.20. Maintaining the notation of the previous proposition, 
the Artin map (*,LIK) : VK -+ Gal(LIK) ~ Gal(IE/Jlf) is onto and the 
kernel is the group Vi<:Vi(. Here, Vi<: denotes the group of divisors of degree 
zero. 

Proof. We already know that the map is onto. To determine the kernel 
we note that the Artin map is given by (D, L I K) = ¢~egK D for D E V K. 

This is true for prime divisors by the previous proposition and it follows in 
general by linearity. From this we see Vi<: is in the kernel. Since Gal(LI K) 
has order m, it follows that Vi( is also in the kernel. Thus, Vi<:Vi( is in 
the kernel. This group is equal to the kernel since it has index m in VK. 
This follows since Vi<: Vi( is the kernel of the map 

D -+ degK D (mod m) from VK -+ 21m2. 

We note, for future reference, that PK, the principal divisors of K, have 
degree zero and are thus in the kernel of the Artin map for constant field 
extensions. 

We can now determine the Artin L-functions associated to constant field 
extensions. 

Proposition 9.21. Again maintaining the notations and hypotheses of 
Proposition 9.19, let X be an irreducible character of G = Gal( L I K). Then, 
L(s, X) = ZK(X(¢q)u) where, as usual, u = q-S, and ZK(U) = (K(S). 

Proof. Since G is abelian, X is a linear character, i.e., a homomorphism 
from G to C*. From the definitions, and Proposition 9.19, 

L(s, X) II (1- x((P,LIK))NP-S)-l 
PE8K 

II (l_X(¢q)degKPq-sdegKP)-l 

PE8K 

II (1 - (X(¢q)u)degK P)-l = ZK(X(¢q)u) . 
PE8K 

This proposition gives a meromorphic continuation of L(s, X) to the 
whole plane, which is good. However, all of these functions have poles, 
which seems to be bad. 

This result seems troubling at first sight. If X = xo, the trivial character, 
the Artin L-function, is the zeta function, which is as it should be. If X is not 
trivial, then L(s, X) is not a polynomial in u and in fact has poles (at sEC 
such that X(¢q)q-S = q-l or 1). This seems to contradict Artin's conjecture 
and Weil's theorem. It does not contradict Weil's theorem, Theorem 9.16B, 
because part of the hypothesis was that LI K be a geometric extension, 
i.e., Land K have the same constant fields. Artin's conjecture has to be 
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modified in the function field case to accommodate characters belonging to 
constant field extensions. We will explain this more fully later. 

It is worth noting that a consequence of Proposition 9.21 is that for 
constant field extensions L(l, X) -1= 0 if X is linear and non-trivial. This 
follows because 

L(l,X) = ZK(X(cPq)q-l) -1= 0, 

since (K(S) has no zeros on the line iR(s) = 1 by Proposition 5.13, and so 
ZK(U) has no zeros on the circle lui = q-l. 

Another interesting consequence, which is a special case of a far more 
general result (which we discussed in Remark 4 following the statement of 
Theorem 9.16B) is that 

(ds) = II L(s, X) , 
x 

where the product is over all linear characters of G. This is immediate from 
Theorem 8.15 and Proposition 9.21. 

Having investigated constant field extensions the next question is to see 
how they fit into the more general situation. Let L/ K be a general abelian 
extension with IE the constant field of L and IF the constant field of K. 
Then KIE is the maximal constant field extension of K in L. L / KIE is a 
geometric function field extension. 

Proposition 9.22. Let L/K be an abelian extension of global function 
fields and KIE be the maximal constant field extension of K in L. Let G = 
Gal(L/ K) and G' the image of D'f( under the Artin map. Then, G' = 
Gal( L / KIE). In particular, if L / K is a geometric extension, D'f( maps onto 
G under the Artin map. 

Proof. Let P be a prime of K which is unramified in L. By Proposition 
9.11 and Proposition 9.19 we see (P,L/K)IKE = (P,KIE/K) = cP~egKP. 
By linearity, if DE D'x, then (D,L/K)IKE = cP~egKD. It follows that D'f( 
maps to Gal(L/KIE), i.e., G' C Gal(L/KIE). 

To show the Artin map from D'f( to Gal(L/KIE) is onto is a little tricky. 
We first need a subsidiary result, namely, that m = [KIE : K] is the greatest 
common divisor of the degrees of the primes in {L}, the primes of K which 
split completely in L. Note first that if P E {L} then (P,L/K) = e. Thus, 
(P, KIE/ K) = e and this occurs if and only if ml degK P. Let m' be the 
greatest common divisor of the degrees of primes in {L}. We have just 
shown mlm', and we want to show m = m'. To do this, consider the finite 
field IE' :2 IE whose degree over IF is m'. Every prime in {L} splits completely 
in KIE' since the degree of any such prime is divisible by m'. The field LIE' 
is a Galois extension of K since it is the composite of two Galois extensions 
of K, Land KIE'. A moment's reflection shows that {L} = {LIE'}. By 
Proposition 9.13, this implies that L = LIE', i.e., IE' C L. This shows that 
IE' = IE and it follows that m = m'. 
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From what we have proven, it follows that there are primes P1 , P2 ,'" , 

Pt E {L} and integers al, a2, ... ,at E Z such that 

t 

Lai degK Pi = m. 
i=l 

Set G = 2:~=1 aiPi. Then, G E V~ and degK G = m. Also, (G, L/ K) = e 
since every prime in the support of G splits completely in L. 

To finish the proof, choose (J E Gal(L/ KlE). By Proposition 9.18, (J = 
(D, L/ K) for some D E V~. Since (J is the identity on KlE it follows from 
e = (JIKIE = (D,KlE/K) = cpgegKD, that mldegKD. Suppose degKD = 
km with k E Z. Then D - kG has degree zero, and 

(D - kG, L/ K) = (D, L/ K)(G, L/ K)-k = (Je- k = (J • 

The proof is complete! 

Let S be a finite set of primes in a global function field K and F = 
2:PES h(P)P an effective divisor of K with support in S. We define the 
ray modulo F, pF, to be the set of principal divisors of K generated by 
elements x E K* which satisfy 

ordp(x - 1) ~ h(P) \lP E S . 

Clearly, the ray modulo F is a subgroup of the group of principal divisors 
PK. In fact, it is a subgroup of P(S), the principal divisors of K whose 
support is disjoint from S. Let V(S) C VK be the group of divisors whose 
support is disjoint from S. 

The ray class group modulo F, GIF , is defined to be the quotient V(S)/pF. 
This group is not finite. However, there is an exact sequence 

(0) -+ GIF -+ GIF -+ Z -+ (0) 

induced by the degree map. It can be shown, using the finiteness of the 
divisor class group of degree zero, that GIF is a finite group. The first step 
in the proof (which we shall not pursue) is to show the following sequence 
is exact: 

(0) -+ p(S)/pF -+ GIF -+ GIK -+ (0) , 

where the map from GIF to GIK is as follows: given a ray class in GIF, 
find a divisor representing it and map that divisor to its class in GIK. We 
know that this latter group is finite, so it all comes down to showing that 
P( S) /pF is finite. This is not difficult. 

The relevance of these notions comes from the following theorem, which 
is one form of the Artin reciprocity law. 
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Theorem 9.23. (E. Artin) Let L / K be a finite abelian extension of global 
function fields. Let S be the set of primes' of K which are ramified in L. 
Then the Artin map, (*,L/K), takes D(S) onto Gal(L/K) and there is 
an effective divisor F supported on S such that the kernel of the map is 
PFNL/KV~, 

As we have already mentioned, this is a very deep result whose proof is 
long and involved. We have proved a portion of the Theorem in Proposition 
9.18. The Artin map is onto and the norms of divisors are contained in the 
kernel. The exisitence of a divisor :F such that pF N L/ K V~ is the kernel is 
the hard part. We will not prove it here, but, accepting its truth, we will 
derive some consequences. 

Notice that another way to state the same thing is that the Artin map 
takes the ray class group elF onto Gal(L/F) and the kernel is generated 
by the classes of the norms of unramified primes in L. With minor modifi­
cations, the same result holds in algebraic number fields. What is required 
in this case is some attention to the archimedean primes. These do not 
exist in function fields. 

How unique is the divisor F which plays such a major role in the Theo­
rem? It turns out it is not unique. However, one can show that in the set of 
all effective divisors with the same property as F there is a minimum one 
(recall that one divisor is greater than or equal to another if their difference 
is effective or zero). This minimum divisor, which we continue to denote 
by F, is called the conductor of L/K. Sometimes one writes this as FL / K . 

Our next goal is to define Hecke L-series and then, using Artin's theorem, 
connect these to Artin L-series. 

Let F be an effective divisor with support S C S K. A character of finite 
order on elF is called a Hecke character modulo F. There is a more general 
notion of Hecke character which is very important, but we will confine our 
attention to those which satisfy the definition just given. 

Another way to phrase the definition is to say a Hecke character modulo 
F is a homomorphism from V( S) --+ C* whose kernel is a subgroup of finite 
index containing the ray pF. 

Let A be a Hecke character modulo F in the sense just given. We want 
to define a Hecke L-series, L( s, A). The definition suggests itself. Let P tj. S 
be a prime of K. Define A(P) to be A evaluated on the ray class in elF 
containing P. Then, define 

L(s, A) = II (1 - A(P)N p-s)-l 
P((:S 

Since IA(P)I = 1, one sees easily by the comparison test that L(s, A) con­
verges absolutely for 1R(s) > 1 and for every 8 > 0 it converges absolutely 
and uniformly in the region 1R( s) 2': 1 + O. It follows that Hecke L-series are 
entire function of s in the region 1R(s) > 1. Since the terms of the product 
are non-vanishing in that region, the same is true for L(s, A). The following 
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result is essentially due to Hecke. He proved the analogous result in the case 
of algebraic number fields. The details of the function field version were first 
worked out by F.K. Schmidt. Nowadays, one can give a uniform proof of 
both versions simultaneously (and for the most general Hecke characters). 
This was done by J. Tate [2J in his thesis. A more classical approach to the 
function field case can be found in Deuring [lJ and Moreno [lJ. We will give 
the proof of a special case below (Proposition 9.26). 

Theorem 9.24. Let A be a Hecke character modulo F and assume that A 
is not trivial on VO(S). Then L(s, A) is an entire function of s. In fact, it 
is a polynomial in q-s. Moreover, L(l, A) =1= O. 

This is actually a rough version of the full result which includes a beau­
tiful functional equation that is satisfied when the character A is primitive. 
We will briefly explain what this means and write down the functional 
equation. 

Suppose :F' ~ F are two effective divisors. It is easy to see that there is 
a natural map 7r : Cl:F -+ Clp . If N is a character of Clp then A = A' 07r 

is a character of Cl:F. A is said to be induced from N. 
A character A modulo F is said to be primitive if it is not induced from 

a character of any properly smaller modulus. In this case F is said to be 
the conductor of A and we write F = FA' 

Theorem 9.24A. Let A be a primitive Hecke character with conductor FA 
and suppose A is not trivial on VO(S). Then L(s, A) is a polynomial in q-S 
of degree 2g - 2 + degK FA' Define A(s, A) = q(g-l)s NF~/2 L(s, A). Then 

A(s, A) = €(A)A(l - s,'\) , 

where €(A) is a complex number of absolute value 1. 

We are finally in a position to explain why, for linear (one dimensional) 
characters, Artin L-series are "the same as" Hecke L-series. 

Let LI K be a finite, abelian extension of global function fields, 0 = 
Gal(LI K), and X a linear character on O. We want to show that the Artin 
L-series L(s, X) is equal to a Hecke L-series. As a first step, let N x C 0 
be the kernel of X and let Kx C L be the fixed field of N x ' It is almost 
immediate that Gal(Kxl K) is cyclic of order equal to the order of X in the 
character group of O. We set Gal(Kxl K) = Ox, and note that X gives rise 
to a character on Ox ~ OINx ' We call this character X as well. Let Fx 
be the conductor of the extension Kxl K. By Artin's theorem, Theorem 
9.23, the Artin map, (*, Kxl K), gives a homomorphism from Cl:Fx onto 
Gal(Kxl K). Call this homomorphism p and set A = X 0 p. Then A is a 
homomorphism from Cl:Fx to C*, i.e., a Hecke character modulo Fx' It can 
be shown that A is a primitive character modulo F x , i.e., Fx = FA' With 
all this in place, it now follows directly from the definitions that 

L(s,X) = L(s, A) . 
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This is the long awaited identification of an Artin L-series associated to a 
linear character with a Hecke L-series. We can now invoke Theorem 9.24 to 
establish the analytic continuation of L(s, X) to the whole complex plane. 
It remains to explain when this continuation is entire. 

Theorem 9.25. Let LI K be a finite, abelian extension of global function 
fields, G = Gal(LI K), and X a linear character of G. Then, L(s, X) has 
an analytic continuation to an entire function in the whole complex plane 
if and only if Kxl K is not a constant field extension. 

Proof. From the discussion preceding the statement of the theorem, 
L(s, X) = L(s, A) where A = X 0 p. Here, p: Cl:Fx -+ Gx and X : Gx -+ C*. 
Let G~ be the image of ClFx in Gx . By Proposition 9.22, the fixed field of 
G~ is the maximal constant field extension of K inside of Kx' 

Since p is onto A is not trivial on Cl} if and only if X is not trivial on 
x 

G~. Since X is one to one on Gx we see X is trivial on G~ if and only if G~ 
is trivial and this happens if and only if Kx is a constant field extension. 
Equivalently, X is not trivial on G~ if and only if Kxl K is not a constant 
field extension. 

Thus, if Kxl K is not a constant field extension, A is not trivial on ClF 
x 

and by Theorem 9.24 this shows L(s, A) = L(s, X) is entire. If Kxl K is 
a constant field extension, Proposition 9.21 shows L(s, X) is meromorphic, 
but not entire. 

Theorem 9.25 gives a precise understanding of when L( s, X) fails to sat­
isfy Artin's conjecture in the function field case. 

In the exercises we will outline the relationship of Hecke L-series to the 
Dirichlet L-series, which were introduced and investigated in Chapter 4. As 
it turns out, the latter are simply a special case of the former. 

We will conclude this chapter by proving a portion of Theorem 9.24, 
namely for those Hecke characters belonging to the trivial modulus. In this 
case, the ray is just the group of principal ideals, PK, and the ray class 
group is VK IPK = ClK, the class group of K. So, we will consider L­
series attached to characters of finite order of the class group of K. In this 
case, the analytic continuation and the functional equation follow from the 
Riemann-Roch theorem by using the same ideas that went into the proof 
of Theorem 5.9. 

Proposition 9.26. (special case of Theorem 9.24A) Let A be a character of 
~nite order 0t C~K and suppose that A is not trivial on Cl'k- Then, L(s, A) 
zs a polynomzal zn q-S of degree 2g - 2. Set A(s, A) = q(g-l)s L(s, A). Then, 
A(s, A) = A(C)A(l - s, );), where C is the canonical class of K. 

Proof. L(s, A) = I1p(l-A(P)NP-S)-l = EA A(A)NA-S where the prod­
uct is over all primes of K and the sum is over all effective divisors of K. 
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Summing by degrees we find 

L(" A) ~ ~ C~~:(A») q-" 

We claim EdegK A=k A(A) = 0 for all k > 2g - 2. This will show that 
L(8, X) is a polynomial in q-S of degree at most 2g - 2. 

Assume k > 2g - 2 and let {AI, A 2 ,'" ,Ah } be a set of divisors of 
degree k representing the divisor classes of degree k. Here, h = hK is the 
class number of K. For any two divisors BI and B2 we will use the notation 
BI rv B2 to mean that BI and B2 are linearly equivalent, i.e., Bl - B2 is 
principal. All sums will be over effective divisors A. We have 

We have used two facts. Since A takes principal divisors to 1, A rv Ai 
implies A(A) = A(Ai)' Secondly, if k > 2g - 2, the number of effective 
divisors linearly equivalent to Ai is (qk-g+l -1)/(q -1). This follows from 
Lemma 5.7 and the fact that l(Ai) = k - g + 1 since degK Ai = k > 2g - 2 
(see Theorem 5.4, Corollary 4). 

Let D be a divisor of K of degree 1. Such a divisor exists by the theorem 
of F.K. Schmidt. Write Ai -kD = Bi for each i with 1 :::; i :::; h. The divisors 
{Bl, B2 ,'" ,Bh} have degree zero and, in fact, are a set of representatives 
for the divisor classes of degree zero. Substituting Ai = kD + Bi in the 
above sum, we see that 

k-g+1 1 h 
" A(A) = q - A(D)k" >..(Bi) . 
~ q-1 ~ 

degK A=k t=l 

The latter sum is zero, since it is the sum of the character A evaluated on 
all the elements of the group ClEO and by hypothesis, A is not trivial on 
that group. This completes the first part of the proof. 

To prove the functional equation for L(8, >..) we first ease the notation by 
setting u = q-S and writing L(8, >..) = f(u, A) . We have shown that f(u, >..) 
is a polynomial in u of degree at most 2g - 2. Now, 

L(8, A) = f(u, A) = 
degK A~2g-2 

ql(A) 1 
>"(A) - udegK A . 

q-1 
degK A~2g-2 

= 

The first sum is over effective divisors A and the second sum is over divisor 
classes A. The passage from the first sum to the second uses Lemma 5.7 
once again. 
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A simplification occurs because 

L A(A)udegK A = 0 . 
deg K A~2g-2 

To see this, simply sum by degrees and check that each coefficient of the 
resulting polynomial is 0 because the sum of A evaluated on all divisor 
classes of a fixed degree is 0 (one reduces to the case of divisor classes of 
degree zero, as above). We are thus led to the following simple expression 

(q - l)f(u, A) = 
degK A~2g-2 

Multiply both sides by u1- g = q(g-l)s and we get 

(q - 1)u1- g f(u, A) = 
degK A~2g-2 

The key observation is that if C denotes the canonical class, the map 
A -+ C - A is a permutation of the divisor classes of degree less than or 
equal to 2g - 2. Thus, in the last summation we can substitute C - A for A 
and the sum remains the same. Let's investigate how the individual terms 
change. 

The expression A(A) becomes A(C - A) = A(C)A(A)-l = A(C)A(A). 
The expression ql(A) becomes ql(C-A) = qg-l-degK Aql(A), since, by the 

Riemann-Roch theorem, l(A) = degK A - 9 + 1 + l(C - A). 
Finally, udegK A-g+l becomes ug-l-degK A since degK C = 2g - 2. 
Making all these substitutions in the above equation yields 

(q - 1)u1- g f( U, A) = A(C) 

(q - 1)A(C)(q-1u-1)1-9 f(q-1u- 1 ),) . 

If we let F(U,A) = u1-gf(u,A), we have shown that F(U,A) = 
A(C)F(q-1u-1,A). Since F(U,A) = q(g-l)sL(s,A) = A(S,A), the functional 
equation we have proven for F(u, A) translates into the functional equation 
for A(s, A) given in the statement of the Proposition. 

It remains to prove that L(s, A) is a polynomial in q-S of degree 2g - 2. 
Rewriting the functional equation for f(u, A) we derive 

U-(2g-2) f(u, A) = A(C)qg-l f(q-1u-1, A) . 

The constant term of f(u, A) is 1 (this is immediate from the definition). 
Thus, the right-hand side tends to A(C)qg-l as u -+ 00. It follows that 
f(u, A) has degree 2g - 2 and also that the coefficient of the leading term 
is A(C)qg-l. Translating back to "s" language shows that L(s, A) is a poly­
nomial in q-S of degree 2g - 2, as asserted. 
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Exercises 
1. Let Lj K be a Galois extension of function fields with Galois group 

G. Let V L / K be the different divisor. Show that aVL / K = V L / K for 
all a E G. 

2. Let Lj K be a Galois extension of function fields with Galois group 
G. Suppose there is a prime P of K which is inert in L; i.e., there is 
a prime I:}J in L, lying above P, such that f(I:}JjP) = [L : K]. Show 
that G is cyclic. 

3. (Continuation). Conversely, if G is cyclic, show that there exist in­
finitely many primes P in K which are inert in L. What is the density 
of this set of primes? 

4. Suppose that E j K is a geometric and separable extension of function 
fields. Let L be the smallest Galois extension of K containing L. 
Show by example that the constant field of L may be larger than the 
constant field of K. 

5. Let El and E2 be two finite Galois extensions of a function field K. 
Suppose that there is a prime P of K which is totally ramified in 
El and unramified in E2. Show that E 1E2j E2 is Galois with group 
isomorphic to Gal(Ed K) and that every prime in E2 lying above P 
is totally ramified in E 1E 2 . 

6. Let L j K be a Galois extension of function fields with Galois group G. 
Let N be a normal subgroup of G and L' the fixed field of N. Let I:}J 
be a prime of Land P the prime of K lying below I:}J. If I(I:}Jj P) ~ N, 
show that P is unramified in L'. If Z (I:}J j P) ~ N, show that P splits 
completely in L'. 

7. Suppose L j K is a Galois extension of function fields and that I:}J 
is a prime of L. If a E L*, and a E Gal(LjK), show ordO'<.p(a) = 
ord<.p(a-1a). In particular, if I:}J is fixed by Gal(LjK), then for any 
a E L*, all the conjugates of a have the same order at I:}J. 

8. Let Lj K be a Galois extension of function fields with Galois group 
G. Let I:}J be a prime of Land P the prime of K lying below it. We 
assume that G = Z(I:}Jj P) (if this isn't true, simply replace K by the 
fixed field of Z (I:}J j P)). Define subsets of G as follows: Gm = {a E 
G I ord<.p (aa - a) 2': m + 1, Va E O<.p}. Show that these sets are normal 
subgroups of G. Note that G-1 = G = Z(I:}JjP) and Go = I(I:}JjP). 

9. (Continuation) We wish to study the structure of Go = I(I:}JjP). 
We can replace K with the fixed field of I(I:}Jj P). Once this is done, 
we can assume I:}J is totally ramified over P. If II is a uniformizing 
parameter at I:}J, it can be shown that O<.p is free as a module over Op 
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with a basis {I, II, II2, ... , IIe-l }. Using this, show for each m > 0 
that Gm = {a E Go I ord'+l(all - II) :::: m + I}. Also show that 
Gm = (e) for all sufficiently large integers m. 

10. (Continuation) Define u(m) = {u E O~ I ord'+l(u - 1) :::: m}. For 
m :::: 0 we define maps Pm : Gm/Gm+! ---+ u(m) /u(m+!) by sending 
a E Gm to the residue class of all/II in u(m) /u(m+l). Show that Pm 
is independent of the choice of uniformizing parameter. Show that 
Pm is a homomorphism and that it is one to one. 

11. (Continuation) Let F'+l = 0'+l/~' Show that there is a monomorphism 
from U /U(l) to F<$ and monomorphisms from u(m) /u(m+l) to F'+l 
for all m :::: 1. Deduce that GO/G1 is cyclic of order prime to p=char 
IF, and that G1 is a p-group, in fact, the unique p-Sylow subgroup of 
I(~/P). 

12. Let L be a function field over a constant field F and suppose that 
a is an automorphism of L which is the identity on F. Let ~ be a 
prime of L. Then, a induces a continuous map from 00'-1'+l ---+ 0'+l 
which extends to an isomorphism (which we continue to call a) from 
i 0'-1 '+l ---+ i'+l' Define (j : A L ---+ A L by (j (a'+l) = (b'+l ) where b'+l = 
aaO'-l'+l for all primes ~ of L. Show that (j is a ring automorphism 
of AL and that its restriction to L is a. 

13. Let L/ K be a finite separable extension of function fields. In Chapter 
7, we defined a trace map trL/K : AL ---+ AK. We now define a map 
in the other direction, iL/K : AK ---+ AL sending the adele (ap) to the 
adele (b'+l) whose ~-th coordinate is ap for every prime ~ lying over 
P. Show that iL/K is a one-to-one ring homomorphism which sends 
K to L. 

14. (Continuation) Show that trL/K 0 iL/K is multiplication by n = [L : 
K]. Ifn is not divisible by the characteristic of L, conclude that trL/K 
is onto. 

15. (Continuation) Suppose L/ K is a Galois extension of function fields 
with Galois group G. Show that the adeles of L which are fixed by 
G, At, are equal to iL/KAK. 

16. Let L/ K be a Galois extension of function fields and a an auto­
morphism of L which leaves the constant field fixed. If w E DL is a 
differential, define aw by aw(a) = w(a-1a) for all a E AL . If w van­
ishes on AdD) for a divisor D, show that aw vanishes on Ada D). 
Use this to prove that aw is a differential. If (w) is the divisor of w 
show that the divisor of aw is a(w). 

17. (Continuation) Let 0 denote the zero divisor and DK(O) the space 
of holomorphic differentials. Show a maps DdO) into itself. Assume 
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that 9 ?:: 2, where 9 is the genus of L. Also assume that (J is non­
trivial and of finite order prime to the characteristic of L. Show that 
the action of (J on S"h(O) is non-trivial. (Hint: Let K be the fixed field 
of (J. If (J acts trivially on DL(O), show the map w -+ w* = wotrL/K is 
an isomorphism between DK(O) and DL(O) . Conclude that gL = gK. 
This contradicts the Riemann-Hurwitz formula). The proof outlined 
here is due to R. Accola. 

18. Let k = JF(T) be the rational function field and A = JF[T] be the ring of 
polynomials. Let mEA, m ¢:. JF*, and suppose m = aPfl p~2 ... Pt' 
is its prime decomposition. Each Pi corresponds to a prime s.tJi of k. 
Let M = L ais.tJi be the effective divisor of k corresponding to m. We 
set Moo = M + 00. Show that Cl'Moo ~ (A/mA)* and deduce that a 
ray class character modulo Moo, restricted to the divisors of degree 
zero, is the same as a Dirichlet character modulo m. 



10 
Artin's Primitive Root Conjecture 

By now we have developed a lot of foundational material about the arith­
metic of function fields. In this chapter we will put this material to work 
and give the beautiful proof, due to H. Bilharz, of E. Artin's conjecture 
about primitive roots in function fields. 

The work we will describe is the PhD thesis of Bilharz, who wrote the 
thesis under the direction of H. Hasse. His paper appeared in 1937 (see 
Bilharz [1 D. 

Bilharz dates the origin of the conjecture very precisely. He claims Artin 
made his conjecture in a private conversation with Hasse which took place 
on September 12, 1927. Artin considered an integer a E Z which is not in 
the set {O, 1, -I} . Let Ma be the set of primes, not dividing a, for which 
a is a primitive root. Does this set have a Dirichlet density and if so can a 
formula be found for it? On heuristic grounds, Artin conjectured that the 
density was 

1 1 
o(Ma) = II (1- l(l _ 1)) II (1- l - 1) , 

Irf.Sa IESa 

where the first product is over all primes for which a is not an l-th power in 
Q and the second over the finitely many primes (maybe the empty set) for 
which a is an l-th power. The first product is convergent and, since all the 
terms are non-zero, so is the product. The second term is zero if and only 
if 2 E Sa, i.e. a is a square in Q. Thus, assuming this formula is correct, 
it follows that if a is not 0, ±1, and not a square, then there are infinitely 
many primes for which a is a primitive root. 
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Artin's formula is not correct as it stands, but it may be modified slightly 
to give what is believed to be the correct result . The qualitative conse­
quence described above remains unaffected by this. It is this latter state­
ment that is known as Artin's conjecture on primitive roots. It remains 
open to this day. In 1967, C. Hooley gave a conditional proof of the conjec­
ture, with the correct formula for the Dirichtlet density, by assuming the 
truth of the generalized Riemann hypothesis for a certain set of algebraic 
number fields (Hooley [1]). Even without the Riemann hypothesis, great 
progress has been made in recent years by R. Gupta, M. Ram Murty, and 
D.R. Heath-Brown (see the survey article of M. Ram Murty [1]). 

The thesis problem of Bilharz was to formulate the primitive root con­
jecture in global function fields and give a proof of it in this context. He 
did this brilliantly except that his proof was conditional on the truth of the 
Riemann hypothesis for global function fields. In 1948, Weil published his 
proof of this result and one consequence was that the Artin conjecture on 
primitive roots was no longer a conjecture, but a theorem, in the function 
field context. 

Let us fix a global function field K with constant field JF having q ele­
ments. Let a E K* and PES K, a prime of K which is prime to a. We 
say that a is a primitive root modulo P if its residue class in (Op/ P)* has 
order NP - 1, i.e. it is a cyclic generator of (Op/P)*. If a E JF* its order 
divides q - 1 and thus a can be a primitive root only for the finitely many 
primes of degree 1. We assume from now on that a E K*, but not in JF*. 
The following simple lemma is crucial to what follows. 

Lemma 10.1. Let P be a prime of K not containing a E K*. Then, a is 
a primitive root modulo P if and only if there is no prime l E Z satisfying 
both of the following conditions: 

i) N P = 1 (mod l) and ,;,;) NP-l •• a~ =1 (mod P) . 

Proof. If there is a prime l satisfying both conditions, then the order of a 
modulo P divides (NP -1)/l, so that a cannot be a primitive root. So, if 
a is a primitive root, there is no prime l for which both conditions hold. 

Now, suppose there is no prime I for whic4 both conditions hold and let 
h be the order of a modulo P. We claim that h = N P - 1. If not, there is 
a prime I dividing (NP - 1)/h. In this case, h divides (NP - 1)/1 and so 
both conditions of the lemma are satisfied, which is a contradiction. Thus, 
h = N P - 1 and a is a primitive root modulo P. 

We can assume from now on that l =1= p since condition i) of the lemma 
never holds for the characteristic p of JF. For each prime l =1= p in Z let (I be 
a primitive l-th root of unity in a fixed algebraic closure of K. We define 
an extension KI of K to be the field obtained by adjoining (I and any l-th 
root of a, .,ya, to K, i.e., KI = K((l, .,ya). Since Kl is the splitting field of 
the separable polynomial Xl - a over K, Kl is a Galois extension of K. 
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We will show in a while that both conditions of Lemma 9.1 are satisfied if 
and only if P splits completely in K z• This will tie our discussion in with 
some of the material developed in the last chapter. Before doing so we have 
to take a short detour to discuss cyclotomic and Kummer extensions in 
function fields. 

Proposition 10.2. Let L = K((z). Then [L : K] = f(l), the smallest posi­
tive integer f such that qf == 1 (mod I). A prime P E SK splits completely 
in L if and only if NP == 1 (mod I). 

Proof. Since L = KlF((z) it is a constant field extension and [L : K] = 
[IF((z) : IF] by Proposition 8.1. Now, Gal(lF((z) : IF) is generated by ¢q the 

f 
automorphism that takes an element to its q-th power. Thus, ¢f ((z) = ({ . 
It follows that ¢{ fixes (I if and only if qf == 1 (mod I). It follows that the 
order of ¢l is f(l) since (I generates IF((z) over IF. This proves [L : K] = f(l). 

Since LI K is a constant field extension, every prime of K is unramified 
in L by Proposition 8.5. If IiJ is a prime of Labove P, then by definition 
(P, LI K)(l == ({"p (mod 1iJ). Both sides of this congruence are constants, 
so we must have equality. Thus, 

(P,LIK)((I) = ({"P , 

and it follows that (P, LI K) is the identity on IF((z) if and only if N P == 1 
(mod I). This proves the second assertion of the proposition. 

A more elementary proof of the second part of the proposition can be 
obtained by using the corollary to Proposition 8.13. 

Our next task is to investigate extensions of the type K ( fo) I K. These 
are called Kummer extensions. We want to know which primes split com­
pletely, which primes ramify, and also a formula for the genus of K (fo) if 
we know the genus of K. The answers to these questions are given in the 
next three propositions. 

Proposition 10.3. Let K be a function field over a constant field F of 
characteristic p. Let I be a prime number not equal to p and a E K*, not 
an l-th power in K*. Let a be a root of Xl - a = 0 and L = K(a). A prime 
P of K is ramified in L if and only if I does not divide ordp (a). If P is 
ramified, it is totally ramified, i. e., there is only one prime IiJ above it in L 
and e(1iJ1 P) = I. 

Proof. Note to begin with that since I -=J p, Xl-a is a separable polynomial 
and so L is a separable extension of K. Also, since a is not an l-th power, 
xl - a is irreducible (see Lang [4]) and so [L : K] = I. 

Suppose first that llordp(a). Let n be a uniformizing parameter in the 
valuation ring of P, Op. Then, a = nlhu, where h E Z and u is a unit in 
Op. Thus, alnh = fJ, is an 1- th root of u and L = K(a) = K(fJ,). Let Rp 
be the integral closure of Op in L. We claim {I, fJ" fJ,2, . .. ,fJ,1-1} is a basis 
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of Rp over Op. It is certainly a basis of LI K since Xl - u is irreducible. 
Suppose (3 E Rp. Then 

1-1 

(3 = LCi/),i with Ci E K . 
i=O 

By the usual argument, the coefficients Ci will be in Op if we can show 
that the determinant of the matrix (trL/K(f.1i f.1 j )) is a unit in Op. We claim 
tr(f.1h) = 0 unless l[h, in which case the answer is luh/ l. This is because f.1h 
is a root of Xl - uh , which is irreducible when uh is not an l-th power, i.e., 
when h is not divisible by I. If l[h, then f.1h = uh/ l and the result is clear. 

We now have enough information to show easily 

det(trL/K(f.1if.1j)) = ±llul- 1 . 

This is a unit in Op since I =I p and u is a unit in Op. This shows, 
simultaneously, that {I, f.1,'" ,f.11- 1} is an integral basis for RplOp and 
that the discriminant ?iRp/Op = Op. From Proposition 7.9, we conclude 
that P is unramified in L. 

Now suppose that I does not divide ordp(a). Let IfJ be a prime above P 
in L. Since a l = a, we have 

I ord'13(a) = ord'13 (a) = e(s,pl P)ordp(a) . 

This implies that l[e(IfJIP). By Proposition 7.1, e(IfJIP) :s: I. This shows 
that e(1fJ I P) = I and so P is totally ramified as claimed. 

Before stating the next proposition we pause to give a somewhat technical 
definition which will be useful here and later. Let KIF be a function field 
with the constant field of characteristic p, possibly zero. An element a E F* 
is said to be geometric at a prime I =I p if K (Va) is a geometric field 
extension of K; i.e., the constant field of K (Va) is F. Here Va is some root 
of Xl - a = 0 in an extension of K. The definition does not depend on 
which root is chosen (in a given algebraic closure of K). It is an exercise to 
show that a is geometric at I unless it has the form f.1b l where f.1 E F* - F*l 
and b E K*. One way is clear. If a has this form, then K (Va) = K (,;jJi) 
which is certainly a constant field extension. 

Proposition 10.4. Let KIF be a function field, with constant field F of 
characteristic p (possibly, p = 0). Let I =I p be a prime and L = K(a) 
where a l = a E K*. Assume that a is geometric at I and that a is not an 
l-th power in K*. Then, 2gL - 2 = 1(2gK - 2) + Ra(l- 1) where Ra is the 
sum of the degrees of the finitely many primes P of K where ordp(a) is 
not divisible by l. 

Proof. This is an application of the Riemann-Hurwitz Theorem, Theorem 
7.16, which asserts that 

2gL - 2 = [L: K](2gK - 2) + degL rn L/ K . 
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Here, L / K is presumed to be a finite, separable, geometric extension of 
function fields and 1) L/ K is the different divisor of the extension. These 
hypotheses apply to L = K(a), given our assumptions. If I.iJ is a ramified 
prime of L lying above Pin K, by Proposition 10.3 we must have e(l.iJ/ P) = 

l, f(I.iJ/P) = 1, and g(I.iJ/P) = 1. 
We have to figure out the quantities on the right-hand side of the equa­

tion. We already know [L : K] = l since a is not an l-th power in K. 
Since p =I l, by Corollary 2 to Lemma 7.10, the coefficient of a ramified 
prime I.iJ in the different is e(1.iJ / P) - 1 = l - 1. Since I.iJ is totally ramified, 
f(l.iJ/ P) = 1 and so degL I.iJ = degK P. Thus, the degree of the different 
is just (l - 1) times the sum of the K-degrees of the primes P of K with 
ordp(a) not divisible by l (again using Proposition 10.3). This sum is R a , 

by definition, so the proof is complete. 

It is worthwhile noticing that if one fixes the base field K and an element 
a E K* satisfying the hypotheses of Proposition 10.4, then, as l varies over 
the prime numbers, the genus of K(.yG,) is a linear function of l. This 
observation will be of use later. 

An interesting special case is to take K = F(T), the rational func­
tional field, f(T) E F[T] a square-free polynomial of degree N, and L = 
K( J f(T)) (assuming that char (F) =I 2). A calculation, using the proposi­
tion (and not forgetting the prime at infinity) yields the fact that the genus 
of Lis (N - 1)/2 if N is odd and (N/2) - 1 if N is even. 

Proposition 10.5. Let K be a global function field over a constant field IF 
with q elements. Let l be a prime different from the characteristic oflF. Let 
a E K*. Assume that K contains a primitive l-th root of unity, (I. Suppose 
that P is a prime of K and that ordp(a) = O. Then, P splits completely in 
L = K (.yG,) if and only if 

NP-l 

a-l- == 1 (mod P) . 

Proof. Since (I E K, the extension L / K is a cyclic Galois extension. Also, 
we must have (I E IF*, which implies q == 1 (mod l) and so N P == 1 (mod I) 
for all primes P of K. 

P is unramified in L if ordp(a) = 0 by Proposition 10.3. Thus, the 
Artin automorphism (P, L/ K) is defined. The order of this automorphism 
is f(l.iJ/ P) where I.iJ is any prime of L lying over P. Thus, P splits completely 
if and only if (P, L / K) is the identity automorphism. 

Any two roots of Xl - a = 0 differ by an l-th root of unity. Let a be any 
root of this equation. Then (P, L/ K)a is another root. Thus (P, L/ K)a/a 
is an l-th root of unity which is easily seen to depend only on a and not 
on a. The usual notation for this l-root of unity is (a/ P)l, the l-th power 
residue symbol. We have 

(a/P)la = (P,L/K)a == aNP (mod 1.iJ) , 
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where \13 is any prime of L lying above P. By hypothesis a ~ P, so we can 
divide this congruence by a to obtain 

NP 1 NP-l 
(aIP)I==a - ==a-r- (mod\13). 

Since (I E K we can conclude that 

NP-l 

(aIP)1 == a-r- (mod P) . 

Thus, if P splits completely, (P, LI K) is the identity, which implies 
(al P)l = 1 and the above congruence shows aNP- 1/ 1 == 1 (mod P). Con­
versely, if aNP- 1/ 1 == 1 (mod P), then (aIP)1 == 1 (mod P). Since both 
sides are constants, they must be equal; i.e., (al P)l = 1. This implies 
(P,LIK) is the identity (since a generates L) and so, P splits completely. 

Notice that the conclusion is true even if a is an l-th power in K*. Of 
course, everything is trivial in this case. 

Proposition 10.6. Let K be a global function field with constant field IF. 
Let l be a prime different from the characteristic of IF. Let a E K*. Let 
El = K((k.ya). Let P be a prime of K such that ordp(a) = O. Then, P 
splits completely in L if and only if 

NP==l (mod l) and 
NP-l 

a-r- == 1 (mod P) . 

Proof. Consider the tower of fields K <:::; K ((I) <:::; E1. A prime of K splits 
completely in L if and only if it splits completely in K((l) and every prime 
above it in K((l) splits completely in E1• 

By Proposition 10.2, P splits in K((l) iff NP == 1 (mod l). Let \13 be a 
prime of K((l) lying above P. We apply Proposition 10.5 to El/K((l); i.e., 
in that proposition we replace K by K((l) and L by E1. It follows that \13 
splits completely in El if and only if 

N'l{-l 
a == 1 (mod \13) . 

Since both sides of this congruence are in Op, we may replace the modulus 
with P. Also, if P splits in K((d, then N\13 = NP; so the condition is 

NP-l 
a-r- == 1 (mod P) . 

This completes the proof. 

We now return to the original problem about Artin's primitive root con­
jecture in the function field case. By combining Propositions 10.1 and 10.6 
we see that a is a primitive roots modulo a prime P if and only if ordp(a) = 
o and P does not split completely in any of the fields El = K ((I, ..yii), where 
l runs through all the primes different from the characteristic of IF. Let Ma 
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denote the set of primes in K which do not split completely in any of the 
fields E l . Ma differs from the set of primes for which a is a primitive root 
by at most the finitely many primes P with ordp(a) -:f. o. In particular, if 
one of the sets has Dirichlet density, both do, and the Dirichlet densities 
are equal. Bilharz's proof proceeds by showing that the Dirichlet density of 
Ma, 8(Ma), exists and is non-zero with the exception of some very special 
circumstances for which a cannot be a primitive root for infinitely many 
primes. We will make the simplifying assumption that a is geometric. We 
remind the reader that this means that for all primes l -:f. p, the field exten­
sion K (..ya) / K is geometric. If this assumption is not made, there is a gap 
in Bilharz's proof of his theorem. This observation was also made by J. Yu, 
who has filled in the gap in a paper which is to appear, Yu [2]. By assuming 
a is geometric we avoid these difficulties and lose nothing essential about 
the original proof. 

The outline of the proof is clear and elegant, but the details are some­
what complicated. We will begin by sketching the outline of the proof and, 
afterwards, go back and fill in the details. 

For any field extension L / K, recall that {L} denotes the set of primes 
of K which split completely in L. Note that {K} = SK in our previous 
notation. 

We will need the following key result. 

Proposition 10.7. Assume a is geometric and not an l-th power in K. 
Let m be a square-free integer prime to q and Em the compositum of the 
fields El for all lim. Let f(m) denote the order of q modulo m. Then, 
[Em: K] = maf(m), where ma is the product of the primes l dividing 
m for which a is not an l-th power. The Dirichlet density of the set of 
primes which do not split completely in any of the fields El with lim is 
given by 

" p,(d) 
~ daf(d) . 

Proof. The field Em contains (m, a primitive m-th root of unity. 
Let lim. We claim a is an l-th power in K if and only if it is an l-th power 

in K((m). One way is obvious, so suppose a is an l-th power in K((m). This 
implies that K(..ya) ~ K((m). A subfield of a constant field extension is 
a constant field extension. Since, by assumption, a is geometric, this can 
only happen if K(..ya) ~ K, Le., when a is an l-th power in K. 

Clearly, Em is the compositum of the field extensions K((m, ..ya)/ K((m) 
as l runs through those primes dividing m for which a is not an l-th power 
in K((m). By the last paragraph, these primes are the same as those for 
which a is not an l-th power in K. Since all these field extensions are cyclic 
of prime order, for distinct primes, we conclude that [Em: K((m)] = mao 

To finish the proof that [Em: K] = maf(m) it remains to show that 
[K((m) : K] = f(m). Since [K((m) : K] = [IF((m) : IF], this follows in the 
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usual way by computing the order of the finite field Frobenius automor­
phism ¢q. 

To compute the density of the primes M(m) which do not split com­
pletely in Em, we resort to the inclusion-exclusion principle of set theory. 
Let {It, l2' ... ,It} be the primes dividing m. Applied to our situation, the 
inclusion-exclusion principle yields the following expression for the set in 
question: 

M(m) = {K} - U{Ed + U{Ed n {Ed - ... etc. 
i,j 

For any subset T C {K} define 

i:PET NP- S 

8(T,s) = log (K(S) 

It is clear that 8(T, s) is well defined for s > 1. From our discussion of 
Dirichlet density in Chapter 9 (immediately after Proposition 9.11) we see 
that lims-+l+ 8(T, s) = 8(T). 

The above set theoretic-expression for M(m) yields the following identity 
on the level of functions: 

8(M(m), s) = 8({K}, s) - L 8( {Ed, s) + L 8({Ed n {EI3 }, s) - ... etc. 
i,j 

Taking the limit as s -+ 1 +, we see 

8(M(m)) = 1- L8({Ed) + L:8({Ed n {E1J) - ... etc. 
i,j 

In a finite set of Galois extensions the set of primes which split completely 
in the compositum is the intersection of the sets of primes which split 
completely in the individual extensions. Using this, the above expression, 
Theorem 9.13, and the computation of [Em: K] in the first part of the 
proof yields 

as asserted. 

Let h, l2' l3, . .. be an enumeration of the primes different from p, the 
characteristic of IF. Let mn = hl2 .. ·In and let Emn be the compositum of 
the fields El with limn, i.e. 1 E {h, b"" ,In}. Let Mn be the set of primes 
which do not split completely in any of the field El, with 1 ::; i ::; n (in the 
notation of the above proof, Mn = M(m n )). Note that Mn ~ Mn+l ~ Ma 
and that nn Mn = Ma. We have just shown that 
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It is tempting to just pass to the limit as n -t 00 to get Bilharz's Theorem 
(Theorem 10.19 below). In fact, that is how the theorem is proved, but the 
passage to the limit requires a rather elaborate justification. An important 
part of the justification is played by the following theorem, whose proof we 
postpone. 

Theorem 10.8. (Romanoff) Let q > 1 be an integer and for any integer 
m relatively prime to q, let f(m) be the order of q modula m. Then, the 
series 

1 

L mf(m) 
m 

converges. The sum is over all square-free integers m relatively prime to q. 

We can now state the principal result of this chapter. 

Theorem 10.9. (Bilharz) Assume a is geometric element of K*. Then, 
with the above notations, the Dirichlet density of Ma exists and is given 
by 

00 

m=l 
(m,p)=l 

p,(m) 
maf(m) 

The sum is easily seen to be absolutely convergent using Romanoff's 
theorem. 

As we have already pointed out, Bilharz does not make the restriction 
that a be geometric. His proof seems to contain a small error involving 
the computation of the degree [Em: K]. This problem has recently been 
corrected by J. Yu, but we will be content with proving the theorem as 
stated. 

Before going on to the proof, we discuss the consequences of Bilharz's 
theorem. The main difficulty is to determine when 8(Ma) is zero and when 
it is not. The above expression for 8(Ma) as sum does not immediately 
resolve this problem. One needs the following special case of a result of 
H. Heilbronn, whose proof we also postpone. 

Proposition 10.10. With the same notations as Theorem 10.9, 

f p,(m) > II ( 1) 
m=l maf(m) - liP 1 - laf(l) . 

Let S denote the set of primes I # p for which a is an l-th power. S 
is a finite set, possibly empty. We can rewrite the right-hand side of the 
equation in Proposition 10.10 as follows: 
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The first (infinite) product converges and is not zero since the individual 
factors are non-zero and the product converges, since Lllts l/lf(l) con­
verges by Romanoff's theorem. The second (finite) product is zero if and 
only if f(l) = 1 for some prime l E S. In other words, the whole product 
is non-zero unless there is a prime l dividing q - 1 for which a is an l-th 
power. This leads to the following theorem. 

Theorem 10.11. (Bilharz) Let a be a geometric element of K*. Then 
there are infinitely many primes PES K for which a is a primitive root 
provided that there is no prime divisor l of q - 1 for which a is an l-th 
power. If there is such a prime divisor, then a is not a primitive root of 
any prime P E SK. 

Proof. We have just shown on the basis of Theorem 10.9 and Proposition 
10.10 that if a is not an l-th power for some prime II q-1, then 8(Ma) f. O. 
Since we pointed out earlier that Ma differs from the set of primes for which 
a is a primitive root by a finite set, it follows that the latter set has non-zero 
Dirichlet density and so must be infinite. 

If II q - 1 and a = bl for some b E K*, then for any prime P of Knot 
dividing a we have (using II q - 1 1 NP -1) 

a~ == bNP - 1 == 1 (mod P) . 

Thus, a is not a primitive root for any prime P of K. 

We now turn to the proof of Theorem 10.9. We first show how to reduce 
the proof of the theorem to the proof that a certain infinite sum of functions 
converges uniformly. We then prove that assertion. This is the hardest part 
of the proof. After that we give a proof of Romanoff's Theorem. Finally, 
we prove Heilbronn's result, Proposition 10.10. 

Suppose a E K* is a fixed geometric element. Recall that Mn is the set 
of primes in K which do not split in any field El, for 1 ::; i ::; n. We note 
again that 

00 

i) Mn ~ Mn+l ~ Ma ii) n Mn = Ma . 
n=l 

To these two properties we add a third: 

00 

iii) Mn - Ma ~ U {El,}. 
i=n+l 

This follows since any prime in Mn which is not in Ma must split com­
pletely in E l , for some i > n. 

From property i) we see that for any s with s > 1 we have 
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Thus, limn --+ oo o(Mn, s) exists and is 2:: o(Ma, s). 
We want to estimate o(Mn, s) - o(Ma, s). To do this we first observe 

that by property iii we have 

00 

<5(Mn,s) -<5(Ma,s):S; L <5({Et,},s). 
i=n+1 

To go further we need an observation and a key lemma. The observation 
is that for any Galois extension L of K and s which is real and greater 
than 1 we have 

To justify this, one can go back to the proof of Theorem 9.13 and note 
that the proof shows log (L(s) = [L: K]2:PE{L} NP-s + R(s) where R(s) 
is positive when s is real and bigger than 1. Dividing both sides of this 
equation by [L : K]log (K (s) proves what we want. 

Putting the last two inequalities together yields 

00 1 10g(EI (s) 
o(Mn's) - o(Ma, s):S; L [E : k] 10 ( '(s) 

i=n+1 l, g K 
(1) 

We can now state the main lemma 

Lemma 10.12. There is a real number Sl > 1 such that 

converges uniformly on the interval (1, sd. 

Assuming this lemma we will conclude the proof of Theorem 10.9, We 
will then give the proof of the lemma. 

From Lemma 10.12 and Equation 1 we see that limn --+oo <5(Mn, s) = 

o(Ma, s) on (1, Sl) and that the convergence is uniform. We can use the 
following standard fact from real analysis. 

Fact. Let {fn(s)} be a sequence of functions on the interval (so, Sl) which 
converges uniformly to a function 1(s). For each n suppose lims--+so 1n(s) = 
An exists and that limn --+oo An = A exists. Then, lims--+so 1(s) = A. In 
other words, 

lim lim 1n(s) = lim lim 1n(s) . 
S-tSQ n-+oo n-+oo 8-+80 

We now apply this fact to the sequence of functions <5(Mn, s). 
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lim o(Ma, s) = lim lim o(Mn's) = lim lim o(Mn, s) = 
8--+1+ 8--+1+ n--+oo n--+oo8--+1+ 

lim '" ~ = ~ p,(m) 
n--+oo ~ daf(a) ~ maf(m) 

dlm n m=l, (m,p)=l 

In the next to the last equality we have used Proposition 10.7. The last 
equality uses Theorem 10.8, Romanoff's Theorem. 

This sequence of equalities gives the proof of Bilharz's Theorem, Theorem 
10.9, once we have proved Theorem 10.8, Proposition 10.10, and Lemma 
10.12. 

Still assuming the truth of Romanoff's Theorem, we next tackle the proof 
of Lemma 10.12. 

Since a is an l-th power for only finitely many primes, to prove Lemma 
10.12 it suffices to prove that the sum 

(2) 

is uniformly convergent on some interval (1, Sl), where the sum is over all 
primes l -=I- p for which a is not an l-th power. 

Let R = IF(T) denote the rational function field over IF and Rl = IF( (1) (T) 
denote the rational function field with IF( (z) as constant field. It follows from 
Theorem 5.9 that 

(E l (s) = LEI (S)(RI (s), 

where LEI(S) is a polynomial in q-f(I)8 of degree 2g1, where gl is the genus 
of E1• (Remember that f(l) = [IF((I) : lFl.) Taking the logarithm of both 
sides of this relation and substituting into Equation 2 gives 

It thus suffices to prove that these two sums are uniformly convergent on 
some interval (1, sd. We shall first prove this for the second sum. 

For S > 1 we note that 

Thus, 
2:' 1 log(RI(S) 2:' 1 log (R(S) 
l ~ If(l) log (K(S) ~ If(l) log (K(S) . 
-r-P li-P 

(4) 

Since both (R(S) and (K(S) have a simple pole at S = 1, it follows easily 
that the ratio log (R (s) / log (K (s) ---+ 1 as S ---+ 1 + . Thus, there is an interval 
(1, S d such that this ratio is less than 2 for S E (1, S d. It follows that 
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the right-hand sum in Equation 4 is dominated by the convergent sum 
l::;,ep I!Cl)· This establishes the uniform convergence of the second sum in 
Equation 3 on the interval (1,81). We now turn our attention to the first 
sum. 

From Theorem 5.10, we deduce the following: 

291 

LEI (8) = II (1 - 7r"iq-f(I)S) , 
j=l 

where each 'Trj has absolute value q!(I)/2 (it is here that the Riemann hy­
pothesis for function fields is used). Assuming that 8 is real and bigger than 
1, we obtain the following inequalities: 

By Proposition 10.4 and the remark following it, we see that there is a 
constant r, independent of l, such that 291 ::; rl for alll. Substituting this 
into the last equation and taking logarithms of the terms of the resulting 
inequalities yields 

( f(l») (f(l») rllog l-q-"""- ::;10gLEz (8)::;rllog l+q-"-

If 0 < x, then 10g(1 + x) < x, so 

l..ill. log LEz (8) < rlq- 2 

(5) 

To deal with the left-hand side of Equation 5, note that for 0 < x < 1 

00 k 00 

-log(l-x) = L:~ < L:xk = 1 :x· 
k=l k=l 

Substitute x = q-f(I)/2 into this and also use the fact that (l_q-f(I)/2)-1 ::; 
(1 - q-1/2)-1. We obtain 

.;q l..ill. 
-rl.;q_l q- 2 < log LEz (8) . 

Altogether, we have established that 

110g LEz (8)1 < rl .;q q-¥ 
.;q -1 

Since log (K (8) --+ 00 as 8 --+ 1 +, we see that 1/ 1 log (K (8) I is bounded by 
some constant, say, C, on the interval (1,81). Thus, for 8 E (1,81) we have 

L:'_I_ llogLEJ 8)1 < rC .;q L:' 1 
l;ofv If(l) 1 log (K(8)1 .;q - 1 l,ep f(l)q¥ . 
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We will have established that the first sum on the right-hand side of 
Equation 3 is uniformly convergent on the interval (1, Sl) once we prove 
the following lemma. This will also finish the proof of Lemma 10.12. 

Lemma 10.13. The sum 
I 1 

~ f(l)q4}l 

is convergent. 

Proof. We will break the sum up into two subsums, the first over all primes 
l such that l ::; qf(I)/2 and the second over all primes such that l > qf(I)/2. 

For the first subsum we have 

L 
lip 

l~q!(1)/2 

1 1 
f(l)q4}l ::; ~ f(l)l . 

The latter sum converges by Romanoff's Theorem. 
To analyze the second subsum, we first try to figure out how many primes 

l there are such that f(l) takes on a fixed value f. Such primes must divide 
qf - 1. Let h, l2,'" ,It! be the set of such primes. We have 

We are now considering primes l such that qf(I)/2 < l, so it follows that 

and it follows that t f ::; 1. Thus, 

1 00 1 

L f(l)q4}l::; L -f ' 
liP f=l fq2 

/-!,jl <I 

which is a convergent series. In fact, its sum is -log(l- q-~). 
Since both subsums converge, the proof is complete. 

The two remaining things which need proof are the results of Romanoff 
and Heilbronn. Both these proofs belong to elementary number theory 
and not to the arithmetic of function fields. Nevertheless, for the sake of 
completeness we will sketch these proofs. 

The proof of Romanoff's Theorem uses the following lemma. 

Lemma 10.14. Let'Y denote Euler's constant. 

p,( d)2 6 L -d- ::; 1l'2 e'Y log log(n) + 0(1) . 
din 
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Proof. First of all, note that 

L /t(:)2 = IT (1 +~) 
din pin 

The product is over all prime divisors p of n. We break this product up 
into two parts - first the product over prime divisors> log( n) and secondly 
over prime divisors < log(n). 

If P1,P2,'" ,Pg(n) are the prime divisors of n which are greater than 
log(n) we find, using ITPi :=:; n, that 

log(n)g(n) :=:; n , 

and, consequently, g(n) :=:; log(n)/loglog(n). It follows that 

IT (1 + ~) < (1 + _1_) g(n) = 1 + 0 ( 1 ) 
P - log(n) loglog(n) 

pin 
log(n)<p 

We now consider the product over prime divisors less than log(n). 

IT 
pin 

p<log(n) 

IT 
pin 

p<log(n) 

IT 
pin 

p<log(n) 

( 1)-1 
1-- . 

P 

The first product on the right-hand side is 1/((2) + 0(1/ log(n)) = 6/7r2 + 
O(l/log(n)). The second product is :=:; e'Yloglog(n) + 0(1) by Merten's 
Theorem (see Hardy and Wright [lJ, Theorem 429). 

Putting all these estimates together gives the result. 

We now have everything we need to give the proof of Theorem 10.8. 
We begin by rewriting the sum in question as follows (all sums are over 
square-free m prime to q): 

1 00 d(n) 

~mf(m) = ~7' 
where d(n) = Lm,J(m)=n l/m. 

Define D(n) = L~=l d(k). A moment's reflection shows that 

D(n) = 1 
L m 

m,J(m)~n 

Any m entering the definition of D(n) must be a square-free divisor of 
A(n) = (qn - 1)(qn-1 - 1) ... (q - 1). Clearly, A(n) < qn2 • Thus, using 
Lemma 10.14 we find 

D(n):=:; L /t(m)2:=:; 62e'YloglogA(n):=:; Mlog(n) , 
m 7r 

mIA(n) 
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for an appropriate positive constant M. 
Let's define D(O) = 0 and calculate 

N N N-1 L d(n) = L D(n) - D(n -1) = L D(n) + D(N) . 
n=1 n n=1 n n=1 n(n + 1) N 

Since D(n) ::; Mlog(n), we see that for large N the right-hand side of 
this equation is less than 

1 + M ~ log( n) . 
~ n(n+ 1) 

This is finite, and this implies E~1 d(n)jn converges. The proof is com­
plete. 

This simple proof is due to M. Ram Murty. The same argument can be 
made to give much stronger and more general results of the same nature. 
For these improvements and generalizations see Murty-Rosen-Silverman 
[lJ. 

Our final task in his chapter is to prove the inequality due to Heilbronn, 
Proposition 10.10. This will be seen to follow from a more general inequality 
belonging to the elementary theory of numbers (see Heilbronn [1]). 

For any subset 8 ~ Z+, the positive integers, we define its natural density 
to be 

d(8) = lim X- 1#{n E 8 In::; X} , 
X--too 

provided that the limit exists. 
If 8 has a natural density, then it is not too hard to show it has a Dirichlet 

density as well, and that the two are equal. On the other hand, there exist 
sets with Dirichlet density, but not natural density. 

Natural density has a number of simple and easily proven properties. 

1. d(8) = 0 if 8 is a finite set. 

2. d(Z+) = 1, where Z+ is the set of all positive integers. 

3. If 8 1 ~ 8 2 , then d(81 ) ::; d(82 ), provided that both densities exist. 

4. If 8 1 n 8 2 = ¢, then d(81 U 8 2 ) = d(81 ) + d(82 ), provided that d(81 ) 

and d(82 ) both exist. 

5. Let h be a positive integer and define h8 = {hs I s E 8}. Then, 
d(h8) = *d(8), provided that d(8) exists. 

It follows that the natural density of the set of integers divisible by a 
positive integer a is exactly l/a and, consequently, the natural density of 
the set of integers not divisible by a is 1 - 1 j a. Let {a1, a2, ... , an} be a 
finite set of positive integers and Tn the set of positive integers not divisible 
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by any ai with 1 ~ i ~ n. It is an exercise to show, using the inclusion­
exclusion principle, that Tn has a natural density given by 

In this equation, the square brackets denote least common multiple. 
Heilbronn gives the following lower bound for this density. It is worth 

pointing out that the inequality becomes an equality if the integers ai are 
pairwise relatively prime. 

Lemma 10.15. 

d(Tn) ~ IT (1- :) 
i=l 2 

Proof. The proof is by induction on n. If n = 1 the assertion reads d(Tl ) = 
1 - l/al which we have already noted. So, we assume the result is true for 
n and prove it for n + l. 

Note that Tn = Tn+l uS where S is the set of positive integers divisible by 
an+l and by none of the integers ai with 1 ~ i ~ n. This is a disjoint union. 
A moments reflection shows that S ~ an+lTn . Thus, d(S) ~ a}+l d(Tn). 
Consequently, 

The last inequality follows from the induction assumption. 

To go from this elementary lemma to the inequality of Proposition 10.10 
we need to first give a mild generalization which is proven, as we shall see, 
by an amusing geometric argument. 

Lemma 10.16. Let Xl, X2, ... , Xn be real numbers with 0 ~ Xi ~ 1 for each 
i. As above, let {al,a2, ... ,an } be a finite set of positive integers. Then 

Proof. (Sketch) Let P(Xl 1 X2, .. . , xn) denote the difference between the 
left-hand side and the right-hand side of the inequality given in the state­
ment of the Lemma. We think of P as a function on the unit cube and 
prove that it is non-negative on this domain. That will prove the lemma. 

If we fix the values of all the variables except Xi the resulting function is 
an inhomogeneous linear function of X t • Consequently, on the interval [0, 1] 
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it takes its minimum value at one of the endpoints. Using this fact, and a 
simple induction on n, we find that on the unit cube, F takes its minimum 
at a vertex. A vertex has coordinates (101,102, ... , En), where each Ei is either 
o or 1. At such a point, the value of F is non-negative by Lemma 10.15. 
Thus, F is non-negative on the unit cube. This completes the proof. 

We can now prove Proposition 10.10. Let h < l2 < h < ... be an 
enumeration of the positive prime numbers different from p. Recall that 
f(m) is the order of q modulo m and that, for square-free m, f(m) is the 
least common multiple of {f(l) I lim} 

Define mn = lll2 .. ·In. Then 

p,( d) nIl 
L df(d) = 1 - L l.f(l·) + L l-l.[f(l-) f(l·)] dlm n :J i=l t t l:::;i<j:::;n t J t, J 

By Lemma 10.16, setting ai = f(li) and Xi = l/li' we obtain 

Using Romanoff's theorem one more time, it is easy to see that the left­
hand side of this inequality tends to Em,(m,q)=l p,(m)/mf(m) as n tends 
to 00. 

We have now proven Theorem 10.10 in the case where a is not an l-th 
power for any prime l =f=. p. In the general case one proceeds the same way 
as above except that one sets Xi = l/li if a is not an li-th power and Xi = 1 
if a is an li-th power. We leave it to the reader to check that this procedure 
leads to the correct result. 

Exercises 
1. Let K /TF be a function field and suppose K contains a primitive l-th 

root of unity, where l is a prime unequal to the characteristic of K. 
If a E K* is not geometric at l, show there is a p, E TF* and abE K* 
such that a = p,bl • 

2. In the course of the proof of Proposition 10.5 the l-th power residue 
symbol, (a/ P)l, was defined. Show that it is a good generalization 
of the Legendre symbol of elementary number theory, by proving 
that it has the following three properties: (i) (a/ P)l = (b/ P)l if 
a == b (mod P), (ii) (ab/P)l = (a/P)l(b/P)l, and Xl == a (mod P) 
is solvable (for a =f=. 0) if and only if (a/ P)l = 1 . 
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3. Prove that [IF((m) : IF] = f(m) is the order of q modulo m, provided 
that (q, m) = l. 

4. Prove Property 5 of natural density. Namely, if S ~ Z+ and h E Z+, 
then 5(hS) = h- 15(S) provided that either density exists. 

5. In Lemma 10.5, show the inequality is an equality if the ai are pairwise 
coprime. What happens if all the ai are all equal? 

6. Suppose K /IF is a function field of characteristic p. If a E K* is not 
an l-th power for any prime I, then it follows from the text that the 
Dirichlet density of the set of primes for which a is a primitive root 
exceeds TII¥p(l - 1-1 f(I)-1) = cP' which does not depend on a. If 
p > 2 show cp < .5 . Is C2 > .5 ? (Recall that f(l) is the order of q 
modulo l, where q = IlFl.) 

7. Let K/lF be a function field and suppose l Iq - 1 where q = IJFI. If a 
and b are geometric at l, show the constant field of K ( .ya, \/b) is IF 
unless abi E IF* K*l for some i with 1 ~ i < l. 

8. Let K jlF be a function field and let l be a prime different from 
the characteristic. Two elements of K*, a and b, are said to be l­
independent if for all integers m and n, ambn E IF* K*l if and only if 
lim and lin. Assume a, bE K* are geometric at land l-independent. 
Define Kl = K((I,.ya,\;Ib). Prove that [Kl: K] = f(l)l2. 

9. With the same notation as the previous problem, suppose a, b E K* 
are l-independent for all primes l different from the characteristic of 
K. Show there is a constant c depending only on a and b such that 
the genus of Kl is bounded by cl 2 for alli. 

10. (Continuation) Let a, b E K* be geometric and l-independent for all 
primes l different from p, the characteristic of K. Define Ma,b to be 
the set of primes P of K such that (0 p / P) * is generated by the 
residues of a and b modulo P. Calculate 5(M a ,b). Use Heilbronn's 
Theorem to show that 5(Ma ,b) ::::: 6j7r2 (1 - p-2)-1. (Hint: Imitate 
the proof of Bilharz's Theorem. Because many of the sums involved 
converge for trivial reasons, one need not use Romanoff's Theorem.) 

11. The reader may wonder if there are elements which satisfy the hy­
potheses of the previous problem. In fact, they exist in abundance. 
Suppose S is a finite set of primes with more than three elements. Let 
E(S) = {a E K* I ordp(a) = 0, 'riP ¢:. S}, the group of S-units of K*. 
In Chapter 14 we will show that E(S)jlF* is a free group on lSI - 1 
generators. Let a, bE E(S) map onto elements of a basis of E(S)jlF*. 
Show that a and b are geometric and that they are l-independent for 
all primes l. 



11 
The Behavior of the Class Group In 
Constant Field Extensions 

In Chapter 8, we discussed constant field extensions and, toward the end 
of the chapter, we gave particular attention to the case when the base field 
has a finite field of constants. We begin by recalling some notation. 

Let K be an algebraic function field over a finite field IF with q elements. 
Fix an algebraic closure IF of IF, and let IFn be the unique subfield of IF 
such that [IFn : IF] = n. Let Kn = KIFn be the constant field extension of 
K by IFn and h(Kn) the class number of Kn. By definition, h(Kn) is the 
number of elements in the group of divisor classes of degree zero of the field 
Kn. Formerly we denoted this group by ClKn . We simplify the notation 
by writing ClL = J(IFn). The choice of the letter "J" is not completely 
arbitrary. If one regards K as the field of rational functions on a smooth 
curve defined over IF, then J is closely related to the Jacobian variety of 
that curve. 

To begin with we will discuss the question of how the class numbers 
h(Kn) vary with n. The main tool will be the formula 

2g 

h(Kn) = IT (1 - 1l'f) , 
i=l 

given in the corollary to Proposition 8.16. We will also use some elementary 
facts from algebraic number theory and the theory of l-adic numbers. 

Afterwards we will deal with the more difficult question of how the finite 
abelian groups J(IFn) vary with n. Once again we will need to deal with 
some elementary results from the theory of l-adic numbers. We will also 
use some results from the theory of cohomology of groups. Readers who 
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lack this background may want to just skim these proofs and move on. 
Finally, we will need some basic facts which can be stated entirely in the 
language of function fields, but whose proof requires a substantial amount 
of algebraic geometry. We will state these facts as clearly as possible and 
use them to derive a number of interesting results on the behavior of the 
class group under constant field extension. For the proof of the basic facts 
we will have to refer the reader to other sources. 

The chapter will conclude with a brief discussion of how the material 
presented in this chapter was imported into algebraic number theory by K. 
Iwasawa. The resulting theory has been a fundamental tool in many of the 
most important developments in number theory over the past 50 years. 

Let U = q-s. Then the zeta function of K written as a function of U has 
the form 

ZK U _ LK(U) 
( ) - (1 - u)(l - qu) , 

where LK(u) is a polynomial of degree twice the genus with integer coef­
ficients and constant term 1. If we factor LK(u) over the algebraic closure 
of Q, we obtain 

2g 
LK(u) = II(1-wiu) , 

i=l 

where the Wi are algebraic integers. It was pointed out after Theorem 5.9 
that the functional equation for ZK(U) is equivalent to W -+ q/w being a 
permutation of the roots of LK(u). Write LK(u) = z=~~o akuk. It is then 
easy to see that another way of stating the functional equation is 

qg-kak = a2g-k for 0::; k ::; 9 . 

We will now use these facts to prove several things about how class numbers 
behave in constant field extensions. 

Proposition 11.1. Let l be a prime which divides h(K). If l I nqqn~/, 
then l Ih(Kn)/h(K). 

Proof. Let E be the number field obtain by adjoining all the elements w, 
to the rational numbers Q, and let .c be a prime ideal of E lying over l. 
Then, l Ih(K) implies 

2g 
II (1 - Wi) == 0 (mod.c). 
i=l 

It follows that there is an i such that Wi == 1 (mod .c). Let j be such that 
WiWj = q. Then, Wj == q (mod .c). Now write 

2g 
h(Kn) / h(K) == II (1 + Wi + w; + ... + wr- 1 ) (mod.c). 

i=l 
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The i-th term is congruent to n and the j-th term is congruent to qn-l/q-l 
modulo C. The Proposition follows from this. 

Corollary 1. If l Ih(K) and l In, then l Ih(Kn)/h(K). 

Corollary 2. If l Ih(K) and n = It, then It Ih(Kn)/h(K). 

Proof. Just use Corollary 1 and induction on t. 

Corollary 3. If the genus of K is 1 and l Ih(K), then l Ih(Kn)/h(K) if 
and only if l In(qn - l)/(q - 1). 

Proposition 11.1 is about divisibility. The next result will be about non­
divisibility. First, a definition. If l is a prime different from p, the charac­
teristic of IF, let d(l) be the least common multiple of the numbers lk -1 for 
1 ::; k ::; 2g. Let d(p) be the least common multiple of the numbers pk - 1 
for 1 ::; k ::; g. 

Lemma 11.2. As above, let C be a prime of E lying above l. If 71'i ~ C, 
then 71'1(1) == 1 (mod C). 

Proof. Let L'K(u) = u2g LK(l/u). Then, L'K(u) is a monic polynomial with 
integer coefficients whose roots are the numbers 71'i. Suppose 71'i ~ C and let 
7ri be the residue of 71'i modulo C. Then, 7ri is a root of L'K(u) modulo l, i.e. 
of L'K(u) E Z/lZ[u]. Thus, it satisfies an irreducible polynomial over Z/l'll., 
of degree k where 1 ::; k ::; 2g, if l =1= p, and 1 ::; k ::; g if l = p. The last 
restriction holds because if l = p, the first 9 coefficients of L'K ( u) are zero 
(recall that qg-kak = a2g-k for 0 ::; k ::; g). Since ['ll.,/l'll.,[7ri] : Z/lZ] = k, 
7ri is a non-zero element of a finite field with lk elements. This implies 
7rt-1 = I, which in turn implies that 71't- 1 == 1 (mod C), and so 71'1(1) == 1 
(mod C), as asserted. 

Since for every 71'i there is a 71'j with 71'i71'j = q, it follows that every prime 
dividing 71'i in E must lie above p. Thus, the hypothesis 71'i ~ C is only 
necessary when l = p. 

Proposition 11.3. Suppose l does not divide h(K) and that n is relatively 
prime to d(l). Then, l does not divide h(Kn). 

Proof. Suppose l Ih(Kn). Then, for some k, 71'/: - 1 == 0 (mod C). By the 
above lemma, 71':(1) == 1 (mod C). Since (n, d(l)) = 1 it follows that 71'k == 1 
(mod C), but this implies l Ih(K) contrary to the hypothesis. Thus, l does 
not divide h(Kn). 

Corollary. If n = It and l does not divide h(K), then l does not divide 
h(Kn ). 

Proof. From the definition of d(l), it is clear that l does not divide d(l) 
and so (It, d(l)) = 1. Now apply the proposition. 
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Proposition 11.4. Let n be he smallest integer such that 1 Ih(Kn). Then, 
n Id(l). 

Proof. There must be an index k such that 7rk == 1 (mod C). From the 
definition of n it follows that n is the order of 7rk modulo C. By Lemma 
11.2, 7r~(l) == 1 (mod C). Thus, n Id(l), as asserted. 

We are next going to consider the behavior of the class group in the 
l-tower. By this we mean the ascending sequence of fields K C Kl C Kl2 C 

... C Kin C ... . To begin with we will be interested in the l-primary 
part of the class groups. We denote these by J(lFln )(l). The orders of these 
groups are given by 

len where en = ordl h(Kln) . 

Of course, the numbers en depend on the prime I, but we have decided not 
to complicate the notation overmuch by making this dependence explicit. 
The main result is as follows. 

Theorem 11.5. There are constants AI, VI, and a positive integer no such 
that for all n 2 no, en = Al n + VI; i.e., the numbers en grow linearly 
with n. 

Proof. We will again make use of the formula h(Kn) = I1;!1 (1 - 7rf), but 
it will be convenient to reformulate it as an l-adic formula. Consider Q as 
a subset of its l-adic completion Ql. Let Q and Ql be the algebraic closures 
of Q and Ql, respectively. Finally, let p be an embedding of Q into Ql. 
Applying p to the above formula yields h(Kn) = I1;!1 (1- p(7ri)n). Having 
done this, we now simply rename p( 7ri) as 7ri and assume that our original 
formula takes place inside Ql. 

In the usual way, the additive valuation ordl from Ql to Z U 00 extends 
to an additive valuation from Ql to Q U 00. Namely, if a E Ql, let a be the 
norm of a from Ql(a) down to Ql. Then, ordl(a) = [Ql(a) : Qd- 1ordl(a). 
If ( E Ql is any primitive In-th root of unity, it is a standard fact that 
ordl (( -1) = 1 / ¢( In) = 1/ In-1 (1-1). Thus, as n increases, these valuations 
tend to zero. 

Let 7r E Ql be integral over Zl. If ordl ( 7r -1) = 0, we claim that ordl (7r ln -
1) = 0 for all positive integers n. To see this, note 

In_1 In-1 
ordl(7r ln - 1) = L ord l (7r - (j) = ord l (7r - 1) + L ord l (7r - (j) . 

j=o j=l 

Here, the (j run through all the In-th roots of unity and (0 = 1. We 
are assuming ord l (7r - 1) = O. It follows that for j > 0, ordl(7r - (j) = 
ordl (7r - 1 + 1 - (j) = ordl (7r - 1) = O. The next to the last equality follows 
since ordl((j -1) > 0 = ordl(7r -1). Thus, all the terms on the right-hand 
side of the equation displayed above are zero and we have proven our claim. 
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Now assume that ordl(1I' - 1) > O. Consider allZn-th roots of unity for 
all n. Among all these we claim ordl(1I' - () = ord1(1- () with only finitely 
many exceptions. This is because 

as soon as ( is a primitive zn-th root of unity with n so large that ordl(1 -
() = 1/¢(zn) < ord1(1I'-1). Let S be the set of Z-power roots of unity where 
this fails to happen. Choosing n sufficiently large we find 

In-1 In_1 

ordl(1I'ln -1) = L ordl(1I'-(j) = L ord1(1I'-(j)+ L ordl(1I'-(j). 
j=O (jES J=l, (Jrf:.S 

In the last sum all the terms can be replaced by ordl (1 - (j). Adding in 
and simultaneously subtracting the remaining terms yields 

In-1 

L (ord1(1I' - (j) - ordl(1 - (j)) + L ordl(1 - (j) . 
j=1 

Call the first sum c. The second sum is actually equal to n as we see by 
differentiating the equation xln - 1 = rr~:'~/ (x - (j), setting x = 1 in the 
result, and then taking ord1 of both sides. 

Summarizing, we have shown that if ord l (11' - 1) > 0, then for all suffi­
ciently large n there is a constant c such that ordl (1I'1n - 1) = n + c. Of 
course, c depends on 11'. 

To return to our original situation, among the numbers {1I'i 11::; i ::; 2g} 
label them in such a way that for 1 ::; i ::; Al we have ord1(1I'i - 1) > 0 
and for Al < i ::; 2g we have ord1(1I'i - 1) = O. For the first range, let Ci be 
the constant associated to 1l't by the above considerations. Then, for all n 
sufficiently large, 

Al Al 

L ordl(1 - 1I'f) = L(n + Ci) = Al n + VI , 

i=l i=l 

where VI = I:;~1 Ci· The proof is complete! 

Let Z' run through the primes other than Z. What can be said about 
the behavior of the Z'-primary components of the class group of Kin? Sur­
prisingly, these behave in an entirely different manner than the Z-primary 
component. 
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Theorem 11.6. The numbers ordt'(h(Kln)) are bounded from above. In 
other words, they increase up to some point no and then stay the same for 
all n 2:: no· 

Proof. Once again, we start from the formula h(Kn) = IT:!l (1 - lI'i) 

taking place in Q, but now we reinterpret it to hold in Ql' (see the first 
paragraph in the proof of Theorem 11.5). 

If ( -1= 1 is an In-th root of unity, then ordl' (( -1) = O. This follows from 
the identity 

In_l 

0= ordl'(ln) = L ordt'(l- (j) , 
j=l 

where the sum is over allZn-th roots of unity except 1. 
Suppose 11' E Ql' is integral over Zl' and ordl! (11' - 1) > O. If ( -1= 1 is 

any In-th root of unity, we must have ordl' (11' - () = ordt'(lI' -1 + 1- () = 
In In 1 

ordl'(l- () = O. Thus, ordu(lI' -1) = Ej=~ ordu(lI' - (j) = ordl' (11' -1). 
Now, suppose ordu(lI' - 1) = O. There are two possibilities. Either 

ordl! (lI'ln - 1) = 0 for all n, or there is a t such that ordt'( lI'lt - 1) > O. In 
the latter case we must have ordl' (lI'ln - 1) = ordt'( 1I'lt - 1) for all n 2:: t by 
the considerations of the last paragraph. 

For the set of elements {lI'i I 1 ::; i ::; 2g} label the indices in such a way 
that for each i with 1 ::; i ::; d there is a ti 2:: 0 such that ordl! (1I'i" - 1) > 0 
and for i > d, ordl' (-nf - 1) = 0 for all n > O. Then, if n is bigger than 
maxl~i~d(ti) we have 

i=l i=l 

Since this last sum does not depend on n, the result follows. 

Corollary. Let S(ln) be the set of primes which divide h(Kln). Then, 
#s(zn) --7 00 as n --7 00. 

Proof. By Proposition 5.11, there is a constant C such that h(Kln) 2:: 
Cqyln. If S(ln) remained constant from some point on, then combining 
Theorems 11.5 and 11.6, it would follow that h(Kln) would be equal to a 
constant times lAin for large n. Clearly, this is incompatible with the lower 
bound for the growth of h(Kln) just given. 

Up to now, we have not paid too much attention to the fact that the 
prime p, the characteristic of IF, behaves differently from the other primes. 
Let's pay a little more attention to this now. 

As before, let E be the field obtained by adjoining all the elements lI'i to 
the rational numbers Q. Let P be a prime in E lying above p. Given an 
index i let j be determined by lI'ill'j = q. Then either lI'i or lI'j or both must 
lie in P. It follows that at most 9 of the lI'i do not belong to P. Let>. be 



11. The Behavior of the Class Group in Constant Field Extensions 175 

the exact number that do not belong to P. We have 0 ::; A ::; g. Relabel 
the indices, if necessary, so that 7ri ¢:. P for 0 ::; i ::; A and 7ri E P for 
A < i ::; 2g. 

Lemma 11.7. Let LK(U) be the reduction of LK(u) modulo p. Then A is 
equal to the degree of L K (u). 

Proof. LK(u) = I:~=o amum = TI;!1 (l-7riu). Thus, each am is the m-th 
elementary symmetric function of the 7ri. If m > A, each term of the m-th 
elementary symmetric function contains a factor 7rj with j in the range 
A < j ::; 2g. Thus, am E P, which implies plam . Now consider a>., the A-th 
elementary symmetric function of the 7ri. One of the terms is 7r17r2 ... 7r>., 

which is not in P. All the other terms are in P. Thus, a>. ¢:. P. This implies 
that p does not divide a>., and so the degree of LK(U) is A, as asserted. 

Later we will give a nice algebraic interpretation to the number A, which 
is sometimes called the p-invariant of K. For the moment, we consider in 
more detail the case A = 0, i.e., the situation when all the 7ri are in P. By 
the lemma, this is equivalent to LK(u)'s having degree zero. It also yields 
the following interesting congruences: 

2g 

h(Kn) = II (1 - 7rn) == 1 (mod P) . 
i=1 

It follows from this that none of the class groups J(Fn) contain an element 
of order p. We make this property into a definition. 

Definition. Let KIF be a function field over a finite field of constants F. 
Let p be the characteristic of F. We say that K is super-singular if for all 
integers n > 0, p does not divide h(Kn). 

This definition can be given in even greater generality. Assume F has 
characteristic p > 0 (but is not necessarily finite) and that KIF is a func­
tion field with F as its field of constants. One defines K to be super-singular 
if the class group of every constant field extension of K contains no element 
of order p. 

The next proposition gives several equivalent conditions for a global func­
tion field to be supersingular. Before we state it, recall that for each integer 
m :::: 0, bm(K) denotes the number of effective divisors of K of degree m. 

Proposition 11.8. The following conditions are equivalent: 

a) K is supersingular. 

b) All the 7ri are in P. 

c) The degree of LK(U) is zero. 
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d) h(Kn) == 1 (mod P) for all n > o. 

e) bm(K) == 1 (mod p) for 1 ::::: m ::::: g. 

Proof. We have already seen that b implies a. To show the reverse, suppose 
that some 7ri tJ- P. Then, for some n > 0 we have tri == 1 (mod P). This 
implies plh(Kn) contrary to a. Thus, a implies b so these two conditions 
are equivalent. 

Lemma 11.7 shows the equivalence of band c. 
We have already seen that b implies d. If d holds then a obviously follows, 

and we have shown d implies b. Thus, the first four conditions are all 
equivalent. 

Recall that ZK(U) = L~=o bn(K)un (see Chapter 5). From consideration 
of the equation (1 - u)(l - qU)ZK(U) = Ldu), we obtain the following 
congruence: 

00 2g 
(1 - u) L bn(K)un == L amum (mod p) . 

n=O m=O 

It follows easily that bm(K) == L~o ak (mod p) for all m 2: 0 (we define 
am = 0 if m > 2g). 

Now, assuming that c holds, it follows from the last paragraph that e 
is true. Assuming e, it follows again from the last paragraph, that Plam 
for 1 ::::: m ::::: g. Since a2g-m = qgam for m in the same range, we have 
plam for 1 ::::: m ::::: 2g. This is the same as c. All equivalences have been 
demonstrated. 

Before giving two corollaries, we note that h(K) == bg(K) (mod p). This 

is because h(K) = LK(l) = L~=o am == L~=o am == bg(K) (mod p) by 
what has been proven above. 

Corollary 1. Suppose K has genus 1. Then, K is supersingular if and 
only if h(K) == 1 (mod p). 

Corollary 2. Suppose K has genus 2. Then, K is supersingular if and 
only if the number of primes of degree 1 and the class number, h(K), are 
both congruent to 1 modulo p. 

Both corollaries are consequences of condition e and the above remark. 

We are now going to consider not just the size of the class groups J(lFn ), 

i.e., the class numbers h(Kn), but the actual structure of these groups. 
To do this it will be necessary to use more algebraic tools than we have 
previously, and also, as already has been said, a number of fairly difficult 
results whose only known proofs require a substantial amount of algebraic 
geometry. So we will only sketch these developments and not attempt to 
provide proofs for everything. Nevertheless, we hope to tell a coherent and 
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interesting mathematical story with enough detail so that the interested 
reader can, perhaps with some additional work, fill in the gaps. 

We begin with some generalities about constant field extensions. For a 
while we only require that the constant field F of the function field K 
be a perfect field. With this assumption, we can use all the results about 
constant field extensions proven in Chapter 8. 

The first result we will need is even more general. 

Proposition 11.9. Let L be a finite, unramified, Galois extension of the 
function field K. Let G = Gal(L/ K). Then, 'Dr = iL/K'DK. Here, 'DK and 
'DL denote the divisor groups of K and L, respectively, and 'Dr denotes the 
divisors of L left fixed by the elements of G. 

Proof. If P is a prime of K, then, by definition, i L/ K P = E'l3IP e(s:)] / P)s:)]. 
Since we are assuming that L / K is unramified, this becomes i L/ K P = 
E'l31P s:)]. 

Suppose D = E'l3 a(s:)])s:)] is a divisor of L fixed by all the elements (J E G. 
Applying (J to both sides, using (JD = D, and equating coefficients, yields 
the result that a( (Js:)]) = a(s:)]) for all primes s:)] of L. By Proposition 9.2, 
G acts transitively on the set of primes of L lying over a fixed prime P 
of K. It follows that D is a Z-linear combination of divisors of the form 
iL/KP. This shows that D E iL/K'DK . Thus, 'Dr ~ iL/K'DK . The converse 
is obvious. 

From the definition, it is clear that iLl K gives a one-to-one homomor­
phism from 'DK to 'DL. By the corollary to Proposition 7.8, iL/K induces a 
homomorphism from ClK to ClL. On this level it need not be one to one 
in general. However, in the case of separable constant field extensions it is 
one to one. Even more is true when the constant field extension is Galois. 

Proposition 11.10. Let K be a function field with constant field F. Let E 
be a finite, Galois extension of F and set L = K E. Let G = Gal(E / F) = 
Gal(L/K). Then iL/K : ClK -t ClL is one to one, and Clr = iL/KClK . 

Proof. The proof will use some facts from cohomology of groups. 
Let PL and PK be the principal divisors of Land K, respectively. Con­

sider the exact sequence: 

(0) -t E* -t L* -t PL -t (0) . 

Passing to the long exact sequence and using the fact that Hl(G, E*) = (0) 
(Hilbert's Theorem 90), we find that the following sequence is exact 

(0) -t F* -t K* -t pi -t (0) . 

This shows that iL/KPK = Pf. 
Using the same associated long exact sequence, but starting at the term 

Hl(G, L*), which is zero, again by Hilbert's Theorem 90, we find 

(0) -t Hl(G, PL ) -t H2(G, E*) -t H2(G, L*) 
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is exact. The third arrow can be shown to be one to one by a localiza­
tion argument. It follows that Hl(G, PL) = (0). In the case of finite con­
stant fields, which is our principal interest, the result is even easier. In this 
case H2(G,E*) is isomorphic to F*/NE/pE* since G is cyclic. For finite 
fields the norm map is onto. Thus, in this case, H2(G, E*) = (0) and so 
Hl(G, Pd = (0) as well. 

Next, consider a second exact sequence: 

Passing to the associated long exact sequence, we find 

is exact. By what we have already proven, the first term is iL/KPK, the 
second is iL/KVK (by Proposition 11.9, since constant field extensions are 
unramified), and the fourth term is zero. Thus, 

is exact if we define the third arrow to be the map iL / K . This is equivalent 
to the assertions of the proposition, so the proof is complete. 

Corollary. With the same hypotheses as the proposition, iLl K restricted 
to ClK is one to one and i L/ KClK = (ClrJG. 

Proof. The restriction of a one-to-one map is still one to one, so the first 
assertion is obvious. 

To prove the second assertion, suppose 1) E (ClrJG. By the proposition, 
there is a class D E ClK such that iL/KD = 1). By Proposition 7.7, 
degL iL/KD = degK D. Since degL 1) = 0, it follows that degK D = 0, 
which completes the proof. 

We now attempt to package all the class groups of constant field ex­
tensions of K into one big group. To do this we will need the notion of an 
infinite Galois extension of fields and the associated Galois group. Let L/ K 
be an algebraic extension of fields, of finite or infinite degree. Let Aut( L / K) 
be the group of all field automorphisms of L which leave K fixed. If K is 
the fixed field of Aut (L / K), we say that L / K is a Galois extension and 
define Gal(L/K) = Aut(L/K) to be its Galois group. It is easy to check 
that L / K is a Galois extension if and only if it is the union of all finite 
Galois extensions of K contained in L. The fundamental theorem of Galois 
theory relating subgroups of Gal(L/ K) with intermediate fields does not 
hold in the general case, but it can be reestablished by defining a topology 
on the Galois group. One proclaims a neighborhood basis for the identity 
element to be the set of subgroups of finite index. This leads to a unique 
topology on the Galois group which makes it into a topological group. This 
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topology is called the Krull topology. It then turns out that the usual pro­
cedure now yields a one to one correspondence between closed subgroups 
of the Galois group and intermediate fields. All the standard properties of 
this correspondence continue to hold. One simply has to be careful that all 
subgroups under consideration are closed. 

We continue to assume that F is perfect. Let F denote an algebraic 
closure of F. Then, one sees easily that F I F is an infinite Galois extension. 
We set GF = Gal(FIF). If F ~ E ~ F is an intermediate field we easily 
see that FIE is a Galois extension and we write G E = Gal(F I E). G E is a 
closed subgroup of GF . It is a normal subgroup if and only if E is a Galois 
extension of F. In this case Gal (ElF) ~ GFIGE. 

We now return to the situation where K is a function field over a perfect 
constant field F. For every field E between F and F, we define J(E) to be 
the group ClKE . Proposition 11.10 and its corollary which we proved for 
finite constant field extensions continue to hold for infinite constant field 
extensions. Thus, there are one-to-one maps from all the groups J(E) into 
J(F) given by extension of divisors. We will identify J(E) with its image in 
J(F). In this way all the groups J(E) are subgroups of J(F) and one can use 
the corollary to Proposition 11.10 to show that J(F)GE = J(E). Of course, 
the same corollary shows that if ElF is Galois, then J(E)GaJ(E/F) = J(F). 

Another useful property is that J(F) is the union of the groups {J(E) I [E : 
FJ < oo}. The idea of the proof is to use Propositions 8.10 and 8.11 to show 
that every prime !fl of K F is the extension of a prime coming from a finite 
level. If P is a prime of K lying below !fl, then Proposition 8.11 shows there 
is a finite extension ElF such that P splits into a product of primes of de­
gree 1 in KE. Let p be the prime in KE lying below !fl. Then Proposition 
8.10 can be used to show that !fl is the extension of p to KF. 

It will simplify the notation to simply call J(F) = J. The advantage 
of considering the group J is that algebraic geometry gives a method for 
determining a great deal about its structure. We then attempt to use this 
information to investigate the structure of the groups J(E) where E is a 
finite extension of F. 

Theorem 11.12. Let KIM be a function field over an algebraically closed 
field of constants M. Set J = ClK. Then, J is a divisible group (for all 
integers n, the map x -t nx is onto). Denote by 9 the genus of K. If l is a 
prime different from the characteristic of M, then the l-primary subgroup 
of J, J(l), is the direct sum of 2g copies of Ql/Zl. If the characteristic 
of M is p > 0, then J(p) is the direct sum of"Y copies of QplZp where 
os. "Y S. g. 

In the case where M = C, the complex numbers, it is a classical theorem 
(Abel-Jacobi) that J is isomorphic to the direct sum of g copies ofC modulo 
a lattice A of maximal rank, i.e., J ~ C9 IA. A must be a free Z module of 
rank 2g. It follows that the elements of J of order dividing ln constitute a 
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group isomorphic to fnA/ A ~ EBig fn'lL/'lL. Passing to the limit as n ----+ 00 

gives the theorem. 
The first proof of the theorem in the abstract case was due to Weil [2]. 

The reader can also consult Mumford [1]. 
The group Ql/'lLl has a very simple structure. It is the union of the 

subgroups [n'lLz/'lLl which are isomorphic to 'lLz/ln'lLl ~ 'lL/ln'lL, a cyclic group 
of order In. Thus, there is a one-to-one correspondence between proper 
subgroups of Qz/'lLl and non-negative powers of l. This allows us to deduce 
a simple corollary from the theorem. 

Corollary. Define J[N] to be the subgroup of J consisting of elements 
whose order divides N. If N is not divisible by the characteristic of M, 
then 

2g 
J[N] ~ EB'lL/N'lL . 

1 

Proof. By the Chinese Remainder Theorem, it is enough to check the result 
when N = In is a power of a prime different from the characteristic. In this 
case the corollary is immediate from the theorem and the above remark. 

Let Y c J be a finite subgroup of J which is invariant under Gp, i.e., 
O'y E Y for all 0' E Gp and all y E Y. For example, Y = J[N] is such 
a subgroup since Ny = 0 implies 0 = O'(Ny) = N(O'y). It is immediate 
that each 0' E Gp induces a group automorphism of Y. Thus, we get a 
map G p ----+ Aut(Y). This is easily seen to be a group homomorphism. The 
kernel is a normal subgroup H of G p of finite index. By definition, such 
a group is closed and thus it corresponds uniquely to its fixed field which 
we will call F(Y). Thus, H = Gp(y). Since Gp(y) fixes Y we see that 
Y ~ JGF(Y) = J(F(Y)). F(Y) is called the field of rationality of Y. It is 
the smallest extension E/F such that Y ~ J(E). 

The exact sequence 

(0) ----+ Gp(Y) ----+ Gp ----+ Aut(Y), 

gives rise to a monomorphism from Gal(F(Y)/ F) ~ Gp/Gp(y) ----+ Aut(Y). 
Suppose N is a positive integer prime to the characteristic of F. By the 

Corollary to Proposition 11.12 we have 

2g 
J[N] ~ EB'lL/N'lL. 

1 

It follows that Aut(J[N]) ~ GL2g('lL/N'lL). Putting it all together we get a 
monomorphism 

PN : Gal(F(J[N])/F) ----+ GL2g('lL/N'lL) . (1) 
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This "Galois representation" plays a big role in the more advanced 
arithmetic theory of curves. Here we will leave off this general develop­
ment and return to the special case where the constant field is finite. So, 
once again, let us suppose that F = IF, a finite field with q elements. Let 
¢q E Cw = Gal(lF/lF) be the automorphism defined by ¢q(a) = aq for all 
a E IF. For every positive integer m, let IF m ~ IF be the unique intermediate 
field with [IF m : IF] = m. The restriction of ¢q to IF m generates the Galois 
group Gal(lFm/lF). The image of ¢q in this group has order m. It follows 
that the subgroup of Cw corresponding to the field lFm is the closure of the 
cyclic group < ¢r;' > generated by ¢r;' in Cw. We note the fact that Cw is 

isomorphic to the inverse limit of the groups Z/mZ, i.e. the group Z, the 
completion of Z with respect to all subgroups of finite index. 

Proposition 11.13. Let J[N] c J be the subgroup of J consisting of 
elements whose order divides N. Then, [IF(J[N]) : IF] is equal to the order 
of the matrix PN(¢q) (see Equation 1 above). 

Proof. Since P N is a monomorphism, the order of P N (¢q) is the smallest 
power of ¢q which is the identity on IF( J[N]). By the Galois theory of finite 
fields, this number is the dimension [IF( J[N]) : IF]. 

Proposition 11.14. For all but finitely many primes l, the dimension 
[IF(J[l]) : IF] is prime to l. 

Proof. We will need to use one of those basic facts about J whose proof 
involves a substantial amount of algebraic geometry. It concerns the char­
acteristic polynomial of the matrix PI (¢q). We will assume l i=- p, the char­
acteristic of IF. 

Let LK(u) be numerator of the zeta function ZK(U). Define L*(u) = 

u2g L K (1 I u). L * (u) is a monic polynomial of degree 2g with coefficients in 
Z. Let D E Z denote the discriminant of this polynomial. The fact we need 
is that the characteristic polynomial of Pl(¢q) is the reduction of L*(u) 
modulo l. This is implied by the characterization, due to Weil, of L * (u) 
as the "characteristic polynomial of Frobenius" acting on the Tate module 
at l. See Milne [1], Mumford [1], or, for the original formulation, Weil [2]. 
It follows from this that if l does not divide D, then the characteristic 
polynomial of Pl(¢q) does not have repeated factors in ZllZ[u]. By linear 
algebra p(¢q) is diagonalizable over the algebraic closure of ZllZ. The 
eigenvalues , which are non-zero since l i=- p, have order prime to l. It 
follows that the matrix Pl(¢q) has order prime to l. The proposition is now 
a consequence of Proposition 11.13. 

Because of these propositions, among other reasons, it is of interest to 
investigate the structure of the matrix groups CLr(ZINZ) where rand N 
are positive integers. We will sketch some of the main facts about them. 
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Suppose N = 1'{"1r;"2 ... lr;:t is the prime decomposition of N. Then using 
the Chinese Remainder Theorem, it can be seen that 

This reduces the problem to the structure of the groups GLr(Z/lmz), 
where I is a prime number. If m > 1, reduction modulo I gives rise to an 
exact sequence: 

Here, I denotes the identity r x r matrix and Mr(Z/lmz) the ring of r x r 
matrices with coefficients in Z/lmz. The order of the group I +IMr(Z/lmz) 
is lr2 (m-l). It is an I-group whose structure can be investigated more closely. 
However, we will not enter into further details about this here. 

The size of the group GLr(Z/IZ) is given by 

(F-1)(F-l)···W_zr-l) 
zr Cr - 1)/2W - I)W- 1 - 1) ... (1- 1) . 

The proof of this is obtained by noticing that an r x r matrix with coeffi­
cients in a field is invertible if and only if its rows are linearly independent. 
Thus, the first row must be non-zero. It can be any of zr - 1 row vectors. 
The second row must be linearly independent from the first, so it cannot 
be a multiple of the first row. Thus, there are zr - I choices for the second 
row. There are 12 vectors in the linear span of the first two rows, so there 
are lr - 12 choices for the third row. The general pattern is now clear. 

We summarize a portion of this discussion as follows. 

Proposition 11.15. The group GLr(Z/lmz) has order equal to 

If(r,m)w -1)W- 1 -1) ... (I-I) 

where f(r, m) = (m - l)r2 + r(r - 1)/2. 

Note, in particular, that GLr(Z/lmz) has a large I-Sylow subgroup whose 
order depends on m, whereas the "prime to I" part of the group has order 
which is independent of m. This will be of importance later. 

We have developed most of the tools we will need for the next task, 
which is to give a structural, algebraic interpretation to Theorems 11.5 
and 11.6. To recall the situation, fix a prime I and consider the tower of 
fields K C Kl C K[2 c .... The two theorems in question were about the 
way the class numbers h(Kln) behave as a function of n. We will now look 
at the more general question of how the groups J(Wln) behave as a function 
of n. 

It will be convenient to define Wloc to be the union of the fields Win where 
n varies over the positive integers. It is not hard to check that for every 
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finite extension lE of IFl~ we have [lE : IFl~] is prime to l. Thus, Fl~ is 
characterized as the maximal l-extension of IF in iF. Note that the group 
J(IF1~) is the union of the groups J(IFln) over all n. 

We first consider the l-primary components. Recall 

2g 

J(IFI~ )(l) ~ J(l) ~ EB Qz/Zl . (2) 

Proposition 11.16. We have the following group isomorphism: 

rz 
J(IFI~ )(l) ~ EB Qz/Zl, 

1 

where rl is the dimension over Z/lZ of J[l] n J(IF1~). 

Proof. (Sketch) We first show that J(IF1~ )(l) is a divisible group. Consider 
the exact sequence of GF modules 

(0) -+ J[l] -+ J(l) -+ J(l) -+ (0) , 

where the third arrow is the map "multiplication by l." This is onto since J 
is a divisible group and this easily implies that the l-primary component of 
J is divisible. Let H C GF be the subgroup corresponding to IFl~. Passing 
to the associated long exact sequence we find 

J(IF1~ )(l) -+ J(IFI~ )(l) -+ H1(H, J[l]) 

is exact. The first arrow is, again, multiplication by l. Every finite quotient 
of H is prime to l. It follows that Hl(H, J[l]) = (0). Thus, multiplication 
by l is onto and J(IF1~)(l) is divisible. 

From Equation 2 it now follows that 

Tl 

J (IF l~ ) (l) ~ EB Qz/Zl , 
1 

where 1 :S rl :S 2g. If one considers the subgroups of both sides of this 
isomorphism consisting of the elements of order dividing l we obtain the 
characterization of rl given in the proposition. 

The following group theoretic lemma and its corollaries are the key to 
understanding the behavior of the groups J(IFln )(l). 

Lemma 11.17. Suppose l is an odd prime, and that A is an abelian group 
isomorphic to EB~ Qz/Zl. Let ¢ : A -+ A be an endomorphism. Define 
Ao = {x E A I ¢(x) = x} and Al =: {x E A I¢l(x) = x}. Suppose that Ao 
contains A[l] = {a E A I la = O}. Then, we have 

Al = {x E A Ilx E Ao} . 

If l = 2, the same result holds provided we assume Ao contains A [4]. 
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Proof. We assume I is odd and begin by showing there is an endomorphism 
'ljJ of A such that ¢ = I + 1'ljJ where I is the identity endomorphism. 

Since A is divisible, given x E A, there is ayE A such that ly = 
x. Set 'ljJ(x) = ¢(y) - y. This is well defined, because if ly' = x, then 
y - y' E A[l]. Since ¢ - I vanishes on A[l] by hypothesis, we must have 
¢(y) - y = ¢(y') - y'. It is easily verified that 'ljJ is an endomorphism. 
Finally, 1'ljJ(x) = ¢(ly) -ly = ¢(x) - x, so ¢ = 1+ 1'ljJ as asserted. 

Thus, 

¢I = (I + 1'ljJ)1 = I + G)Z'ljJ + G)z2'ljJ2 + ... = I + 12'ljJ(I + lf1) , 

where f1 is an endomorphism of A which commutes with 'ljJ. 
The endomorphism I + lf1 is invertible because A being a torsion group 

implies that the formal inverse (I + lf1)-1 = I -1f1 + 12f12 - '" gives an 
actual inverse. 

We find that ¢I(x) = x if and only if 12'ljJ(1 + lf1)(x) = 0 if and only 
if 12'ljJ(x) = 0 (since 'ljJ and 1 + 1f1 commute). This last condition can be 
rewritten as 1'ljJ(lx) = O. Adding Ix to both sides, we see this condition is 
equivalent to Ix + 1'ljJ(lx) = lx, or, what is the same ¢(lx) = Ix. We have 
shown that x is fixed by ¢I if and only if Ix is fixed by ¢. This is equivalent 
to the statement of the lemma. 

If I = 2 and A[4] ~ Ao, the proof is entirely similar. We leave the details 
to the reader. 

Corollary 1. In addition to the hypotheses of the lemma, assume that Ao 
is finite. Then, 

r r 

i=1 i=1 
Proof. Since A[l] C Ao and Ao is finite, it follows that Ao is the direct 
sum of r cyclic groups each of I-power order. This gives the first assertion. 

Rephrasing what has been shown so far, Ao has a set of generators 
{el' e2, ... , er } such that 2:.:~=1 nie; = 0 if and only if IV, In; for 1 :::; i :::; r. 
Since A is divisible, for each i there is an element e} E A with Ie} = ei. Let 
A~ be the group generated by the set {eL e~, ... ,e~}. Clearly, A~ ~ AI. 
They both have the same number of elements since multiplication by I maps 
both sets onto Ao and the kernel in both cases is A[l]. Thus, Ai = AI' It 
is now a simple matter to show 2:.:;=1 nie} = 0 if and only if lVi+1lni for 
1 :::; i :::; r. This is equivalent to the second isomorphism in the statement 
of the Corollary. 

Corollary 2. With the notation of Corollary 1, define An = {x E 
A I ¢In (x) = x}. Then, 

r 

An ~ EEl l-v,-nZI/ZI • 

i=1 
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Proof. The proof is by induction on n. Corollary 1 shows the result is true 
for n = 1. Now assume it is true for n - 1. Then apply Corollary 1 with Ao 
replaced by An - 1 and ¢ replaced by ¢In-l. The result follows. 

We remark that the proofs may be given using properties of modules 
over Zl. The Pontyagin dual of A, A, is a free module of rank rover Zl and 
¢ induces an endomorphism of A. One can then prove the dual statements 
to those in the lemma and its corollaries by using properties of modules 
over Zl. Then dualizing once again we get what we want. It seemed more 
straightforward to work directly with A. 

The next result is, perhaps, the main result of this chapter. 

Theorem 11.18. Let KjJF be a function field of genus g over a finite field 
JF with q elements. Let J = ClO(KlF) and define rl to be the dimension 
over ZjlZ of J[l] n J(JFloo). There is an integer no > ° and integers Vi with 
1 ::; i ::; rl such that for all n 2: no we have 

Tt 

J(JFln )(1) ~ ffi l-v.+no-nZt/ZI . 
1 

Proof. Define no by the equation JFloo n JF(J[I]) = JFlno. It is not hard to 
see that every element in J[l] n J(JFloo) is rational over this field. Invoking 
Proposition 11.16, we find 

Tt 

J(JFloo )(1) ~ ffi Qt/Zl . 
1 

Also, there exist integers Vi for 1 ::; i ::; rl such that for each i, Vi > 0, 
and 

Tt 

J(JFlno)(I) ~ ffil-v'Zt/ZI . 
1 

lno 
Now, define A = J(JFloo )(1), Ao = J(JFlno )(1), and ¢ = ¢q . One sees 

that ¢ is the Frobenius automorphism for the extension IF jJFno and that 
the triple A, Ao, and ¢ satisfy the hypotheses of Lemma 11.17. Invoking 
Corollary 2 to that lemma, we see that for all m 2: ° we have 

Tt 

J(JFlno+",)(I) ~ ffil-v.-mZt/Zz . 
1 

If we simply set n = no + m, the theorem follows. 

Corollary. For all n 2: no, we have 

ordl h(Kzn) = rzn + Vz , 

where VI = ordl h(Klno) - rlnO. 
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Proof. We recall that h(Kln) is the order of J(IFln). From the isomorphism 
given in the theorem, we see 

~ ~ 

ordl h(Kln) = ~)lIi + n - no) = Tin + ~)lIi - no) . 
i=l i=l 

Define III = I:~~ 1 (IIi - no) (and ignore the fact that the notation here is 
somewhat ambiguous). If we set n = no in the above formula, we get the 
characterization of III given in the corollary. 

The reader will not fail to notice that the corollary is a sharpened version 
of Proposition 11.5. The qualitative content is exactly the same, but now 
we have given group theoretic interpretations of the constants Tl and Ill. 
Moreover, even no is now made more precise. 

The situation becomes much simpler when IFlco n IF( J[l]) = IF. By Propo­
sition 11.14, this happens for all but finitely many primes l. In this case, 
no = O. Thus, Tl is just the number of cyclic groups whose sum is J(IF)(l) 
and the regular behavior of the l primary parts of the class group begins at 
the first step. Also, in this case III = ord l h(K). Everything is really simple! 

We can now give a group theoretic interpretation of Proposition 11.6 as 
well. For notational convenience we will use k for the second prime instead 
of l'. 

Theorem 11.19. Let land k be primes with l =I- k. Assume k =I- p. Define 
no as follows 

29 

no = ord l II(k i -1) . 
i=l 

Then, J(IFlco) n J(k) ~ J(IFlno). 

Proof. Let P E J(IFlco) have order km. Then, P E J[km] and so P is ratio­
nal over both IFlco and IF( J[km]), and is thus rational over their intersection. 

By Equation 1 (just before Proposition 11.13) we have a monomorphism 

By Proposition 11.15, the later group has an order which is a power of k 
times I17!1 (ki -1). Thus, the highest power of l which divides [IF ( J[km]) : IF] 
is less than or equal to no. It follows that 

This containment holds for all m ;:::: O. Thus, 

which is equivalent to the theorem. 
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It is clear that Theorem 11.19 implies Theorem 11.6 together with the 
improvement that we get an upper bound on no. It also gives some added 
insight into why the result is true. 

The restriction in the statement of the theorem that k =I- p is not essential. 
One simply has to modify the definition of no slightly and then the result 
holds when k = p as well. 

The final theorem of this chapter concerns the reduction of the polyno­
mial LK(u) modulo p. In Proposition 11.7 we showed this reduced polyno­
mial has degree A where 0 ::::: A ::::: g. In Proposition 11.8, we showed that 
K is supersingular if and only if A = O. This can be restated as, J[p] = (0) 
if and only if A = O. Using the tools developed to this point we can give a 
far-reaching generalization of this. 

Proposition 11.20. With previous notations, let"( be the dimension over 
Z/pZ of J[p]. Then, "( is equal to A, the degree of the polynomial LK(U) 
reduced modulo p. 

Proof. Let LK(u) = I17!1(1 - 1fiU) be the factorization of LK(u) over 
the algebraic closure of the p-adic numbers. Let E be the subfield of Qp 
obtained by adjoining the elements 1f, to IQp. Finally, let P be the maximal 
ideal of the integral closure of Zp in E. 

By the above remarks we can assume A ~ 1. By using the proof of 
Proposition 11. 7 we can assume ordp 1f i = 0 for 1 ::::: i ::::: A and ordp 1f, > 0 
for A < i ::::: 2g. By passing to a constant field extension K n = KlF n, the 
elements 1f i are replaced by 1fi . Using the proof of Lemma 11.7, we easily 
see that the degrees of LK(u) modulo p and LKJU) modulo p are the 
same. By an appropriate choice of n we can insure 1fi == 1 (mod P) for 
1 ::::: i ::::: A. By passing to a further constant field extension Knm = KlFnm , 
we can insure J[p] ~ J(lFnm ). This does not affect the congruences already 
established, so we can assume from the beginning that ordp(1fi -1) > 0 for 
1 ::::: i ::::: A and J[p] ~ J(lF). 

Since J[p] ~ J(lF) it follows from the proof of Theorem 11.18 and its 
Corollary that ordp h(Kpn) = "(n + 1/ for all n sufficiently large. We will 
now establish a similar formula with "( replaced with A. 

Recall that 
29 

h(Kpn) = II (1 - 1f() . 
i=l 

The terms in the product with A < i ::::: 2g are units since in this range 
ordp1fi > 0. Thus, 

A 

ordp h(Kpn) = L ordp(l - 1f() . (3) 
i=l 

In the proof of Proposition 11.5, we showed that if ordp(l - 1fi) > 0, then 

for all sufficiently large n, ordp(l - 1f() = n + Ci. It now follows from 
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Equation 3 that ordp h(Kpn) = An + c for all sufficiently large n, where 

c = 2:::=1 Ci· 
We have now established that ordp h(Kpn) = 'Yn + v = An + c for all 

sufficiently large n. This can only happen if A = 'Y. 

This theorem is well known, but the usual proof uses much more sophis­
ticated methods, e.g., crystalline cohomology. The above proof is due to H. 
Stichtenoth. 

In the late 1950s, K. Iwasawa began publishing papers which carryover 
some of the theory developed in this chapter into algebraic number theory. 
The key idea is that constants in function fields are like roots of unity in 
number fields. To see why this is so, let K / F be a function field over a field 
of constants F. Let C p > 1 be a constant and define for x E K and P a 
prime divisor of K, 

I I - C-ordp(x) 
X p - p . 

It is easily checked that Ixlp is a non-archimedean valuation of K; i.e., 
it satisfies 

(a) 10lp = 0 (b) 111p = 1 

(c) IxYlp = IxlplYlp (d) Ix + yip::; max(lxlp, Iylp) . 

Up to a standard equivalence relation this set of valuations is a complete 
set of valuations of K. By Proposition 5.1, an element x E K* is a constant 
if and only if ordp(x) = 0 for all P E SK. This is equivalent to saying that 
x E K* is a constant if and only if Ixlp = 1 for all P E SK. 

If K is an algebraic number field, let OK be the ring of integers. If Pis 
a maximal ideal in OK and x E K, define 

Ixlp = N p-ordp(x) 

This is a non-archimedean valuation for each maximal ideal P c OK. 
The equivalence classes of these valuations are called the finite primes of 
K. In addition to the non-archimedean valuations there are finitely many 
archimedean valuations. These are obtained by imbedding K into the com­
plex numbers and then applying the usual absolute value. By definition, 
these archimedean valuations correspond to primes at infinity. It is a well 
known theorem, due to Kronecker, that x E K* is a root of unity if and 
only if Ixlp = 1 for all primes of K, both finite and infinite. 

From this discussion, it is clear that constants and roots of unity are 
analogous concepts, so it makes sense to think of cyclotomic extensions of 
a number field as analogous to constant field extensions of a function field. 
This is exactly what Iwasawa did. 

What is the analogue of the cyclic l-towers of constant field extensions 
we have considered in this chapter? Consider the cyclotomic field Q( (In+l) 
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where (In+l is a primitive In+l_th root of unity in a fixed algebraic closure 
Q of Q. The dimension of this field over Q is In (I - 1) and there is a unique 
subfield Bin such that [Bin: Q] = In. The tower Q c Bl C Bl2 C ... 

is called the basic "Ll extension of Q. Note that Gal(Bln/Q) is a cyclic 
group of order In. Let Bloo = U~=oBln. The Galois group of Bloo over Q is 
isomorphic to "Ll, which is why this tower of fields is called a "Ll-tower. 

If K is an arbitrary number field we define Kloo to be the compositum 
K Bloo. The Galois group of Kloo over K is isomorphic to Gal(Bloo / K n 
Bloo) which is isomorphic to a subgroup of "Ll of finite index and is thus 
isomorphic to "Ll. It follows that Kloo is a "Ll extension of K and there is 
a tower of extensions K C Kl C Kl2 C ... Kloo with Kin being a cyclic 
extension of K of degree In. The field Kloo is taken to be the analogue of 
the constant field extension KlFloo. It is called the cyclotomic "Ll extension 
of K. 

One can now ask the question if there is an analogue of Proposition 11.5? 
Is there an asymptotic formula for ordl h(Kln) in the number field case? It 
is a remarkable fact that the answer is yes. The zeta function of a number 
field is a much more complicated and mysterious object than that of a 
function field. Also, there is no obvious appeal to algebraic geometry as 
in the case of function fields. Nevertheless, Iwasawa was able to prove the 
following result (see Iwasawa [1] and [3], Lang [6]' and Washington [1]). 

Theorem 11.21. (K. Iwasawa) Let K be an algebraic number field, I a 
prime number, and Kloo the cyclotomic "Ll extension of K. Let h(Kln) be 
the class number of Kin. Then there are integers AI, /-Ll, VI, and no, such 
that for all n ?:: no, 

Actually, Iwasawa was able to prove this for any "Ll extension of K. An 
infinite number field L is said to be a "Ll extension of K if it is a Galois 
extension and Gal(L/ K) ~ "L l . In general, there exist many such extensions 
in addition to the cyclotomic "Ll extension. 

The formula given in the theorem is of precisely the same type as that 
given in Proposition 11.5 and the analogy is even more precise if /-Ll = O. 
I wasawa conjectured that /-Ll = 0 for the cyclotomic "Ll extension. For the 
case of general number fields this is still an open question. However, if K 
is a Galois extension of Q with Gal(K /Q) abelian, then Ferraro and L. 
Washington were able to show /-Ll = 0 (see Washington [1], Chapter 7), so 
in these cases the analogy is perfect. 

It is worth pointing out that /-Ll is not always zero. Iwasawa gave examples 
of non-cyclotomic "Ll extensions where /-Ll i=- 0 and even showed that /-Ll can 
be made to be as large as you like (see Iwasawa [2]). 

Washington was also able to show that the analogue of Proposition 11.6 
is true for cyclotomic "Ll of number fields (see Washington [1], Chapter 16). 
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There are many interesting open questions remaining in Iwasawa's the­
ory of number fields. There are also generalizations of these concepts to 
arithmetic-geometric contexts. For example, if A is an abelian variety over 
a number field K and L is a Zl extension of K, is there an asymptotic 
formula for the Mordell-Wei 1 rank of A(Kln) as a function of n? This is the 
subject of a fascinating paper of B. Mazur [1]. However, we will have to be 
content with pointing out these directions and pass on to other matters. 

Exercises 
1. Let K/ri be a function field over a finite field with q elements. Let 

LK(U) = L~!o akuk be the numerator of the zeta-function of K. 
Show that the functional equation (see Chapter 5) implies that 
qg-kak = a2g-k for 0 :::; k :::; g. 

2. Suppose K/ri has genus 1 and that l is an odd prime dividing q - 1. 
Show that llhn for some n dividing UZ - 1)/2. (Hint: If LK(U) = 
(1 - 1ft u) (1 - 1f2U), show that 1fi == 1ft or 1f2 (mod £), in the notatiori 
of Proposition 11.1). This fact is due to J. Leitzel. 

3. Let K /ri be a function field of genus lover a finite field with q 
elements. Write LK(U) = 1 - au + qu2. Suppose l is a prime such 
that (a2 - 4q / l) = 1 (the Legendre symbol). Show llhn for some 
nil-I. 

4. Let K /ri be a function field of genus 2 and characteristic p. Let h 
be the class number of K and Nt the number of primes of degree 1. 
Suppose that h == Nt (mod p) and that Nt ¢ 1 (mod p). Show that 
plhn for some integer n dividing p - 1. (Hint: Make use of the proof 
of Proposition 11.8.) 

5. Prove the case l = 2 of Lemma 11.17. 

6. Let K /ri be a function field over a finite field and let J be the as­
sociated divisor class group over the algebraic closure of ri. Suppose 
l of- 2 is a regular prime in this situation, i.e., [ri(J[l]) : ri] is prime 
to l. Use Lemma 11.17 to show directly, i.e., not as a corollary to 
Theorem 11.18, that ord l h(Kln) = nn + ord l h(K), where rl is the 
dimension over Z/lZ of J(ri)[l]. 

7. Let ri be a field with q elements and K = ri(x, y) be a function field 
with generators x and y which satisfy y2 = f(X), where f(X) E 
ri[X] is a cubic polynomial without repeated roots. Assume that q 
is odd. Prove that 2 is an irregular prime if and only if f(X) is the 
product of a linear factor and an irreducible quadratic. (One needs 
some elementary facts about points of order 2 on an elliptic curve). 
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8. Suppose IF = Z/5Z and K = IF(x, y), where x and y satisfy y2 = 
X 3 - 3X. This is a curve of genus 1. The primes of degree 1 of K 
are in one-to-one correspondence with the solutions of this equation 
over IF together with one prime at infinity. Use this to show N1(K) = 
h(K) = 2 and deduce LK(u) = 1 - 4u + 5u2 . Deduce from this that 
(we drop K from the notation): Nl = 2, N2 = 225, N4 = 275, and 
Ns = 29 325.17. 

9. (Continuation) One can show that all the points of order dividing 4 
are in J (IF 4). Use this and the previous exercise to show 

for all j ~ 2. 

10. (Continuation) Show [IF(J[5]) : IF] = 2 and deduce that J(IF51 )(5) = 
(0) for j ~ 0, J(IF2.51 )(5) ~ Z/5 j Z for j ~ 0, and J(IF2j )(5) ~ Z/5Z 
for j ~ 1. 
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Cyclotomic Function Fields 

In the last chapter we explored the arithmetic of constant field extensions 
and noted (as was pointed out by Iwasawa) that these extensions can be 
thought of as function field analogues of cyclotomic extensions of number 
fields. This analogy led to various conjectures about the behavior of class 
groups in number fields which have proved very fruitful for the development 
of algebraic number theory and arithmetic geometry. There is another func­
tion field analogy to cyclotomic number fields which was first discovered 
by L. Carlitz [3] in the late 1930s. This ingenious analogy was not well 
known until D. Hayes, in 1973, published an exposition of Carlitz's idea 
and showed that it provided an explicit class field theory for the rational 
function field (see Hayes [1]). Later developments, due independently to 
Hayes and V. Drinfeld, showed that Carlitz's ideas can be generalized to 
provide an explicit class field theory for any global function field, i.e., an 
explicit construction of all abelian extensions of such a field (see Drinfeld 
[1] and Hayes [2]). This is a complete solution to Hilbert's 9-th problem in 
the function field case. Nothing remotely so satisfying is known for num­
ber fields except for the field of rational numbers (cyclotomic theory) and 
imaginary quadratic number fields (the theory of complex multiplication). 

It is interesting to note that this discussion shows how the power of the 
number field-function field analogy is useful in both directions. The theory 
of constant field extensions in function fields gave rise to Iwasawa theory in 
number fields. The extensive theory of cyclotomic number fields gave rise 
to the work of Carlitz, Drinfeld, and Hayes which provided a way explicitly 
to construct all abelian extensions of a global function field. 



194 Michael Rosen 

The impetus to function field arithmetic given by these developments has 
led to many new ideas and developments. One direction, which we will not 
be able to discuss, is the invention of characteristic p-valued L-functions by 
D. Goss. These functions share many properties of their classical analogues. 
In particular, their special values can be related to the arithmetic of fields 
generated by adding torsion points on Drinfeld modules. On the other hand, 
they do not seem to possess functional equations. For a survey of these 
developments, see Goss [2]. Another interesting reference is Thakur [2]. 
For a more comprehensive treatment, one should consult the treatise by 
Goss [4]. 

In this chapter we will deal almost exclusively with Carlitz's construction 
of what we will call cyclotomic function fields. This is a special case of far 
more general constructions, but it contains most of the features of the 
general theory and has the advantage of being very down to earth and very 
close to our initial theme in this book; the analogy between the rational 
integers 2 and the ring of polynomials over a finite field A = IF[T]. 

We begin by recalling, mostly without proof, several features of the the­
ory of cyclotomic number fields. Let m > 2 be a positive integer and (m E C 
a primitive m-th root of unity. Then, the field Km := Q( (m) is called the 
m-th cyclotomic number field. It is the splitting field of xm - 1 E Q[x], so 
it is a Galois extension of Q. If a E Gal(Km/Q), then a((m) = (:;:.., where 
a is relatively prime to m and is only determined modulo m. This gives 
rise to a monomorphism Gal(Km/Q) -+ (21m2)'. This map can be shown 
to be onto (the irreducibility of the m-th cyclotomic polynomial). Thus, 
Gal(KmIQ) ~ (21m2)". It follows that KmlQ is an abelian extension of 
degree ¢(m), where ¢ is the Euler ¢-function. 

If a E (2ImZ)*, we denote by aa the corresponding automorphism. It is 
characterized by 

There are two important consequences of this. The first is immediate. 
Namely, a_I is complex conjugation on Km. Indeed, a-l((m) = (;;;1 = (m, 
and (m, by definition, generates Q( (m) over Q. The second consequence is 
that if p > 0 is a prime not dividing m, then a p is the Artin automorphism 
for the prime ideal p2. To see this, we must first investigate ramification 
in Km and learn something about the ring of integers Om of Km. 

Consider first the case when m = pe is a prime power. Set (pc = (. Since 
( satisfies the polynomial f (x) = xP' - 1 and f' (() = pe (pc -1 one can 
deduce that Kp,/Q is unramified at all primes different from p. We claim 
it is totally ramified at p and that the prime ideal lying above p2 in Om is 
just (( - 1). Here is a sketch of the proof. Let a E 2 be relatively prime to 
p. There is abE 2 such that ab == 1 (mod pe). One has 

(a 1 
(-=-1 = (a-l + (a-2 + ... + ( + 1, 
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(- 1 = (ab - 1 = ((a)b-l + ((a)b-2 + ". + (a + 1 . 
(a -1 (a_l 

It follows that (a -1/( -1 is a unit in am. Now, the irreducible polynomial 
in Q[x] for ( is 

g(x) = ;~o 1-_\ = (xPO-1)P-l + (xPO - 1 )P-2 + ... + x PO - 1 + 1 . 

The irreducible polynomial for ( - 1 is thus g(x + 1), which has constant 
term p. The other roots of g(x + 1) are (a - 1, where 1 ::; a < pe and 
(a,p) = 1. Thus, 

pO 
P = II ((a - 1) = (( - 1)¢(pO) X unit. 

a=l 
(a,p)=l 

Passing to ideals in am, we find Pam = ((_I)¢(pO). Since [Km : QI = ¢(m), 
this can only happen if (( - 1) is a prime ideal in am, which shows that 
p71 is totally ramified, as asserted. 

We continue to assume that m = pe and set (po = (. Under these cir­
cumstances we claim am = 7l[(I. To this end we note that the discriminant 
of the ring 7l[(] over 7l is a power of p. This is a calculation (see Lang [5]). 
Note that 7l[(] = 7l[( - 1]. Let w E Opo and write 

¢(pO)_l 

W= L ai((-I)i, aiEQ. 
i=O 

From the usual deduction via discriminants and Cramer's rule we find that 
the rational numbers ai have denominators a power of p. We want to show 
the denominators are ±1 so that the ai E 7l. Let the least common multiple 
of the denominators be pn with n ;::: O. Then ai = bdpn with the bi E 7l 
and not all the bi divisible by p. We have 

¢(pO)_l 

pnw = L bi (( - l)i . 
i=O 

Extend ordp to Kpo by writing ordp(a) = ¢(pe)-lord«_l)(a) for all a E 
Kpo. Let io be the smallest integer such that ordp(bi ) = O. Then, as is easily 
seen, ordp of the right-hand side of the above equation is io/¢(pe) < 1. On 
the other hand, ordp of the left-hand side is ;::: n. This shows n = 0 and it 
follows that all the ai are integers, as required. 

In the general case, write out the prime decomposition of m, m = 
p~lp~2 ... p~t. We require that m not be twice an odd integer. This is not 
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a big restriction since if ma is odd, K2mo = Kmo' Then, Km is the com­
positum of the fields Kp~' . It follows that all the P. ramify in Km and all 
other primes are unramified in Km. Moreover, using what we have shown 
in the prime power case it follows that Om = Z[(ml (see Lang [5]). 

We now can prove what was promised earlier. Namely, if p > 0 does not 
divide m, then the Artin automorphism of the prime ideal P = pZ for the 
extension Km/Q is precisely O'p provided p t m. Let q:J be a prime ideal in 
Om lying over P. The Artin automorphism for P is characterized by the 
congruence 

(P, Km/Q) w == wNP (mod q:J) Vw E Om . 

If p > 0 is prime and P = pZ, then N P = p. Since Om = Z[(ml we can 
check the congruence on elements of the form E ai(:n where the ai E Z 
and the sum is from 0 to ¢( m) - 1. We calculate 

This shows that (P, Km/Q) = O'p as asserted. 
From this fact about O'p one can calculate the way primes in Z split in 

Km· If P = pZ is unramified, then P splits into ¢(m)/ f primes of degree f 
in Km, where f is the order of (P, Km/Q) in Gal(Km/Q) (see Proposition 
9.10). Since we have shown Gal(Km/Q) ~ (Z/mZ)*, the order of O'p in 
Gal(Km/Q) is the smallest integer f such that pI == 1 (mod m). 

We summarize a portion of this discussion in a theorem. 

Theorem 12.1. Let m > 0 be an integer not equal to twice an odd number. 
Let (m E C be a primitive m-th root of unity and Km = Q( (m). Then Km/Q 
is an abelian extension of degree ¢( m). The Galois group is isomorphic to 
(Z/mZ)*. A rational prime p is ramified in Km if and only if plm. If 
p > 0 does not divide m, the Artin automorphism corresponding to the 
prime ideal P = pZ takes (m to (1:.. Let f be the smallest positive integer 
such that pI == 1 (mod m). Then, P = pZ splits into ¢(m)/ f primes of 
degree f in Km. Finally, if Om denotes the ring of integers in K m, then 
Om = Z[(ml· 

The last thing about cyclotomic fields which we wish to discuss at this 
point is the behavior of the prime at infinity. The field of rational numbers 
Q has only one archimedean prime given by the usual absolute value. The 
field Km is such that every embedding into C is complex since the only 
roots of unity in the real numbers lR are ±1. Consider the subfield K;t = 
Q( (m + (;;;1). This field is real and so is every embedding of it into the 
complex numbers. Moreover, it is of index 2 in Km since (m satisfied the 
quadratic equation x2 - ((m + (;;;,1 )x + 1 = O. Thus, the prime at infinity 
in Q splits into ¢(m)/2 real primes in K;t and each of these ramifies to 
a complex prime in Km. It is clear that the Galois group of Km/K;t is 
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generated by 0"-1 which is complex conjugation. Thus, 0"-1 can be thought 
of as generating the inertia group of the primes at infinity in Km. 

Having now reviewed the cyclotomic theory in the number field case 
we will next consider how to construct an analogous theory in the function 
field case. Considering roots of unity will yield only constant field extensions 
which, as we have seen, are everywhere unramified. How can we generate 
abelian extensions which are geometric? The answer is not at all obvious. 
To provide the necessary background, we begin by exploring the notion of 
an additive polynomial over a field. 

Let k be a field. A polynomial f(x) E k[x] is said to be additive if inside 
the polynomial ring in two variables k[x, y] we have f(x+y) = f(x) + f(y). 
For any element a E k, f(x) = ax is such a polynomial. We shall see that 
in characteristic zero this collection of homogeneous linear polynomials 
constitutes all additive polynomials. In characteristic p > 0 the polynomial 
r(x) = xP is additive, as is easily seen using the binomial theorem. It is 
easy to check that the set of additive polynomials is closed under addition, 
subtraction, multiplication by elements of k, and composition. The last is 
seen from the calculation 

(jog)(x+y) f(g(x + y)) = f(g(x) + g(y)) 
f(g(x)) + f(g(y)) = (j 0 g)(x) + f 0 g)(y) . 

This leads us to additive polynomials of the form aox + a1xP + ... + arxP'·. 
With these we have exhausted the collection of additive polynomials as we 
now show. 

Proposition 12.2. Let k be a field and f(x) E k[x] an additive polynomial. 
If the characteristic of k is zero then f(x) = ax for some a E k. If the 
characteristic of k is P > 0, then there are elements ai E k with 0 :::; i :::; r 
such that f(x) = aox + a1xP + ... + arxpT. 

Proof. By definition, if f(x) is additive, f(x + y) = f(x) + f(y). Take the 
formal partial derivative with respect to x. Then, oxf(x + y) = oxf(x). 
Setting x = 0 we see that the formal derivative of f is a constant. If 
f(x) = ~biXi, then fl(X) = ~ibiXi-1. In characteristic zero this shows 
that f' (x) is a constant if and only if f(x) = bo + b1x, a linear polynomial. 
However, f(x + y) = f(x) + f(y) implies f(O) = O. Thus, in this case 
f(x) = b1x. 

Now, if the characteristic of k is p > 0, then fl(X) is a constant if and 
only if bi = 0 for all i > 1 with i not divisible by p. We may write 

f(x) = b1x + L bpjxpj = b1x + g(x)P , 
j~l 

where g(x) has coefficients in the field k1 obtained from k by adjoining the 
p-th roots of the coefficients bpj' It is a simple matter to check that g(x) is 



198 Michael Rosen 

additive in k1 [x]. By induction on the degree of f(x) we can assume that 

g(x) = L:h~o ChXph. Thus, 

which is a polynomial of the required form since c~ E k for all h. 

From now on, we assume that we are working in characteristic p > O. 
Suppose that k is a field of characteristic p and let A(k) denote the set of 
additive polynomials with coefficients in k. A(k) is easily seen to be a ring 
with addition being given by the standard addition of polynomials and 
multiplication being given by composition (as is easily seen, A(k) is not 
closed under ordinary multiplication). We will reformulate the structure 
of A(k) in a more convenient manner by associating with every additive 
polynomial 

r 

f(x) = 2::>i Xpi 

i=O 

the polynomial in r (recall, r(x) = xP) 

r 

g(r) = L>iri . 
i=O 

Clearly, f(x) = g(r)(x) and the map f(x) ---+ g(r) sets up a bijection 
between A(k) and k < r >, the ring of polynomials in r with "twisted" 
multiplication. This means that for all a E k we have 

(1) 

This follows from the calculation, 

(ra)(x) = r(ax) = (ax)P = aPxP = (aPr)(x) . 

Thus, multiplication in k < r > is just like that in a polynomial ring 
except that when multiplying an element of k by a power of r one must 
use the Relation 1. For obvious reasons, k < r > is often referred to as a 
twisted polynomial ring. It is now easy to check that the ring of additive 
polynomials with coefficients in k is isomorphic to k < T > under the map 
f(x) ---+ g(r) given above. We will work primarily with k < r >. 

It is possible, and desirable, to give a group scheme interpretation to this 
ring. Let Ga/k be the additive group scheme over k. Among other things, 
Ga/k assigns to every commutative k-algebra B the underlying additive 
group B+. Every additive polynomial gives rise to an endomorphism of B+ 
in the obvious way. If u E Band L: air' E k < r >, then 
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From these considerations it is not hard to show End(Ga/k) ~ k < 7' >. In 
what follows, we will identify these rings. We will not need to invoke any 
facts from the theory of group schemes, but this point of view is illuminat­
ing. All of the theory which we will develop is made possible by the fact 
that in characteristic p, End(Ga/k) is a "big" ring. 

We need to make one modification in these definitions before returning 
to function fields. Let IF be a finite field with q = p8 elements. We want 
to work only with IF-algebras and we want our endomorphisms to respect 
the IF-algebra structure. So we assume IF ~ k and only look at additive 
polynomials f(x) which commute with the elements oflF. This requirement 
is that f(ax) = af(x) for all a E IF. If f = L: ai7'i this requirement is easily 
seen to be equivalent to 

a P' = a Va E IF whenever ai i= 0 . 

From the theory of finite fields, we see that these conditions hold if and 
only if sli for all i such that ai i= O. Another way of saying this is that 
f E k < 7'8 >. Note that 7'8 (x) = xq . Since IF will be fixed in our further 
considerations, we will redefine 7' to be the mapping which raises to the 
q-th power and write 

EndJF(Ga/k) = k < 7' > , 

where now the fundamental commutation Relation 1 will be replaced by 

(2) 

As usual, set A = IF[T] and k = IF(T). 

Definition. A Drinfeld module for A defined over k will be an IF-algebra 
homomorphism P : A -+ k < 7' > such that for all a E A the constant term 
of Pa is a and, moreover, for at least one a E A, Pa rt k. 

The notion of a Drinfeld module is much more general, but for the pur­
poses of this chapter, this definition will suffice. The idea behind the defini­
tion is that given a Drinfeld module P every commutative k-algebra B can 
be made into an A algebra in a new way. B is already an A-algebra since 
A is a subset of k and B is a k-algebra. However, given P we can define a 
new multiplication by 

a,u=Pa(U) VaEA and VUEB. 

The condition that Pa rt k for at least one a E A is to insure that this 
action is indeed different from the standard action of A on B. We will call 
B with this new A-module structure, Bp. The k-algebra which will receive 
the most attention is the algebraic closure of k, k. 

We have said nothing yet about the existence of Drinfeld modules. In 
the general case (which we have yet to define) this is a delicate question. 
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Here, however, it is a trivial matter. A is generated freely as an algebra 
over IF by one element T. Thus, for any element h E k < l' > there is 
a unique homomorphism from A to k < l' > which takes T to h. We 
must only make sure that the constant term of h is T and that h 1:. k to 
get a Drinfeld module. Perhaps the simplest choice for h is T + 1'. The 
resulting Drinfeld module is called the Carlitz module, G. Thus, GT = 
T + 1', GT2 = T2 + (T + Tq)1' + 1'2, etc. Carlitz discovered and exploited 
this module decades before anyone else had any idea of the value of this 
construction. The reader may wish to consult the papers by Carlitz [1, 2]. 
In these papers Carlitz actually works with the module G' defined by the 
relation G'(T) = T - 1'. In almost all modern treatment the plus sign is 
chosen. We shall stay with this convention. 

We will discuss the properties of the Carlitz module in some detail, but 
for a while we will continue to develop the theory more generally. 

Suppose P is a Drinfeld module and 

PT = T + Cl1' + C21'2 + ... + cr1'r , 

where the Ci E k and Cr =I- O. Using PT2 = PTPT, we see that the constant 
term of PT2 is T2 and that the highest power of l' that occurs is 2r and 
the leading coefficient is Cr raised to the power 1 + qr. Continuing this 
way we find that the constant term of PTn is Tn and the highest power 
of l' that occurs is nr and the leading coefficient is Cr raised to the power 
1 + qr + q2r + ... + q(n-l)r. Using these comments and the fact that pis 
an IF-algebra homomorphism we find for a E A that the constant term of 
Pa is a and the degree in l' of Pa is r deg( a). It is important to note that 
the degree of the polynomial Pa(x) is qrdeg(a). Under these conditions, we 
say that the Drinfeld module P has rank r. We shall now see how the rank 
plays an important role in the theory of the A-module kp . 

Let's consider the A-module kp and its torsion submodule: 

Ap = {A E k I Pa(>') = 0 for some a E A, a =I- O} . 

For any a E A, a =I- 0, we define the submodule Ap[a] cAp as follows: 

Ap[a] = {A E k I Pa(>') = O} . 

It is possible to identify the A-module structure of these modules with 
some precision. The following abstract lemma is the key. 

Lemma 12.3. Let a E A, a =I- O. Let M be an A-module and suppose 
for each bla that the submodule M[b] = {m E M I bm = O} has qrdeg(b) 
elements. Then 

M[a] ~ A/aA EB A/aA EB··· EB A/aA r times. 

Proof. Consider the prime decomposition of a, a = aP{l p;2 ... pr, where 
a E IF* and the Pi run through the monic, irreducible divisors of a. M[a] is 
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isomorphic to the direct sum of the submodules M[Pt']. Via the Chinese 
Remainder Theorem, it suffices to consider the case that a = pe is a prime 
power. 

So, suppose a = pe is a prime power. Since M[P] is a vector space over 
Aj P A with qr deg(p) elements, by hypothesis, it follows that the dimension 
of M [P] over Aj P A is r (recall that Aj P A has qdeg P elements). It follows 
from the structure of modules over principal ideal domains that M[pe] is 
a sum of r cyclic submodules, 

One must have Ii :::; e for 1 :::; i :::; r. The number of elements in the right­
hand side of this isomorphism is q to the power (h + h + ... + Ir) deg(P). 
The number of elements in the left-hand side is, by hypothesis, q to the 
power redeg(P). These two numbers being equal implies that each Ii = e 
and this concludes the proof. 

Proposition 12.4. Let P be a Drinleld module of rank r, i.e., for each 
a E A the degree in T of Pa is rdeg(a). Then, for each a E A, a =j:. 0 we 
have 

Ap[a] ~ AjaA EB AjaA EB··· EB AjaA r times. 

For the module Ap we have the isomorphism 

Ap ~ kjA EB kjA EB··· EB kjA r times. 

Proof. We apply Lemma 12.3 with M = kp • We have to check that for 
each a -1= 0 in A that Ap[a] has qrdeg(a) elements. From our previous work 
we see that Pa(x) has the form 

2 r deg(a) 
Pa(X) = ax + b1xq + b2xq + ... + brdeg(a)xq , 

where the bi E k and brdeg(a) -1= O. The derivative of Pa(x) with respect 
to x is a -1= O. Thus, Pa(X) is a separable polynomial and in k has qrdeg(a) 
distinct roots. These roots are exactly the elements of Ap[a] so the first 
part of the proof is complete. 

The second assertion is a formal consequence of the first. Since we won't 
use it in what follows, we merely sketch the proof. Note first that Ap is the 
union of the submodules Ap[a] as a runs through the non-zero elements of 
A. Secondly, since AjaA ~ a-1AjA we can rewrite the first isomorphism 
as 

Ap[a] ~ a- 1 AjA EB a- 1 AjA EB··· EB a- 1 AjA r times. 

Order the non-zero elements of A by divisibility. The result would follow 
if we could pass to the direct limit and this process could be done in such 
a way that the direct limit could be interchanged with the direct sums. 
One can arrange the direct sum decompositions so that this is possible. 
However, we will omit the details. 
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Suppose we adjoin the elements of Ap[a] to k to form the field Kp,a := 
k(Ap[a]). Since, as we have seen, Pa(x) is a separable polynomial and Ap,a 
is the set of roots of this polynomial, it follows that Kp,a/k is a Galois 
extension. Since Pa(X) E k[x] we see Pa()..) = 0 implies Pa(a)..) = 0 for all 
a E Gal(Kp,a/k). For such a it is easy to check that not only does a map 
Ap[a] into itself, it actually induces an automorphism of the A/aA-module 
structure. We thus get a map, in fact a homomorphism, from 

Since Ap[a] generates Kp,a, any automorphism inducing the identity map 
on Ap[a] must be the identity automorphism. Thus, the kernel of the above 
map is trivial. 

Finally, by the first assertion of Proposition 12.4, we see that 

We have proved the following proposition. 

Proposition 12.5. Define Kp,a to be the field k(Ap[a]). Then Kp,a/k is a 
Galois extension and there is a monomorphism 

Gal(Kp,a/k) ~ GLr(A/aA) . 

Corollary. If P has rank 1, then Kp,a/k is an abelian extension. 

Proof. This is immediate from the Proposition since GL1 (A/aA) = (A/aA)* 
which is abelian. 

One can ask about the size and nature of the image of the maps given in 
the Proposition. This is a very difficult question in general. Much remains 
to be discovered. Using a lot of sophisticated machinery some answers have 
recently been given by Richard Pink (see Pink [1]). Here, we will be con­
cerned with a very special, but interesting case. Namely, the case of the 
Carlitz module. 

Recall that the Carlitz module is characterized by CT = T + T or equiv­
alently GT(x) = Tx+xq. Clearly the Carlitz module has rank 1 and so, by 
the corollary to Proposition 12.5, adjoining torsion points for the Carlitz 
module to k gives rise to abelian extensions. We will investigate these exten­
sions in some detail and show that they have remarkably similar behavior 
to cyclotomic extensions of Ql. 

Since the Carlitz module will be the focus of our work for the rest of this 
chapter, we will write A for Ac , Aa for Ac[a], and Ka for Kc,a' Also, to 
emphasize the relation to our discussion of cyclotomic fields we will use the 
letter "m" from now on rather than "a" as our typical non-zero element 
of A. The fields Km = k(Am) will be the analogues of cyclotomic number 
fields. We define them to be cyclotomic function fields. 
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By Proposition 12.5 and its corollary we see that Gal(Km/k) is iso­
morphic to a subgroup of (A/mA)*. Our first goal will be to show it is 
isomorphic to all of (A/mA)*. Before doing this it will be necessary to 
make a number of preliminary observations. 

Notice that Cam = CaCm = aCm for all a E IF. It follows thats that 
Aam = Am for all a E IF*. Another way of saying this is that the torsion 
points Am depend only on the ideal mA and not on any particular generator 
of this ideal. 

Let m be a polynomial of degree d. Then 
2 d 

Cm(x) = [m, O]x + [m, 1]xq + [m, 2]xq + ... + [m, d]xq , (3) 

where [m, i] E A for every i, [m,O] = m, and [m, d] is the leading coefficient 
of m. Note that if m is monic, then [m, d] = 1. The degree of Cm(x) is 
qd = Iml (see Chapter 1 for a discussion of this notation). Later we will 
show that as a polynomial in T, [m, i] has degree qi(d - i). It is a good 
exercise to compute Cm(x) explicitly for a few polynomials m of small 
degree to get a feel for the nature of the coefficients [m, i]. 

It will turn out that if m = P, a irreducible polynomial, then Cp(x)/x is 
an Eisenstein polynomial at P (i.e., the leading coefficient is not divisible by 
P, all the other coefficients are divisible by P, and the constant term is not 
divisible by P2). Thus, Cp(x)/x E A[x] is analogous to [(1 + x)P - 1]/x E 
Z[x] in the classical cyclotomic theory. It follows that 0 i=- Ap E Ap is 
analogous to (p - 1, not (po 

From Proposition 12.5, we know that Am ~ A/mA as an A-module. Let 
Am be a generator of this module. Then, it is easy to see that Ca(Am) 
is a generator if and only if (a, m) = 1. This shows that Am has <I>(m) 
generators where <I>(m) is the analogue of the Euler ¢-function for the ring 
A. By definition, <I>(m) is the number of non-zero polynomials in A of degree 
less than that of m and relatively prime to m. Alternatively, <I>(m) is the 
number of elements in (A/mA)* (see Chapter 1). 

Since Am is a generator of Am it follows that Km = k(Am). Let Om 
denote the integral closure of A in Km. 

Proposition 12.6. Let Am E Am be a generator and suppose a E A is 
relatively prime to m. Then, Ca(Am)/Am is a unit in Om. Ifm is divisible 
by two or more primes, then Am is itself a unit. 

Proof. From Equation 3 we see that Am is integral over A. From the same 
equation, replacing m by a, d by deg(a), and substituting x = Am, we see 
that Ca(Am)/Am E Om. We must show the reciprocal of this element is 
also in Om. 

Let b E A be such that ba == 1 (mod m). There is an element f E A such 
that ba = 1 + fm and we have CbCa = 1 + CfCm. Applying this to Am 
yields Cb(Ca(Am)) = Am. Thus, 

Am = Cb(Ca(Am)) E Om . 
Ca(Am) Ca(Am) 
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To prove the second assertion, it is no loss of generality to assume m is 
monic. Suppose m = mlm2, where ml and m2 are monic and relatively 
prime. Set Aml = Cm2 (Am) and Am2 = Cml (Am). Then Ami is a primitve 
mi-th torsion point for i = 1,2. For all a E A, Ca(x) is divisible by x. 
Consider the factorization 

This shows that Am divides Aml and similarly Am divides Am2 in Om· 
Taking norms from Km to k shows that the norm of Am divides a power of 
NKm,/k(AmJ for i = 1,2. 

To finish the proof one does induction on the number of distinct primes 
dividing m. We will need the corollary to Proposition 12.7, which will be 
proven shortly. Its proof is independent of what we are doing here, so it is 
legitimate to use it. The corollary implies that if m = pe is a prime power, 
then the norm of Ape is P. Suppose m is a product of two prime powers 
P[l and P;2. Then, from what we have proven, it follows that the norm 
of Am divides a power of P1 and a power of P2 . This implies the norm of 
Am is a non-zero constant and so Am is a unit. If m is divisible by t > 2 
distinct primes, set 

t 

ml = P[l and m2 = II pr 
i=2 

Then, by induction, Am2 is a unit and its norm is a non-zero constant. By 
what we have proven above, it follows that the norm of Am is a non-zero 
constant. Thus, Am is a unit, and we are done. 

With the aid of these units we will imitate some of the deductions of the 
classical theory. As there, we begin by considering the case when m = pe 
is a power of an irreducible polynomial P. Since Ape ~ AI pe A an element 
A E Ape is a primitive generator iff Cpe (A) = 0 and Cpe-l (A) -=J o. Thus, 
the primitive generators are precisely the roots of the polynomial 

Cpe(X) 
Cpe-l (x) 

Cp(Cpe-l (x)) 
Cpe-l (x) 

p + [P, ijCpe_l(X)q-l + ... + [P, djCpe_l(X)qd- 1 , (4) 

where d = deg(P). The degree in x of the polynomial in Equation 4 is 
IPle-l(qd -1) = IPle-l(lPl- 1) = ¢(pe) as it should be. 

Proposition 12.7. Let PEA be a monic irreducible polynomial and 
e E Z, e > o. Then, Kpe is unramified at every prime ideal QA with 
QA -=J PA. The prime PA is totally ramified with ramification index <I>(pe). 
Consequently, 

[Kpe : kj = <I>(pe) and Gal(Kpelk) ~ (AI pe A)* . 



12. Cyclotomic Function Fields 205 

Finally, the prime ideal above PAis (A) = AOpe where A is any generator 
of Ape. 

Proof. Let A be a primitive generator of Ape and let g(x) E k[x] be the 
monic irreducible polynomial it satisfies. Then g(x) must divide Cpe(X). 
Write Cpe(X) = f(x)g(x). Differentiate both sides and substitute x = A. 
The result is pe = f(A)g'(A). Since Kpe = k(A), it follows that g'(A) is 
contained in the different of Ope I A. Thus any prime ideal of Ope dividing 
the different, must contain a power of P and thus P itself. This shows that 
PA is the only possible prime ideal in A ramified in Ope. 

Let d = deg(P). As we have seen, the other primitive generators of Ape 
are 

{Ca(A) 10 :s; deg(a) < deg(pe) = ed and (a, P) = 1} . 

These are the roots of the polynomial in Equation 4, which is monic (since 
P is assumed to be monic) and has constant term P. By the first part of 
Proposition 12.6, we deduce 

P= II Ca(A) = A<p(pe) X unit. 

a,deg(a)< ed 
(a,P)=l 

It follows that P A = (A)<p(pe). Let !.p be a prime ideal of Ope dividing (A). 
Then, the ramification index of !.pIP is divisible by <I>(pe). Since A is a 
root of the polynomial in Equation 4, we know that [Kpe : k] :s; <I>(pe). It 
follows that the ramification index of !.pI P is precisely <I>(pe), that POpe = 
!.p<p(pe), and that !.p = (A). The remaining assertions are now clear. 

Corollary. Let PEA be monic irreducible of positive degree, and e E 
Z, e > O. Let A be a generator of Ape and g(x) E k[x] its irreducible 
polynomial. Then g(x) is an Eisenstein polynomial at P. 

Proof. By what has been proven in the proposition, g(x) is the polynomial 
which appears in Equation 4. We have 

g(x) = II (x - Ca(A)) , 
(a,P)=l 

where the product is over all primitive generators of Ape. 
Except for the leading coefficient, which is 1, the coefficients of 9 are 

the elementary symmetric functions of the primitive elements in Ape. The 
proposition shows these are all in the ideal (A). Thus, all the coefficients of 
g(x), except the leading coefficient, are in (A)nA = PA. Since the constant 
term is P, it follows that g(x) is an Eisenstein polynomial. 

Using the above corollary and an easy induction on e, we see that Cpe (x) 
is a product of Eisenstein polynomials at P. Consequently, all its non­
leading coefficients must be divisible by P. In other words, we have shown 
P I [pe, i] for all 0 :s; i < ed where d = deg(P). 
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Having dealt with the case m = pe, we now pass on to the general case. 
Let mEA be a polynomial of positive degree and let m = aP~l p;2 ... Pt' 
be its prime decomposition. 

Theorem 12.8. Km is the compositum of the fields K pC,. The only ideals 
in A ramified in Om are PiA with 1 ::; i ::; t. We have '[Km : k] = <I>(m). 
More precisely, 

Gal(Km/k) ~ (A/mA)* . 

Proof. Define mi to be m divided by Pt'. Let Am be a generator of Am as 
an A-module. It is clear that Cm, (Am) is a generator of Ap,e,. Set Ap;, = 

Cm,(Am). 
Clearly, Kp~, = k(Ap~,) C k(Am) = Km. Thus, Km contains the com­

posit urn of the fields K ;e" for 1 ::; i ::; t. 
Since the greatest co~mon divisor of the set {mi I 1 ::; i ::; t} is just 1, 

there exist polynomials ai E A such that 1 = E~=l aimi' It follows that 
1 = E:=l Ca, Cm" Applying this relation to the element Am yields 

t 

Am = L Ca, (Ap;i) . (5) 
i=l 

This shows that Am is in the compositum of the fields K pC" which com­
pletes the proof that Km is the compositum of these fields.' 

If P is a prime element such that P A =1= PiA for any i, then by Proposition 
12.7, PAis unramified in every K p~, and so must be unramified in their 
compositum Km. On the other han'd, PiA is totally ramified in K pei by 
the same proposition. Thus, all the ideals PiA are ramified in Km. ' 

We will prove that [Km : k] = <I>(m) by induction on t. For t = 1 this 
assertion is part of Proposition 12.7. Assume the result is true for t - 1. 
Then, [Km, : k] = <I>(mt). Now, Kmt nKpe, = k because Kmt is unramified , 
at PtA and K pet is totally ramified at PtA. It follows that , 

Finally, we know from the corollary to Proposition 12.5 that there is 
a monomorphism from Gal(Km/k) to (A/mA)*. Since we now know that 
both ofthese groups have the same order, <I>(m) , it follows that this monomor­
phism is an isomorphism. 

Our next task is to investigate how the primes in A split in Om. To 
do this we have to look at the isomorphism Gal(Km/k) ~ (A/mA)* more 
closely. 

We first recall how this isomorphism is defined. As usual, let Am denote 
a generator of Am as an A-module. If a E Gal(Km/k), then clearly aAm is 
another such generator. Thus, there is an a E A with (a, m) = 1 such that 
a(Am) = Ca(Am). The automorphism a is completely determined by this 
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relation since Am generates Km over k. Note that a is determined only up to 
a multiple of m. We write a = aa. The map a ---+ a is the isomorphism from 
Gal(Km/k) ---+ (A/mA)* which we have been discussing. The content of 
Theorem 12.8 is that for any a E A, relatively prime to m, there is a unique 
automorphism aa E Gal(Km/k) such that aaAm = Ca(Am). The important 
fact that we are after is that when P is a monic, irreducible polynomial 
not dividing m, then ap = (PA, Km/k), the Artin automorphism for the 
prime ideal P A. The next proposition, interesting in itself, will be a useful 
tool. 

Proposition 12.9. Let Om be the integral closure of A in Km. Then, 
Om = A[Am]. 

Proof. We first consider the case when m = pe, i.e., when m is a prime 
power. 

For the moment, let's drop the subscript and set Ape = A. We have that 
A[A] ~ Ope and we want to show equality holds. Let g(x) E k[x] be the 
irreducible polynomial for A. We showed at the beginning of the proof of 
Proposition 12.7 that g'(A) divided a power of P in Ope. It is a standard fact 
about Dedekind domains that the discriminant of the A-order A[A] C Kpe 
is the norm from Kpe to k of the element g'(A) (see Serre [2]). It follows 
that the discriminant of A[A] is a constant times a power of P. 

Let w E Ope. Then 
<I>(pe)-l 

W = L ai Ai , 
i=O 

where ai E k for 0 :::: i < iP(pe). Using the fact that the discriminant 
of A[A] is a constant times a power of P, we see in the usual way that 
each ai is if the form bi/ pn, where bi E A and n can be chosen so that at 
least one of the bi is not divisible by P. We want to show that under these 
circumstances, n = 0, so that W E A[A]. From the last equation, we find 

<I>(pe)_l 

pnw = L biAi. 
i=O 

(6) 

Extend the additive valuation ordp from k to Km by the equation ordp = 
iP(pe)-lord(A)' Recall that by Proposition 12.7, (A) is a prime ideal and it 
is totally ramified over P A. Thus, this procedure makes good sense. Also, 
ordp(A) = 1/iP(pe). 

In Equation 6, ordp of the left-hand side is 2: n. Let io < iP(pe) be 
the smallest non-negative integer such that ordp(bio ) = O. A moment's 
reflection will then establish that the io-th term on the right-hand side of 
Equation 6 has the smallest valuation of all the terms. Thus, the ordp of 
the right-hand side is io/iP(pe) < 1. It follows that n = 0 and so w E A[A] 
as asserted. 
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To handle the general case suppose m = aP~l p~2 ... ptet is the prime 
decomposition of m in A. One can show that Om is the ring compositum 
of the subrings Op"' = A[Ape,]. We omit the details of this, but refer the 
reader to Propositi~n 17, Ch~pter 3 of Lang [5] where the analogous result 
is proven in the number field case. Since A[A p,"'] <;;; A[Am] for alII:::; i :::; t 

we have Om <;;; A[Am] <;;; Om. 

We are now in a position to give a fairly short proof of the following 
important result. 

Theorem 12.10. Let mEA have positive degree and let PEA be a 
monic, irreducible polynomial not dividing m. Then, the Artin automor­
phism of the prime ideal PA in the extension Km/k is the automorphism 
ap which takes Am to Cp(Am). Let f be the smallest positive integer such 
that pI == 1 (mod m). Then, POm is the product of iI>(m)/ f prime ideals 
each of degree f. In particular, PA splits completely iff P == 1 (mod m). 

Proof. Since P does not divide m, PA is unramified in Km. Let q3 be 
any prime ideal in Om lying above P A. Then, the Artin automorphism is 
characterized by 

(PA, Km/k)w == wlPl (mod q3) Vw E Om . 

This is because the norm of the ideal PAis the number of elements in 
A/ PA which is qdeg(p) = ]Pl. 

As we have seen, the irreducible polynomial for Ap is Cp(x)/x. By the 
Corollary to Proposition 12.7, Cp(x)/x is an Eisenstein polynomial. Also, 
it is monic since we are assuming that P is monic. Thus, 

Cp(x) == x lPI (mod P) , 

and this congruence continues to hold modulo q3 since P E q3. Conse­
quently, 

apAm = CP(Am) == A~I (mod q3) . 

Let w E Om. By Proposition 12.9, w = L: aiA~, where ai E A and 0 :::; i < 
iI>(m). Thus, 

apw = Lai(apAm)i == LaiA~li == (LaiA~)IPI == wlPl (mod q3) . 

(7) 
We have used the fact that ]PI is a power of the characteristic p of k and 
Fermat's little theorem for polynomials; i.e., alPl == a (mod P) for all a E A 
(see the corollary to Proposition 1.8). 

Equation 7 establishes the first part of the theorem, namely, (P A, 
Km/k) = ap. For emphasis, we mention again that this equality is only 
true when P is a monic irreducible. 

The last part of the Theorem follows from the standard property of 
the Artin automorphism of a prime. Namely, if f is the order of the Artin 
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automorphism, then the prime splits into if!(m)/ f primes of degree f. From 
the isomorphism Gal(Km/k) = (A/mA)*, we see that the order of O'p is 
the smallest positive integer f such that pi == 1 (mod m). This completes 
the proof of the theorem. 

The last task in this chapter is to investigate the way in which the prime 
at infinity of k splits in the extension Km. To do this we will need some 
preliminary work. First we need to know the degrees of the polynomial 
[m, i] E A which are the coefficients of Cm(x). Secondly, we need a descrip­
tion of the completion of k at 00. Finally, we will need an elementary, but 
powerful, technique of non-archimedean analysis, the Newton polygon. 

Proposition 12.11. Let Cm(x) = L~=o[m, i]xq' where each coefficient 
[m, i] E A and d = deg(m). Then the degree of [m, i] as a polynomial in T 
is qi(d - i). 

Proof. If i > d, we set [m, i] = O. Notice that [m,O] = m which has degree 
d = qO(d - 0). This shows the result is true for i = O. For the rest of the 
proof we assume i > O. 

We first investigate the special case m = Tn and proceed by induction 
on n. For n = 1 we have [T,O] = T of degree 1 = qO(l - 0) and [T,l] = 1 
of degree 0 = ql(l - 1). Thus, the result is true for n = 1. 

To go further, we first derive a recursion formula for the coefficients 
[Tn, i]. Consider the equation 

By isolating the coefficient of x q' on both sides, we find 

By induction, the degree of the first term on the right-hand side is 1 + 
qi(n - 1 - i) and the degree of the second term on the right-hand side is 
qi(n - i). Since we are assuming i > 0, the second term has larger degree 
and it follows that [Tn, i] has degree qi(n - i). 

Finally, if m = L~=o CY.jTj with each CY.j ElF and CY.d =J 0, then 

d 

[m, i] = L CY.j[Tj, i] , 
j=O 

from which one sees that degT([m, i]) = qi(d - i) since CY.d[Td, i] is the 
non-zero term of largest degree. 

We now turn our attention to the completion of k at infinity. It is useful 
to first give a discussion of the completion of k at the prime corresponding 
to the monic irreducible polynomial T, i.e., the completion of k at zero. 
Every element of h E k can be written as a power of T, Tn, say, times a 



210 Michael Rosen 

quotient f(T)/g(T) of polynomials, both not divisible by T. Under these 
circumstances, ordT(h) = n. We can give k a metric space structure by 
setting Ihl - h21T = q-ordT (h 1 -h2 ), where q = #F. Two polynomials will 
be close in the resulting topology if their difference is divisible by a high 
power ofT, Le. if their initial coefficients coincide. Thus, a Cauchy sequence 
of polynomials will give rise to a uniquely defined power series in T. The 
completion of A in this topology, algebraically and topologically, is the ring 
of formal power series, FlIT]], where the topology is given by the powers 
of the maximal ideal (T). The completion of k is just the quotient field 
of FlIT]], which is called the field offormal Laurent series. We denote this 
field, F( (T)). A typical element has the form 

00 

L D!iTi, where D!i E F . 
i=-N 

To get a good description of the completion of k at infinity the trick is 
to replace T by l/T in the above analysis. To see this, recall that for a 
polynomial f(T) in T we have, by definition, ordoof(T) = - deg f(T). Let 
d = deg f(T). We can write f(T) = T d h(l/T) where h is a polynomial with 
non-zero constant term. If we set U = l/T, then the monic irreducible U of 
the ring FlU] = Fl1/T] defines a discrete, rank 1 valuation of k and clearly, 
orduf(T) = orduU-dh(U) = -d. It follows that the two valuations ordoo 
and ordu coincide on A and so they must coincide on k, Le., they are equal. 
As a consequence of our previous discussion of the completion of k at zero 
we can now assert that the completion of k at infinity is the ring of formal 
Laurent series in U, Le., 

koo = F((U)) = F((l/T)) . 

The elements which are regular at infinity are the power series in l/T, 
F[[l/T]J, and the units at infinity are the power series in l/T with non-zero 
constant term. If 0 =I- 9 E F( (l/T)), then we can write 9 = (l/T)N h, where 
h is a unit in Fll1/T]]. In this situation, ordoog = N. 

We shall return to koo shortly, but first we will describe the method of 
the Newton polygon. This method enables us to find information about 
the roots of a polynomial with coefficients in a field L, which is complete 
with respect to a discrete rank 1 valuation v. We denote by ordv the cor­
responding ord function. Let 

d 

f(x) = L ajxj E Llx] , 
j=O 

be a polynomial and assume that aOad =I- o. Consider the set of points 
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Above each point in Sf erect a vertical ray and then take the convex hull of 
the resulting set. This convex hull is bounded on the sides by two vertical 
rays and below by a polygonal path connecting (0, ordvao) with (d,ordvad). 
This polygonal path is defined to be the Newton polygon of f, Nf. 

Let L be an algebraic closure of L. We continue to use the notation ordv 
for the unique extension of ordv to L. 
Theorem 12.12. Let L be a field which is complete with respect to a 
discrete, rank 1 valuation v. Let ordv be the corresponding ord function 
extended to L, an algebraic closure of L. Let f(x) = 2:;=0 ajxj E L[x] be 
a polynomial with aOad #- o. Let 1 be a line segment of the Newton polygon 
of f joining (j,ordvaj) with (h,ordvah) withj < h. Then f(x) has exactly 
h - j roots 'Y in L such that ordv'Y is the negative of the slope of 1 . 

We shall postpone the proof of this theorem until the end of the chapter. 
To give some idea of its usefulness, let's apply it to the case where f(x) 

is an Eisenstein polynomial, Le., ordvad = 0, ordvai > 0 for 0 ::; i < d, 
and ordvao = 1. One sees, without effort, that the Newton polynomial 
of f is just the line segment joining (0,1) with (d,O). It follows that f 
has d roots 'Y such that ordv'Y = lid. Since an Eisenstein polynomial is 
irreducible, it follows that adjoining any root of f to L results in a totally 
ramified extension of degree d. Other applications of this nature are easy 
to produce, but we leave these aside and proceed to apply the method to 
the case f(x) = Cm(x) E koo[x]. 

Proposition 12.13. Let Cm(x) E k[x] C koo[x] be the Garlitz polynomial 
corresponding to m E JF[T] of degree d. Let koo be an algebraic closure of 
koo and continue to denote by ordoo the unique extension of ordoo to koo . 

Then, for each 1 ::; i :s d, there exist exactly qi - qi-l roots); of Cm(x) 
such that 

- 1 
ordooA = d - i - -- . 

q-1 

Proof. Recall that Cm(x) = 2:~=0 [m, i]xq'. By Proposition 12.11, 
ordoo[m, i] = - deg [m, i] = _qi(d - i). 

To apply Theorem 12.12, we first divide Cm(x) by x to get a polynomial 
with non-zero constant term. The points to consider in the construction of 
the Newton polygon of Cm(x)lx are 

{(qj - 1, -qj(d - j)) 10::; j :s d} . 

The lines connecting successive points all have different (and increasing) 
slopes, so the Newton polygon of Cm(x)lx consists of just these line seg­
ments. Connecting the i - l'st point with the i-th point gives the slope: 

_qi(d - i) - (_qi-l(d - i + 1)) = -(d _ i) + _1_ 
qi _ qi-l q - 1 . 

The proposition now follows from Theorem 12.12. 
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Corollary. There are q - 1 roots'>: of Cm(x) in koo such that ordoo '>: = 
d - 1 - l/(q - 1). For each such root, we have '>:q-l E koo . 

Proof. The first assertion is a special case of the proposition corresponding 
to i = 1. 

The monomials which occur in Cm (x) / x with non-zero coefficients all 
have the form xq'-l. Thus, Cm(x)/x = f(w), where w = x q - 1 and f(w) E 

k[w]. The roots of f(w) in koo are {'>:q-l} where'>: runs through the roots 
of Cm(x). The map'>: -+ '>:q-l is q - 1 to 1, since whenever'>: is a root of 
Cm (x) so is 05 for any ex E IF*. It follows that f (w) has exactly one root "! 
with ordoo"! = (q - l)(d - 1) - l. 

Let 0" be any automorphism of koo leaving koo fixed. Then, o""! is also a 
root of f (w). Since ordoo "! = ordooO""! , we must have o""! = "!. Since 0" is 
arbitrary, it follows that,,! E koo, as asserted. 

Using the Carlitz action, koo can be made into an A-module in exactly 
the same way that we made k into an A-module. Namely, if a E A and 
u E koo then we define a . u = Ca (u). If mEA is of positive degree, we 
denote the m-torsion points, koo[m], by Am. 

Let L denote a fixed field isomorphism over k from Km to koo . Since 
Km/k is a Galois extension, all field isomorphisms over k from Km to koo 
are of the form L 0 0" with 0" E Gal(Km/k). 

The isomorphism L corresponds to a prime 1fJ00 of Km lying over 00. To 
see this, let 0 00 = {w E Km I ordooLw 2: O}. It is easy to see that 0 00 is a 
discrete valuation ring inside Km which contains IF and has quotient field 
Km- By definition this is a prime of Km which we denote by 1fJ00, its max­
imal ideal. The proof of the fact that 1fJ00 lies above 00 is straightforward. 

Suppose that A is a root of Cm(x) in k. Since Cm(A) = 0 implies 
Cm(LA) = 0, we see that ( maps Am to Am. This map is an A-module 
isomorphism. By Proposition 12.13, there is an element '>:m E Am such 
that ordoo'>:m = d - 1 - l/(q - 1). Let Am E Am be such that LAm = '>:m. 

Theorem 12.14. Let J = {O"a E Gal(Km/k) I ex E IF*} and set K;' equal 
to the fixed field of 1. Then 00 splits completely in K;' and every prime 
above 00 in K;' is totally and tamely ramified in Km. 

Proof. The proof will proceed in steps. 

Step 1. The first thing to do is to show that '>:m is an A generator of 
Am- Suppose a E A - {O} of degree less than d. Then, 

_ (deg a _ ') _ 1 
ordooCa(Am) = ordoo ~ [a, i]A~ = ordooaAm = d - deg a-I - q _ 1 . 

(8) 
To justify the second equality, one has to show that the term a'>:m in the 
sum is the one with lowest ord. We leave this straightforward calculation 
to the reader. 
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If >-m were not an A-generator of Am there would be a proper divisor ml 
of m such that em} (>-m) = O. Equation 8 shows this is impossible. Thus, 
>-m is an A-generator of Am, as asserted. Moreover, since Am and Am are 
A-isomorphic via L, it follows that Am is an A-generator of Am. It follows 
that koo(Am) = koo(>-m) and Km = k(Am) = k(Am). 
Step 2. We show that K;t. = k(A'!n- 1). Let eYa E J. Then, eYa(A~l) = 
(eYaAm)q-l = (aAm)q-l = A~l. Since a E IF* is arbitrary, it follows that 
A'!n-l E K;t.. Since Am is a root of xq- 1 - A~l E Kt[x] we have [Km : 
k(A'!n- 1 )] :::::; q - 1. By Galois theory, [Km : K;t.] = q - 1. It follows that 
K;t. = k(A'!n- 1 ), as claimed. 

Step 3. From Step 2, we see that L(K;t.) = L(k(A~l) c koo(>-'!n- 1 ). By the 
corollary to Proposition 12.13, we have >-~l E koo . Thus, L(K;t.) c koo . It 
follows that 00 splits completely in K;t., which proves the first part of the 
theorem. 

Step 4. We claim that the extension koo(>-m)/koo is totally and tamely 
ramified of degree q -1. Let "( = >-'!n- 1 . Then, >-m satisfies xq - 1 -"( E koo [x]. 
Thus, [koo(>-m) : koo ] :::::; q-1. On the other hand, ordoo>-m = d-l-l/(q-l) 
so the ramification index of the extension is at least q - 1. It follows that 
the degree of the extension is q - 1 and the ramification index is q - 1, 
which is what was to be proven. The ramification is tame, since q - 1 is 
prime to the residue field characteristic which is p. 

Step 5. Let ~oo be the prime of Km discussed earlier and 1'00 be the prime 
of K;t. lying below it. The completion of K;t. at 1'00 is koo by Step 3. The 
completion of Km at ~oo is koo(.:\m). Thus, by Step 4, ~oo/Poo is totally 
and tamely ramified of ramification degree q - 1. The other primes over 00 

behave the same way since Km/k is a Galois extension. 

Corollary. For all mEA, m =1= 0, the constant field of Km is IF, i.e., 
Km/k is a geometric extension. 

Proof. Since f('poo/oo) = 1 , the residue class field at 1'00 is W. We have 
f(~oo/'poo) = 1 since ~oo/'poo is totally ramified. Thus the residue class 
field of ~oo is also IF. Since the constant field of Km injects into the residue 
class field of ~oo, the result follows. 

Since the properties of K;t. are so similar to those of Qlt we call K;t. the 
maximal real subfield of Km. The point is that the prime at infinity of k 
splits completely in K;t. and every prime above it in K~ ramifies totally 
in Km. This is just the behavior of the prime at infinity of Ql, the only 
archimedean prime. It splits completely in Ql~ and every prime above it 
ramifies totally in Qlm. Also notice that the Galois group of Km/ K;t. is 
isomorphic to IF*, the non-zero units of A, whereas the Galois group of 
Qlm/Qlt is isomorphic to {±1} the non-zero units of Z. 

In general, we will call a finite extension K of k real if 00 splits completely 
in K. For example, the theory of quadratic function fields (quadratic ex­
tensions of k) is divided up into the theory of real quadratic function fields, 
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the case where 00 splits, and complex quadratic function fields, the case 
where 00 is either inert or ramifies. We will discuss this in greater detail 
later. 

Having described in some detail the cyclotomic function fields, Km = 
k(Am), we will give a sketch of the result of Hayes which is the function 
field analogue the Kronecker-Weber theorem. The latter theorem states 
that every finite abelian extension of the rational numbers Q is contained 
in a cyclotomic field Q( (n) for some positive integer n. For a discussion 
of the history of this theorem and a proof see Chapter 14 of Washington 
[1]. It cannot be true that every abelian extension of k = IF(T) is con­
tained in some field Km = k(Am) because, among other reasons, the above 
Corollary shows that Km/ k is a geometric extension. Thus, it cannot con­
tain a constant field extension of k (recall that all finite extensions of a 
finite field have a cyclic Galois group). Let's work within a fixed algebraic 
closure of k. Define k(A) to be the union of all the fields Km. Secondly, 
let k = lFk be the maximal constant field extension of k. These fields are 
abelian and disjoint and one might think that every abelian extension of k 
is a subfield of the compositum of k(A) and k. However, this field is still 
not big enough since a moment's reflection shows that a subfield of this 
compositum must be tamely ramified at 00. To construct abelian exten­
sions of k that are wildly ramified at infinity, work with the parameter at 
infinity, i.e., l/T, rather than T. One considers the ideal (l/T) in the ring 
IF[l/T] and using the Carlitz construction for this situation produces the 
fields k(AT-n-l). These fields are abelian over k, totally ramified at 00, 

and [k(Ar-n-l) : k] = qn(q - 1). Let Ln be the unique subfield such that 
[Ln : k] = qn and set Leo equal to the union of all the fields, Ln. These 
three fields, k(A), k, and Leo, are disjoint and the main theorem states 
that every abelian extension of k is contained in their compositum. In this 
sense, the Carlitz module gives an explicit construction of the maximal 
abelian extension of k. Hayes' proof relies heavily on class field theory. In 
the case of the Kronecker-Weber theorem it is possible to produce more 
elementary proofs so it is certainly possible that a more elementary proof 
can also be given in the function field case. We leave this as a challenge to 
the interested reader. 

To conclude this chapter, we sketch the proof of Theorem 12.12, the 
Newton polygon method. Our sketch will include enough details so that 
giving a complete proof will only involve setting up a formal induction step 
rather than the informal one given below. 

Proof of Theorem 12.12. (Sketch) 

We begin by noticing that we can assume that 00 = 1. This is because 
the Newton polygon of z=1=0 aJ/ao x j is the same as that of f(x) except 
that it is shifted vertically by -ordvao. The roots remain the same and the 
length of the line segments and the slopes remain the same, so we may as 
well assume that 00 = 1. 
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Secondly, since zero is not a root, we may as well work with the inverse 
roots rather than the roots. We will thus connect the slopes of the line 
segments with the ordvs of the inverse roots (no negative sign). Thus, write 

d 

f(x) = II (1- 7riX) , 
i=l 

and arrange the inverse roots such that 

= ... = ordv7rr1 = Sl < ordv7rr1 +1 

= ... = ordv7rrl+r2 = S2 < ordv7rrl+r2+1 

= ... = ordv7rrl+r2+r3 = S3 < ordv7rrl+r2+r3+1 = etc. 

Having ordered the inverse roots in this fashion, we claim that the ver­
tices of the Newton polygon are 

Po (0,0),P1 = (r1,r1s1),P2 = (r1 +r2,r1s1 +r2s2), 

P3 (r1 + r2 + r3, r1 s1 + r2s2 + r3 s3), 

etc. Assuming for the moment that this is the case, we see that the theorem 
is established since the difference of the x-coordinates of Pi- 1 and Pi is ri 
and the slope of the line connecting them is Si. By the way, we have grouped 
the inverse roots, we see there are precisely ri of them such that ordv7r = Si. 

To prove our assertion about the vertices, notice that the j-th coefficient 
of f(x), namely aj, is the j-th elementary symmetric function of the inverse 
roots 7ri.!fO :::; j < r1, then from the form ofthe j-th elementary symmetric 
function we see that ordvaj ~ jS1. It follows that the slopes of the lines 
connecting (j, ordvaj) to (0,0) are all greater than or equal to Sl for j in 
this range. However, we must have ordvar1 = r1s1, since only one term 
in the r1-st symmetric function has this order, namely, 7r17r2 ... 7r rl' all the 
other terms having greater order. By exactly the same reasoning we see that 
for h in the range 0 :::; h < r2 we have ordvar1+h ~ r1S1 + hs2, whereas 
ordvar1 +r2 = r1 S1 + r2 S2 (the term of the r1 + r2-th elementary symmetric 
function having the smallest order being 7r1" '7rrl 7rr1 +1" ·7rrl+rJ. Thus, 
the lines connecting these points to (r1, ordvar1 all have slopes greater than 
or equal to S2, whereas the line connecting (r1, r1 Sl) to (r1 +r2, r1s1 +r2s2) 
has slope exactly S2. In general, let h vary in the range 0 :::; h < ri and 
consider the point with index r = E~2o rm + h. Looking at the r-th 
elementary symmetric function of the inverse roots we see 

i-1 
ordvar ~ L rmSm + hSi . 

m=O 

Thus, the slopes connecting these points to Pi - 1 are greater than or equal 
to Si, whereas the slope connecting Pi to Pi - 1 is exactly Si. Since the slopes 
Si are monotone increasing, this is sufficient information to conclude the 
proof. 
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Exercises 
Throughout the exercises, IF will denote a finite field with q elements, A = 
IF[T], the polynomial ring over IF, and k = IF(T) the quotient field of A. If 
mEA we set Iml = qdegm. If mEA, Am will denote the m-torsion points 
on the Carlitz module. 

1. Let PEA be a monic irreducible polynomial and .\ a generator of 
Ap. Show that P = I1dega<degP Ca (.\), where the product is over all 
non-zero polynomials of degree less than deg P. 

2. Let M denote all monic polynomials of degree less than deg P. Set 
7r = I1aEM Ca(.\). Use Exercise 1 to show that P = (_l)degP7rq-l. 

Set P* = (_l)degp p. Then P* =7rq- 1• 

3. (Continuation) Let Q i:- P be another monic irreducible polynomial. 
Recall the symbol (a/Q), which is defined to be the unique element 
of IF such that 

a 0- 1 = -~ (a) - Q (mod Q) . 

Use the fact that O"Q is the Artin automorphism at Q in the field 
Kp = k(Ap) to prove that O"Q(7r) = (p* /Q)7r. 

4. (Continuation) Use Theorem 12.10 to show O"Q(7r) = I1aEM CQa (.\). 
Now, use Gauss' criterion (see Exercise 10 of Chapter 3) to show that 
O"Q(7r) = (Q/P)7r. 

5. (Continuation) Combine Exercises 3 and 4 to prove the reciprocity 
law; i.e., if Pi:- Q are two monic irreducibles, then 

(~) (~) -1 = (_l)deg PdegQ . 

This nice proof is due to Carlitz. 

6. Let P be a monic irreducible of degree d. Use the Riemann-Hurwitz 
formula to prove that the genus of Kp = k(Ap) is (d - l)qd + 1 -
2d - (1 + q + ... + qd-1). 

7. Let e > 0 be an integer. Compute the genus of Kpe. (When e ~ 2 
the calculation is more difficult because the extension is not tamely 
ramified. One needs to compute the exponent of the different at the 
prime above P by local considerations. See Hayes [1].) 

8. We continue to assume that P is a monic irreducible of degree d. 
Let e ~ 1 and let .\ be an A-generator of .\pe. Let (.\)00 be the 
polar divisor of .\. Show deg (.\)00 = qd-1 if e = 1 and deg (.\)00 = 
q(e-1)d-1(qd _ 1) if e ~ 2. 
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9. Let mEA be a monic polynomial, A a non-zero element of Am, 
and 0- an element of the Galois group of Kml k. Prove that 0-AI A 
is a unit in Om. (These units are called cyclotomic units since they 
are analogous to cyclotomic units in Q((m). We will encounter them 
again in Chapter 16.) 

10. Let mEA be a monic polynomial. Define Qo to be the index [0;;" : 
O;t;,*]. Show that Qo = 1 if m is a prime power and that Qo = 
q - 1 if m is not a prime power. Hint: Try imitating the proof of the 
corresponding fact in cyclotomic number fields. 



13 
Drinfeld Modules: An Introduction 

In the last chapter we introduced a special class of Drinfeld modules for the 
ring A = IF[T] defined over the field k = IF(T) and discussed some of their 
properties. By considering the Carlitz module, in particular, we were able 
to construct a family of field extensions of k with properties remarkably 
similar to those of cyclotomic fields. In this chapter we will give a more 
general definition of a Drinfeld module. The definition and theory of these 
modules was given by V. Drinfeld in the mid-seventies, see Drinfeld [1, 
2]. The application of the rank 1 theory to the class field theory of global 
function fields is due to Drinfeld and independently to D. Hayes [2]. The 
article by Hayes [6] provides a compact introduction to this material. A 
comprehensive treatment of Drinfeld modules (and, even more generally, 
T-modules) can be found in the treatise of Goss [4]. 

In this chapter we will develop the beginnings of the general theory, but 
will not pursue it further. Our aim is to supply the reader with some of 
the basic ideas and, hopefully, the stimulus to pursue the study of these 
modules further. Many beautiful and deep applications have already been 
discovered. However, the subject remains young and is under active devel­
opment. 

Let kjlF be a function field with exact field of constants IF, a finite field 
with q elements. Let 00 be a fixed prime of k and let A c k be the ring 
of all elements of k whose only poles are at 00. It is well known that 
A is a Dedekind domain whose non-zero prime ideals are in one-to-one 
correspondence with the primes of k different from 00. If (0, M) is a prime 
of k such that A CO, the corresponding prime ideal of A is M n A. On 
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the other hand, if PeA is a non-zero prime ideal of A, then (Ap, PAp) is 
the corresponding prime of k. It is clear that the polynomial ring A = IF[T] 
considered in the last chapter is a special case of this construction. In this 
special case, the degree of the prime at infinity is 1, but that might not be 
so in the general case. We set doo to be the degree of the prime at infinity. 

Let L be a field containing IF and GaiL the additive group scheme over 
L. If n is an L-algebra, GaiL assigns to n its additive group n+, i.e., n 
considered solely as an additive group under addition. In homological al­
gebra this is sometimes referred to as a "forgetful functor." The additive 
group scheme over L assigns to every L-algebra its structure as an additive 
group, forgetting about the multiplicative structure. The endomorphism 
ring of GaiL over IF, EndlF(GaIL) , assigns to every L-algebra n the alge­
braic endomorphisms of n+ which commute with the action of IF. Using 
Proposition 12.2, one can show that EndIF(GaIL ) ~ L < T > where T 

is the map which raises an element to the q-th power. So, if u E nand 
LCiTi E L < T >, then 

The right-hand side of this equation is an additive polynomial with coeffi­
cients in L. The endomorphism ring of GaiL over IF can thus be considered 
either as the non-commutative polynomial ring L < T > with the key 
relation Ta = aqT, or as the ring of additive polynomials over L with mul­
tiplication being given by composition. Both descriptions are useful and, 
after a little experience, no confusion is likely to result from employing 
them both. 

The map D : L < T >-t L given by D(L CiTi) = Co is a homomorphism. 
It will play a role in the definition of a Drinfeld module, which we are 
about to give. In the alternate world of additive polynomials, D applied to 
L Ci xq' is just differentiation with respect to x. 

Definition. A Drinfeld A-module over L consists of an IF-algebra ho­
momorphism 8 from A to L, together with an IF-algebra homomorphism 
P : A -t L < T > such that for all a E A, D(Pa) = 8(a). Moreover, we 
require that the image of P not be contained in L. The notation DrinA (L) 
will denote the set of all Drinfeld A-modules over L, the structural map 8 
being assumed fixed. 

In practice the map 8 is often just containment in a field L, but it is also 
occurs as reduction modulo a prime ideal. In the last chapter, it was just 
the containment of A in k. 

A simple but useful, remark is that Pa = aTo, the identity of L < T >, 
for all a E IF. This is because P is an IF-algebra homomorphism taking 1 to 
TO. Thus, Pa = apl = aTo for all a ElF. 

If n is an L-algebra, then 8 makes n into an A-module in the obvious 
way, namely, a· u = 8(a)u. The idea of a Drinfeld module is that it makes 
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n into an A-module in a new way which is a "deformation" of the standard 
one. Namely, if we define a * U = Pa(U), it is straightforward to check that 
this makes n into an A-module. This is a deformation of the standard 
action since a . U and a * U both have the same linear term, 8(a)u. It is a 
new action since from the definition of a Drinfeld module, a . U =f a * u for 
at least one a E A. When considering n as an A-module under the action 
of P we shall use the notation np. In this chapter, the only algebras we will 
consider are field extensions of L. 

Let P E DrinA(L) and M/ L be an algebraically closed field extension. 
Consider the A-module, Mp. If 0 =f a E A, we want to investigate the 
structure of the torsion submodule Mp[a] = {u E Mp I Pa(u) = O}. More 
generally, if (0) =f I c A is an ideal in A, we want to investigate the 
structure of Mp[I] = {u E M I Pa(u) = 0, Va E I}. In the course of doing 
this we will have to define and explain the notions of the rank and height 
of a Drinfeld module. 

We begin by defining another notion, the A-characteristic of L, con­
sidered as an A-module via 8. If 8 is one to one, we say that L has A­
characteristic o. If 8 is not one to one, its kernel is a non-zero prime ideal 
Q of A. In this case we call Q the A-characteristic of L. This notion is not 
to be confused with the characteristic of L as a Z module. For all fields un­
der consideration in this chapter, this characteristic is p, a non-zero prime 
number in Z. The A-characteristic of L is a completely different notion. 

A reader familiar with the arithmetic of elliptic curves or, more generally, 
abelian varieties, will find the form of the following result and its corollary 
quite familiar. 

Theorem 13.1. Let P E DrinA(L) as above. Let Q be the A-characteristic 
of L. Finally, let M be an algebraically closed field containing L. If P =f Q 
is a non-zero prime ideal of A, and e ~ 1 an integer, then there is a positive 
integer r independent of P and e such that 

If Q =f (0) and e ~ 1 is an integer, there is another integer h, independent 
of e, such that 

Corollary. Let I c A be an ideal relatively prime to the A-characteristic 
of L. Let P E DrinA(L) and let M be an algebraically closed field containing 
L. Then there is an integer r, independent of I, such that 

We will not prove these results now, but we will do so after developing 
some preliminary machinery. The integer r will turn out to be the rank 
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of p and the integer h will turn out to be the height of p, concepts whose 
definition will be given shortly. 

The next few lemmas will be very general results about torsion modules 
over a Dedekind domain. Since these facts are fairly standard, we will only 
sketch the proofs, assuming that the reader either already knows these 
results or can fill in the details without difficulty. In these lemmas, A will 
be a Dedekind domain and M a module over A. If I c A is a non-zero 
ideal, then M[I] = {m EM I ax = 0, 'Va E I}. 

Lemma 13.2. Suppose J and H are non-zero ideals of A which are rela­
tively prime; i.e., J + H = A. Then M[JH] = M[J] EB M[H]. 

Proof. By hypothesis, there exist a E J and b E H such that a + b = 1. For 
m E M[J H] we have m = am + bm. Since am E M[H] and bM E M[J], 
we have shown M[JH] = M[J] + M[H]. To prove that the sum is a direct 
sum, let m E M[I] n M[J]. Then m = am + bm = 0 + 0 = 0, and we're 
done. 

Corollary. Let I = Pf' p~2 ... Pt be the prime decomposition of the ideal 
I =I- (0). Then, 

Proof. This follows from the lemma by a simple induction on t. 

If P is a maximal ideal of A, let's define M(P) = U~lM[pe]. This is 
called the P-primary component of M. 

Lemma 13.3. Let M be a torsion A-module. Then 

M = EBM(P) , 
p 

where the sum is over all maximal ideals of A. 

Proof. Let m E M. Since M is a torsion module, there is a non-zero a E A 
such that am = O. Consider the prime decomposition of the principal ideal 
(a) and apply Corollary 1 to Lemma 13.2. This shows that M = Lp M(P). 

To show the sum is direct, suppose 0 = L~=l mi, where mi E M(Pi ). 

For each i with 1 ::; i ::; t, there is an ei > 0 such that mi E M[Pi
e ,]. Now 

apply the corollary to Lemma 13.2. 

Lemma 13.4. If (0) --+ Ml --+ M2 --+ M3 --+ (0) is an exact sequence of 
torsion A-modules and PeA is a maximal ideal, then (0) --+ M1(P) --+ 
M2(P) --+ M3(P) --+ (0) is also exact. 

Proof. This follows easily from Lemma 13.3. 
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Lemma 13.5. Let P be a maximal ideal of A and select 7r E P - p2. Then 

Proof. We have (7re ) 

Lemma 13.2, 
pe J where P and J are relatively prime. By 

Taking the P-primary component of both sides gives the result, since 
M[J](P) = (0). 

Lemma 13.6. Suppose M is a divisible A-module, PeA a maximal ideal, 
and e > 1 and integer. The following sequence is exact: 

where the third arrow is given by multiplication by 7r E P _ p2. 

Proof. Choose 7r E P - p2. Using the divisibility of M, we see that the 
following sequence is exact: 

The result follows by taking P-primary components and using Lemmas 
13.4 and 13.5. 

Corollary. Suppose that M[PJ is finite. Then M[peJ is finite for all e > 0 
and #M[pe] = #M[p]e. 

Proof. This is immediate from the lemma and a simple induction. 

We will now give a result which provides the basis for the definition of 
the rank of a Drinfeld module. 

Proposition 13.7. Let P be an A-Drinfeld module defined over a field L. 
Define p,(a) = - degr Pa for all a E A. Then there is a positive rational 
number r such that p,(a) = r ordoo(a)doo for all a E A. 

Proof. If we define p,(0) = 00 we easily check that p, gives a map from A 
to Z U 00 such that p,(a) = 00 if and only if a = 0 , p,(ab) = p,(a) + p,(b), 
and p,(a + b) 2: min(p,(a), p,(b)). Moreover, p,(a) :S 0 for all a E A and 
p,(a) < 0 for some a E A. These properties show that p, can be extended 
to an additive valuation on the quotient field k of A. It cannot be one of 
the valuations associated to maximal ideals of A since all these have non­
negative ord on A. Thus, p, must be equivalent to the valuation at infinity. 
This shows there is a real number r such that p,( a) = r ordoo (a )doo . Let 
a E A be such that degr(Pa) > 0 (the existence of such an a E A is specified 
in the definition of Drinfeld module). Then, p,(a) is a negative integer. We 
claim ordoo(a) is also a negative integer. To see this, note that the remark 
immediately following the definition of a Drinfeld module shows that a is 
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not a constant. Since a has no pole at primes corresponding to maximal 
ideals in A, it must have a pole at infinity (see Proposition 5.1). It follows 
that r is a positive rational number, as asserted. 

Definition. The rank of a Drinfeld A-module p is defined to be the unique 
positive, rational number r , such that degr Pa = -r ordoo(a)doo for all 
a E A. 

We will soon see that the rank of a Drinfeld module is actually a positive 
integer. 

It is illuminating to reformulate the definition somewhat. For a E A 
define deg a to be the dimension over IF of A/ aA. This is clearly a gener­
alization of the degree of a polynomial in a polynomial ring over a field. 
(Caution! This is not the degree of the principal divisor (a) which we know 
is zero.) As we will see from the following proof, deg a coincides with the 
degree of the zero divisor of a. 

Proposition 13.8. For all a E A we have dega = -ordoo(a)doo . Thus, 
the rank of a Drinfeld A-module p, can also be defined to be the unique 
positive, rational number r such that degr (Pa) = r deg a for all a E A. 

Proof. Let mp = ordp(a) and aA = TIp pmp be the prime decomposition 
of the principal ideal aA. By the Chinese Remainder Theorem, we have 

For any maximal ideal PeA, we have A/pm ~ Ap/(PAp)m. Since PAp 
is a principal ideal, (PAp)i-l/(PAp)i ~ Ap/PAp for all i 2: 1. Thus, 

dimlF(A/pm) = m dimlF(Ap/PAp) = m degP. 

We conclude that dega = ~P#ooordp(a)degP. Since the degree of a 
principal divisor is zero (Proposition 5.1), it follows that 

as asserted. 

deg a = L ordp(a) deg P = -ordoo(a)doo , 
P#oo 

The next topic to consider is the height of a Drinfeld module. This is 
of interest only for Drinfeld A-modules p of non-zero characteristic. Recall 
that the A-characteristic of p is the kernel of the structural map 8 : A -t L, 
where L is the field of definition of p. Call this ideal Q and suppose that 
Q"f:. (0). For a E A, let w(a) be the index of the smallest power of Tin pa 
with non-zero coefficient. In other words, if Pa = ~:o Cm T m and Ci = 0 
for i < n but Cn "f:. 0, then w(a) = n. Define w(O) = 00. 

Proposition 13.9. There is a positive rational number h with the property 
that for all a E A we have w(a) = h ordQ(a) degQ. 
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Proof. The map w takes A to Z U 00 and has the following properties: 
w(a) = 00 if and only if a = 0, w(ab) = w(a) + w(b), and w(a + b) ~ 
min(w(a),w(b)). Moreover, w(a) ~ 0 for all a E A, and w(a) > 0 if and only 
if a E Q. It follows easily from these facts that w extends to an additive 
valuation of k which is equivalent to ordQ (*). Thus, there is a real number 
h having the required property. To show that h is positive and rational, 
just choose a E Q with a =I- O. Then w(a) is a positive integer and so is 
ordQ(a). Thus, h is a positive, rational number. 

Definition. If p is an A-Drinfeld module with A-characteristic zero, de­
fine the height of p to be zero. If p has A-characteristic Q =I- (0), de­
fine the height to be the unique positive, rational number h such that 
w(a) = h ordq(a) degQ for all a E A. 

We are now in a position to prove Theorem 13.1 and its corollary. In the 
course of the proof we will show that both the rank and the height of pare 
integers. 

Proof of Theorem 13.1. We recall that M is an algebraically closed field 
containing L and that p E DrinA(L). Let PeA be a prime ideal different 
from the A-characteristic Q of L. Choose b E P with b =I- O. The A-module 
Mp[P] is finite since Mp[P] C Mp[b] and the latter set is finite being the 
set of zeros of Pb(U). If follows that Mp[P] is a finite dimensional vector 
space over AlP of dimension d, say. Thus, 

The class group of A is finite. We borrow this result from Chapter 14, 
(see Corollary 2 to Proposition 14.1 and take the set S in that proposition 
to be S = {oo}). It follows that there is a positive integer m such that 
pm = aA, a principal ideal. Thus, #Mp[pm] = #M[a]. We compute the 
size of both sides. By the corollary to Lemma 13.6, we have 

If a E Q, the A-characteristic of p, then pm S;;; Q, and it would follow 
that P = Q, contrary to assumption. Thus, a ~ Q and Pa(u) is a separable 
polynomial (its derivative with respect to U is 0'( a)). Thus, 

#Mp[a] = qdeg T Pu = qrdega , 

where the last equality follows from Proposition 13.8. Here, r is the rank 
of p. 

Since pm = aA, we have deg a = m deg P. Thus, 

mddegP = r dega = rmdegP. 

Cancelling m deg P from both sides, we conclude r = d. This shows that 
the rank is an integer and proves the first assertion of Theorem 13.1 in 
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the case where e = 1. The general case follows from what we have already 
proven, Lemma 13.6, and the structure theorems of finitely generated, tor­
sion modules over Dedekind domains. We leave the details to the reader. 
(See Exercise 1 at the end of the chapter.) 

Suppose now that the A-characteristic Q is not the zero ideal. Again, 
using the finiteness of the ideal class group we see there is a positive integer 
n such that Qn = bA, a principal ideal. It follows that #Mp[Qn] = #Mp[b]. 

We first count the number of elements in Mp[b]. Since the polynomial 
pb(U) is inseparable in this case, we cannot simply use its degree. However, 
it is clear that by factoring out Tw(b) on the right, we can write Pb = p~ Tw(b) , 

where p~(u) is separable and degT p~ = degT Pb - w(b). Since T is a one to 
one and onto map from M ---+ M, we conclude 

#M[b] = qdegTPb-w(b) = qrdegb-h ordQ(b)degQ . 

The last equality follows from Propositions 13.8 and 13.9. 
On the other hand, 

where d' is the dimension of Mp[Q] considered as a vector space over A/Q. 
U sing the last two equations together with the facts, deg b = n deg Q and 

ordQ(b) = n, we find 

nd' degQ = rndegQ - hndegQ . 

Cancelling n deg Q from both sides, we conclude d' = r - h. This proves 
h is an integer and simultaneously proves the second assertion of Theorem 
13.1 in the case when e = 1. As before, the general case follows without 
much difficulty. 

Proof of the Corollary to Theorem 13.1. Since I is prime to Q, Q 
does not occur in the prime decomposition of I = P{" p;2 ... Ptt. By the 
Theorem, we have for each i with 1 :::; i :::; t, 

Sum both sides from 1 to t. The result follows from the Corollary to Lemma 
13.2 together with the Chinese Remainder Theorem. 

Having defined Drinfeld modules and discussed their torsion points and 
the notions of rank and height, we now proceed to define maps between 
Drinfeld modules, i.e., we want to study the category of such objects. 

Definition. Let p, p' E DrinA (L). A morphism from p to p' is an element 
f of L < T > with the property that f Pa = p~f for all a E A. The set of 
all such morphisms is denoted by HomL(p, p'). 

Under the addition in L < T > it is easy to see that HomL(p, p') is 
an abelian group. Also, the product in L < T > gives a bi-additive map 
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(I, g) -+ gf from HomL(p, p') x HomL(p', p") to HomL(p, p"). In particular, 
these two operations make HomL(p, p) = EndL(p) into a ring. 

Let n be an L-algebra and p,p' E DrinA(L). Let f E HomL(p,p'). Then, 
u -+ f (u) is a homomorphism of n -+ n as abelian groups and, as is easily 
checked from the definition, an A-module homomorphism from np -+ npl. 

If, as is often the case, we take n = M, an algebraically closed field 
extension of L, we see that u -+ f(u) is an onto map from Mp -+ Mpl 
with finite kernel (the zeros of f(u)). For this reason we may refer to non­
zero elements of HomL(p, p') as isogenies. Also, we say that p and p' are 
isogenous over L if HomL(p, p') # (0). 

Proposition 13.10. If p and p' are isogenous Drinfeld modules, then they 
have the same rank and height. 

Proof. Let 0 # f E HomL(p, p') and choose a non-constant element a E A. 
Then, f Pa = p~f. Taking the degree with respect to 7 of both sides shows 
that degr Pa = degr p~. Thus, r deg( a) = r' deg( a), where rand r' are the 
ranks of p and p', respectively. This shows r = r'. 

That the heights of p and p' are equal follows from similar reasoning. 

The identity of HomL (p, p) is clearly 7° for all Drinfeld modules. What is 
an isomorphism? By definition, f E HomL(p, p') is an isomorphism if and 
only if there is agE HomL (pI, p) such that f 9 = 7° = 9 f. In the twisted 
polynomial ring L < 7 > this can only happen if f = C70 and 9 = C- 170 

for some non-zero element c E L. Thus, p and p' are isomorphic if and only 
if there is acE L * such that CPa = p~ c for all a E A. 

Suppose I c A is a non-zero ideal and that p E DrinA(L). We are 
going to construct a new Drinfeld module p' and a non-zero isogeny PI E 
HomL(p, p'). This construction plays an important role, especially in the 
arithmetic applications of the theory of rank 1 Drinfeld modules. 

Lemma 13.11. The ring L < 7 > has a division algorithm on the right. 
More precisely, if f, gEL < 7 > and 9 # 0, there exist s, r E L < 7 > 
such that f = sg + r with r = 0 or degr r < degr g. 

Proof. The proof is just about the same as in the case of a commutative 
polynomial ring. For details see Goss [4], Chapter 1. 

Corollary. Every left ideal in L < 7 > is principal. 

Proof. If J c L < 7 > is a non-zero left ideal, let 9 E J be an element of J 
with smallest degree in 7. If f E J, then by the theorem we have f = sg+r 
with either r = 0 or degr r < degr g. The latter alternative is impossible by 
the definition of 9 and the fact that r E J. Thus, r = 0, so every element 
of J is a left multiple of g. 
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Definition. Let I c A be an ideal and J the left ideal in L < 7 > generated 
by the set {Pb I b E I}. Define PI to be the unique monic generator of the 
left ideal J. 

Proposition 13.12. Let M be an algebraically closed field containing L. 
Then, 

M p [I] = {A E M I PI (A) = O} . 

Proof. Suppose A is a root of pI(X), If b E I, there is an fb E L < 7 > 
such that fbPI = Pb. Thus, 0 = fb(O) = fb(PI(A)) = Pb(A). It follows that 
the roots of PI are contained in Mp[I]. 

On the other hand, there exist bj E I and fj E L < 7 >, with 1 :S j :S t, 
such that 

t 

PI = LfjPbJ • 

)=1 

From this it follows easily that every element of Mp[I] is a root of pI(X), 

Proposition 13.13. Let P E DrinL(A) and (0) i- I c A be an ideal. Then 
there is a uniquely determined Drinfeld module 1* P E DrinL(A) such that 
PI is an isogeny from P to 1* p. 

Proof. The left ideal J c L < 7 > generated by the set, {Pb I b E I}, is 
mapped into itself under right multiplication by Pa for any a E A. Thus, for 
all a E A, there is a p~ E L < 7 > such that PI Pa = p~p I. A straightforward 
calculation shows that the map a ---+ p~ is an IF-algebra homomorphism from 
A ---+ L < 7 >. 

Define 8'(a) = D(p~). This is easily seen to be an IF-algebra homo­
morphism from A ---+ L. If we knew that 8' = 8 it would follow that 
pi E DrinL(A) and by setting 1* P = p', the proof would be concluded. As a 
matter of fact, 8' is equal to 8, but to show this requires a little more work. 
We will postpone the proof for a while (see the corollary to Proposition 
13.18). For the moment we simply note that 1* P is a Drinfeld module 
with, perhaps, a different structural map from that of p. 

It is instructive, and useful, to understand PI when I is a principal ideal. 
Let I = (b). Then, by definition, PI is the unique monic generater of the 
left ideal in L < 7 > generated by Pb. Let c E L be the leading coefficient 
of Pb. Then, clearly, PCb) = C- 1 pb. 

Proposition 13.14. If P E DrinL(A) and 0 i- b E A, then PCb) = c- 1 Pb, 
where c is the leading coefficient of Pb. Moreover, c[(b) * P]a = PaC for all 
a E A; i.e., (b) * P is isomorphic to P over L. 

Proof. We have already proven the first assertion. To prove the second, 
note that for all a E A we have P(b)Pa = [(b) * P]aP(b). Thus, C- 1PbPa = 
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[(b) * P]ac-1Pb. Since PbPa = PaPb we can cancel Pb (because L < T > has 
no zero divisors) and conclude that c-1 Pa = [(b) * P]ac-1. 

The *-operation has a number of important properties. The following 
proposition provides two of the most useful of them. The proof is fairly 
straightforward, but somewhat tedious. We will leave the proofs as an ex­
ercise. A good reference is Goss [4], Lemma 4.9.2. 

Proposition 13.15. Let P E DrinL(A) and I, J c A be non-zero ideals. 
Then 

PI J = (I * p) J P I and I * (J * p) = I J * P . 

The first of these relations will be especially useful in our next task, which 
is to generalize the relations degr Pa = r deg a and W (a) = h deg Q ordQ (a) 
to the isogenies PI. To do this we will need a new definition. 

Let Wr : L < T >--+ Z be the map which assigns to a non-zero element 
f of L < T > the smallest index of the non-vanishing coefficients of f. In 
other words, if f = L,~=o CiTi, the Wr (I) = io if Ci = 0 for i < io and 
Cia =J O. 

It is clear that Wr (I g) = Wr (I) + Wr (g) and that Wr (I) = 0 if and only if 
f(x) is a separable polynomial in x. If P is a Drinfeld module then, in our 
previous notation, w(a) = wr(Pa)' We introduce this new mapping because, 
among other things, when dealing with more than one Drinfeld module, the 
notation "w(a)" is ambiguous. 

Lemma 13.16. Let P E DrindA) and let I c A be an ideal prime to the 
A-characteristic Q of L. Then PI(X) is a separable polynomial. 

Proof. Let a E I with a not in the A-characteristic of L. We have (a) = I J 
for some ideal J. By Proposition 13.15, Pea) = (I *p)JPI. Since a is not in Q, 
we know wr(Pa) = 0 (see Proposition 13.9). Thus, wr(P(a)) = wr(Pa) = O. 
The result now follows, because 

which implies that Wr(PI) = O. 

Proposition 13.17. Let P E DrinL(A) be a Drinfeld module of rank r. Let 
I c A be a non-zero ideal. Then, degrPI = rdegI. 

Proof. To begin with, let us assume that I is prime to the A-characteristic 
of L. Let M be an algebraically closed field containing L and consider 
Mp[I]. By Lemma 13.16 and Proposition 13.12, we see that 

#Mp[I] = qdeg.,. PI • 

On the other hand, by the Corollary to Theorem 13.1, we see that 
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Combining these two facts gives the result in the present case. 
Assume now that the A-characteristic, Q, is not zero, and that J is a non­

zero ideal divisible by Q. By a standard result in the theory of Dedekind 
domains, there exist elements a, b E A and an ideal 1, prime to Q, such 
that aJ = b1. Applying the first part of Proposition 13.15, we find 

(J * P)(a)PJ = (1 * P)(b)PI . (1) 

Since isogenous Drinfeld modules have the same rank and using the fact 
that Pea) differs from Pa by multiplication by a non-zero element of L, we 
deduce from Equation 1 that 

r deg a + deg,. PJ = r deg b + r deg 1 . 

We have used Proposition 13.8 and the first part of the proof applied to 1. 
From the relation aJ = b1 we find that deg a + deg J = deg b + deg 1. 

Putting all this together, we see that deg,. PJ = r deg J, as asserted. 

Proposition 13.18. Let P E DrindA). Assume that the A-characteristic 
of L, Q, is not zero. Let J c A be a non-zero ideal. Then W,.(PJ) = 
hdegQ ordQJ, where h is the height of p. 

Proof. If J is prime to Q, the W,.(PJ) = 0 by Proposition 13.16. We also 
have ordQJ = 0, so the proposition is proven in this case. 

Now, assume Q divides J. Then as above we can write aJ = b1, where 
1 is an ideal prime to Q. Applying w,. to both sides of Equation 1, we find 

hdegQ ordQ(a) + W,.(PJ) = hdegQ ordQ(b) + 0 . 

We have used the fact that isogenous Drinfeld modules have the same 
height, Proposition 13.9, and the first part of the proof applied to the ideal 
1. 

Since aJ = b1, we have ordQ(a) + ordQJ = ordQ(b) + O. Thus, 

W,.(PJ) = hdegQ ordQ(b/a) = hdegQ ordQJ , 

and the proof is complete. 

Corollary. Let p be a Drinfeld module over a field L with structural map 
8 : A -+ L. Let 1 c A be an ideal, and p' = 1 * P with structural map 
8' : A -+ L. Then 8 = 8'. 

Proof. If P has A-characteristic zero, then by Lemma 13.16, PI(X) is a 
separable polynomial for all ideals 1. This implies that the constant term 
of PI E L < r >, c(I), is not zero. Setting 1 * P = p', consider the equation 
PIPa = P~PI' Comparing the constant terms on both sides yields c(I)8(a) = 
8'(a)c(I). Since c(I) =f:. 0, we conclude 8(a) = 8'(a) for all a E A. 

Now assume that the A-characteristic of p, Q, is not zero. By the propo­
sition, the first non-vanishing term of PI is of the form crm where c =f:. 0 and 
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m is an integer divisible by deg Q. Again consider the equation PIPa = P~PI 
and compare the coefficients of T m on both sides. We find 

c8(a)Qm = 8'(a)c and so 8(a)Qm = 8'(a) . 

Now, 8 induces an injection of A/Q into L and so 8(a) is an element of 
a finite field with qdegQ elements. Since degQ I m it follows that 8(a)Q'" = 
8(a). Thus, 8(a) = 8'(a) for all a E A and we are done. 

Having introduced the general notion of Drinfeld module, division points, 
rank and height, morphisms (isogenies), and some of their properties we 
now break off the general development to ask the possibly embarrassing 
question about whether Drinfeld modules exist. When A is a polynomial 
ring, there is no problem. As we observed in the last chapter, when A = 

JF[T] , we simply assign to T any element of L < T > with constant term 
8(T) and this automatically extends to a homomorphism P : A ---+ L < T > 
with the property that D(Pa) = 8(a), i.e., a Drinfeld A-module over L. 
When A is more general, it is not clear that there are any elements of 
DrinA(L). Indeed, why should the non-commutative ring L < T > have 
a commutative subring isomorphic to A? To construct Drinfeld modules 
in the more general situation we follow Drinfeld and introduce analytic 
methods. The construction will be similar to the construction of elliptic 
curves over the complex numbers C by means of two dimensional Z-lattices 
and the associated Weierstrass P-functions. 

Recall that koo is the completion of k at the prime 00. Let koo be the 
algebraic closure of koo . The (normalized) valuation on koo 

Ibl oo = q-ord"", (b)d"", , 

extends to koo uniquely by means of the formula 

11'100 = IN Elk"", (r)I~[E:k"",J , 

where E is any intermediate field containing I' and of finite degree over koo . 
We now define C to be the completion of koo with respect to I * 100' 

This valuation extends uniquely to C and C is complete. It is also well 
known that C is algebraically closed. The field C plays the role of the 
complex numbers in our context. The theory of infinite series and infinite 
products can be developed for functions defined on open subsets of C and 
the usual theorems continue to hold in even stronger form. In particular 
L an converges if the terms an tend to zero and I1(1 + an) converges if 
L an converges. A function from C ---+ C is said to be entire if it can be 
represented by a power series L anzn which converges everywhere. The 
set of zeros of an entire function form a discrete subset of C. Moreover, an 
entire function is determined by its zeros in a much stricter way than in the 
theory over the complex variables. For example, the exponential function 
in the complex theory is a highly non-trivial function, but it has no zeros 
at all. Over C we have the following, very different, type of result. 
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Proposition 13.19. Let f(x) be a non-constant entire function on C. 
Then f(x) has at least one zero. 

Corollary. Let f(x) be a non-constant entire function on C. Then f(x) is 
onto as a map from C ---+ C. 

Proof. Let e E C and consider then entire function -e + f (x). By the 
proposition this function has a zero, say, 'Y. Thus, fC'Y) = c. 

The proof of the proposition uses the Newton polygon in the context of 
power series. For a treatment of this and other results which we employ 
about analysis on C, see Goss [4], Chapter 2. 

If 'Y is a zero of an entire function, there is a uniquely determined positive 
integer m such that f(x) = (x_'Y)mg(x), where g(x) is entire and gC'Y) =I- O. 
The integer m is called the multiplicity of the zero 'Y and is denoted by 
ordx= .. d (x). 

Theorem 13.19. Let f(x) be an entire function on C and let bi I i = 
1,2,3, ... } be its zero set with 0 excluded if f(O) = O. Let mi be the mul­
tiplicity of 'Yi. Then, limi-+oo 'Yi = 00 and there is a constant e =I- 0 such 
that 

f(x) = cxn II 1 - ~ . 
00 ( )m, 

i= 1 'Y, 

The integer n is equal to ordx=o f(x). Conversely, if limi-+oo 'Yi = 00, then 
the above infinite product defines an entire function on C. 

Definition. A lattice is a discrete, finitely generated, A-submodule of C. 
If r c C is a lattice, the dimension of the vector space koor over koo is 
called the rank of the lattice. 

One can show that lattices are formed in the following manner. Let 
{Wl' W2, ... ,wr} C C be a set of elements linearly independent over koo . 
Let {h, 12 , ... ,1r} be a set of fractional ideals of A. Then, 

is a lattice in C of rank r. In fact every lattice of rank r has this form. This 
shows that lattices exist in abundance and in every rank. 

Let r land r 2 be two lattices, and let e E C be such that er 1 <:;:; f 2. 
Then ¢ : fl ---+ f2 given by ¢(x) = ex, is an A-module mapping. We define 

One can show that since a lattice f is discrete, we must have bloo ---+ 00 

as 'Y varies over the elements of f. Thus, if we define 

er(x) = x II' (1-:::) ) 
,Er 'Y 
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the result is an entire function on C (the product is over all non-zero 
elements of f). We call er(x) the exponential function associated to f. It is 
characterized as being the unique entire function with simple zeros on the 
elements of f and with leading term x. It also has the remarkable property 
of being additive, as we now show. 

Proposition 13.20. Let f be a lattice in C. Then for all u, v E C and 
a E IF we have 

er(u + v) = er(v) + er(v) and er(au) = aer(u) . 

Proof. For each positive integer M, define fM = bE f 111'100 ::; M}. This 
is readily checked to be a finite IF vector space (as we've seen, 11'100 --+ 00 

for l' E f). If we set 

then er(x) = limM-+oo PM(X). The result then follows from the following 
lemma. 

Lemma 13.21. Let V c C be a finite, IF vector space, and set 

fv (x) = II (x - v) . 
!lEV 

Then, Pv (x) is an IF -linear, additive polynomial in x. 

Proof. We prove this by induction on the dimension of V. If dim V = 0, 
then V = (0) and fv(x) = x, so the result is true in this case. 

Now assume that the result is true for vector spaces of dimension less 
than n and that dim V = n. Write V = W + IFIL, where W is a n - 1 
dimensional subspace of V. From the definition it is easy to see 

fv(x) = fw(x) II fw(x - aIL) . 
Ofo<EIF 

By induction, fw(x - aIL) = fw(x) - afw(IL). It follows that 

fv(x) = fw(x)q - fW(IL)q-l fw(x) . 

It follows immediately that fv(x) has the required properties. 

We see from these considerations that er(x) can be written as an infinite 
series as follows: 

00 
er(x) = x + L ci(f)xq' with Ci(r) E C . 

i=l 
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The main reason for introducing these exponential functions is that, as we 
shall now show, to every lattice we can construct an element of DrinA(C), 
Moreover, this assignment is an equivalence of categories if we use our def­
initions of Hom(f 1 , f 2 ) for lattices and Hom(Pl, P2) for Drinfeld modules. 
In particular, this will show that DrinA(C) has lots of elements. 

Let f ~ f' be two lattices of the same rank. Then, f'/f is a finite A­
module which maps isomorphically into a finite IF vector subspace of C by 
means of the exponential function er (x) (note that the exponential function 
is IF-linear by Proposition 13.20). Define 

P(x; f'/f) = x IT '(1 - e x( )) . 
j.tEr'/r r p, 

Proposition 13.22. The polynomial P(x; f'/f) is IF -linear of degree 
#(r'/f). Its initial term is x. Moreover, 

erl(u) = P(er(u);f'/f) 

Proof. The first assertion follows from Lemma 13.21, and the second as­
sertion is clear from the definition. 

To prove the identity, notice that P( er( u); f'/f) is zero if and only if 
er(u) = er(p,) for some p, E f', i.e., if and only if er(u - p,) = O. This is 
true if and only if u - p, E f, which in turn is true if and only if u E f'. 
Thus, the right-hand side of the proposed identity is an entire function with 
simple zeros (the simplicity of the zeros is easily checked) at the elements 
of f' and the initial term is u. These conditions characterize er' (u). 

Theorem 13.23. Let fcC be a lattice of rank r. For each a E A, a -=I=- 0, 
define p~ E C < T > by the formula 

Then, if we send zero to zero and map a -+ p~ for 0 -=I=- a E A, the result is 
a Drinfeld A module over C of rank r. 

Proof. In what follows we regard A is a subset of C via the inclusions 
A -+ k -+ koo -+ C. Thus the structure map is : A -+ C is just the inclusion, 
so the first thing we must show is that D(p~) = a. This, however, is clear 
from the definition. 

Next, we have to show that P~b = p~pr and P~+b = p~ + pro We prove 
the first and leave the second as an exercise. 

The idea is to work on the level of IF-linear polynomials and use the 
exponential functions. By Proposition 13.22, 

By looking at the zero set and the initial term, it is easy to see ea-lr(u) = 

a-1er(au). Substituting this in the above equation, and using the definition 
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of p~, yields the following fundamental identity: 

er(au) = p~(er(u)) . (2) 

One now computes 

Since er( u) maps C onto C, we can conclude P~b = p~ Pb' The proof of the 
additive identity is similar and even easier. 

It remains to show that the rank of l' is r. To do this we must show that 
degr p~ = r deg a. The degree of p~ (x) as a polynomial in x is # (a -1 r If). 
Recall that as an A module r is isomorphic to the direct sum of r fractional 
ideals. Since a-1I11 ~ a-1AIA ~ AlaA, for any non-zero fractional ideal 
I, it follows that #( a -1 r Ir) = qT deg a. Thus, degr p~ = r deg a. The proof 
is complete. 

Theorem 13.24. Let LatA(C) be the set of A-lattices inside C. The map 
r -+ pr from LatA(C) ---+ DrinA(C) is one to one and onto. 

Proof. We will prove the map is one to one and only give a brief sketch of 
the proof that it is onto. 

Suppose rand r' are two lattices such that pr = pr'. It is convenient to 
work inside the ring of twisted power series C < < r > >. This consists in 
formal power series L.::o ciri, with the usual addition and multiplication 
except for the non-commutativity relation rc = cqr. Clearly, C < r > is a 
subring of C < < r > >. Every additive power series, such as er( u), can be 
considered as an element of C « r » applied to u where r(u) = uq. The 
fundamental relation (Equation 2) given in the proof of Theorem 13.23 can 
be rewritten as 

Since p~' = p~, we also have 

Subtracting, we find that 

r er,a = Pa ep . 

We want to deduce from this that er = ep. Suppose that er - er' is 
not zero. Since both exponential series have initial term rO, the first non­
vanishing term of their difference has the form crk where 0 =1= c E C and 
k > O. Then, comparing the coefficients of rk on both sides of the above 
identity yields 

caqk = ac . 

This shows aqk = a for all a E A. This is false if a is not a constant. We 
have arrived at a contradiction which implies that er = ep. Since r is the 
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zero set of er(x) and f' is the zero set of erl(x), it follows that f = f' as 
asserted. 

To prove the onto-ness of our map, let p E DrinA(C), and choose an 
a E A with a ~ IF. Using the method of undetermined coefficients, one finds 
a power series f E C « T » with initial term TO, such that fa = Paf. 
One then proves this relation must hold for all a E A and that f(x) is an 
additive power series, which is, in fact, an entire function on C. The zero 
set of this function turns out to be an A-lattice f. One then proves that 
pr = p. For the details of this argument see Goss [4], Theorem 4.6.9. 

It is of interest to pause at this point and ask what is the lattice corre­
sponding to the Carlitz module, the first Drinfeld module to appear in the 
literature. Since the Carlitz module has rank 1, the corresponding lattice 
must be ofrank lover A = IF[T]. Thus, it must be of the form An for some 
n E C. Carlitz found an explicit expression for n as an infinite product. Set 
[i] = Tq' - T and Pi = [i][i - l]q ... [l]q'-l (see the exercises to Chapter 1 
where some of the properties of these polynomials are set forth). Define i 
to be any q - 1-st root of T - Tq. Then, we have 

- . n°° (1 [i]) 
71'=l i =O -[i+l] . 

Carlitz also computed the exponential function corresponding to the lattice 
An. It is given by 

, ( u ) 00 u q' 
eAir(u) = u II 1 - an = L F . 

aEA i=O ~ 

Actually, Carlitz did not first define the Carlitz module and then work 
out this exponential function. He was first led to construct this exponential 
function and then proved the "complex multiplication" property eAfr(Tu) = 
TeAfr(u) + eAfr(u)q. It was this remarkable property of the exponential 
function which led to the invention of what we now call the Carlitz module; 
see Carlitz [2, 3], and, also, Goss [4], Chapter 3 (in Carlitz's papers the 
notation is somewhat different and the module he works with is defined by 
u -+ Tu - uq rather than u -+ Tu + uq). 

Having made a short detour to discuss the special case of the Carlitz 
module, we now return to the general theory. We have set up a one-to-one 
correspondence between LatA(C) and DrinA(C) (which is rank preserving). 
We now want to deepen this relationship by showing a correspondence 
between elements of Hom(f, f') and Hom(pr, pr'). 

Theorem 13.25. Let f,f' E LatA(C) be lattices of the same rank and 
suppose 0 oF c E Hom(f, f'). Define 

fc(x) = cP(x;c-1f'/f) . 
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Then, fe E Hom~pr, pr'). Moreover, c -7 fe is an isomorphism ofHom(r, r') 
with Hom(pr,pr) as abelian groups (and even as IF vector spaces). 

Proof. By Proposition 13.22, we know that ec-1r' (u) = P(er(u); c-1r'/r). 
As we have seen previously, ee-1 r' (u) = c-1 ep (cu). Thus, er' (cu) = 
fe(er(u)). It is convenient to work inside C « 7 » where this rela­
tion becomes epc = feer. Multiply both sides on the right by any a E A 
and calculate. We find 

and 
feer a = feP~ er . 

Setting both expressions equal to one another and cancelling er on the 
right yields the identity p~' fe = feP~. Since this is true for all a E A we 
have shown that fe E Hom(pr, pr'). 

It is easy to check that c -7 fe is IF linear. Since D(fe) = c, it is also clear 
that this homomorphism is one to one. It remains to show that it is onto. 

We will sketch the proof of the ontoness. Suppose f E Hom(pr, pr'). 
If f = 0 we may choose c = 0, so suppose f =1= O. For each a E A we 
have f p~ = p~' f. Multiply both sides of this identity on the right with 
er. We find (fer)a = p~' (fer). Let c = D(f). One has to show that 
c =1= O. This is not too hard using the fact that f intertwines pr and pr' 
and that C has A-characteristic zero. Then, eriC has the property that 
epca = er,ac = pr eriC. Thus, 

r ' (fer - erlc)a = Pa (fer - eric) . 

By our choice of c, the coefficient of 7° in fer - ep c is zero. By the same 
argument used at the end of the proof of Theorem 13.24, we can conclude 
that fer = ep c. As power series, this says that f (er( u)) = er' (cu). If 
, E r we se that, is a root of the left hand side which implies 0 = ep (c,) 
and so c, E r'. We conclude that cr ~ r', i.e., c E Hom(r, r'). The proof 
is concluded by showing that f = fe. The argument uses the fact that 
D(f) = D(fe) and that for all a E A, (f - fe)P~ = p~' (f - fe). 

The last two theorems make it possible to answer questions about the 
category of Drinfeld modules over C by considering the same question in 
the category of lattices which is much easier to analyze. As an example, we 
prove the following theorem about DrinA(C, 1), the set of rank 1 Drinfeld 
A-modules over C up to isomorphism. To be more precise, DrinA(C,1) 
is the quotient of the set Drin(C,1) of rank 1 Drinfeld A-modules over 
C modulo the equivalence p '" p' if and only if p and p' are isomorphic 
over C. 

Theorem 13.26. The set DrinA(C, 1) is finite with cardinality equal to 
the order of the class group of A. 
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Proof. By Theorems 13.24 and 13.25, it is equivalent to consider the set 
of rank 1 A-lattices in C up to isomorphism. Note that two lattice f and 
f' are isomorphic if and only if there is acE C* such that f = cf'. 

Every rank 1 lattice has the form Iw, where I is a fractional ideal of A 
and w E C*. For every fractional ideal I of A, let I be the set of lattices 
equivalent to I. Clearly if two ideals are in the same ideal class, they go to 
the same class of lattices. By the first remark, this map from ideal classes 
to lattice classes is onto. Suppose hand 12 are two ideals such that II = 12, 
By definition, there is an w E C* such that 11 = I 2w. From this equation 
we can deduce that w E k and this shows that hand 12 are in the same 
ideal class. Altogether then, we have produced a one-to-one, onto map from 
the class group of A to the isomorphism classes of rank one A-lattices. This 
proves the theorem. 

We conclude this chapter with a few remarks on how to make Theorem 
13.26 into a more structural theorem. The operation star operation (1, p) -+ 
1* p gives an operation of the group of fractional ideals of A on DrinA (C). 
Since for a principal ideal (a) we have (a)*p is isomorphic to p, this descends 
to an action of Cl(A), the class group of A, on DrinA (C). If we restrict this 
action to rank 1 Drinfeld modules, we claim this action is one to one and 
transitive, i.e., DrinA(C,1) is a principal homogeneous space for Cl(A). 
This is the more structural form of Theorem 13.26. 

To prove this result we pass to the equivalent category oflattices, LatA(C). 
We have an obvious action (1, r) -+ If of fractional ideals on lattices. By 
the way isomorphism between lattices is defined, it is clear that this action 
descends to an action of Cl(A) on LatA(C), the isomorphism classes of 
A-lattices in C. If we restrict attention to rank 1 lattices we easily see that 
LatA(C, 1) is a principal homogeneous space for Cl(A). 

There is one subtlety, however, which must be addressed before applying 
this calculation with lattices to Drinfeld modules. Namely, if f is the lattice 
associated with p, what is the lattice associated with I * p ? The answer 
is not If, which is a good first guess. Let c(I) = D(PI)' Then the lattice 
associated with 1* pis c(1)I- 1 f. The proof of this is not too hard to give 
using the techniques introduced in this chapter. Although the right answer 
is a little more complicated than expected, it nevertheless leads to the final 
result. 

Theorem 13.27. The set DrinA(C, 1) is a principal homogeneous space 
forCl(A) under the action induced by (I,p) -+ hp, where I is afmctional 
ideal of A and p E DrinA(C)' 

We could go on to consider isomorphism classes of rank 2 Drinfeld mod­
ules, a question which leads to the theory of Drinfeld modular curves. 
Instead, we will stop here and go to other topics. A good introduction to 
Drinfeld modular curves and their properties is found in Gekeler [2]. 



13. Drinfeld Modules: An Introduction 239 

Exercises 
1. Fill in the details of the proof of Theorem 13.1 in the case M[pe] 

where e 2': 2 and P i=- Q. You may use the following fact. If M 
is a finitely generated module over a Dedekind domain A which is 
annihilated by a power of a maximal ideal, say, pe, then M is a 
direct sum of cyclic modules of the form AI pi where f :::; e. 

2. Similarly, fill in the details of the proof of Theorem 13.1 in the case 
Mp[Qe] where e 2': 2. 

3. Let p, p' E DrinA(L). If p and p' are isogenous show that they have 
the same height. 

4. Prove Lemma 13.11. 

5. Prove Proposition 13.15. 

6. In Proposition 13.22 we showed P(er(u),f'lf) has a zero at each 
element of f'. Show that each such zero is simple. 

7. Prove that P;+b = p~ + Pb (part of Theorem 13.23). 

8. Show that in a neighborhood of zero in C we have 

~( ) = 1 - L Gn(r)un , 
er u n>O 

(q-l)ln 

where Gn (r) = I:~Er "(-n, where the prime indicates that 0 is to 
be omitted. Show that the sums Gn (f) converge and discuss the 
convergence of the expression given above for uler(u). 

9. Show that the lattice associated to the Drinfeld module I * pr is 
D(I)I-1r where D(I) is the constant term of p}(T). 

10. In the text we discussed the lattice corresponding to the Carlitz mod­
ule and the corresponding exponential function. The lattice is An 
and we gave an Carlitz's explicit formula for n. For convenience, set 
e Air (u) = eo( u). If mEA is a monic polynomial show that the set 
of m-division points in C for the Carlitz module is given by 

A = {eo(anlm) I a E A, dega < degm} U {O} . 

11. (Continuation) Set >'m = eo( n 1m). Let a E A be a polynomial of 
degree less than deg m. Show that 

- 1 
ordCX)Ca(Am) = degm - dega -1 - --1 . 

q-

This important formula was proved in Chapter 12 using the Newton 
polygon. The analytic proof, sketched here, is due to D. Goss. 



14 
S-Units, S-Class Group, and the 
Corresponding L-Functions 

Let K j F be an algebraic function field over the field of constants F. 
Throughout this book we have been emphasizing the analogy between the 
arithmetic of K and that of an algebraic number field. This analogy is par­
ticulary clear when we choose an element x E K which is not a constant. 
The ring A = F[x] c k = F(x) then plays the role of the pair Z C Q in 
number theory. K is an algebraic extension of F(x) and the analogue of 
the ring of integers in an algebraic number field is the integral closure of 
A in K. Let's call this ring B. We will show that B is a Dedekind domain. 
We will investigate the unit group and the class group of B. We will also 
associate zeta and L-functions to B. 

The ring B and its properties can be discussed in a slightly different, 
somewhat more intrinsic, way. Let 00 denote the prime at infinity in the 
subfield k = F(x) and denote by S the finitely many primes in K lying 
above 00. We will show that B is the intersection of all the valuation rings 
Op for P E SK - S (recall that SK is the set of all primes of K). This 
being the case, let S C S K be any finite set of primes. Define 

Os = {a E K I ordp(a) ~ 0, \lP ~ S} , 

the ring of S-integers. We will define S-units, S-divisors, S-class group, 
and even, an S-zeta function. After discussing these concepts and deriving 
their basic properties, we will show how all of this relates to the arithmetic 
properties of the field K. 

Finally, we will discuss L-functions in a slightly more general situation. 
Namely, suppose that Kjk is an abelian extension of global function fields 
and that S is a set of primes of k (not of K as in the above paragaph). We do 
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not assume that k is a rational function field. Let A be the ring of S-integers 
of k and B the integral closure of A in K. We will introduce L-functions, 
LA (w, X) determined by the ring A and a character X of the Galois group. 
Using properties of these functions, we will derive a very general class 
number formula relating the class number of B to the class number of A 
and certain finite character sums. In Chapter 16 we will look more closely 
into these formulas in the special cases of quadratic and cyclotomic function 
fields and find close analogues to a number of classical results in algebraic 
number theory. 

Let us return to considering S as a finite set of primes of K. In addition 
to the definition of the ring of S-integers we will need a number of other 
definitions. The S-unit group is defined by 

E(S) = {a E K* I ordp(a) = 0, VP 1:. S}. 

It is clear that E(S) = Os, the units of the ring of S-integers. Moreover, 
F* ~ E(S). We will see that E(S)/F* is a finitely generated, free abelian 
group. 

Since the field K will be fixed throughout the first part of our discus­
sion, we denote by V its group of divisors, by P the subgroup of principal 
divisors, and by Cl = V /P the group of divisor classes. The group of S­
divisors, Vs, is defined to be the subgroup of D generated by the primes 
in SK - S. Given an element a E K*, we define its S-divisor to be 

(a)s = L ordp(a)P. 
Prf-S 

A divisor which is of the form (a)s for some a E K* is called a principal S­
divisor. The principal S-divisors form a subgroup of Vs, which is denoted 
by Ps. The quotient group Cls = Ds/Ps is called the S-class group. Later 
we will show that Cls is isomorphic to the ideal class group of the Dedekind 
domain Os. 

Finally, we define V(S) to be the subgroup of V generated by the primes 
in Sand P(S) = P n V(S). 

Consider the degree map deg : V -t Z. The image of this map is a 
principal ideal iZ. The integer i is easily seen to be the greatest common 
divisor of all the elements of the set {deg PIP E S K }. When F is a finite 
field a theorem of F.K. Schmidt insures that i = 1. However, in the general 
case it is quite possible for i to be greater than 1. For example, consider 
the quotient field of the integral domain lR[X, Yj/(X2 + y2 + 1). This is a 
function field over the real numbers lR as constant field. It is not hard to 
check that every prime has degree 2 and so we must have i = 2 for this 
example. 

The image of V(S) under the degree map is also a principal ideal in 
Z which we denote by dZ. The integer d is characterized as the greatest 
common divisor of the elements in {deg PIP E S}. Clearly, i divides d. 
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Proposition 14.1. The following sequences are exact: 

(a) (0) -+ F* -+ E(8) -+ P(8) -+ (0) , 

(b) (0) -+ 1)(8t IP(8) -+ Clo -+ Cls -+ C -+ (0) , 

where C is a cyclic group of order dli. 

Proof. The map from E(8) to P(8) is given by taking an 8-unit to its 
divisor. This map is onto by the definition of P(8). If an 8-unit e goes 
to the zero divisor, then ordp(e) = 0 for all P E SK and so must be a 
constant. This proves the exactness of sequence (a). 

To deal with the second exact sequence we first define a map T : 1) -+ 1)s 
as follows: 

T(D) = L ordp(D)P . 
PrtS 

This map is an epimorphism with kernel 1)( 8). The image of P under 
T is Ps. Thus, T induces a homomorphism from Cl -+ Cls with kernel 
(1)(8) + P)/P ~ 1)(8)IP(8). From this we deduce the exactness of the 
sequence 

(0) -+ 1)(8)° IP(8) -+ Clo -+ Cls , 

and it remains to show that the cokernel of the last arrow is a cyclic group 
of order dli. 

To do this, we again use the fact that T induces an isomorphism from 
1) I (P + 1) (8)) to C l s. The group we are interested in can also be described 
as the cokernel of the natural map from 1)°IP to 1)1(P + 1)(8)). This 
cokernel is easily seen to be isomorphic to 1)1(1)0 + 1)(8)) (use the fact 
that P ~ 1)0). The degree map provides an isomorphism of 1)1(1)0 + 1)(8)) 
with iZldZ ~ Z/(dli)Z. This completes the proof. 

This proof is due, in essence, to F.K. Schmidt. See his classic paper 
(Schmidt [1]). 

Corollary 1. The group E( 8) I F* is a finitely generated free group of rank 
at most /8/- 1, where /8/ is the number of elements in 8. 

Proof. By the exact sequence a) we have E(8)IF* ~ P(S), which is a 
subgroup of the free group 1)(8)° on /81-1 generators. Thus, P(S) is free 
on at most 181 - 1 generators. 

Corollary 2. Cls is a finite group if ClO is a finite group. Also, Cls is a 
torsion group if ClO is a torsion group. 

Proof. Both statements are immediate consequences of exact sequence b). 

Proposition 14.2. Let KIIF be a function field over a finite field IF. Then, 
for all finite subsets 8 c S K we have that Cls is a finite group and E( 8) IIF* 
is a free group on lSI - 1 generators. 
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Proof. By Lemma 5.6, Clo is a finite group. By Corollary 2 to Proposition 
14.1 we see that Cls is a finite group. 

By exact sequence b) of Proposition 14.1 we see that V(S)O /P(S) is 
finite. This shows that P(S) is free on ISI- 1 generators. We have already 
seen that P(S) ~ E(S)/F*. 

It is fairly clear that the above results are analogues of finiteness of class 
number and the Dirichlet unit theorem in algebraic number theory. 

For the rest of the chapter, we will assume that the constant field F = IF 
is a finite field with q elements. 

Our next task is to introduce the S-zeta function and investigate some 
of its properties. Recall the definition of (K(W), 

(K(W)= II (I_NP-W)-l. 
PESK 

If S is a finite set of primes, we define the S-zeta function to be 

(s(W) = II (1- NP-W)-l . 
Prf-S 

Two remarks are in order about the notation. Since we are not varying 
the field K in the discussion, we write (s (w) rather than (K,S (w). Secondly, 
we will use was the variable instead of 8, which we have used earlier. Among 
other reasons, this is because the notation (S(8) is a bit confusing. Also, 
we want to reserve 8 to represent the number of elements in S, i.e., 8 = lSI. 

It follows immediately from the definition that 

(s(W) = II (1- NP-W)(K(W) . (1) 
PES 

Since (K (w) is a rational function of q-W, the same is true for (s (w). We 
will be interested in the power series expansion of (s(w) about w = O. By 
Theorem 5.9 we know that 

LK(q-W) 
(K(W) = (1- q-W)(I- ql-w) , 

where LK(u) E Z[u] is a polynomial with the property that LK(I) = hK, 
the number of divisor classes of degree zero. It follows (as we have seen 
before) that 

lim W(K(W) = -1 ()~K 1) 
w~o n q q-

Since N p-w = q- degP W = e-inqdegP w, we see that 1 _ N p-w = 

ln q deg P w+O(w2). Using this information and substituting into Equation 
1, we find 

(s(W) = -(q -1)-lhK( II degP)(lnq)s-lws- 1 + O(W S ) • (2) 
PES 
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From this we see that the order of vanishing of (s(w) at w = 0 is 8 - 1, 
which is equal to the rank of the 8-unit group by Proposition 14.2. We will 
now show how to rewrite the leading coefficient given in Equation 2 so that 
it becomes strikingly close to what it looks like in the number field case. 

An ingredient in the calculation will be the 8-regulator. To define this, 
we begin by choosing a set of 8-units {el' e2,"" es-d whose projection 
to E( 8) / F* is a basis. Consider the (8 - 1) x 8 matrix M whose ij-th entry 
is In leil\J33' where 8 = {!f!l, !f!2,"" !f!s}. We claim that the sum of the 
columns of this matrix is zero. To see this, note that for any a E K* we 
have 

-L)nlalp=I>rdp(a) degP lnq=deg(a) Inq=O. 
p p 

For any 8-unit, the only primes which occur in the sum are the primes in 
8. Our assertion follows. 

It follows that the determinants of the (8 - 1) x (8 - 1) minors of Mare 
all the same, up to sign. The absolute value of any of these determinants is 
then taken as the definition of the 8-regulator. We denote the 8-regulator 
by Rs. It is not hard to show that the 8-regulator is independent of the 
choice of basis {el, e2, ... ,es-d. 

An associated regulator R~) has the same definition as Rs except that 
throughout one uses logq(x), the logarithm to the base q, instead of the 
natural logarithm, In(x). The two regulators are related by the equation 

It is worthwhile to give a more direct definition of R~q), which has the 
advantage of showing that it is an ordinary integer. Simply notice that 

Now, form the (8 -1) x 8 matrix whose ij-th entry is -degPJ ordp3(ei). 

Then R~q) is the absolute value of the determinant of any (8 - 1) x (8 - 1) 
minor of this matrix. 

Lemma 14.3. 
dR(q) 

[1)(8)° : P(8)] = (ITPEs ~eg P) 

Proof. We begin by defining a map l : 1)(8) -+ zs. If D E 1)(8), we set 
l(D) = ( ... , -ordpD deg P, ... ), where P varies over the set 8. Note that l 
is a homomorphism and that if a E E(8), then l((a)) = ( ... , logq lalp, ... ). 
Also, it is easy to see from the definition that [ZS : l(1)(8))] = ITPES deg P. 

Consider the elements of ZS as row vectors and define HO c zs as the 
subgroup consisting of row vectors the sum of whose coordinates is zero. 
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We have l(P(S)) ~ l('D(S)O) ~ HO. It is easy to check that l is one to one. 
It follows that 

We now calculate the numerator and denominator of this expression. 
First we compute the index [HO : l(P(S))]. Let fs E ZS be the vector 

with zeros everywhere except for a 1 at the s-th place. Then, ZS is the 
direct sum of HO and Zfs. It follows that the index of l(P(S)) in HO is the 
same as the index of l(P(S)) + Zfs in ZS. A free basis for this subgroup 
is {l((e1))"'" l((es-1)), fs}. Let M(q) be the s - 1 x s matrix whose i-th 
row is l((ei)) and M' be the s x s matrix obtained from M(q) by adjoining 
fs as the bottom row. By a simple application of the elementary divisors 
theorem (see Lang [4], Theorem 7.8), the index we are looking for is the 
absolute value of the determinant of M'. Expanding this determinant in 
cofactors along the bottom row shows the index in question is R1q). 

To compute [HO : l('D(S)O)], consider the exact sequence 

(0) -+ HO jl('D(St) -+ ZS jl('D(S)) -+ ZjdZ -+ (0) . 

The second arrow is induced by inclusion and the third arrow by the sum 
of coordinates map from ZS -+ Z. From this exact sequence, we deduce 

Substituting these results into Equation 3 completes the proof of the 
lemma. 

Corollary 1. Suppose all the primes in S have degree 1. Then, ['D(st : 
P(S)] = R1q). 

Corollary 2. Both regulators Rs and R1q) are not zero. 

Theorem 14.4. Let K /f be a function field over a finite field IF with q 
elements. Let S C SK be a finite set of primes with s elements. Then 

r ( ) _ hs Rs s-l + O( 8) ..,S W ----W w. 
q-l 

Proof. Referring to Equation 2 we see that everything has already been 
proved except that in that equation the coefficient of w s - 1 is given as 

-(q -l)-lhK ( II degP)(lnqy-1 . (4) 
PES 

Our task is to show that this number is the same as that given in the 
theorem. 
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By Proposition 14.1, part b), we see that hKd = hs[D(S)O : P(S)]. 
From Lemma 14.3, we deduce hK (I1 PE s deg P) = hsR~q). Since R~q) = 
(lnq)-(s-l)Rs , we find that hK (I1PEsdegP) (lnq)s-l = hsRs. Substi­
tuting this into Equation 4 we obtain 

which proves the theorem. 

The formula in this theorem is remarkably similar to the analogous for­
mula for the S-zeta function in number fields. For a parallel "number field 
- function field" treatment see Tate [2]. 

The ring of S-integers can be characterized in other ways, as has already 
been suggested. 

Theorem 14.5. Let K / F be a function field with constant field F and let S 
be a non-empty, finite set of primes. There exist elements x E K such that 
the poles of x consist precisely of the elements of S. For any such element 
x, the integral closure of F[x] in K is Os. Os is a Dedekind domain and 
there is a one-to-one correspondence between the non-zero prime ideals of 
Os and the primes of K not in S. The S-units E(S) are equal to the units 
of Os and the class group of Os, Cl(Os), is isomorphic to Cls . 

Proof. To begin with, let's label the primes in S, S = {Pi, P2 , ... , Ps}. For 
a large positive integer M consider the vector spaces L(M Pi) 
{x E K*I(x) + M Pi :::: o}. As soon as M is big enough (say, M > 2g - 2) 
we know from Corollary 4 to Theorem 5.4 that the dimension of this 
space is M deg Pi - g + 1. It follows that L(M Pi) is properly contained 
in L((M + 1)Pi ). Pick an element Xi which is in the latter set, but not in 
the former set. Then Xi has a pole of order M + 1 at Pi and no other poles. 
Now consider x = X1X2'" XS' Then, x has each element of S as a pole and 
no other poles. 

With x chosen to have poles at the elements of S, and nowhere else, let 
R be the integral closure of F[x] in K. The ring R is a Dedekind domain. 
If K/F(x) is a separable extension, this fact is well known and is proven 
in many places. As is shown in Chapter V, Theorem 19, of Samuel and 
Zariski [1], it remains true even if K/F(x) is inseparable. If P is a prime 
of K not in S, then x E Op and it follows that R ~ Op. Thus, 

R ~ n Op =Os. 
Pif.s 

We will show that R = Os. Let P 1:. S be a prime of K and consider 
PnR. It cannot be that PnR = (0) since otherwise the quotient field of R, 
namely, K, would inject into the residue class field Op/P. However, Op/P 
is finite over F. Thus, P n R = l' is a maximal ideal of R, and Rp ~ Op. 
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This must be an equality because Rp is a discrete valuation ring and so is a 
maximal subring of K. On the other hand, if p is a maximal ideal of R then 
Rp is a discrete valuation ring and (pRp , Rp) is a prime of K containing x. 
This shows that p ---+ (pRp, Rp) is a one-to-one correspondence between the 
maximal ideals of R and the primes of K not in S. Again using the fact 
that R is a Dedekind domain, we find (see Jacobson [2], Section 10.4) 

R = n Rp = n Op = as . 
peR Prf-S 

We have shown that as is a Dedekind domain and that there is a one­
to-one correspondence between the maximal ideals of as and the primes of 
K not in S. The remaining statements of the theorem are straightforward 
and we leave them as exercises for the reader. 

It is of interest to see how these general ideas work out in particular 
cases. We will see how they apply in quadratic extensions of IF(T) and in 
the cyclotomic functions fields which were defined and discussed in Chapter 
12. We use the notation given there. 

Let's assume that q = IlFl is odd. Let f(T) E IF[T] = A, be a square-free 
polynomial. Define K = k( y' f(T)) (recall that k = IF(T)). One sees imme­
diately that K/k is a Galois extension of degree 2 and that the non-trivial 
element, a, of the Galois group is characterized by ay' f(T) = -y' f(T). 
A short calculation, completely analogous to what happens in quadratic 
number fields, shows that the integral closure of A in K, R, is equal to 
A + Ay'f(T). 

Recall that the prime at infinity, 00, of k is defined by ordooh = - deg h. 
Let U = liT. Then, ordooU = 1, i.e., U is a uniformizing parameter at 
infinity. Let d = deg f(T) and rewrite f(T) in terms of U as follows: 

d d d 
f(T) = L aiTi = Td L aiTi - d = U-d L aiUd- i = U- d f*(U) . 

1=0 i=O i=O 

Note that J*(U) E IF[U] and that its constant term is ad ::/:- 0, the leading 
term of f(T). 

Proposition 14.6. Let K = k( y' f(T) ), where f(T) E A = IF[T] is 
square-free. Let d = deg f(T) and ad the leading coefficient of f(T). If d is 
odd, then 00 is ramified in K. If d is even, and ad is a square in IF*, then 
00 splits in K. Finally, if d is even and ad is not a square in IF*, then 00 

remains prime in K. 

Proof. Suppose d is odd. Since U is a uniformizing parameter at 00 and 
ad ::/:- ° is the constant term of J*(U), we see that J*(U) is a unit at infinity. 
Suppose Poo is a prime of K lying above 00. Then, setting e equal to the 
ramification index of P 00 over 00, 

r;-;r;:i\ 1 e d * ed 
ordpoo V f(T) = "20rdpoof(T) = "20rdooU- f (U) = -2 . 
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Since this number must be an integer and since d is assumed odd, it follows 
that 21e. Thus, e = 2 and K/k is ramified at 00. 

Now suppose that d is even. Then, K is generated over k by J f*(U). 
Since f* (U) is square-free as a polynomial in U, it follows that the integral 
closure, R', of A' = IF[U] in K is A' + A'Jf*(U). By Proposition 15 in 
Chapter 1 of Lang [5], the prime decomposition of 00 follows from that of 
the irreducible polynomial X2 - f*(U) reduced modulo U. The reduction 
is simply X2 - ad E IF[X]. This either splits or is irreducible according to 
whether ad is a square or not in IF*. This completes the proof. 

We have given a rather old-fashioned proof. A more modern proof can 
be given using the properties of the completion IF((1/T)) of kat 00. 

Following Emil Artin [1], we say that the quadratic function field K = 

k( J f(T) ) is real if 00 splits in K and is imaginary in the other two cases. 
This closely follows the terminology in the number field case. 

Let B = A + AJ f(T) be the integral closure of A in K. We want to 
compare the class number of B , hE, with hK. 

Proposition 14.7. With the above notation, we have hE = hK if 00 is 
ramified, hE = 2hK if 00 is inert, and hE logq lelp= = hK if 00 splits. In 
the latter case, e represents a fundamental unit in B, and P 00 is the prime 
above 00 at which e has negative ord. 

Proof. In the first two cases the set of primes above 00 consists of one 
element Poo. Thus, s = 1 and the rank of V(8)O is zero. Also, in the first 
case the degree of P 00 is 1 and in the second case it is 2. Thus, the first two 
assertions follow from Proposition 14.1, part (b), and Lemma 14.3. 

In the third case, there are two primes above 00, Poo and P/x,. Thus, the 
unit group B* has rank 1. Let e be a generator of B* modulo torsion, Le., 
B* = IF* < e >. If e' denotes the Galois conjugate of e, then ee' E IF* which 
implies ordp= e + ordp~ e = O. Thus we can chose P 00 to be the prime over 
00 with ordp=e < O. Both primes above 00 have degree 1, so by Lemma 

14.3, [V(8)O : P(8)] = R~q) = Ilogq lelp= I. By our choice of Poo we can 
remove the absolute value sign. Now, invoking Proposition 14.1 once again 
gives the result. 

Remark. It is worth pointing out that the expression logq lelp= can be 

considerably simplified. Let e = g + hJ f(T), where g, h E IF[T]. Then 
e + e' = 2g, which implies ordoog = ordp=g = ordp= (e + e') = ordp= e = 
-logq lelp=. Since ordoo 9 = - deg g, we arrive at the simple equation 
hK = hE deg g. 

Now let's consider briefly the cyclotomic function fields treated in Chap­
ter 12. Recall that Km is defined to be k(Am) where Am are the m-torsion 
points on the Carlitz module. The ring Om is the integral closure of A in 
Km. Let 8 m be the set of primes in Km lying over 00. Then, as we have 
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seen, Om is the ring of 8m-integers in Km and its unit group is the group 
of 8 m -units. What is the cardinality of 8m ? The answer is implicitly given 
in Theorem 12.14. The fixed field of {era I a E IF*} is denoted by K;;;. Ac­
cording to that theorem, 00 splits completely in K;;; and each prime above 
00 in K;;; ramifies totally in Km. Let 8;;; denote the primes in K;;; lying 
above 00. It follows that 

From this information it also follows that each prime in Km lying above 00 

has degree 1. Thus, 

Proposition 14.8. The groups O;;"/IF* and 0;;; * /IF* are free of rank ~~~) -

1. Moreover, hK= = ho=R1~ and hKt, = hot, R1~ . 

Proof. With the information already provided, the proof is a straightfor­
ward application of Propositions 14.1, 14.2, and Lemma 14.3. 

In Chapter 16 we will investigate the class numbers for quadratic and 
cyclotomic function fields in greater detail. A fundamental tool will be 
Artin L-functions and their properties in the special case where the Galois 
group is abelian. Some of this was already discussed in Chapter 9. We will 
provide a short review these ideas. 

Let K/k be an Galois extension of global function fields. The number of 
elements in the constant field of k, IF, will be denoted by q (as usual). We will 
not suppose that k is a rational function field. Let G denote the Galois group 
of K / k. We suppose that G is abelian. If P is a prime of k and \lJ is a prime 
of K lying over P, then the decomposition and inertia groups, Z(\lJ/ P) 
and I(\lJ/ P), are independent of \lJ (because G is abelian). We denote 
them more simply by Z(P) and I(P). We recall that IZ(P)I = e(P)f(P) 
and II(P)J = e(P). Here, e(P) = e(\lJ/P) and f(P) = f(\lJ/P) are the 
ramification index and relative degree of \lJ over P. We also know that 
Z(P)/I(P) is cyclic, being isomorphic to the Galois group of the residue 
class field extension. 

If \lJ / P is unramified, then the Artin automorphism (P, K / k) E G gen­
erates Z(P) and is characterized by the congruence 

(P, K/k)w == wNP (mod \lJ) , 

where w is any element of K integral at \lJ. 
Let P be any prime of k and X EGa one-dimensional character of G. We 

want to define X(P). If Pis unramified in K, we set X(P) = X((P, K/k)). 
If P is ramified, suppose X(I(P)) =I- 1. In this case we say that X is ramified 
at P and set X(P) = o. If X(I(P)) = 1, then X is a character on G /I(P). 
Let the fixed field of I(P) be denoted by M. Then, Gal(M/k) ~ G/I(P). 
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Under these conditions, set X(P) = X((P, M/k)). We have now defined 
X(P) for any prime P and we define the Artin L-function of X to be 

L(w, X) = IT (1 - X(P)N p-w)-1 . 
PESk 

When X = Xo, the trivial character, we see that L(w, Xo) = (k(W), which 
has a simple pole at w = 1 but is analytic everywhere else. If X -=f xo, then 
L(s, X) is entire (as follows from the fact that it can be identified with a 
Hecke L-function; see Chapter 9). The following proposition is a special 
case of a more general result about Artin L-functions. Since we will use it 
so often, we provide the relatively simple proof. 

Proposition 14.9. With the above notations, we have 

(K(W) = (k(W) IT L(w, X) . (5) 
X#Xo 

Proof. By looking at the product decompositions on both sides we see that 
it is sufficient to prove the following "semi-local" identity for each prime P 
of k. 

IT (1 - N!,l3-W) = IT (1 - X(P)N P-W) . (6) 
'+lIP XEG 

Let e = e(P), f = f(P), and g = [K : kJlef. We see that g is the number 
of primes of K lying above P. The left-hand side of Equation 6 is thus 

We want to show that the right-hand side of Equation 6 is equal to this 
same expression. Note first of all that if x(I(P)) -=f 1, then 1-X(P)N p-w = 
1. Thus, the right-hand side is equal to 

IT (1 - X(P)N P-W) . 
XEGW) 

As before, let M be the fixed field of I(P). Then, by definition, X(P) = 
X((P, M/k)) an f-th root of unity. Every f-th root of unity determines a 
unique character of the subgroup of Z(P)/I(P) generated by (P, M/k) and 
each such character will extend in g = [G: Z(P)] = [G/I(P) : Z(P)/I(P)] 
ways to a character of G/I(P). Thus, 

f-l 
IT (1 - X(P)N P-W) = IT (1 - (}N P-W)g = (1 - N P- fw)g . 

XEGW) i=O 

This concludes the proof. 

The proof is a little easier to see when P is unramified in K, but it is 
important to include all the primes in the definition of L(w, X). 
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Corollary 1. Suppose K j k is abelian and geometric, i. e. that there is no 
constant field extension. Then 

hK = hk II L(O,X) . 
X;;<:Xo 

Proof. By Theorem 5.9, we have 

LK(q-W) 
(K(W) = (1 _ q-w)(1 _ ql-w) , 

where LK(u) E Z[u] is such that L K(I) = hK. 
By the assumption that there is no constant field extension in Kjk we 

can multiply both sides Equation 5 in the statement of the proposition by 
(1 - q-W)(1 - ql-w) to derive 

LK(q-W) = Lk(q-W) II L(w, X) . 
X;;<:Xo 

Now substitute w = 0 to get the result. 

Corollary 2. For X =F Xo we have L(O, X) =F 0 . 

Proof. This follows immediately from Corollary 1. 

Remark. From Corollary 1, we can infer that hk I hK. In fact, hK jhk is 
a rational number equal to TIxho L(O, X), which is in Z[(n], where n = 

[K : k]. This is because L(s, X) for X =F xo is a polynomial in q-S with co­
efficients in Z[(n]. A rational number which is simultaneously an algebraic 
integer is a rational integer, which proves the assertion. By using formal 
properties of Artin L-functions, one can show in this way that for any finite 
extension Kjk of global fields, the class number of k divides the class num­
ber of K. This fact was first shown by M. Madan [1] using cohomological 
methods. His proof is actually much more elementary than the analytic one 
we have just sketched. 

For the remainder of the chapter, we will be concerned with finding a 
class number formula similar to that given in the above Corollary 1, but for 
the class number of the ring of S-integers rather than the group of divisor 
classes of degree zero. 

Let Kjk continue to denote a geometric, abelian extension of global 
function fields with Galois group G. Let S denote a finite set of primes 
of k and S' the set of primes of K lying above those in S. Let A c k 
denote the ring of S-integers in k and Be K denote the ring of S'-integers 
in K. By Theorem 14.5, both A and Bare Dedekind domains. Using the 
method of proof of that theorem, it is not hard to see that B is the integral 
closure of A in K. We denote by hA and hE the class numbers of A and B, 
respectively. In the special case where k = JF(T) , S = {oo}, and A = JF[T] 
we have hA = 1. 
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We have previously defined S-zeta functions. We now define S-L-functions 
in an analogous way. Namely, for X E 0, define 

Ls(w,X) = II (1- X(P)NP-w)-l . 
P~S 

By Theorem 14.5 there is a one-to-one correspondence between the primes 
in Sk not in S and the prime ideals of the ring A. Thus, it is natural to 
think of Ls(w, X) as the L-function corresponding to the ring A. We set 
Ls(w, X) = LA(W, X) and work primarily with the latter notation. 

In the following proposition we will need the definition of the Artin con­
ductor F(X) of a character x. Artin gave a definition in great generality. 
It applies even if the Galois group G is not abelian. In the abelian case, 
which is treated briefly in Chapter 9, F(X) is defined to be the minimal 
effective divisor F such that X is trivial on the ray modulo F, pF. Recall 
that pF is the group of principal divisors generated by elements a E k* 
such that ordp(a -1) ~ ordpF for all primes P in the support of F. That 
some effective divisor F exists with the property that X vanishes on pF is 
part of the statement of the Artin reciprocity law, Theorem 9.23. It is then 
an exercise to show there is a unique minimal one with this property. 

Proposition 14.10. LA(w, X) is a polynomial in q-W of degree d(X) where 

d(X) = 2g - 2 + deg F(X) + L deg P . 
PES(x) 

Here, 9 is the genus of k, F(X) is the Artin conductor of x, and S(X) ~ S 
is the set of primes in S at which X is unramified (i.e., x(I(P)) = I}. 

Proof. From the definition of LA (w, X) we have 

LA(w,X) = II (1- X(P)NP-W) L(w,X) . 
PES 

By a famous result of A. Weil [1], we know that L(w, X) is a polynomial in 
q-W of degree 2g - 2 + degF(x). It remains to examine the factors of the 
product over the primes in S. 

If X is ramified at P we have X(P) = 0, so these terms do not contribute. 
If X is not ramified at P, we have X(P) =f. 0 and so 1 - X(P)NP-W = 
1- X(P)q-W deg P, which is a polynomial of degree deg Pin q-w. The result 
follows from this. 

Proposition 14.11. We have 

CB(W) = CA(W) IT LA(w,X) . (7) 
X#Xo 

Proof. This assertion follows immediately from the definitions and the 
method of proof of Theorem 14.9. The method there uses the semi-local 
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identity given in Equation 6. We simply use that identity for all primes not 
in S, take the inverse of both sides, and then multiply over all primes not 
in S. 

We want to use Equation 7 together with Theorem 14.4 to get a class 
number formula. An important first step is to find a formula for the order 
of vanishing of LA(W, X) at w = O. 

Proposition 14.12. Suppose X =j:. XO and let m(x) denote the order of 
vanishing of LA(W, X) at W = O. Then, 

m(x) = #{P E S I X(Z(P)) = I} . 

Proof. From the definition, 

LA(w,X) = II (1- X(P)NP-W)L(w,X) . 
PES 

Since L(O, X) =j:. 0 by Corollary 2 to Proposition 14.9, we see that m(x) is 
just the number of PES such that X(P) = 1. This only happens when X 
is unramified and is trivial on (P, Mjk) (recall that M is the fixed field of 
I(P)). Since the Artin automorphism at P generates Z(P)jI(P) C GjI(P) 
these conditions are equivalent to X(Z(P)) = 1. 

We have now assembled all the background necessary to prove the main 
result of this chapter. However, we need one more piece of notation. For 
a character X of G and a prime P E Sk we have defined X(P). We now 
extend this definition to divisors D E Vk. If D = 'L,a(P)P E V k, set 

X(D) = II X(p)a(P) . 
P 

Theorem 14.13. (The Analytic Class Number Formula) Let Kjk be a 
geometric, abelian extension of global function fields. Let S be a finite set 
of primes of k, A the ring of S-integers and B the integral closure of A in 
K. Set R~q) = R~) and R~~) = R~), where S' is the set of primes of K 
lying above those in S. Then 

hBR(q) - hAR(q) II 0 
B - A x' 

x'lXo 

where 
Ox = (_l)m(x) L X(D) deg(D)m(X) . 

m(x)! deg D~d(x) 
Here D runs over all effective divisors of k which are prime to S and of 
degree less than or equal to d(X) (defined in the statement of Proposition 
14·10). Alternatively, one can think of D as running through all integral 
ideals of A with dimlF( Aj D) ::; d(X). The number m(x) is defined above. 
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Proof. By Proposition 14.12 we have 

LA(w, X) = cxwm(x) + O(wm(x)+1) , (8) 

where Cx is a non-zero constant. Combining this with Equation 7 of Propo­
sition 14.11 and the assertion of Theorem 14.4 yields the following identity: 

hBRB = hARA II Cx . 
xfxo 

(9) 

We have set RSI = RB and Rs = R A. The same process shows the following 
fact (which can also be proved directly), 

IS'I = lSI + L m(x) . (10) 
xfxo 

From Equation 8 we see that Cx is the m(x)-th derivative of LA(W, X) 
evaluated at W = 0 divided by m(x)!. By Proposition 14.10, we know that 
LA(w, X) is a polynomial in q-W of degree d(X). Thus, 

LA(w,X) = L ~~2 = LX(D)q-degD W , 
D D 

where the sum is over effective divisors prime to S and of degree ::; d(x). 
Thus, with the same restrictions on the sum we find 

__ 1_ dm(x) __ 1_ '"' _ m(x) 
Cx - ()I d () (LA(w,x)lw=o - ()I L..JX(D)( degD in q) . 

m x· wm X m x· D 

Notice that Cx = (In q)m(x)cx , where Cx is defined in the statement of 
the theorem. Combining this remark with Equations 9 and 10 yields 

hBRB = hARA(ln q)S'_S II Cx . 
xfxo 

where 8' = IS'I and 8 = lSI. 
The result now follows from the fact (see the remarks preceding Lemma 

14.3) that (in q)SI-lR~) = RB and (In q)s-l R~) = RA. 

In the number field case the situation is similar, but more complicated. If 
K / k is an abelian extension of number fields we can again choose a finite set 
S of primes of k and form S-units, S-class groups, S-L-functions, etc. Here 
it is standard to include in S at least the primes which ramify in K and (I) 
the archimedean primes. The local factors at the non-archimedean primes 
look exactly like their counterparts in the function field case, l-X(P)N P-s, 
and are handled similarly. On the other hand, the local factors at the 
archimedean primes involve the f-function, and this adds another level of 
complexity. The use of the f-function in "the local factors at infinity" is 
seen most clearly in the famous thesis of J. Tate [1]. An exposition is found 
in Chapter XIV of Lang [4]. 
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Exercises 
1. Let S be a finite set of primes in a global function field. In the def­

inition of the S-regulator, Rs , we began by choosing a set of units 
{el' e2, ... , es - d whose cosets in E( S) /Yl* form a free Z-basis. Show 
that Rs is independent of this choice. 

2. In the proof of Lemma 14.3, we defined a map I : V(S) --+ ZS. Prove 
the assertion that [Z: I(V(s))] = I1PEsdegP. 

3. Prove the last assertions of Theorem 14.5. Namely, prove that E(S) 
is the group of units of Os and that CIs is isomorphic to the ideal 
class group of Os. 

4. Let Yl be a finite field of characteristic different from 2. Let f(T) E 
A = Yl[T] be a square-free polynomial and let B be the integral closure 
of A in Yl(T) ( J f(T)). Show that B = A + AJ f(T). 

5. Prove Proposition 14.6 by considering the completion of k = Yl(T) at 
00, koo, and the extension of koo generated by the roots of X 2 - f(T). 

6. Let S be a finite set of primes in a global function field K. Suppose 
all the elements in S have degree 1. Show that hK = hsR~q). 

7. Let k = Yl(T) and let S = {Po, Poo }, the set consisiting of the prime 
at 0 and the prime at 00. Show that Os = Yl[T, T-l]. What is E(S) 
in this case? 

8. (Continuation) Let f(T) E Yl[T] be a square-free polynomial of even 
degree whose constant coefficient and leading coefficient are both 
squares in Yl*. Show that both Po and Poo split in K = k( J f(T)). 

9. (Continuation) Let B be the integral closure of Yl[T, T-l] in K. Show 
that 

hBR~) = ~ L:x(g)(degg)2 , 
9 

where the sum is over all polynomials g(T) with deg 9 :::; deg f and 
g(O) i= O. Here, X(g) means X of the divisor '£P~s ordp(g)P. 

10. Redo the last three exercises under the assumption that S constitutes 
all the primes of k of degree 1, i.e., S = {Pa I a E Yl} U {Poo}, where 
Pa is the prime corresponding to the localization of Yl[T] at (T - a). 



15 
The Brumer-Stark Conjecture 

This chapter is devoted to the explanation and, in special cases, the proof of 
a conjecture which generalizes the famous theorem of Stickelberger about 
the structure of the class group of cyclotomic number fields. This important 
conjecture, due to A. Brumer and H. Stark, is unresolved in the number 
field case. The analogous conjecture in function fields is now a theorem due 
to the efforts of J. Tate and P. Deligne. A short time after Deligne completed 
Tate's work on this result, D. Hayes found a proof along completely different 
lines. We will give a proof for the cyclotomic function fields introduced in 
Chapter 12. We will do so by using a method of B. Gross which combines 
the approaches of Tate and Hayes as they apply in this relatively simple 
special case. The use of I-motives, which is essential in Deligne's work, will 
not be needed here. 

Before beginning, it will be useful to give an outline of this chapter. 
We start with some generalities about groups acting on abelian groups, the 
group ring and its properties, and a review of the orthogonality relations for 
group characters. After these preliminaries we will discuss Gauss sums and 
their prime decomposition in cyclotomic number fields. This culminates in 
the statement of Stickelberger's theorem. We then formulate the Brumer­
Stark conjecture for both number fields and function fields (Le., for all 
global fields). For abelian extensions of the rational numbers Q we show 
that the Brumer-Stark conjecture is a simple consequence of the theorem of 
Stickelberger. Finally, we come to the main result of this chapter, the proof 
of the Brumer-Stark conjecture for cyclotomic function fields. The proof is 
in two parts. The first is a general result due to Tate which asserts, roughly 
speaking, that the generalized Stickel berger element annihilates the group 
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of divisor classes of degree zero (of a global function field). The second 
part involves determining the prime decomposition of a torsion point of 
the Carlitz module. Since this decomposition is implicit in the results of 
Chapter 12, we prove the second part first. We then conclude the chapter 
with a proof of Tate's result. This proof will be somewhat incomplete, 
because it relies heavily on work of A. Weil. Weil's results will be stated, 
but not proved, since this would require advanced methods of algebraic 
geometry. Accepting Weil's results as given, Tate's proof is very beautiful 
and ingenious. It can be described as a sophisticated application of the 
Cayley-Hamilton theorem of linear algebra. 

Let V be an abelian group which is acted on by a finite group G. In 
other words, we are given a homomorphism p : G ---+ Aut(V). Given this 
data, there is a canonical way to make V into a module over the group 
ring Z[G]. Recall that the elements of Z[G] are formal linear combinations 
of group elements, L:<TEG a(o")cT, with coefficients a(u) E Z. The addition 
of two such elements is done coordinate-wise. The product is given by the 
following formula: 

(2: a(u)u) (2: b(r)r) = 2: ( 2: a(u)b(r))'Y. 
<TEG rEG "'lEG <T,rEG 

<Tr="'I 

With these conventions, let L:<TEG a(u)u E Z[G] and v E V. Then define 

(2: a(u)u) (v) = 2: a(u)p(u)(v) . 
<TEG <TEG 

It is a simple matter to check that with this definition, V becomes a Z[G] 
module. 

It is cumbersome to write p(u)(v). We often accept p as fixed and write 
more simply p(u)(v) = uv. 

Another notational convention is worth mentioning. Suppose that the 
group operation in the abelian group V is written multiplicatively instead 
of additively. Then the group ring acts according to the following formula: 

(2: a(u)u) (v) = II (uv)a(<T) . 
<TEG <TEG 

An example of when this notation is appropriate is the case where K/k is 
a Galois extension of number fields, G is the Galois group, and V is the 
ideal class group of K. 

It is often useful to generalize these notions by assuming that V is not 
just an abelian group, but a module over a commutative ring R. In this 
case, we assume p maps G to AutR(V), i.e., that the actions of G and 
of R on V commute with one another. In this case the action of G on 
V extends to an action of the group ring R[G] on V in exactly the same 
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manner as outlined above in the case R = Z. Of course, the group ring 
R[G] consists of formal R-linear combination of group elements. Addition 
and multiplication are given by the same formulas as in the case of the ring 
Z[G]. 

Let f : G -+ R* be a homomorphism from G to the group of units of R. 
This is easily seen to extend to a homomorphism of rings from R[GJ to R 
by means of the formula 

f(L: a(O')O') = I: a(O')f(O')· 
(lEG (lEG 

Conversely, if such a homomorphism of rings (more precisely, R-algebras) 
is given, then, by restricting to G, one gets a homomorphism of groups 
G -+ R*. 

Let's now specialize somewhat. We will assume that G is abelian. Set 
IGI = n and suppose that n is a unit in R. Suppose further that R is 
an integral domain and that R* contains an element of order n. These 
assumptions are satisfied if R is an algebraically closed field of characteristic 
zero. If R is an algebraically closed field of characteristic p > 0 and p does 
not divide n, then, once again, both assumptions hold. 

Proposition 15.1. The group 6 = Hom(G, R*) is isomorphic to G. 

Proof. (Sketch) The proof is very simple in the case that G is a finite 
cyclic group. The general case is handled by use of the theorem that a 
finite abelian group is isomorphic to a direct sum of cyclic groups. See 
Lang [4J for details. 

Corollary. IGI = 161. 
The elements of 6 are called characters of G and the groups 6 is called 

the character group of G or, sometimes, the dual group of G. 

Lemma 15.2. Let G be a finite abelian group and 0' E G, 0' =F e, the 
identity element of G. Then there is a X E 6 such that X(O') =F 1. 

Proof. (Sketch) Suppose X(O') = 1 for all X E 6. There is a natural homo­
morphism from fi(i;;) -+ 6 which, under our assumptions, would be onto. 
This contradicts the corollary to Proposition 15.1. 

Proposition 15.3. (The Orthogonality Relations) Let G be a finite abelian 
group of order n. If 0', T E G, then 

(a) 1 - I: X(O'-l)X(T) = 0(0', T) , 
n A 

xEG 

where 0(0', T) = 1 if 0' = T and is 0 otherwise. If x, 'ljJ E 6, then 



260 Michael Rosen 

(b) 

where J(X, 1/J) = 1 if X = 1/J and is 0 otherwise. 

Proof. To prove the first relation, let 'Y E G and set T("() = LXEG X("(). If 
'Y = e, the identity of G, then clearly, T(e) = n. If 'Y i- e there is a 1jJ E C 
such that 1jJ("() 1= 1 by Lemma 15.2. We have, 

1jJ("()T("() = 1/J("() L X("() = L (1jJX)("() = T("() . 
xEG XEG 

Thus, (1/J("() - 1)T("() = 0 and so, T("() = O. In general, given U,7 E G set 
'Y = U- 17 and note that for all characters X, X(U- 17) = X(U- 1)X(7). This 
proves the first relation. 

The proof of the second relation is similar. Choose an element .\ E C 
and set 8(.\) = L"EO .\(u). If .\ = Xo, the trivial character (Xo(u) = 1 for 
all U E G), then, clearly, 8(Xo) = n. If .\ 1= xo, then there is a 7 E G such 
that .\(7) i- 1. We have, 

.\(7)8(.\) = .\(7) L .\(0') = L .\(TU) = 8(.\) . 
"EO "EO 

Thus, (.\(7) - 1)8(.\) = 0 and so 8(.\) = O. In general, if x,1/J E C, set 
.\ = x- l 1jJ. Then, .\(u) = (X-l1jJ)(O') = X-l(O')1/J(u) = X(u- 1 )1jJ(u). The 
second relation follows immediately from this. 

We have assumed that G is a finite, abelian group. For any finite group 
one can define irreducible characters and prove orthogonality relations 
which generalize those given in Proposition 15.3. We will have no need 
for this generalization in this chapter. We have discussed this situation in 
Chapter 9. The interested reader can find an elegant presentation of this 
topic in Serre [3]. 

Let V be an R[G] module and X E C. Define V(X) = {v E V I uv = 
X(O')v, \ju E G}. The R-submodule V(X) is called the X-th isotypic com­
ponent of V. Under the assumptions on G and R that we have made, we 
will show that V is the direct sum of the isotypic components V(X), as X 
varies over C. This useful result is proved using certain idempotents in the 
group ring R[G] which we will now define. 

Let X E C and define s(X) E R[G] by the following formula: 

1 
s(X) = - L X(O'-l)O' . 

n 
"EO 

Since we are assuming that n = IGI is a unit in R, the formula does indeed 
define an element of R[G]. 
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Lemma 15.4. 

1) For all (J E G, we have (Jc(X) = X((J)c(X) . 

2) For all x,'Ij; E 0, we have c(X)c('Ij;) = 8(X,'Ij;)c(X) . 

3) I:XEG c(X) = e, the identity of G (and, also, of R[G]). 

4) For x,'Ij; E 0 we have X(c('Ij;)) = 8(X,'Ij;). 

5) The set {c(X) I X E O} is a free R basis for the group ring R[G]. 

Proof. To prove part 1, let T E G and calculate 

1 
X(T)- 2:: X((T(J)-l)T(J = X(T)c(X) . 

n 
aEG 

To prove part 2, we use part 1 and the orthogonality relations as follows: 

1 
c(X)c('Ij;) = - 2:: X((J-l)(Jc('Ij;) = 

n 
aEG 

(~ 2:: X((J-l)'Ij;((J) )c('Ij;) = 8(X, 'Ij;)c('Ij;) . 
aEG 

The proof of part 3 is another application of the orthogonality relations. 
We calculate again 

= 2:: (~2:: X((J-l))(J = 2:: 8((J-l,e)(J = e. 
aEG XEG aEG 

The property 4 is just a restatement of the second orthogonality relation. 
To see this, note that 

X(c('Ij;)) = x(~ 2:: 'Ij;((J-l)(J) = ~ 2:: 'Ij;((J-l)X((J) = 8(X, 'Ij;). 
aEG aEG 

Finally, to prove property 5 note first that by part 1, R[G]c(X) = Rc(X). 
From this and part 3 we see that the set {c(X) I X E O} spans R[G] over 
R. The linear independence follows immediately from 2. 

For the sake of clarity, in the following proposition we restate the hy­
potheses under which we have been operating. 
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Proposition 15.5. Let G be a finite abelian group of order n, R an integral 
domain whose units, R*, contains an element of order n. Assume also that 
n is a unit in R. Let V be an R[G] module. Then V is the direct sum of its 
isotypic components V(X). In other words, 

Proof. To begin with, we claim that V(X) = c(X)V. If v E V, consider 
€(X)v. By the first part of the above lemma, we see that a€(x)v = x(a)€(x)v 
for all a E G. This shows that c(X)V ~ V(X)' If v E V(X), then 

€(X)v = ~ L: (x(a-1)a)v = 
aEG 

~ (L: x(a-1)x(a))v = v. 
aEG 

This shows V(X) ~ c(X)V, so our claim is proved. We have also shown that 
c(X) acts as the identity on V(X), a fact which we will use shortly. 

From the above Lemma, part 3, we see that for all v E V, v = ~XEG c(X)v. 
This shows that V is the sum of its isotypic components. It remains to show 
that the sum is direct. Suppose that for each X E G we have an element 
Vx E V(X) and that ~XEG Vx = O. Then, for each '¢ E G we have 

0= c('¢)(L vx ) = L c(,¢)vx = 

XEG xEG 

L €('¢)c(X)v x = c(,¢)v,p = v,p . 
xEG 

We have used part 2 of Lemma 15.4 and the fact that c(X) acts like the 
identity on V(X). This completes the proof. 

We have now presented all that we shall need from abstract algebra. Our 
next goal is to recall the relevant definitions and state the classical theorem 
of L. Stickel berger on the prime decomposition of Gauss sums. The details 
of this development and the proofs can be found in Ireland and Rosen [1]. 
Other sources are Lang [6] and Washington [1]. 

For every positive integer m let (m denote the complex number e 2:;, . Let 
Km = Q«(m) and denote by Dm the ring of algebraic integers in Km. Dm 
is generated, as a ring by (m, i.e., Dm = Z[(m]. We can assume that m"¢ 2 

m+2 

(mod 4), since if m == 2 (mod 4) then (m/2 = (;. and (m = -(mi2 and so 
Km = K m/2 • With this convention, a prime p E Z is ramified in Km if and 
only if p/m. 
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Assume that p E Z is a prime which does not divide m and that P c 
Dm is a prime ideal lying above pZ. Dm/ P is a finite field with N P = 
pi elements, where f is the smallest positive integer such that pi == 1 
(mod m). If a ~ P there is a unique integer i such that 0 :=:; i < m and 

NP-l . 

a ----,;;- == (:n (mod P) . 

We set (a/ P)m = (:n and call (a/ P)m the m-th power residue symbol. If 
a E P, we set (a/ P)m = O. The m-th power residue symbol has a number of 
arithmetically interesting properties. For our purposes, the most important 
is that a -+ (a/P)m induces a homomorphism from (Dm/P)* -+ ((m), i.e., 
a character of the multiplicative group of Dm/ P. Let Trp be the trace map 
from Dm/ P to Z/pZ and define 

g(P) = 
aE(D=/P)* 

The quantity g(P) is called the Gauss sum associated with the prime ideal 
P. We further define <I>(P) = g(p)m. These quantities possess the following 
properties 

Proposition 15.6. 

1) g(P) E Q((m, (p). 

2) <I>(P) E Q((m). 

3) Ig(PW = N P. 

The proof of part 1 is immediate from the definition. Part 2 is somewhat 
surprising. The proof uses Galois theory. Part 3 is a standard property of 
Gauss sums. For details see Ireland and Rosen [1], Proposition 14.3.1. 

The goal we are after is the prime decomposition of <I>(P) in Dm where 
P is any prime ideal not containing m. From part 3 of Proposition 15.6. we 
deduce that <I>(P)<I>(P) = Npm = plm. It follows that the primes which 
divide (<I>(P)) are primes in Dm lying over pZ. Since Q((m) is a Galois 
extension, the primes above pZ are all conjugates of P. We thus take a 
moment to recall the explicit description of the Galois group of Q((m) 
which we gave in Chapter 12. 

If t E Z is relatively prime to m, there is a unique automorphism at in 
Gm = Gal(Km/Q) with the property at((m) = (:n. The map t -+ at gives 
rise to an isomorphism (Z/mZ)* ~ Gm-

We can now state 

Theorem 15.7. (L. Stickelberger): 

m-l m-l 

(<I>(P)) = II (a;1p)t = ( L ta;1)p. 
t=l t=l 

(t,m)=1 (t,m)=1 
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This theorem dates from the 19-th century. In the case where m is a 
prime it was formulated and proved by E. Kummer (1847). Stickelberger's 
generalization came 43 years later (1890). 

We have seen that the prime decomposition of <p(P) involves only primes 
above pZ and that these are all conjugates of P under the action of the 
Galois group Gm . This is quite elementary. The remarkable feature of Stick­
elberger's theorem is that the same element ofthe group ring Z[G] describes 
the prime decomposition for all P not containing m. If we use the known 
fact that every element of the class group ClK", contains infinitely many 
prime ideals, we derive the following important corollary. 

Corollary. The element 

m-l 

L tCTt: 1 E Z[Gm ] 

t=l 
(t,m)=l 

annihilates the class group ClK",. 

For the proof of Stickelberger's theorem and some of the many important 
applications, see Ireland and Rosen [1], Lang [6], and/or Washington [1]. 

The goal of the Brumer-Stark conjecture is to generalize the above results 
to an arbitrary abelian extension of global fields K/k. If G = Gal(K/k), 
we are looking for an element of Z[G] defined in some canonical way which 
annihilates the class group of K in the number field case and the divisor 
class group of K in the function field case. This canonical element should 
essentially be the one given in the above corollary when K = Km and 
k = Q. Brumer (unpublished, but see Coates [1]) was the first to suggest a 
candidate for such an element. We now describe the background necessary 
to write this down. 

Let Kjk be a finite abelian extension of global fields of degree n, and 
G its Galois group. Let S be a non-empty finite set of primes of k which 
contains all the primes which ramify in K and, in the number field case, 
all the archimedean primes. If X : G --+ C* is a complex valued character 
on G we defined the S-L-function, Ls(w, X), in Chapter 14 as follows: 

Ls(w, X) = II (I-X(P)N p-w)-l = 
PriS 

II (I-X(P)NP- W ) L(w,X), 
PES 

P non-arch 

where L( w, X) is the complete Artin L-function attached to x. 
For the rest of this discussion the ring R will denote the ring of complex­

valued meromorphic functions on the complex plane. It satisfies all the 
hypotheses we need; it is an integral domain, it contains n n-th roots of 
unity, and n is a unit in R. 
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Definition. The L-function evaluator BK/k,S(W) E R[G] is defined as fol­
lows: 

B(w) = BK/k,S(W) = L Ls(w, X)c(X) . 
xEG 

Proposition 15.9. For all X E G we have X(B(w)) = Ls(w,X) . 

Proof. This is an immediate consequence of the definition of O( w) and 
Lemma 15.4, part 4. 

This proposition explains the designation of B(w) as the L-function eval­
uator. 

One can rewrite the definition of B( w) in terms of partial zeta functions. 
For 0' E G the definition of the partial zeta function (s(w,O') is given by 
the sum 

(s(w,O') = 
D,(D,S)=l 
(D,K/k)=u 

ND- W • 

Here, in the function field case the sum is over all effective divisors whose 
support contains no prime in S and whose Artin symbol, (D, K/k), is equal 
to 0'. In the number field case the sum is over all integral ideals in the ring 
of integers of k which are prime to S and for which the Artin symbol, 
(D, K/k), is equal to 0'. 

In all cases, the sum is absolutely convergent in the region lR( w) > 1 
and all these functions can be analytically continued to the whole complex 
plane with at most one simple pole at w = 1. The facts are reduced to 
known properties of zeta and L-functions by the following proposition. 

Proposition 15.10. With the above definitions and notations we have 

Ls(w,X) = L X(O')(s(w,O') 
uEG 

and 

1,,-
(s(w,O') = - ~ X(O')Ls(w, X). 

n , 
XEG 

(1) 

(2) 

Proof. From the definition of Ls(w,X), we find (summing over effective 
divisors or over integral ideals, prime to S) 

Ls(w,X) = " X((D, K/k)) =" ( ) 
~ NDw ~XO' 

(D,S)=l uEG 

L X(O')Cs(w, 0') • 

uEG 

(D,S)=l 
(D,K/k)=u 

1 
NDw 
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This shows that the sum defining (s(w, a) is, essentially, a subsum ofthat 
defining Ls(w, X). The latter sum is absolutely convergent in the region 
~(w) > 1 and so the sum defining (s(w, a) is absolutely convergent in this 
region as well. 

To prove Equation 2 simply choose arE G, multiply Equation 1 on 
both sides by x(r-1)/n = x(r)/n, sum over all X E G, and use the first 
orthogonality relation. 

From Equation 2 we see that (s (w, a) can be analytically continued to 
the whole complex plane and is holomorphic everywhere except for a simple 
pole at w = 1 (corresponding to the simple pole of Ls(w,Xo) at w = 1). 

We can now give the promised alternate expression for the L-function 
evaluator O(w). 

Proposition 15.11. 

O(w) = OK/k,S(W) = L (s(w,a)a- 1 . 

O'EC 

Proof. Define O(w) = I.:O'EC(s(w,a)a- 1 E R[G]. By Equation 1 of the 
previous proposition, we find that X(O(w)) = Ls(w, X) (we have used 
x(a- 1) = x(a)). It follows that X(O(w) - 0Cw)) = 0 for all X E G. As 
we will see in a moment, this implies O(w) = O(w). 

Suppose f E R[G] has the property that xU) = 0 for all X E G. Write 
f = I.: rxc(x) with rx E R (that this is possible follows from Lemma 15.4, 
part 5. Let 'I/J E G and apply 'I/J to both sides of this equation. We find 
o = r", (by Lemma 15.4, part 4. Since this is true for all 'I/J E G it follows 
that f = O. 

The values of the partial zeta functions (s(w, a) at w = 0 are especially 
important. It turns out that they are rational numbers and we have good 
control of their denominators. More precisely-

Theorem 15.12. 

(a) (s(O,a) E Q . 

(b) 

where W K denotes the number of roots of unity in K. 

This theorem is quite deep. Part a was first proved, in the number field 
case, by C.L. Siegel [1] and part b was first proved, in this case, by P. Deligne 
and K. Ribet [1]. Other proofs of both results appeared soon thereafter, 
e.g., by D. Barsky and by P. Cassou-Nogues. Part a remains true when 0 is 
replaced by a negative integer -n and part b remains true if we replace 0 
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by -n and WK by wi;), an integer also defined in terms of roots of unity. 
For details and applications see the instructive article of J. Coates [1]. 

We will give a proof later in the function field case using the fact that 
for non-trivial linear characters, x, Ls(w,x) is a polynomial in q-w. 

Definition. Define ()K/k,S = ()K/k,S(O) and WK/k,S = WK()K/k,S . The 
element wK/k,S is called Brumer element of K/k relative to S. 

It follows from Proposition 15.11 and Theorem 15.12 that ()K/k,S E Q[G] 
and that WK/k,S E Z[G]. For the most part we will fix the abelian extension 
K/k and the non-empty set of primes S, so we will call these elements 
simply () and w. 

We are now in a position to state the Brumer-Stark conjecture in both 
number fields and function fields. 

The Brumer-Stark Conjecture (The Number Field Case). We suppose 
that lSI > 1. Then, for every fractional ideal D of K we have wD = 
(aD) where aD E K* and aD has absolute value 1 at all archimedean 
primes. Moreover, if AD is a WK-th root of aD, then K(AD)/k is an abelian 
extension. 

Since the divisor of aD is determined, aD is determined up to a unit in 
OK' The supplementary restrictions on aD insure that it is well defined up 
to a root of unity in K. 

The Brumer-Stark Conjecture (The Function Field Case). Suppose 
first that lSI> 1. Then, for every divisor D of K, we have wD = (aD) 
with aD E K*. If AD is a WK-th root of aD, then K(AD)/k is an abelian 
extension. If S = {I,f!}, then for every divisor D of K, there is an integer 
nD E Z and an element aD E K* such that wD = (aD) + nD L:'l3I'l3 s:p. 
Once again, if AD is any WK-th root of aD, then K(AD)/k is an abelian 
extension. 

In both the number field and the function field case, it is easy to see that 
the conditions imposed on aD determine it up to multiplication by a root 
of unity. The same is true for AD. The question of whether K(AD)/k is or 
is hot abelian is not affected by this ambiguity. 

In both versions, the conjecture that w annihilates the class group is due 
to Brumer and the conjecture that K (AD) / k is abelian is due to Stark. 

We now show how Stickel berger's theorem implies the number field ver­
sion of the Brumer-Stark conjecture for cyclotomic extensions of Q. 

Suppose m is a positive integer which is either odd or divisible by 4 and 
consider the cyclotomic field Km = Q((m). Let S be the set of primes 
dividing m together with the archimedean prime of Q. The first task is to 
compute the element w = WS,Km/Q' 

Let t E Z be relatively prime to m and 1 ::; t < m. Let (Jt be the 
corresponding element of Gal(Km/Q). As is easily seen, if n > 0 is relatively 
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prime to m, CJn = ((n), Km/Q) = CJt if and only if n == t (mod m). Thus, 

00 

n=l 
(mod m) 

1 00 1 

L (t+hm)W . 
h=O 

For any real number b with 0 < b < 1, the Hurwitz zeta function is 
defined by the formula 

00 1 
((w,b) = L (b h)w· 

h=O + 
It follows that (s(w, CJt) = m-W((w, tim). It is a well-known property of 

the Hurwitz zeta function that for every integer n :::: 1 we have ((l-n, b) = 
-Bn(b)ln, where Bn(b) is the n-th Bernoulli polynomial. A good source 
for this is Washington [lJ or Lang [6]. For n = 1 we have B1(b) = b - ~. 
Putting all this together yields 

and so 
m-l 1 t 

B = L (2 - m)CJt 1 

t=l 
(t,m)=l 

Assume first that m is odd. Then, W K= = 2m and so 

m-l m-l 

W = WKmB = L (m - 2t)CJt 1 = mN - 2 L tCJt 1 . 

t=l 
(t,m)=l 

Here, N = LO"EG CJ is the norm map. 

t=l 
(t,m)=l 

Let P be a prime of Km which is prime to m. Then, using the explicit 
expression we have just derived for wand Stickelberger's theorem, we find 

This verifies the first part of the Brumer-Stark conjecture when D = Pis 
a prime ideal which is prime to m with ap = N pm I g(p)2m. By Proposition 
15.6, part 3, ap has absolute value equal to 1. It is easily checked, by 
using the Galois properties of Gauss sums, that every Galois conjugate 
of ap also has absolute value 1. This verifies the second condition of the 
conjecture. Finally, since W K = 2m in the case we are considering, we 
find that Ap = Np 1/ 2Ig(P) so that Km(AP) ~ Q((m,(p,VNP) which is 
abelian over Q. If m is odd, the full Brumer-Stark conjecture for any divisor 
D prime to m follows from this. 
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When m is even and divisible by 4 we have WKm = m. The proof in this 
case differs insignificantly from the case we have considered. We leave the 
details as an exercise. 

We now turn our attention to the function field case. To ease the expo­
sition we will restrict our attention to abelian extensions K/k which are 
geometric; i.e., both K and k have the same constant field, IF, which is a 
finite field with q elements. Under this condition, group of roots of unity 
in K is just IF*, so that WK = q - 1. 

Our first task is to consider more closely the L-function evaluator (}(w) = 
(}K/k,S(W) (we fix an abelian extension K/k of degree n and a finite set of 
primes S of k which contains all the ramified primes). In the function field 
case, all the S-L-functions which occur are rational functions of u = q-w. 
We write Ls(w, X) = Ls(u, X), (s(w, a) = (s(u, a), and (}(w) = O(u). From 
Proposition 15.10, Equation 2, we find 

(3) 

Let E = Q((n). All the characters in G have values in E. It follows 
from Theorem 9.24, and the Artin reciprocity law (Artin L-functions can 
be identified with Hecke L-functions), that for X non-trivial Ls(u, X) is a 
polynomial in u with coefficients in E. If X = Xo, the trivial character, then 

Since S is non-empty by assumption, it follows that (1 - qu)Ls(u, Xo) E 
Z[u]. 

It follows from all this and Equation 3, that (1 - qu)O(u) E E[u][G]. We 
claim that it is actually in Z[u][G]. 

To see this, note that from the definition of the partial zeta functions we 
have 

1 
(s(w,a) = L NDw L udegD = (s(u,a) . 

D, (D,K/k)=u D, (D,K/k)=u 

It follows from this and Proposition 15.11 that (1 - qu)O(u) E Z[[u]][G]. 
Since E[u] n Z[[ulJ = Z[u], we have proved-

Theorem 15.13. Let (}(w) = O(u) = OK/k,S(U) be the L-function evalua­
tor. Then, (1 - qu)O(u) is an element of Z[u][G]. Evaluating at u = 1 we 
have (q - 1)(} = (q -1)0(1) E Z[G]. 

The only point which perhaps needs some explanation is the last asser­
tion. Recall that u = q-w. It follows that () = (}(O) = 0(1). 
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Since, as we have already pointed out, W K = q - 1 under our hypothesis 
that K/k is a geometric extension, We See that Theorem 15.13 is a strong 
function field version of Theorem 15.12. 

As before, set w = (q - 1)0 E Z[C]. We can now state the theorem of J. 
Tate mentioned in the introduction to this chapter. 

Theorem 15.14. Let K/k be a geometric abelian extension of global func­
tion fields with Galois group C. Let w = (q - 1)0 E Z[C] be the Brumer 
element defined above. Then for every divisor D of K of degree zero, we 
have wD = (aD), a principal divisor of K. In other words, w annihilates 
the group of divisor classes of degree zero, GlK. 

This theorem proves a big piece of the Brumer-Stark conjecture in the 
general case. We will give the proof at the end of the chapter. Our next 
task is to use this result to prove the full Brumer-Stark conjecture for the 
cyclotomic function fields Km = k(Am) and K;t = k(Am)+ which were 
defined and investigated in Chapter 12. Note that Km now denotes the 
cyclotomic function field generated by adding the m-torsion on the Carlitz 
module to the rational function field k = JF'(T). Here m is a non-constant 
monic polynomial of degree M in the ring A = JF'[T]. 

The sets Sand S+ corresponding to Km/k and K;t/k will consist pre­
cisely of the ramified primes. Thus, S = {P I Plm} U {oo} and S+ = 
{P I Plm}. We recall that 00 is ramified in Km and splits completely in K;t 
(see Theorem 12.4). We wish to calculate 0 = OKrn/k,S and 0+ = 0K!/k,S+' 

Proposition 15.15. With the above definitions and notations we have 

(a) 

(b) 

0= 
a monic 

dega<M, (a,m)=l 

1 1 a- ---N. 
a q-1 

a monic 
dega<M, (a,m)=l 

1 1 + (M - dega -l)a- - --N 
a q-1 

In the first equation, N = EO"EGal(Krn/k) a, and in the second, N+ 
EO"EGal(K!/k) a , i.e., the norm maps. 

Proof. Recall that Gal(Km/k) = {aa I (a,m) = 1 and dega < M}. Here 
aa is the unique automorphism with the property that aa(A) = Ga(A) for 
all A E Am. In fact, this condition defines aa for any a E A with (a, m) = 1. 
We have aa = ab if and only if a == b (mod m). Moreover, ((a), Km/k) = aa 
if and only if a is monic. For all this see Chapter 12. 

Since S consists of the primes dividing m and 00, in the definition of the 
partial zeta function we sum over effective divisors relatively prime to m 
with no component at 00. This is the same as summing over ideals in A 
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which are prime to m. Every ideal D has a unique monic generator d and 
ND = Idl = qdegd. Thus, assuming a is monic, we have 

(s(w, O'a) = L 
(D,S)=l 

(D,K",/k)=rIa 

hEA 
h monic 

d monic, (d,m)=l 

h monic 

= lal-w + Iml-w 1 
1 - q1-w 

If a is not monic, the calculation is exactly the same except that the 
term lal-w does not appear. Thus, (S(O,O'a) = 1 - (q - 1)-1 if a is monic 
and (s(O, O'a) = -(q -1)-1 if a is not monic. The expression for () given in 
part a of the proposition follows immediately from these results. 

Recall that K;;;, is the fixed field of {O'o< I a E JF*}. It follows that 
Gal(K;;;,/k) = {O'a I (a, m) = 1 and dega < M and a monic}. Here we 
are identifying O'a with its restriction to K;;;'. As automorphisms of K;;;, we 
have O'd = O'a if and only if d == aa (mod m) for some a E JF*. 

Since S+ consists only of primes dividing m, in the definition of the 
partial zeta we sum over all effective divisors of the form D = D f + ioo, 
where Df is an effective divisor prime to m and 00 and i is a non-negative 
integer. As before, Df corresponds to an ideal of A with a monic generator 
d which is prime to m. 

Since 00 splits completely in K;;;, we have (00, Kt/k) = e. Thus, for a 
monie we have 

(S+(W,O'a) = L 
(D,S+)=l 

(D,K;;'/k)=rIa 

Now, N(Df + ioo) = NDfN(oo)i = Idlq'. Thus, we can rewrite this ex-
pression as 

00 

'" . 1 '" L..- Idl-Wq-tW = 1 _ -w L..- Idl-w • 

d monic q d monic 

(S+(W,O'a) = L 
i=O 

~=~ ~=~ 

Here, d runs over monic polynomials prime to m with O'd = O'a. As we 
have seen, the latter condition holds if and only if d == aa (mod m) for 
some a E JF*, which is equivalent to the condition a-1d == a (mod m). In 
other words, we can sum over all d E A (not just the monies) with d == a 
(mod m). Thus, 

d monic 
(fd=Ua 

dEA 
d=a (mod m) 

hEA 
hl-O 
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Putting all this together, we find 

(8+ (w, <Ta) = (1 - q-W)-l(lal-W + (q - 1)(1 - ql-w)-llml-W) 

(1 - qu)udega + (q _l)udegm 

(1 - u)(l - qu) 

As usual, we have substituted u = q-W and simplified somewhat. We need 
the value of this function at w = ° or what is the same, at u = 1. If we 
substitute u = 1 into the above expression, we find that both numerator 
and denominator vanish. Invoking L'Hopital's rule, we differentiate both 
numerator and denominator and then substitute u = 1. The result is 

- 1 
(8+ (0, <Ta) = (8+ (1, <Ta) = deg m - deg a-I - --1 . 

q-

From this the proof of part b of the proposition is immediate. 

Define 

T/= 
a monic 

dega<M, (a,m)=l 
a monic 

dega<M, (a,m)=l 

(M-dega-l)<T,;-l. 

We can now write () = TJ - (q -I)-lN and ()+ = TJ+ - (q -l)-lN+. 
Also, for the Brumer elements we have w = (q - 1)() = (q - l)TJ - Nand 
w+ = (q -l)TJ+ - N+. This method of writing things will be of importance 
to us because of the following result of B. Gross [1]. 

Proposition 15.16. The element TJ annihilates ClK", and the element TJ+ 
annihilates Cl~;!;. . 

We will prove this later as a corollary to the proof of Theorem 15.14. 
The last ingredient we will need is the prime decomposition of a primitive 

m-torsion point on the Carlitz module. The miraculous thing that happens 
is that this decomposition is essentially given by the Brumer element w+. 

Proposition 15.17. Let!,poo be a prime of Km lying over 00 in k. There 
exists a primitive m-torsion point ,\ E Am such that 

(,\) = ((q - l)TJ+ - TJ)!,poo + !,pm . 

The element ,\q-l is in K;;;'. As an element of K;;;, its prime decomposition 
is given by 

(,\q-l) = w+!,pt +!,p;t. . 

Here, !,pm is the unique prime of Km lying above P if m = ps is a prime 
power and is the zero divisor otherwise. !,pt. is the prime of K;;;, lying below 
!,pm. Finally, !,pt is the prime of K;;;, lying below !,poo. 
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Proof. Let koo be the completion of k at 00 and let koo be its algebraic 
closure. Let ordoo denote the normalized additive valuation of koo extended 
to koo in the usual way. Finally, let ~ : Km -7 koo be an embedding and let 
\1300 be the corresponding prime of Km. 

Using the results of Chapter 12, in particular Proposition 12.13 and 
Theorem 12.14, we see there is a primitive m-torsion point for the Carlitz 
module, >., such that ordoo(~aa>') = M -dega-1- (q _1)-1 for any a E A 
relatively prime to m and with degree less than M. Since \1300 is ramified 
over k with ramification index q - 1, we can write this as 

ord".;;-l'tJoo (>.) = ord'tJoo (aa>') = (q -1)(M - dega -1) -1 . 

The decomposition group of \1300 is {a Q: I a E JF*}. It follows that the set 
of distinct primes above 00 in Km is {a;1\1300 I a monic and dega < M}. 
We recall Proposition 12.7, which shows that if m = ps is a prime power 
there is exactly one prime ideal above P in Om C Km and it is totally 
ramified and generated by>.. Otherwise, >. is a unit in Om by the second 
part of Proposition 12.6. It follows that the prime decomposition of the 
divisor (>.) is given by 

(>.) = 
a monic 

dega<M, (a,m)=1 

((q -1)(M - dega - 1) - 1)a;1\1300 + \13m . 

From this and the definitions of ry and ry+ we get the first assertion. 
All the primes {a; 1\1300 I a monic and deg a < M} are totally and tamely 

ramified over K;;;, of ramification index q - 1. The same is true of \13m when 
it is non-trivial. The second relation follows easily from these remarks, the 
first relation, and the fact that w+ = (q - 1 )ry+ - N+. It is also helpful to 
notice that ry restricted to K;;;, is N+. 

We have now assembled everything we need to prove the Brumer-Stark 
conjecture for Km/k and K;;;'/k. 

Theorem 15.18. Let k = JF(T) , Km = k(Am), and K;;;, = k(Am)+, 
the maximal real subfield of Km. The Brumer-Stark conjecture is valid for 
Km/k and K;;;'/k. 

Proof. Let D be any divisor of Km. Since \1300 has degree 1 we can write 
D = Do + t\13oo where t = deg D and Do has degree zero. Since the decom­
position group of \1300 is {a Q: I a E JF*} we see that N\13oo = (q - 1 )ry\13oo. 
Thus, 

w\13oo = ((q -1)ry - N)\13oo = N\13oo - N\13oo = 0 . 

From this and Theorem 15.14 we see that wD = wDo = (aD) for some 
aD E K;"'. This proves the first part of the Brumer-Stark conjecture for 
Km/k. 

To prove the second part we make use of Gross's result, Proposition 
15.16. From this we know that ryDo is already principal. Set ryDo = (f3D)' 
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Notice, also, that N Do = (d) where d E k*. This follows from the fact that 
elk is trivial. Therefore, 

We see that we can choose aD = (3'b-1d-1 and so the field generated by 
AD = q-~ over Km is the same as the field generated over Km by q-,ya. 
Now, k( q-,ya)/k is a Kummer extension and consequently a cyclic exten­
sion of fields. Thus, Km (AD) is the composite of two abelian extensions of 
k, namely, Km and k( q-,ya), and so is itself an abelian extension of k. This 
completes the proof for the case Km/k. 

Now consider the case K"j;./k. Once again, any divisor D of K"j;. can be 
written in the form Do + t!.p;t, where t = deg D. By Theorem 15.14, we 
find w+ Do = (aDo) is principal. From Proposition 15.17, we have w+!.p;t, = 
(Aq-l) - !.p;t:,. Thus, 

w+ D = (aDoA(q-l)t) - t!.p!. , 

which verifies the first part of the Brumer-Stark conjecture for K"j;./k. 
To prove the second part of the conjecture we use Proposition 15.15 once 

more to deduce that ",+ Do = ((3Do) is principal. It follows that 

w+ Do = ((q - 1)",+ - N+)Do = ((3'b~ld-l) , 

where d E k* is such that N+ Do = (d). Thus, we can choose aDo 
(3q-1d- 1 and so Do 

We can set aD = (3'b~ 1 d- 1 A (q-l)t. From this we see that XJJ which is the 

q -1 root of aD generates the same field over Km as q-,ya. Thus, K"j;.(Ab) 
is contained in Km( q-,ya), which is abelian over k as we showed in the first 
part of the proof. This completes the proof for K"j;./k. 

Remarks. 

1. We hope there is no confusion caused by the notation AD for the ele­
ment appearing in the statement of the Brumer-Stark conjecture and the 
element A, a primitive m-torsion point of the Carlitz module. 

2. For the reader who is familiar with the classical situation there may be 
some surprise that the Brumer element for K"j;. is non-trivial. The Brumer 
element for Q((m)+ /Q is zero. This is because in this case S+ contains 
the archimedean prime of Q and this splits completely in Q((m)+. It can 
be shown in general that a prime in S which splits completely in K forces 
the Brumer element WK/k,S to be zero. In the function field case, there are 
no archimedean primes. S+ contains only those primes dividing the monic 
polynomial m, all of which ramify in K"j;.. 
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3. Using functorial properties of the Stickelberger element and Theorem 
15.18 on can show that if k is the rational function field and K ~ Km for 
some monic mEA, then the Brumer-Stark conjecture holds for Klk. 

We now begin to describe the background necessary for the proof of 
Tate's theorem, Theorem 15.14. 

As we have seen, in the function field case, when we describe everything 
in terms of u = q-W, all the functions in question are rational in u with 
coefficients in E = Q((n), where n = [K : k]. It will be necessary for us 
to work with characters whose values occur in the algebraic closure of Ql. 
Here, Z is an arbitrarily chosen prime in Z different from p, the characteristic 
of IF. We write El for a finite extension of Ql containing the n-th roots of 
unity. The same analysis given earlier shows that 

Now, of course, G = Hom(G, En, L(u, X) E E1(u), and E(X) E Ez[G]. It 
is still the case that (1 - qu)B E Z[u][G]. The necessity for these changes 
will become apparent in a little while. 

Let IF be the algebraic closure oflF, k = klF, and R = KlF. Since Klk is a 
geometric extension, we have K n k = k. It follows that the Galois group of 
R I k is the direct product of Gal(R Ik) and Gal(R I K). The first group is 
naturally isomorphic to G, so we will now think of Gas automorphisms of 
R which leave k fixed. Let ¢ be the automorphism of R I K which induces 
the automorphism "raising to the q-th power" on IF. This is called the 
Frobenius automorphism of the extension. Note that ¢ commutes with the 
elements of G as automorphisms of R. 

In Chapter 11 we introduced the notation J for the divisor classes of 
degree zero of R, i.e., J = CZk. The corollary to Theorem 11.12 gives the 
algebraic structure of J[N], the points of order dividing N on J. If p t N, 
then 

2g 

J[N] ~ EB ZINZ. 
i=l 

where 9 denotes the genus of K. 
Choose and fix a rational prime Z t p and consider the groups J[zn]. It 

is clear that for each positive integer n, multiplication by Z maps J[zn+l] to 
J[zn]. We define the Tate module, Tl(J) as the inverse limit of the groups 
J[zn] under these maps. It is possible to give a very concrete interpreta­
tion of this group. Namely, the elements of Tl(J) can be identified with 
infinite-tuples, (al,a2,a3,oo.), where for all n > 0 we have an E J[zn] 
and Zan+l = an. The Tate module is acted upon by the Z-adic integers 
Zl in the obvious way; if a E Zl and a = (aI, a2, a3, . .. ) E T1(J), then 
aa = (aal' aa2, aa3, ... ). Similarly, since G and ¢ act on each J[zn], these 
actions can be extended diagonally to an action on Tl ( J). Thus, Tl (J) is a 
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Zl [G] module with an action by ¢ which commutes with the action of Zl [G]. 
Using the above structure theorem for J[NJ, one can show that Tl(J) is a 
free Zl module of rank 2g. We set Vi = Vi (J) = Ql ®Zl Tl (J). Vi is a vector 
space of dimension 2g over Ql with a natural action by Qz[G] and ¢ and 
these two actions commute. 

We need enough roots of unity in our coefficient field. To this end define 
V = El ®<Ql Vi, By Proposition 15.5, we have the following decomposition: 

Since the actions of ¢ and G commute, it is easy to see that each E1-

vector space, V(X), is mapped into itself by ¢. We need the following two 
results. 

Proposition 15.19. If a polynomial in ¢, f(¢) E Z[G][¢], vanishes on Vi, 
then it vanishes on J. 

Theorem 15.20. The determinant of 1-¢u acting on Vi is the numerator 
of the zeta function of the field K, i. e., 

det(1 - ¢u)IVi = LK(U) . 

Suppose X E G, X =I- Xo. Let ¢(X) be the E1-endomorphism ofV(x) induced 
by ¢. Then 

det(I - ¢(X)u) = L(u,x- 1 ) . 

For the trivial character, xo, we have 

where Lk(u) is the numerator of the zeta function of k. 

Proposition 15.19 is a consequence of a far more general result about 
geometric endomorphisms of abelian varieties. The point is that any such 
polynomial f (¢) can be thought of as an element of EndJF (J), regarding J 
as an abelian variety over IF. It is not a difficult result given the necessary 
background. Theorem 15.20, on the other hand, is a major theorem. It is 
due to Weil. The proof can be found in the original book of Weil [2]. A 
more modern exposition can be found in the article by J. Milne [1]. We will 
simply accept the result as true and deduce consequences. 

We now have everything we need for the proof of Theorem 15.14. We 
know by Proposition 15.13 that 

(1 - qu)8(u) = L (1- qu)Ls(u, X-1)c(X) E Z[u][G]. 
XEG 

For each X =I- Xo, Ls(u, X) is a polynomial in ELlu] which is di~isible by 
the Artin L-function L(u, X). For X = XO we know that (1 - qu)Ls(u, Xo) 
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is in Z[u] and is divisible by Lk(u). From this, ~heorem 15.20, and the 
Cayley-Hamilton theorem, we see that (1 - q¢-l)O(¢-l) induces the zero 
endomorphism on V. Multiplying by a sufficiently large power of ¢, ¢N say, 
we see that 

is a polynomial in ¢ with coefficients in Z[G]. Since it vanishes on V, it 
vanishes on '\Ii(J) and, by Proposition 15.19, it vanishes on J. Since elK = 
J(lF) c J, we see J(¢) restricted to J(lF) is zero. However, ¢ re~tricted to 
J(lF) is the identity, so J(¢) restricted to J(lF) is J(I) = (1- q)O(I) = -w. 
This shows that w annihilates J(lF) = elK' as asserted. 

It remains to prove Gross's result, Proposition 15.16. This will follow 
from the proof, just given, of Tate's theorem. We need explicit expres­
sions for the elements O( u) and 0+ (u) associated to the cyclotomic func­
tion field extensions Km/k and K~/k, respectively. These were implicitly 
constructed in the course of the proof of Proposition 15.15. 

For the extension Km/k, we found that ((u, O'a) = udega+(I_qu)-1udegm 
if a is monic and (1 - qu)-1udegm if a is not monic. Thus, 

O(u) = 
a monic 

dega<M, (a,m)=1 

We note that the norm map N induces the zero mapping on '\Ii, and 
thus on V, since elk = (0) (because k is the rational function field). As in 
the proof of Tate's theorem, substitute ¢-1 into (1- qu)O(u) and multiply 
by ¢M to obtain a polynomial in Z[G][¢] that annihilates V. Because the 
norm element annihilates V, we find that 

(¢ - q) 
a monic 

dega<M, (a,m)=1 

-J.M-1-dega -1 
'+' O'a , 

annihilates V. The endomorphism of V induced by ¢ - q is invertible since 
its determinant is given by 

We have used the first part of Theorem 15.20. By the functional equation for 
the zeta function we find that the last quantity is a power of q times LK(I), 
which is the class number of K (see Theorem 5.9). Therefore det(¢-q) i= o. 
It follows that the element 

L ¢M-1-degaO';;1 E Z[G][¢] 
a monic 

dega<M, (a,m)=1 



278 Michael Rosen 

annihilates V. By Proposition 15.19, it annihilates J and so its restriction 
to J(JF) = ClK is the zero mapping. Since ¢ restricts to the identity, the 
restriction of this element is TJ. We have proven Proposition 15.16 in the 
case Km/k. 

The proof in the case K:;'/k is similar, but a bit more complicated. We 
sketch the proof and leave it to the reader to check the details. Recall that 
in the proof of Proposition 15.15 we showed 

_ (1 - qu)udega + (q - l)udegm 

((u,O"a) = (1- u)(I- qu) . 

Using this, and a little algebraic manipulation, we deduce the following 
identity: 

(l-qu)O(u) = (l-qu) 
a monic 

dega<M, (a,m)=l 

udega_l -1 l-qu+(q-l)uM + 
-l-_-u-O"a + 1 _ uN. 

All the rational functions of u occurring as coefficients are actually poly­
nomials since the numerators vanish at u = 1. Now, substituting u = ¢-1, 
and following the same steps as in the first part of the proof leads to the 
conclusion that the following element annihilates Cl~1;. 

" d -1 ~ - ega O"a . 
a monic 

dega<M, (a,m)=l 

However, this element differs from TJ+ by an integer multiple of the norm 
map, N+; so we find that TJ+ annihilates Cl~1;. and the proof is complete. 

Having come this far, the reader who is interested in the proof of the 
Brumer-Stark conjecture in the general case for function fields has two di­
rections to go. Learn the necessary background about I-motives and read 
Deligne's proof as presented in Chapter V of Tate's monograph [IJ. This 
proof does not involve Drinfeld modules at all. On the other hand, by learn­
ing more about the theory of Drinfeld modules one can build up enough 
background to read the paper Hayes [5J, which gives an elegant proof involv­
ing no algebraic geometry beyond the Riemann-Roch theorem for curves. 
Hayes relies instead on the more advanced theory of Drinfeld modules. The 
"mixed" proof we have given here for the case of cyclotomic function fields 
should provide a good head start in either direction. 

Exercises 
In the following problems, K / k will denote a finite, geometric, abelian 
extension of global fields, G the Galois group of K/k, and S a finite set of 
primes of k which includes all those which ramify in K and, in the number 
field case, all the archimedean primes. We will often shorten the notation 
for the Stickelberger element ()Klk,S to ()s. 
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1. If P ~ 8, show that Bsu{p} = (1 - ap1)Bs where ap = (P, Kjk). 

2. For any prime P of k, let N p = EO'EZ(P) a, where the sum is over 
all the elements of the decomposition group of any prime in K lying 
over P. Suppose P E 8 and that #(8) :::: 2. Show that NpBs = O. 
Conclude that Bs = 0 if any prime in 8 splits completely in K. Hint: 
Consider X(NpBs) for all X E 6 and use Proposition 14.12. 

3. Let K' be an intermediate extension between k and K. Let G' = 
Gal(K' jk) and 1f : G --t G' the natural map given by restriction. 
Show that 1f(BK/k,S) = BK'/k,S' 

4. Let £ : Q[G] --t Q be the augmentation map defined by £(EO' r(a)a) = 
EO'r(a). If #(8):::: 2, show that £(Bs) = O. 

5. We showed in the text that (q - 1)B8 E Z[G]. Show that (a - l)Bs E 
Z[G] for every a E G, a =f 1. Hint: If Bs( u) is the L-function evaluator, 
show first that (a - l)Bs(u) is a polynomial in u. 

6. In Deligne-Ribet [1], the authors show that for primes P which are 
unramified in K and do not divide W K we have (a p - N P)B s E Z[ G], 
where ap = (P, Kjk). Let D be any divisor (ideal) of K and assume 
the Brumer-Stark conjecture is true. Assume also that #(8) :::: 2. For 
P 1:. 8, PtWK, and P 1:. Supp(D), show that (ap-NP)BsD = (ap) 
where ap E K*. Hint: By the Brumer-Stark conjecture, W KBSD = 

(a), where a E K* and K()..)jk is abelian where )..WK = a. Let 
aj, = (P,K()..)jk). Show that (aj,-NP)BsD = ((aj,-NP) .. ), where 
both sides are interpreted as divisors in K()"). Let ap = (aj,-NP) ... 
Show that it suffice to prove that ap E K* and then prove this using 
Galois theory and the fact that ap - N P annihilates J-lK. 

The next exercises are based on another conjecture of Stark, which is 
in turn a very special case of a broad class of conjectures on the value of 
Artin L-functions at zero. Let T be a finite set of primes in k such that 
all primes which ramify in K and all archimidean primes (if there are any) 
lie in T, #(T) :::: 2, and at least one prime Po E T splits completely in K. 
If #(T) :::: 3, define U(o) to be the set of elements in K* which are units 
except possibly at the primes lying above Po. If T = {Po, Q} define U(o) 
to be all T-units u which satisfy lulQ = lulO'Q for all a E G. Finally, let s;po 
be a prime in K lying above Po. 

Conjecture A. If T satisfies the conditions just stated, there is an element 
eo E U(o) such that 

for all X E 6. Moreover, K( WK Fo)/k is an abelian extension. 
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The next exercises indicate how one can deduce the Brumer-Stark con­
jecture from Conjecture A. 

7. Let S be a non-empty, finite set of primes of k containing the primes 
which ramify in K and, in the number field case, the archimedean 
primes. Let Po be a prime of k which splits in K and set T = SU{Po}. 
Prove that Lr(O, X) = 10g(N Po)Ls(O, X)· 

8. Let Po be a prime which splits completely in K and ~o a prime of 
K lying above Po. Prove that ord'lloa = -log lal'llo / 10g(N Po) for all 
a E K*. 

9. Use Conjecture A, stated above, together with the last two exercises 
to deduce 

10. Use Exercise 8 and Proposition 15.10 to deduce WK(S(O,O') 
ordo--l'llJeo ). 

11. Assuming #(S) ?: 2 show that Conjecture A implies WKeS~o = 
(eo), which verifies Brumer-Stark for the prime divisor ~o. Show 
Conjecture A also implies Brumer-Stark at ~o in the remaining case 
where #(S) = 1. 

12. The result of Exercise 10 can be used to prove the full Brumer-Stark 
conjecture if one assumes Conjecture A. We sketch a proof and invite 
the reader to fill in the details. We have seen that Brumer-Stark 
is true for a prime ~ 1:- S provided that ~ has relative degree 1 
(f(~/ P) = 1). Choose one such prime ~o and let So be the set 
consisting of ~o alone. The So-class group (of K) is finite and every 
class in it is represented by infinitely many primes of relative degree 
one. This follows from considerations of L-functions associated to 
Clso ' Using this, show that if D is any divisor of K we can write 
D = ~ + (a) + m~o, where ~ 1:- S is a prime of relative degree 
one, a E K*, and m is an integer. The result now follows from the 
Exercise 11 and the fact, proved in Tate [3]' that Brumer-Stark is 
true for principal divisors. 

In the next set of exercises we sketch the proof of the Brumer-Stark 
conjecture in the case of relatively quadratic extensions of global function 
fields. Let K / k be a geometric extension of degree 2. Assume that the 
characteristic of k is not 2. Let the Galois group G of K / k be generated by 
T. Let X be the unique non-trivial character of G. Let S be a finite set of 
primes of k which include all those primes which ramify in K. Finally, let 
S' be the set of primes of K lying above those in S. We will assume lSI?: 2 
and that no prime in S splits in K (otherwise the Stickelberger element e s 
would be zero). 
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13. Prove that Os = 2-1 Ls(O, X)(l - r). 

14. Use the relation (K,S'(W) = (k,s(w)Ls(w,X) to show (with obvious 
notation) 

L (0 ) = hK,S,RK,s' 
S ,x hR' k,S k,S 

15. Let s = lSI, UK,S' be the S'-units of K, and Uk,S be the S-units of 
k. Show 

Hint: Since no prime in S is ramified or split in K show that for every 
u E k*, log lullP = 2 log lulp for !.PIP E S. 

16. Show that the kernel of the natural map from elk,S ---+ elK,S' is 
isomorphic to H1(G, UK,S') = {u E UK,S' I uuT = l}/{u/uT I u E 
UK,S'}' The reader who does not know cohomology of groups may 
just want to accept this fact "on authority." 

17. For all u E UK,S' show that uT = ±u. Hint: First show uT /u E IF* by 
showing luT /ullP = 1 for all primes !.P of K. 

18. The map u ---+ uT /u gives rise to an exact sequence (1) ---+ Uk,S ---+ 
UK,S' ---+ (±1). Use this and the definition of H1(G, UK,S') to prove 
that [UK,S' : Uk,s]IH1(G, UK,S') I = 2. Hint: Consider individually 
the following two cases: the case where u = uT for all u E UK,S' and 
the case where there is a U o E UK,S' such that u~ = -Uo• 

19. Let M be the number of elements in the cokernel of the natural map 
from elk,S ---+ elK,S', Use the last few exercises to give the following 
explicit description of the Brumer element: 

q-1 
Ws = (q - l)Os = -2-28 - 2 M(l - r) . 

20. Use the result of Exercise 19 to verify the Brumer-Stark conjecture for 
the extension Kjk and the set S. For all this in the case of algebraic 
number fields consult Tate [3]. 



16 
The Class Number Formulas 
in Quadratic and Cyclotomic 
Function Fields 

In this chapter we will discuss the analogues of some fascinating class num­
ber formulas which are well known in the case of quadratic and cyclotomic 
number fields. Some of these go back to the nineteenth century, e.g., the 
work of Dirichlet and Kummer. More recent contributions are associated 
with the names of Carlitz, Iwasawa, and Sinnott. We will review some of 
these results and then formulate and prove a number of analogues in the 
function field context. 

Let's begin by reviewing the class number formulas for quadratic num­
ber fields (for details, see the classical text of E. Hecke [2]). We need the 
definition of the Kronecker symbol which is a mild generalization of the 
Jacobi symbol of elementary number theory. Suppose d is an integer con­
gruent to either 0 or 1 modulo 4. If p is an odd prime, define (dip) to be 
the usual Jacobi symbol. If p = 2, define (d/2) = (dl - 2) to be 0 if dis 
even, 1 if d == 1 (mod 8), and -1 if d == 5 (mod 8). Now define (dim) for 
any non-zero integer m by multiplicativity. This new symbol is called the 
Kronecker symbol. It is useful in the theory of quadratic number fields, as 
we will see in a moment. 

Let d E Z be square-free and consider the field K = Q( Vd). The dis­
criminant of KIQ, DK, is d if d == 1 (mod 4) and 4d if d == 2 or 3 (mod 4). 
If Xd is the non-trivial character of Gal(KIQ) , then it can be shown that 
the Artin L-function L( w, Xd) is given by 
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By using the relation (K(W) = (Q(w)L(w, Xd) and comparing the residue 
of both sides at w = 1 we link up the class number of K with the value 
of L(w, Xd) at w = 1. Pursuing these ideas leads to the following theorem 
which is due to Dirichlet. 

Theorem 16.1. The class number h of the quadratic number field K = 
Q( Vd) is given by 

(a) 

if OK < -4, and by 

(b) 

if OK > 1. Here, f> 1 is the fundamental unit of K, and a varies over all 
integers between 1 and OK with ( OK / a) = -1, and b varies over all integers 
between 1 and OK with (oK/b) = 1. 

In the case that d is negative, K is called an imaginary quadratic number 
field. Part a of the theorem shows that the class number of such a field can 
always be computed in finitely many steps. It turns out that this is not 
the most efficient way to compute the class number, but the formula is 
remarkable nevertheless. 

In the case where d is positive, K is said to be a real quadratic number 
field. The Dirichlet unit theorem tells us, in this case, that the unit group 
modulo (±1) is infinite cyclic. There is precisely one unit f in K which 
is greater than 1 and projects on to a generator. This unit is called the 
fundamental unit in L. In part b of the theorem, let", be the quotient of 
the product of values of the sine-function which appears on the right hand 
side of the equation. We have 

1 
h = 2log(f) log(",) , 

from which it follows that f2h =",. This shows that", is a unit of K which 
can be explicitly constructed using special values of the sine-function. It is 
called a cyclotomic unit. It turns out to be a general phenomenon that for 
totally real abelian number fields, the class number is related to the index 
in the whole unit group of an explicitly constructed subgroup of cyclotomic 
units. 

We next consider the cyclotomic fields Km = Q((m) and their maximal 
real subfields K~ = Q((m + (~1). Let hm denote the class number of Km 
and h;;' denote the class number of K~. It can be shown that h;;'lhm so 
that hm = h;;'h;;.., where h;;.. is an integer called the relative class number. 
We will state results about both h;;' and h;;... 
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For a prime to m let (Ja E Gal(Km/Q) be the automorphism which takes 
(m to (!. This induces an isomorphism (71/m71)* ~ Gal(Km/Q). Note that 
(J-1 is complex conjugation. Any character of Gal(Km/Q) can be thought 
of, via this isomorphism, as a character on (71/m71) * . We call X an even 
character if X( -1) = 1 and an odd character if X( -1) = -1. Since -1 
corresponds to complex conjugation, we see that the even characters are in 
one-to-one correspondence with the characters of Gal(K;t;,/Q). 

For the sake of simplicity, we restrict ourselves, in the statement of the 
next two theorems, to the case where m = p, an odd prime. 

Theorem 16.2. Let h:;; be the relative class number ofQ((p). Then, 

h:;; = 2p IT -~ Lx(a)~ , ( 
p-1 ) 

x odd a=1 p 

where the product is over all odd characters of (71/p71) * . 

This beautiful result is due to Kummer. It shows that the relative class 
number can be computed in finitely many steps. It also turns out to be use­
ful in deriving divisibility results about the class number. As we shall soon 
see, it is possible to rework this formula in such a way that the calculation 
of h:;; involves nothing but elementary arithmetic in 7l. 

Recall that in Chapter 12 we showed that the elements ~::::~ are units 
• 27l'1-

m the field Kp. Assuming that Kp C C we can choose (p = ep. Then 

(~- 1 = e~(a-1) sin(7ra/p) 
(p-1 sin(7r/p) . 

The element e~(a-1) is a 2p-th root of unity and so is a unit in Kp. Thus, 
the elements 

sin(7ra/p) 
. ( / ) for a = 2,3, ... ,p - 1 

sm 7r p 

are units in Kp and, in fact, they are units in K:. Note that the units 
corresponding to a and p - a are the same. Kummer showed that the units 
corresponding to a in the interval 1 < a < ~ are independent. He actually 
showed much more. 

Theorem 16.3. Let C: be the subgroup of units in K: generated by the 
units 

sin(7ra/p) 
sin( 7r /p) 

for 1 < a < ~ . 

and by ±1. Let E: be the full unit group of K:. Then, ht = [E: : C:]. 

This result can easily be generalized to apply to Kpt, i.e., to Km where 
m is a prime power. For a proof see Lang [6] or Washington [1]. It can 
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also be generalized to arbitrary positive integers m, but this is much more 
difficult than one might expect. It was accomplished by W. Sinnott in 1978 
(see Sinnott [1]), over a hundred years after Kummer proved his result. 

We will prove the analogue of Theorem 16.3 in the case of cyclotomic 
function fields Km where m = P is a monic irreducible polynomial in IF[TJ. 
The result for prime powers was first proven in Galovich-Rosen [1 J and 
generalized to arbitrary monic polynomials m in Galovich-Rosen [2J. In 
fact, much more general versions hold in the function field case. We will 
discuss these generalizations briefly after the proof of Theorem 16.12. 

A tool which is useful both in number fields and function fields is the 
Dedekind determinant formula. This result was communicated by Dedekind 
in a letter to Frobenius in 1896. 

Theorem 16.4. Let G be a finite abelian group, 1 a lunction Irom G to 
C, and a = Hom(G,C*). Then 

(a) det [I(0'-17)J = II L x(O')/(O') . 
U,T 

:KEG uEG 

and 

(b) 

Proof. Let V be the vector space of all complex-valued functions on G. 
A basis for this vector space is given by the functions Ju(x) defined by 
Ju(O') = 1 and Ju (7) = 0 for 7 ~ 0'. The proof is straightforward. This 
shows the dimension of V over C is n := IGl. 

Another basis of V is given by {X I X E G}. The characters are linearly 
independent over C, as can easily be seen from the orthogonality relation. 
Since lal = IGI by the corollary to Proposition 15.1, it follows that the 
elements of a are a basis for V, as asserted. 

Let G act on V by defining 0'1 to be the function which takes x to l(xO'). 
This extends to an action of the group ring erGJ on V as follows: 

(L auO') 1 = L au(O'f) . 
uEG uEG 

Now, fix an element 1 E V and associate to it the group ring element 
T = L:u 1(0')0'. The idea is to look at the matrix of T with respect to the 
two bases of V we have given and then take determinants. 

First, note that O'JT = JTU-l. Thus, 

It follows that the determinant of T is the determinant of the n X n matrix 
[/(0'-17)J. 
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Secondly, note that (O'X)(x) = X(xO') = X(x)X(O') = X(O')X(x), so that 
X is an eigenvector for 0' with eigenvalue X(O'). It follows that X is an 
eigenvector for T with eigenvalue 2:0' x(O')I(O'). The determinant of T 
on V is just the product of its eigenvalues and this concludes the proof of 
part a. 

To prove part b we restrict T to the subspace Vo := {f E V I 2:O'EG 1(0') = 
a}. It is easy to see that this subspace is mapped into itself by every element 
in G and thus by every element in C[G]. We write down two bases for Vo. 
The first is {8r - 8e I 7 1= e}. The second is {X E G I X 1= Xo}. The proof 
that the first is a basis is a simple exercise. As for the second, we know that 
for X 1= Xo we have 2:0' X( 0') = O. This shows the non-trivial characters are 
in Vo. There are n -1 of them and they are linearly independent. Since the 
dimension of Vo is n - 1, we conclude that the non-trivial characters form 
a basis. 

What is the matrix of T restricted to Vo with respect to the basis {8r -

8e I 7 1= e}? From our earlier computation we see 

T(l5r - 8e ) = T8r - T8e = L(1(0'-17 ) - 1(0'-1»80' . 
O'EG 

For any 1 E V we have 0 = 2:O'EG(1(0'-17) - 1(0'-1». Multiply both sides 
of this equation on the right by 8e and subtract the result from the last 
sum in displayed equation. We find 

T(8r - 8e ) = L (1(0'- 17) - 1(0'-1»(80' - 8e ) . 

O'EG,O'#e 

This shows the determinant of T restricted to Vo is the determinant of the 
(n -1) x (n-1) matrix [1(0'-1 7 ) - 1(0'-1 )]. The proof of part b now follows 
from considering the action of T on the basis {X E G I X 1= Xo}, exactly as 
in the proof of part a. 

We remark that if 0' is replaced by 0'-1 in either determinant considered 
in the theorem, the effect is simply to permute the rows so that the deter­
minant is multiplied by ±1. Thus, det[I(0'-17)] = ±det[I(0'7)]. We will 
use this remark shortly. It is a nice exercise to determine this sign change 
in terms of the structure of the group G. 

As an illustration of the use of the Dedekind determinant formula we 
will state and prove the promised reformulation of Theorem 16.1. 

First we recall a definition from elementary number theory. Let r E ~ 
be any real number. Then there is a unique integer n E IE such that 0 :::; 
r - n < 1. We set n = [r] and r - n = (r). The latter quantity is called the 
fractional part of r. Note that if a,m E IE and m 1= 0, then (.;;;) depends 
only on the residue class of a modulo m. 

It will be convenient to write Gm = (lE/mlE)* and Gt, = Gm /(±l). 
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Let X be an odd character of (7L./p7L.) * and define the generalized Bernoulli 
number 

The reader will recognize these are the quantities that appear in the state­
ment of Theorem 16.2. Since both x(a) and (~) only depend on a modulo 
p we can rewrite this definition as 

B1,x = L x(a)(~) . 
aEGp 

In this expression substitute -a for a and use the fact that X is odd to 
derive 

Now add both expressions for B1,x and we find 

The summands are invariant under the substitution a -+ -a, so we get our 
final expression for B1,x, 

Theorem 16.5. Let h; be the relative class number ojQ((p), where pis 
an odd prime number. Then 

2p [ ab -ab ] h; = ± =! det (-) - (-) , 
2 2 P P 

where a and b are integers in the range 1 ~ a, b ~ ~. 

Proof. From Theorem 16.2 and the expression we have derived for the 
generalized Bernoulli number B1,x, we find 

2p IT ~ ( a -a ) h;=± ~ L..,.;x(a) (-)-(-) 
2 x odd G+ P P aE p 

From this, it is clear that all we have to prove is that the product in this 
expression is, up to sign, the determinant of the theorem. 
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Let w be any odd character on Gp . The set of odd characters is easily seen 
to be the same as {WX' lx' even}. Thus, the product in the last expression 
is the same as 

where we have invoked the Dedekind determinant formula as it applies to 

the group Gt and the function f(a) = w(a) ((~) _ (-pa)). 

To complete the proof, simply notice that {a E Z 11 ::; a ::; p;l} is a set 
of representatives for Gt. Also, since w is a character, w(ab) = w(a)w(b). 
Thus, the terms involving w in the determinant can be factored out to give 

.1'.=l 
the determinant of the theorem multiplied by r1a~l w(a)2. This is easily 

p+l 
seen to be (-1) -2-, and that completes the proof. 

This elegant result is was proved in Carlitz and Olson [1]. A discussion 
can also be found in Lang [6], Chapter 3. Later, we will give a function 
field analogue of Theorem 16.5. For now, we will concentrate on finding an 
analogue to Kummer's theorem, Theorem 16.3. 

Let's begin by recalling some notation and results about cyclotomic func­
tion fields. Let A = JB'[T] , k = JB'(T) , Am = the m-torsion points on the 
Carlitz module (m E A, a monic polynomial), Km = k(Am), and Om, the 
integral closure of A in Km . 

We have an isomorphism a -+ aa from (A/mA)* -+ Gm = Gal(Km/k) 
where aa is characterized by aa(.A) = Ca(A) for all A E Am. 

Let J = {a a I a E JB'*}. The fixed field of J is denoted by K;t;, and by 
analogy with Q((m)+ is called the maximal real subfield of Km. We denote 
by 0;' the integral closure of A in K;t;,. The prime 00 of k splits completely 
in K;t;,. Each prime Sfjoo of Km which lies above 00 is totally and tamely 
ramified above K;t;,. The map a -+ aa gives rise to an isomorphism: 

(A/mA)* jJ ~ G~ = Gal(K~/k) . 

Let Sm be the set of primes of K m lying over S = {oo} and S;t;, the set 
of primes of K;t;, lying over 00. We have IS;t;,1 = ISml = cf>(m)j(q - 1) and, 
by Proposition 14.8, 

In these equations, R~~ is the q-regulator of the Sm-units and R~~ is the 

q-regulator of the S;t;,-units. 
Our next goal is to give analytic formulas for the class numbers of Om 

and O;t;,. One approach would be to specialize Theorem 14.13 to the two 
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abelian extensions Km/k and K:"/k. However, that theorem involves some 
advanced material in its statement, for example the notion of the Artin 
conductor whose very definition depends on the Artin reciprocity law. We 
prefer to derive the necessary formula in the present circumstance in a 
much more elementary fashion. 

Let's reconsider the Artin L-series LA(w, X), which appeared in Chapter 
14, 

" X(D) LA(w,X) = L.. NDw . 
D 

In this sum, D varies over all effective divisors of k prime to S = {oo}. 
Recall X(D) = X((D, Km/k)) if D is prime to the conductor of X and 
X(D) = 0 otherwise (see the discussion of these points in Chapter 9). The 
effective divisors prime to 00 are in one-to-one correspondence with ideals 
in A. We make this identification. The definition of the conductor of X can 
be made very concrete in the present situation. Let Gm(X) ~ Gm be the 
kernel of X and let Km(X) be the corresponding subfield of Km. Then the 
conductor of X, or rather the part of the conductor which is prime to 00, 

is given by the ideal (mx) c A where mx is the monic divisor of m of least 
degree such that Km(X) ~ Kmx ~ Km- Since Gal(Km/Kmx) ~ Gm(X) we 
see that X can be viewed as a character on Gmx ~ (A/mxA)*. 

Each ideal D in A has a unique monic generator, say, a. It follows 
immediately from Proposition 12.10 that if D is prime to (mx ), then 
(D, Kmx/k) = aa as elements of Gmx . Thus, if we define, as we have been 
doing, x(aa) = x(a), we can rewrite the L-series as follows: 

L 
aEA 

a monic 

x(a) 
lal w . 

We have used ND = N(aA) = #(A/aA) = qdega = lal. For emphasis, 
in this equation X is being considered as a character on (A/mxA)*. From 
now on we make this convention: whenever a Dirichlet character modulo 
m occurs in an L-series, LA(w,X), we regard X as a character modulo mx. 
With this convention, the Artin L-series and the Dirichlet L-series coincide. 

Our Artin L-series (associated to Km/k with S = {oo}) have been re­
vealed to be nothing more than the Dirichlet L-series that we treated in 
some detail in Chapter 4. Proposition 4.3 shows that when X -=J xo, L(w, X) 
is a polynomial in q-W of degree at most Mx -1, where Mx = deg mx. Set­
ting u = q-W and LA(w,X) = LA(u,x) we recast the content of Proposition 
4.3 as follows: 

LA(u, X) = L x(a)udega . 
a monic 

dega<Mx 

(1) 

At this point we need to make a distinction between characters. For any 
monic polynomial m, we call a character of (A/mA)* even if x(a) = 1 for 
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all a E JF*. Otherwise, X is said to be an odd character. If we think of X 
as a Galois character on Gm , then it is even if and only if it is trivial on 
J = Gal(Km/ K~). For this reason, one sometimes calls an even character 
a real character and an odd character an imaginary character. This is all 
done by analogy with the number field case. 

Recall that the value W = 0 corresponds to the value u = 1. We will need 
the following result. 

Lemma 16.6. fix =/:- xo is an even character, we have .LA(l,X) = O. 

Proof. If X is even, a E JF*, and a E A is monic, then x( aa) = x( a). Thus, 

.LA (l,X)= I: x(a)=(q-l)-l I: x(a)=O. 
a monic 

dega<Mx 
a;iO 

dega<Mx 

The last equality is a consequence of the following facts: X is not trivial, 
x(a) = 0 if (a,mx) =/:-1, and the set {a E A I (a,mx) = 1, dega < Mx} is 
a set of representatives for the group (A/mxA)*. 

Proposition 16.7. We have 

(a) (Om(W) = (A(W) II LA(w,X) . 

(b) 

x;ixo 

(o;t;(W) = II LA(w,X)· 
x;ixo 
x even 

The first product is over all non-trivial Dirichlet characters modulo m and 
the second is over all non-trivial even Dirichlet characters modulo m. 

Proof. Both formulas are special cases of Proposition 14.11. To justify the 
second formula, note that even characters are the characters of (A/m)* /JF* ~ 
Gm/J ~ G~ = Gal(K~/k). 

It is possible to give a proof which avoids Artin L-series and just uses 
properties of Dirichlet L-series. One combines Lemma 4.4 with Proposition 
12.10 and the definition of (Om (W) to get the first equality. The second 
equality can also be done in a similar manner. This method is especially 
easy to carry out when m is irreducible. In the general case, there are 
technical difficulties introduced by having to consider conductors. 

Theorem 16.8. We have 

(a) 

(b) 

hKm = II ( I: 
X odd a monic 

dega<Mx 

x(a)) II ( I: - dega x(a)) 
X even a monic 
x;iXo deg a<Mx 

hK;t; = II ( I: -dega x(a)) 
X even a monic 
x;iXo dega<Mx 
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Proof. Recall that 

(Om(w) = II (l-NI,p-W) (Km(W) 

and 

'.PESm 

LKm(q-W) 
(Km(w) = (1 _ q-w)(l _ q1-w) , 

where LKm(U) is a polynomial whose value at U = 1 is hKm' 
Since every prime in Sm has degree 1, we have 1 - Ns,p-w = 1 - q-W for 

all I,p E Sm. So, combining the last two equations and switching to the "u" 
language, we find 

(Om (w) = (1 - u) ~~~) -1 ~~ ~~) 
By Proposition 16.7, part a, we find 

1 II-(Om (w) = 1 _ qu LA(U, X) . 
xixo 

Now, combining these last two equations and rewriting slightly, we find 

(2) 

We have used the fact that the number of non-trivial even characters 
is cJ>(m1) - 1. This is because the set of even characters are in one-to-one q-

correspondence with the characters of (A/mA)* /W*, a group with ~~) 
elements. 

We would like to just substitute u = 1 into Equation 2, but we must first 
deal with the expressions LA(u, X)/(l - u) when X is even and non-trivial. 
By Lemma 16.6, the numerator of these expressions are zero at u = 1. We 
can apply L'Hopital's rule and Equation 1, which gives an explicit formula 
for the polynomial LA ( u, X) to derive 

lim LA(u,x) =-
u-+1 1 - u 

whenever X is even and non-trivial. 

a monic 
dega<Mx 

dega x(a) , 

The proof of part a of the theorem now follows immediately by taking 
the limit as u ~ 1 in Equation 2, and using Equation 1 once again. 

The proof of part (b) follows along exactly the same lines using the 
fact that the even characters are in one to one correspondence with the 
characters of (A/mA)* /W* ~ G;t:., and the fact that IS;:;' I = ISml = ~~~). 

Before we can state and prove the main theorem of this chapter, we need 
three more preliminary results. 
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Lemma 16.9. Let m be a monic polynomial and suppose that A is a gen­
erator of Am. If b is a polynomial prime to m, then abA/A E K;t;,. 

Proof. By definition of the automorphism ab we have abA = Ob(A). In 
particular, when a E JF*, we have a",A = O",(A) = aA. Thus, 

It follows that abA/A is fixed for all elements in {a", I a E ]F*} = J, the 
Galois group of Km/ K;t;,. The result follows. 

It follows readily from the results of Chapter 12 that the elements abA/A 
are units. If m is not a prime power, then A itself is a unit. If m = pe is 
a prime power, then A generates the unique prime ideal in Om lying above 
P. It follows easily that abA is another such generator and therefore abA/A 
is a unit. Units of this type will playa key role in what follows. 

Now that we know abA/ A is a unit in O;t;, our next task is to determine 
its divisor as an element of K;t;,. In Chapter 15, using results developed in 
Chapter 12, we showed that there is a primitive m-torsion point Am E A 
and a prime l.l3oo of Km lying over 00 such that for all monics a E A with 
(a, m) = 1 and deg a < M we have 

ord".;;l'.J3oo (Am) = (q - l)(M - dega -1) - 1 . (3) 

See Proposition 15.17 and its proof. 
We need to allow a to vary somewhat more freely. For a E A with 

(a, m) = 1, define (a) to be the unique polynomial c with 0 ::; degc < M 
and a == c (mod m). Define fm(a) = (q - l)(M - deg(a) - 1) - 1. We can 
then rewrite Equation 3 as follows: 

(3') 

The advantage is that Equation 3' is valid for any a prime to m. 
The <I>(m)/(q-1) primes in Sm = {a;;ll.l3oo I a monic, dega < M, (a, m) = 

1} are all the primes in Km lying over 00. Let 1.l3~ be the prime of K;t;, 
lying below l.l3oo. Then S;t;, = {a;;ll.l3~ I a monic,dega < M,(a,m) = 1} 
are all the primes of K;t;, lying above 00. Since abAm/Am is a unit in O;t;" 
the next proposition completely determines its divisor. 

Proposition 16.10. For a, bE A monic and prime to m we have 

d ( ' /') fm(ab) - fm(a) or ".-lm+ ab/lm /1m = 
a 1"'00 q _ 1 

Proof. Using Equation 3' above, we find 

Ord".;;-l".;;l'.J3oo (Am) 
(q - l)(M - deg(ab) - 1) - 1 = fm(ab) . 
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Combining Equations 3' and 4, we find 

Finally, since O";l~oo is totally and tamely ramified over O";l~t, and 
O"bAm/ Am E K;t; by Lemma 16.9 we have 

The units O"bA/ A are similar to the cyclotomic units ~: =~ in the number 
field Q((m). We now give the general definition of cyclotomic units in the 
function field case. 

Definition. Let Vm be the subgroup of K;'" generated by the non-zero 
elements of Am and Em = Vm nO;"'. The group Em is called the group of 
cyclotomic units in Km. 

Note that constants are cyclotomic units since if a E JF* we have a = 
O"D/Am/Am. 

Lemma 16.11. If m = pt is a power of an irreducible P, then the group 
of cyclotomic units, Em, is generated by JF* and the set 

Tm = {O"bAm/Am I b monic, 0 < degb < degm, (b,m) = I} . 

Proof. We will give the proof when m = P is irreducible and leave the 
case m = pt, t > 1, as an exercise. 

Every non-zero element of Ap has the form O"aAp, where a varies over the 
non-zero polynomials of degree less that deg P. If u is a cyclotomic unit, 
then 

where the exponents na are in Z. Rewrite this equation as 

a 

Consider the fractional 0 p-ideal generated by both sides. We find, 0 p = 
(Ap )~na. Since (Ap) is a prime ideal, this implies L na = O. It remains to 
show that we can restrict our attention to a monic. 

If a is not monic, a = ab with a E JF* and b monic. Then 

The lemma now follows immediately. 

Corollary. If m = pt, every cyclotomic unit is in o;t; * . 
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Proof. It follows from Lemma 16.9 that the set Tm is contained in K;t;. 
Since the constants, IF*, are also in K;t;, the result follows. 

We remark that both the lemma and the corollary are false if m is not a 
prime power, since then Am is a cyclotomic unit and it is not in K;t;. 

Note that the set Tm has the same cardinality as the rank of 0;;". One 
might be tempted to think that it generates a subgroup of finite index. 
This is not always the case, but it is true if m = pt is a prime power. We 
will now show this and more when m = P is itself a prime. The following 
theorem is the analogue of Kummer's theorem, Theorem 16.3. 

Theorem 16.12. Let m = P be a prime. Then, the group of cyclotomic 
units, £p, is of finite index in ot* and 

Proof. We begin by specializing and reworking the analytic class number 
formula, Theorem 16.8, part b, in the case where m = P, a prime in 
A = IF[TJ. 

Since P has no monic divisors except 1 and itself, we see that any non­
trivial character X on (A/ PA)* has P for its conductor. Let d = deg P. 
Then 

hKj; = II ( L -dega x(a)) . 
x even a monic 
XoFXo deg a<d 

Recall the definition, fp(a) = (q - l)(d - deg(a) - 1) - 1. By Lemma 
16.6, we see that for X even and non-trivial, Ea monic, dega<dx(a) = O. It 
follows that 

L x(a)fp(a) = (q -1) L -dega x(a) . 
a monic 
dega<d 

a monic 
dega<d 

Thus, our formula for h K;l; can be rewritten 

1 <I>(P) II ( ~ ) hKt; = (q - 1) -q=r. ~ x(a) fp(a) 
x even a monic 
XoFXo deg a<d 

We want to apply the Dedekind determinant formula to rewrite the 
right-hand side of this equation. The group we are considering is at = 
Gal(Kt/k). If a E at, then a coincides with aa for some a representing 
an element of (A/PA)*/lF*. Define fp(a) = fp(a). It is easy to see that 
this definition is independent of the choice of a. Now, invoking Theorem 
16.4, part (b), we find 

hKj; = ±(q _1)1-~ det[fp(ab) - fp(a)J = ± det [fp(ad ~ {p(a)] . (5) 
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In this matrix, a and b vary over all monic polynomials which are distinct 
from 1 and have degree less than d = deg P. 

By Proposition 16.10, the determinant on the right-hand side is the same 
as 

det [ordO";l<:Pt (O'bAP/AP)] . 

Call the absolute value of this determinant R~~. Using this remark, Equa­

tion 5, and the fact that hK+ = ho+Rs(ql, (see Proposition 14.8), we derive 
P P p 

(6) 

It remains to show that the right-hand side of this equation is equal to 
the index of f P in at *. To do this we use the ideas that go into the proof 
of Proposition 14.3. Matters are even simpler in the present case, since all 
the primes above 00 have degree 1. 

Before proceeding, let's simplify the notation. Let U be a subgroup of 
at* and S = st. Let 8 = lSI = !~!? For each monic a with deg a < d, 
let l.:JJa = 0';1l.:JJ~. Arrange the monics of degree less than d in some order 
with 1 being the first and label the coordinates of ZS with these monies. 

Define a map, lq, from K;'" to Zs, which takes an element x to the s-tuple 
whose a-th coordinate is ord<:pJx). Let HO be the subgroup of elements in 
ZS whose coordinates sum to zero. HO is a free group of rank 8 - 1. Using 
the fact that the primes in S have degree 1, it follows that if U E U, we 
have lq(u) E HO. 

Let T = {UI, U2, ... , us-d be a set of elements in U. Consider the (s-
1) x (8 - 1) matrix: 

7 = [ord<:pa (Ui)] , 

where 1 :::; i :::; 8 - 1 and a 1= 1 varies over monies of degree less than d. 
We claim that the s-tuples {lq(uI),lq(U2), ... ,lq(us-I)} are linearly inde­
pendent over Z if and only if det 71= O. Moreover, if det 71= 0, then the 
group generated by {lq(Ul), lq(U2)'"'' lq(Us-I)} has index I det 71 in HO. 
To see this, let el E ZS be the vector whose first coordinate is 1 and all of 
whose other coordinates are O. Then, Z· = Zel EB HO and we are reduced 
to considering the 8 x s matrix whose first row is el and whose i-th row, 
for 2 :::; i :::; s, is lq(Ui-I). The determinant of this matrix is the same as 
the determinant of 7 (consider the cofactor expansion along the first row), 
which proves the assertion. 

Applying these general considerations to a set of fundamental units and 
to the generating set of cyclotomic units, we find that R~ql = [HO : lq(Of)] 

p 

and R~~ = [HO : lq (f P )]. From this and Equation 6 we find 

ho+ = [lq(Ot*) : lq(fp)] . 
p 
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If U is any subgroup of the group of units containing JF* we have an exact 
sequence (1) -t JF* -t U -t lq(U) -t (1). It follows that 

ho+ = [ot* : £p] . 
p 

Remarks. 
1. The main reason the case m = P, a prime, is so much easier than the 
general case is that all non-trivial Dirichlet characters have P as conductor. 
This makes it easy to use the Dedekind determinant formula in conjunc­
tion with the analytic class number formula. In other cases, the conductor 
depends on the character and one must take care. In the case m = pt, a 
prime power, this is relatively easy to do (see the exercises). If m is not a 
prime power, keeping track of the conductor is quite difficult and requires 
rather sophisticated technique. 

2. Theorem 16.12 first appeared in Galovich-Rosen [1]. Soon thereafter it 
was generalized to K;;;, for arbitrary m (see Galovich-Rosen [2]) by following 
the methods of Sinnott [1]. These results were generalized in stages to the 
case of arbitrary global function field k as base and with ray class fields 
taking the place of Km. See the work of Hayes [4], Shu [1], and Oukaba [1]. 
The most general case was handled by L. Yin [1]. 

We want to use Theorem 16.12 to help provide an analogue to Dirichlet's 
theorem, Theorem 16.1, part b. For simplicity we will assume m = P, a 
monic polynomial of even degree d. 

It will be useful to define M to be the set of monic polynomials of degree 
less than d. 

Lemma 16.13. Assume q = IIFI is odd and that P is a monic irreducible 
of even degree d. Then k( VP) ~ Kt. 
Proof. Recall the factorization of the Carlitz polynomial 

Cp~u) = II (u - A) . 
>'EAp 
>';60 

Comparing constant terms on both sides shows (_I)qd- 1 n A = n A = P, 
where the product is over all elements in Ap - {o}. 

The set of non-zero elements of Ap coincides with {(faAp I a =F 0, deg a < 
d}. Since every non-zero polynomial can be written uniquely as the product 
of a constant times a monic, we derive the following equation: 

The product of all the non-zero elements in a finite field is -1. Since q is 
assumed odd and d is even, q:~ll is even. It follows that P is a q - I-power 

in Kp, and so, a posteriori, a square. This shows that k( -IP) ~ Kp. 
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To show k( VP) ~ Kt, note that C P is cyclic. This shows there is a 
d 

unique quadratic extension of k inside Kp. We have just seen that qq-=-ll = 
Ictl is even. It follows that k has a quadratic extension inside Kt. By the 
uniqueness, it must be k( VP). 

We now want to define a cyclotomic unit in k( VP). Recall that (JaA/ A E 
Kt for all a not divisible by P. The Galois group Gt is isomorphic to 
(A/ P A)* /IF*. For the rest of the present discussion we are going to let a 
vary over (A/P)* /IF*. Define 

"I = II ((JaAP r(a/p) , 
aE(A/PA)*/IF* sgn(a)Ap 

(7) 

where (a/P) is the quadratic character on (A/PA)*. The factor sgn(a) , 
the leading coefficient of a, is included so that the quotient (JaA/sgn(a)A is 
independent of the class of a in (A/ PA)* /IF*. We also need to know that 
(a/ P) is an even character, i.e., that it is equal to 1 on IF*. This is true, 
since for a E IF*, 

IPI-I qd_ 1 q-I 
(a/P) = a-r- = a q-I -2- = 1 , 

because, under our assumptions, q:-=-ll is an even integer. 

Lemma 16.14. The unit "I is an element of k(VP). 

Proof. We have seen that k( VP) ~ Kt. An element (Jb E Gt is in 
Gal(Kt / k( VP)) if and only if b is a square in (A/ P A)* /IF*. Notice that 

(Jb"l = ( II ((JbaAP )_(a/p)) x ( (JbAp )2:a (a/p) 
aE(A/PA)*/IF* sgn(ab)Ap sgn(b)Ap 

The second factor is equal to 1, since La (a/ P) = O. If b is a square in 
(A/ PA)* /IF*, then (b/ P) = 1 so (a/ P) = (ba/ P). Under these conditions 
the above equation shows (Jb"l = "I, which proves the lemma. 

Theorem 16.15. Let q be odd and P be a monic irreducible polynomial 
of even degree d. Let K = k(VP) and OK the ring of integers of K (i.e., 
the integral closure of A in K). Let Poo be a prime of K lying over 00 and 
€ a fundamental unit of OK such that ordpoo (€) < O. Finally, let "I be the 
cyclotomic unit defined in Equation 7 (after an appropriate choice of Ap). 
Then 

ho = ordpoo ("I) 
K ordpoo (€) 

Moreover, €hOK = a"l for some a E IF*. 
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Proof. By Propositions 14.6 and 14.7, we know that 00 splits in K and 
that 

hK = hOK logq IElpoo = -hoKordpoo (E) . 
The last equality uses the fact that P(X) has degree 1 . 

The Artin character X of Gp ~ (A/PA)* corresponding to K/k is even 
and of order 2. The only prime of K which is ramified over k is the prime 
above P, from which it is easy to see that X(O'a) = x(a) = (P/a) for all a 
not divisible by P. By the law of quadratic reciprocity (see Theorem 3.5), 
we find 

(P/a) = (_l)deg adeg P ~sgn2(a)-degP(a/P) = (a/P) , 

since deg P is even by hypothesis. 
Using the same method of proof that led to Theorems 16.8, we can derive 

the following class number formula for hK: 

hK = L -dega x(a) = L -dega (a/P) . 
a monic 
dega<d 

a monic 
dega<d 

Recall the definition fp(a) = (q-1)(d-deg(a) -1) -1. By Lemma 16.6, 
we rewrite this formula as 

hK = (q _1)-1 L (a/P) fp(a) . 
a monic 
dega<d 

(8) 

Let '.lJ(X) be a prime of Kp lying over P(X) and let Ap be a generator of 
Ap such that ord'.l3ooAp = (q - l)(d - 1) - 1. As we have seen, such a 
generator exists and for all a not divisible by P we have ord'.l3oJO'aA) = 
fp(a). Substituting this into Equation 8 and simplifying the result gives us 

hK = (q - 1)-10rd'.l3oo (1}-1) . 

By Lemma 16.14, 1} E K. Also, '.lJ(X) is ramified over P(X) with ramification 
index q - 1. Thus, 

hK = -ordpoo (1}) . 

The first assertion of the theorem follows by combining this equation 
with hK = -hoKordpoo(E), which has already been demonstrated. 

To prove the last assertion, consider ex:= EhoK1}-1. This is a unit in OK 
and the first part of the proof shows that the ord of ex at P(X) is zero. Since 
the divisor of ex has degree zero its ord at the other infinite prime must 
also be zero. We have shown the divisor of ex is the zero divisor. Thus, ex is 
a constant. 

It may be useful to rewrite the unit 1} in a way that emphasizes the 
relationship of Theorem 16.15 to Theorem 16.1, part (b). Namely, 

1} = II O'aAP / II O'bAp. 
(a/P)=-l (b/P)=l 

a monic b monic 
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Using the analytic theory of Drinfeld modules which we sketched in 
Chapter 13 we can make the analogy even more precise. The Carlitz mod­
ule is associated to a rank 1 lattice Air and a Carlitz exponential function 
e A7i- ( u). Set ec ( u) = e A7i- ( u). In the exercises to Chapter 13 we point out 
that the set of P-torsion points for the Carlitz module which lie in C (the 
completion of the algebraic closure of k oo ) is given by 

{ec(air/P) 10 S; dega < d} U {O} . 

If we take Ap to be ec(ir/P), then (jaAP = Ca(Ap) = Ca(ec(ir/P)) = 
ec (air / P). Hence, we can rewrite TJ once more (considering it as an element 
of C) as follows: 

TJ = II ec(airIP) I II ec(birIP). 
(a/P)=-l 

a monic 
(b/P)=l 
b monic 

The relationship of this unit with the expression after the logarithm in 
Theorem 16.1, part b, is now quite striking! 

The final goal of this chapter is to produce a function field analogue of 
the Carlitz-Olsen Theorem, Theorem 16.5. We need a definition. 

Definition. The relative class number, h:;;", is defined to be hKm/hK!. 

As it stands, h:;;" is a rational number, but it is actually an integer. This 
can be shown algebraically, by showing that the mapping from the divisor 
classes of K;t". to the divisor classes of K m , induced by extension of divisors, 
is injective. It also follows from Theorem 16.8 since by parts a and b of that 
theorem and the definition of h:;;" we deduce 

h:;;" = II ( L x(a)) 
x odd a monic 

dega<Mx 

The right-hand side of this equation is an algebraic integer and the left­
hand side is a rational number. This shows h:;;" E Z. 

We will again assume m = P a monic irreducible of degree d. As before, 
the advantage of assuming m is prime is that we don't have to worry about 
conductors. The last equation simplifies to 

hp = II ( L x(a)) 
x odd a monic 

dega<d 

(9) 

To be precise, the product is over odd characters on (AlP A)*. We will 
come back to this equation shortly. 

Define t = (qd - l)/(q - 1). Then t is the size of the set M of monic 
polynomials of degree less than d. For each character 'ljJ of JF* we construct 
a txt matrix C ('ljJ) as follows: 

C('ljJ) = ['ljJ(sgn(ab))] . 



16. The Class Number Formulas 301 

More concretely, write ab = cP + r, where rEA and deg r < d. The 
element r cannot be zero since neither a nor b is divisible by P. Then, 
sgn(ab) = sgn(r) = the leading coefficient of r. 

The following theorem is the function field version of Theorem 16.5. 

Theorem 16.16. 
hp = ± II detC(¢) . 

..pEl' 

..p;6..po 

Proof. For every non-trivial character ¢ of IF* define 

h..p = II ( L x(a)) 
XIIF' =..p a monic 

dega<d 

Then Equation 9 can be rewritten 

(10) 

Fix a character ¢ on (AlP A)* whose restriction to IF* is ¢. Then every 
character with this property is of the form ¢X' where X' is an even character. 
We'll return to this in a moment. 

If ¢ is a non-trivial character on IF*, define '¢ : A -+ C by'¢(a) 
¢(sgn( (a)))-l if P f a and 0 otherwise. 

Using this definition and the previous remark we can write 

h..p = II ( L x'(a)¢(a)'¢(a)) 
X' even a monic 

dega<d 

(11) 

Of course, with a monic and deg a < d the term '¢( a) is equal to 1. So why 
is it there? The point is that the product ¢(a)'¢(a) defines a function on 
(AI PA)* since both terms depend only on the congruence class of a modulo 
P, and, in fact, it defines a function on (AlP A)* IIF* since if a E IF* and a 
is monic with deg a < d, 

¢(aa)'¢(aa) = ¢(a)¢(a)¢(a)-l = ¢(a) = ¢(a)'¢(a) . 

The upshot is that the sums in Equation 11 over all monic a with deg a < 
d can be replaced with sums over (AlP A)* IIF*. We then apply the Dedekind 
determinant formula to Equation 11 and deduce 

h..p = ±det[¢(ab)'¢(ab)] = det[¢(a)¢(b)'¢(ab)] . 

By elementary properties of the determinant we can factor out ¢(b) 
from the b-th row and ¢(a) from the a-th column. The result is that 
the determinant is multiplied by ¢(IL a)2, where the product is over all 
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a E (A/ P A)* /IF*. This product is the product of the elements of order two 
in this group and so its square is the identity. Thus, 

h,p = ±det[~(ab)] = ±det[~(sgn(ab))-l] = ±detC(~-l) . 

The proof is concluded by substituting this result into Equation 10 ~nd 
noting that ~-l runs through the non-trivial characters of IF* as ~ does. 

Theorem 16.16 is taken from Rosen [4], where other similar results are 
proven and some applications to the size of hp are given. As far as I know, 
no one has published anything generalizing Theorem 16.16 although L. Shu 
has a preprint which addresses this problem. 

There is an elaborate theory of the so-called Stickel berger ideal and its 
relation to the relative class number. We have not discussed this circle of 
ideas. The interested reader may wish to consult Iwasawa [1] and Sinnott 
[1] for the case of cyclotomic fields. The (very general) function field case 
has been dealt with in Yin [3]. In a paper which is to appear, Yin [4], gives 
a new definition of the Stickelberger ideal in the function field case which 
enables him to deal with the class number itself and not just the relative 
class number. 

Exercises 
1. Prove Lemma 16.11 in the general case. More specifically, if m = 

pt is a prime power, show that the group of cyclotomic units in 
Kpt is generated by IF* and the set {aaApt/Apt I a monic, (a,P) = 
1, dega < tdegP}. 

2. Generalize the statement of Theorem 16.12 to the case where m = pt 
is a prime power and prove it. Hint: Prove first that a character of 
Gal(Kpt/k) has conductor ps if s is the smallest power of P such 
that x(aa) = 1 for all a == 1 (mod PS). The reader may wish to 
consult the proof of the classical case. See, for example, Chapter 8 of 
Washington [1]. 

3. Let P be a monic irreducible of even degree. In the proof of Theorem 
16.15 it is claimed that 

Prove this formula. 

a monic 
dega<degP 

-dega (a/P) . 

4. There is a natural map from Cl K;!; --+ ClKm induced by extension 
of divisors. Show this map is one to one, thereby giving a neW proof 
that hK;!; divides hKm' Hint: Assume D is a divisor of K;t;, and that 
iKm/K;!;D = (0) for some 0 E K;;". Show oq-l = a E K;t;, and deduce 
K;t;,(o)/K;t;, is unramified everywhere. 
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5. Let P be a monic irreducible of degree d in !F[T]. Since Gal(Kp/k) 
is cyclic of degree qd - 1, there is a unique subfield L c Kp such 
that [L : k] = q - 1. Show that L = k( q-VP) if d is even, and 
L = k( q-V'-P) if d is odd. 

6. (Continued) Show that L ~ Kt if and only if q - 1 I d. 

7. (Continued) More generally, show [L n Kt : k] = (d, q - 1). 

8. (Continued) Let L+ = LnKt. Derive analytic class number formulas 
for hL+ and hL and show hL+ divides hL. 



17 
Average Value Theorems 
in Function Fields 

In Chapter 2 we touched upon the subject of average value theorems in 
A = IF[T]. The technique which we used goes back to Carlitz who as­
sociated certain Dirichlet series with some of the basic number-theoretic 
functions and then expressed these Dirichlet series in terms of (A (s ). The 
zeta function is so simple in the case of the polynomial ring that it was 
possible to arrive at very precise results for the average values in question. 
For example, for n E A define d( n) to be the number of monic divisors of 
n. Then we showed 

L d(n) = qN (N + 1) . 
n monic 
degn=N 

The corresponding classical result goes as follows. For nEZ, let d( n) 
denote the number of positive divisors of n. Then 

L d(n) = xlogx + (2,-1)x + O(v'x) . 
l~n~x 

The constant, is Euler's constant. 
The relation of the two results is made clearer if one recalls that the size 

of a non-zero polynomial n of degree N was defined to be Inl = qN. Setting 
x = qN, the first equation can be rewritten 

L d(n) = x logq(x) + x , 
n monic 
Inl=x 
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which makes the analogy much clearer. 
In the first part of this chapter we consider average values of the general­

izations of some elementary number-theoretic functions to global function 
fields. Everything becomes a little more complicated, as will be seen. The 
work is made a lot easier through the use of a function-field version of the 
famous Wiener-Ikehara Tauberian theorem. The proof of the function-field 
version of this theorem is relatively simple, being an application of the 
Cauchy integral formula. The idea behind this is due to Jeff Hoffstein. 

In the second part of the chapter we work over A = IF[T] once again, 
but we consider average values of a "not so elementary" number-theoretic 
function. Namely, to each non-square polynomial mEA we consider the 
order Om = A+Afo C k(fo) and its class number hm = IPic(Om)l. We 
will average these class numbers in various ways, thereby obtaining analo­
gies to two famous conjectures of Gauss. We will discuss this connection as 
well as possible variants and generalizations. 

Let K IlF be an algebraic function field with field of constants IF with 
IlFl = q. We could set aside a few prime divisors, S, the primes "at infinity," 
and work with the ring A of functions whose only poles lie in S. Our 
functions would then be defined on the ideals of A. Instead, we will work 
with functions on the semigroup of all effective divisors. Everything we do 
can be extended to the former situation without much difficulty. 

Let VK be the group of divisors of K and vi:: be the sub-semigroup of 
effective divisors. We explicitly include the zero divisor as an element of 
Vi::. Let f : Vi:: ---+ <C be a function and define 

(1) 

the Dirichlet series associated to f. 
Since the use of the variable 8 will cause no confusion in this chapter, 

we go back to using 8 for the variable instead of w. Also, when we use D 
as a summation variable, it will be assumed that the sum is over D in Vi:: 
with, perhaps, some other restrictions. 

For N ~ 0 an integer, define F(N) = Edeg D=N f(D). Equation 1 can 
be rewritten 

00 

(f(8) = L F(N)q-Ns . 
N=O 

Finally, define Zf(u) as the function for which Zf(q-S) = (f(8). Then 

00 

Zf(U) = L F(N)uN . (2) 
N=O 

In Chapter 5 we investigated the function bN(K), the number of effective 
divisors of K with degree N. We showed that if N > 2g - 2 (where 9 is the 
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genus of K) 

Definition. Let f 
defined to be 

v1:: --t <C be a function. The average value of f is 

A (f) 1· LdegD=N f(D) l' ve = 1m = 1m 
N -+00 Ldeg D=N 1 N-+oo 

provided the limit exists. 

F(N) 
bN(K) , 

This definition is certainly the right one in the current context. In many 
interesting cases, the limit doesn't exist. In that case the task is to find 
some simple formula for F(N), or a simple formula plus an error term. We 
will give a number of examples after proving the next theorem which is 
the function field version of the Wiener-Ikehara Tauberian theorem. The 
original theorem is much more difficult to prove. See Lang [5J. A little later 
we will give a function field version of greater generality. 

Before stating the theorem we have to establish a convention which will 
be used throughout the remainder of this chapter. The function q-S is easily 
seen to be periodic with period 27ri/log(q). The same therefore applies to 
all functions of q-S such as our functions (f(s). For this reason, nothing is 
lost by confining our attention to the region 

B = {s E <C I - io;;q) S; ~(s) < lo;~q)} . 

In what follows, we will always suppose that s is confined to the region 
B. This makes life a lot easier. For example, (K(S) has two simple poles, 
one at s = 1 and one at s = 0 if s is confined to B, but it has infinitely 
many poles on the lines )R( s) = 1 and )R( s) = 0 if s is not so confined. 

Theorem 17.1. Let f : V1:: --t <C be given and suppose (f (s) converges 
absolutely for )R( s) > 1 and is holomorphic on {s E B I )R( s) = I} except 
for a simple pole at s = 1 with residue a. Then, there is a <5 < 1 such that 

L f(D) = alog(q)qN + O(q6N) . 
degD=N 

If (f(S) - s~l is holomorphic in )R(s) ::::: 5', then the error term can be 
replaced with O(q61 N). 

Proof. The hypothesis implies that Z f (u) is holomorphic on the disk {u E 
<C Ilul S; q-1} with the exception of a simple pole at u = q-1 (just use the 
transformation s --t u = q- S). What is the residue of Z f ( u) at u = q-1? 
The answer is given by 

-S -1 1 () . -1) () . q - q ( ) () og q hm (u - q Zf u = hm s -1 (f s = ---a, 
u-+q-l s-+1 S - 1 q 
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Next, notice that since the circle {u Eel lui = q-l} is compact, there 
is a 8 < 1 such that Zj(u) is holomorphic on the disk {u Eel lui::; q-8} 
except for the simple pole at u = q-l. Let C be the boundary of this disk 
oriented counterclockwise and let Ce be a small disc about the origin of 
radius E < q-l. Orient Ce clockwise, and consider the integral 

_1_ 1 Zj(U) du. 
27ri fe,+e uN+! 

By the Cauchy integral formula, this equals to sum of the residues of 
Zj(u)u- N- 1 between the two circles. There is only one pole at u = q-l 

and the residue there is 

On the other hand, using the power series expansion of Z j (u) about 
u = 0, we see 

It follows that 

_1 1 Zj(U) du = -F(N) . 
27ri fe, u N +1 

F(N) = alog(q)qN + -21 . 1 z~~; du. 
7rl fe u 

Let M be the maximum value of IZj(u)1 on the circle C. The integral 
in the last formula is bounded by M q8N, which completes the proof of the 
first assertion of the theorem. 

To prove the last part, we may assume 8' < 1 since otherwise the error 
term would be the same size or bigger than the main term. If (j (s) -
a/ (s - 1) is holomorphic for ~(s) ;:::: 8', then Z j (u) is holomorphic on the 
disc {u Eel lui::; q-8'} except for a simple pole at u = q-l. In that case 
we can repeat the above proof with the role of the circle C being replaced 
by the circle C' = {u E C I lui = q-8'}. The result follows. 

We illustrate the use of this theorem by investigating the generalization 
of the question: what is the probability that a polynomial is square-free? 
In Chapter 2 we showed, after making the question more precise, that the 
answer is 1/(A(2). 

What would it mean for a divisor to be square-free? This is initially 
confusing, but only because we write the group law for divisors additively. 
A moment's reflection shows that the following to be the right definition. 
An effective divisor D is square-free if and only if ordpD is either 0 or 1 
for all prime divisors P, i.e., if and only if D is a sum of distinct prime 
divisors. 
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Proposition 17.2. Let f : vi< ---+ <C be the characteristic function of the 
square-free effective divisors. Then F(N) = LdegD=N f(D) is the number 
of square-free effective divisors of degree N. Given E > 0, we have 

F(N) - 1 hK qN + Oe(q(i+e)N) . 
- (K(2) qg-l(q - 1) 

Moreover, Ave(f) = 1/(K(2). 

Proof. Recall that for divisors 0 and D we have N(O + D) = NO ND. 
From this we calculate 

f(D) 1 ( 1) (K(S) 
(f(s) = L NDs = L NDs = II 1 + Nps = (K(2s) . 

D D square-free P 

By the function-field Riemann Hypothesis we know that all the zeros 
of (K(S) are on the line ~(s) = !. Thus 1/(K(2s) has no poles in the 
region ~(s) > ~. On the other hand, we know that in this region (K(S) is 
holomorphic except for a simple pole at s = 1. 

Choose an E > ° and set 8' = ~ + E. Then all the hypotheses of Theorem 
17.1 apply to (f(s) and we find 

F(N) = adog(q)qN + Oe(qO+e)N) , (3) 

where a is the residue of (K (S)/(K (2s) at s = 1. We have seen in Chapter 
5 that the residue of (K(S) at s = 1 is 

PK = qg-l(q _ 1) log(q) 
(4) 

It follows that a = PK /(K(2). Substituting this information into Equa­
tion 3 completes the proof of the first assertion of the proposition. 

To prove the second assertion recall that Ave(f) = limN~oo F(N)/bN(K) 
and that for all N > 2g - 2, bN(K) = hK(qN-g+l -l)/(q -1). By the first 
part of the proposition we find, for N in this range, 

F(N) 1 N-g+1 
= q + 0 ( (-i+€)N) 

bN(K) (K(2) qN-g+l - 1 € q . 

Now, simply pass to the limit as N tends to 00. 

As a second example, we generalize the function a(n), the sum of the 
divisors of n. If D is an effective divisor, what is a divisor of D ? A little 
thought leads to the following definition; 0 is a divisor of D if and only if 
D - 02': 0. D has only finitely many effective divisors in this sense and we 
define a(D) to be 

a(D) = L NO. 
O~C~D 
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The reader should not have trouble being convinced that this is a sensible 
generalization of the usual "sum of the size of divisors" function. 

The Dirichlet series (0- (s) is equal to (K (S)(K (s - 1), as can be verified 
by the following calculation: 

Proposition 17.3. Let a : Vk -+ C be the sum of norms of divisors 
function defined above. Given an f > 0, we have 

Proof. Since (o-(s) = (K(S)(K(S -1), it has a pole at s = 2, a double pole 
at s = 1, and a pole at s = o. The conditions of Theorem 17.1 do not hold! 
However, we can make progress by substituting s + 1 for s. This yields 
(o-(s + 1) = (K(S + l)(K(s). This function has a simple pole at s = 1 and 
is otherwise holomorphic on the region ~(s) > o. Choose an f > 0 and set 
8' = f in Theorem 17.1. We have (0- (s + 1) is holomorphic on the region 
~(s) ~ f except for a simple pole at s = 1 with residue (K(2)PK. 

We are all set to apply Theorem 17.1, except that we need the expansion 
of (o-(s + 1) as a power series in q-S = u. This is easy, 

(o-(s + 1) '"' a(D) = ~ ( '"' a(D)) -Ns 
~NDs+1 ~ ~ ND q 

D N=O degD=N 

It follows that 

q-N L a(D) = (K(2)PK log(q)qN + O€(q€N) . 
degD=N 

Multiply both sides of this equation by qN and use the explicit expression 
for P K given by Equation 4. This finishes the proof. 

It is amusing to carry matters a step further. Divide both sides of the 
equation in the proposition by bN(K) and use the reasoning at the end of 
the proof of Proposition 17.2. We find that the average of a(D) among all 
effective divisors of degree N is approximately (K(2)qN. 

As a final application of these methods we want to investigate the func­
tion d(D), the number of effective divisors of D. More precisely, d(D) = 
#{C E Vk 10:::; C:::; D}. 
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It is relatively easy to check that (d(S) = (K(S)2. This function has a 
double pole at s = 1 so Theorem 17.1 doesn't immediately apply. Moreover, 
it is hard to imagine any simple trick reducing us to the conditions of that 
Theorem. What is needed is a generalization. This is provided by the next 
result. 

Theorem 17.4. Let f : Vk --+ C and let (f(s) be the corresponding Dirich­
let series. Suppose this series converges absolutely in the region 1R( s) > 1 
and is holomorphic in the region {s E B I 1R( s) = I} except for a pole of 
order r at s = 1. Let a = limS-+1(S - 1r(f(s). Then, there is a 8 < 1 and 
constants C-i with 1 ::; i ::; r such that 

The sum in parenthesis is a polynomial in N of degree r - 1 with leading 
term 

log(qr N r - 1 
(r _ I)! a . 

Proof. As in the proof of Theorem 17.1, we can find a 8 < 1 such that 
Zf( u) is holomorphic on the disc {u E C Ilul ::; q-O}. We again let C be the 
boundary of this disc oriented counterclockwise and C f a small circle about 
s = 0 oriented clockwise. By the Cauchy integral theorem, the integral 

_1_ i Zf(u) du 
27ri c,+c uN+! 

is equal to the sum of the residues of the function Zf(U)u- N - 1 in the region 
between the two circles. There is only one pole in this region. It is located 
at u = q-1. To find the residue there, we expand both Zf(u) and u-N - 1 in 
Laurent series about u = q-1, multiply the results together, and pick out 
the coefficient of (u _ q-1 ) -1. 

By using the Taylor series formula or the general binomial expansion 
theorem we find 

The Laurent series for Zf(u) has the form 

00 

Zf(u) = L Ci(U - q-1)" , 
i=-r 

with C- r =1= o. 
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Multiplying these two series together and isolating the coefficient of 
(u - q-1) -1 in the result yields 

qN+1 ~ Ci(-~ -1)q-i-1 
L.J -2-1 
i=-r 

NI:r (-N -1) i q C-i. 1 q. 
2-i=1 

To get the last equality we simply transformed i to -i and redistributed 
one factor of q. 

It is easy to see that (-~-1) = (_l)k (Ntk) , so the residue can be rewrit­
ten as 

N Lr (N + i-I) ( )i -q C-i. -q . 
2-1 i=1 

As in the proof of Theorem 17.1, it now follows that 

Finally, we must prove the assertions about the term in parenthesis. First 
of all, it is c~ear th~t when k.2:: 0, (N;k) is a polynom~al in N of ~e~ree 
k, and that Its leadmg term IS k!-1 N . Thus the sum m parenthesIs IS a 
polynomial in N of degree r - 1 and its leading term is 

C- r (-qr N r - 1 . 
(r - I)! 

It remains to relate 0 = lims-+1(s - 1Y(f(s) to Cr. This relationship 
follows from the calculation 

lim (u - q-1r Zf(u) 
u-+q-l 

lim (q-8 - q_1)r (s _ 1r(f(s) = (_lOg(q))r 0 . 
8-+1 S - 1 q 

Substitute this expression for C- r into the previous expression for the 
leading term of the sum in parentheses and we arrive at 

log(qy 0 N r - 1 

(r -I)! 

for the leading term. This completes the proof. 

Corollary. With the assumptions and notation of the theorem, we have, 
as N ---+ 00, 

F(N) rv log(qy NNr - 1 
(r _1)!0 q . 

(Here, ""," means "is asymptotic to"). 
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Proof. This is immediate from the theorem. 

In order not to clutter the statement of Theorem 17.4, we did not in­
clude a refinement similar to the last part of the statement of Theorem 
17.1. However, it is easy to establish the following generalization in the 
present case. Suppose the hypotheses of Theorem 17.4 hold and that P( s) = 
L:~=1 a_i (s -1) -i is the polar part of the Laurent expansion of (f (s) about 
s = 1. If (f(s) - P(s) is holomorphic in ~(s) ;::: 8', then the error term can 
be replaced with O(q/jIN). The proof is the same as in the earlier situation. 

For general Dirichlet series there is a generalization of the Wiener-Ikehara 
Tauberian theorem, which is analogous to Theorem 17.4. It is due to H. De­
lange [1]. A statement of the theorem is given in Appendix II of N arkiewicz 
[1]. 

We now want to apply Theorem 17.4 to the divisor function d(D) on 
1)']<. 

Proposition 17.5. Let K/JF be a global function field and d(D) the divisor 
function on the effective divisors. Then, there exist constants J.LK and AK 
such that for fixed € > a we have 

L d(D) = qN (AKN + J.LK) + OE(qEN) . 
degD=N 

More explicitly, AK = hkq2-29 (q _1)-2. 

Proof. We have already seen that (d(S) = (K(s)2, a function which has a 
double pole at s = 1 and is otherwise holomorphic for ~(s) > O. Choose 
€ > O. Notice that lims-+l(S-1)2(K(S)2 = Pk. Applying Theorem 17.4 and 
the remarks given after that theorem we find there are constants AK and 
J.LK such that 

L d(D) = qN (AKN + J.LK) + OE(qEN). 
degD=N 

Applying the formula for the leading term of the polynomial in paren­
thesis given in the statement of Theorem 17.4, we find 

A - log(qt a _ log(q)2 2 _ hk 
K - (r _ 1)! - 1! PK - q29-2(q - 1)2 

This finishes the proof. 

Another interesting fact is that the average value of d(D) over the effec­
tive divisors of degree N is asymptotic to 

hK N 
q9-1(q -1) . 
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This is easy to establish on the basis of the proposition. 
We have merely touched on the fringes of a large subject. The reader who 

wishes to explore this area further should consult the book of J. Knopf­
macher [1]. We will not pursue these matters here. Instead, we turn to 
another topic in the area of average values of arithmetic functions. 

In his famous work Disquisitiones Mathematicae, C.F. Gauss considered 
at length the arithmetic of binary quadratic forms ax2 + 2bxy + cy2 defined 
over the integers Z. The discriminant of such a form is by definition D = 
4b2 -4ac (because of the restriction that the coefficient of xy be even, Gauss 
considered only even discriminants). He defined an equivalence between 
such forms and showed that equivalent forms have the same discriminant. 
Moreover, he showed that the number of equivalence classes of forms with 
the same discriminant is finite. Call that number hD. Based on extensive 
numerical evidence he made two conjectures about the average value of 
these class numbers hD . Slightly reformulated, they read as follows. 

1. Let D = -4k vary over all negative even discriminants with 1 ::; k ::; 
N. Then 

41r 3 L hD rv 21((3) N'i 
l'5.k::5.N 

2. Let D = 4k vary over all positive even discriminants such that 1 ::; 
k ::; N. Then 

The number RD in the second conjecture is closely related to the regula­
tor of the real quadratic number field Q( .JJ5). In fact, the both conjectures 
can be reformulated in terms of orders 0 in quadratic number fields where 
the class numbers h are interpreted in terms of the size of the Picard group 
of 0, Pic(O), i.e., invertible fractional ideals of 0 modulo principal ideals. 

Both of these conjectures have been proven. There is a long history. The 
interested reader can find a brief review of all this in Hoffstein-Rosen [1]. 

We will consider the function field analogue of Gauss's conjectures. As 
usual, instead of Z and Q we consider the pair A = IF[T] and k = IF(T). 
For the remainder of the chapter, we assume that the characteristic of IF is 
odd. Let mEA be any non-square polynomial, and consider the quadratic 
function field K = k(rm). Write m = momr, where mo is square-free. The 
polynomial mo is well defined up to the square of a constant. Define Om to 
be the ring A + Arm c K. It is an A-order in K, i.e., it is a ring, finitely 
generated as an A-module, and its quotient field is K. 

Proposition 17.6. With the notations introduced above, the integral clo­
sure of A in K is Omo. The ring Om is a sub ring of Omo and the polynomial 
ml is a generator of the annihilator of the A-module Omo/Om. Finally, if 
o is any A-order in K, then 0 = Om for some mEA. 



17. Average Value Theorems 315 

Proof. Since the characteristic of IF is odd, it is easy to see that Kjk is a 
Galois extension. Let a generate the Galois group. 

Clearly, K = k (rm) = k ( y'riiO). Every element in K has the form r + 
sy'riiO for suitable r, s E k. The automorphism a takes y'riiO to -y'riiO. 

Suppose r + sy'riiO is integral over A. Applying a we see that r - sy'riiO is 
also integral over A. Thus, so is the sum and product of these two elements, 
i.e. 2r and r2 - mos2 are integral over A. Since A is integrally closed, we 
have 2r E A and r2 - mos2 E A. We may divide by 2, so rEA and it 
follows that mos2 E A. Since mo is square-free, we must have sEA. We 
have proved that if r+sy'riiO is integral over A, then r+sy'riiO E A+Ay'riiO. 
The converse is clear, so our first assertion is established. 

From the definitions, Om = A + Arm = A + AmI y'riiO ~ A + Ay'riiO = 
Omo. It is then immediate that as A-modules 

which proves the second assertion. 
Let 0 be any A-order in K. One can easily show that every element of 

o is integral over A. Since 1 EO by definition, we have A c O. Since K is 
the quotient field of 0 there is an element a E 0 such that a tic A. By the 
first part of the proof we can write a = a + by'riiO with a, b E A and b =1= o. 
It follows that by'riiO E 0 with b E A - {a}. Choose ml E A - {a} to be a 
non-zero polynomial of least degree such that ml y'riiO EO. Set m = momr. 
We claim that 0 = Om. It is clear that Om ~ 0, so we must show the 
reverse inclusion. Suppose a + by'riiO E 0 with a, b E A. By the division 
algorithm in A we can write b = cml + r, where c, rEA and either r = 0 
or deg r < deg mI. Multiply this relation on the right by y'riiO and we can 
deduce that ry'riiO EO. Since ml is a non-zero polynomial of least degree 
with this property, we conclude that r = o. Thus, a = a + cml y'riiO E Om 
and we are done. 

Definition. Let mEA, m not a square, and let Om C k( rm) be the 
A-order described above. Pic(Om), the Picard group of Om, is the group 
of invertible fractional ideals of Om modulo the subgroup of principal frac­
tional ideals. The class number hm is defined to be the cardinality of this 
group (we will see shortly that hm is finite). 

If mo is square-free, then as we have just seen, Omo is the integral 
closure of A in K = k(y'riiO). In this case, Omo is a Dedekind domain, 
Pic(Omo) = Cl(Omo)' the class group of Omo' and hmo is the usual class 
number. Moreover, hmo is finite by Proposition 14.2 (take S to be the 
primes of K lying above 00). 

Before going further with this analysis, we need another definition. If 
mEA, m a non-square, define Xm(a) as follows: 
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Recall that if P is irreducible, then Xm(P) = 0 if Plm, and if P t m then 
Xm(P) = 1 if m is a square modulo P and -1 otherwise. If a is a product 
of irreducibles, one extends Xm(P) by multiplicativity; i.e., if a = TI~=l Pi, 
then Xm(a) = TI~=l Xm(pt). 

If m = momr we have Xm(a) = Xmo (a) whenever (a, m) = l. However, if 
P is an irreducible such that Plml and P t mo, then we have Xm(P) = 0, 
whereas Xmo(P) =1= o. 

Define L ( S, X m) as follows: 

L(s,Xm) = L Xm(~) = II (1- Xm):))-l 
n monic Inl Pfm I I 

Notice that if m = momr, we have 

When m is square-free, the next proposition shows that L(s, Xm) is 
closely related to the Artin L-function associated to the abelian extension 
k(rm)/k. 

Proposition 17.7. Suppose m is square-free. Consider the quadratic ex­
tension K = k( rm) of k. Let Loo(s, Xm) be 1 if 00 is ramified in K, 
(1 - q-s)-l if 00 splits in K, and (1 + q-s)-l if 00 is inert in K. Then 

is the Artin L-function associated to the unique non-trivial character of 
Gal(K/k). 

Proof. We have seen that A + Arm is the integral closure of A in K. The 
discriminant of this ring over A is 4m. Since 4 is a non-zero constant, a 
prime P of A is ramified if and only if it divides m. 

Let L(s, X) be the Artin L-function associated to the unique non-trivial 
character X of Gal(K/k). If P is a finite prime, X(P) = 0 if P is ramified 
and X(P) = X((P, K/k)) if Pis unramified. By the definition of the Artin 
symbol, (P, K / k) is e if P splits, and (J if P is inert ((J being the non-trivial 
element of the Galois group). Thus, X(P) = 1 if P splits and X(P) = -1 if 
P is inert. By the decomposition law in quadratic extensions (take I = 2 in 
Proposition 10.5), P splits in K if and only if Xm(P) = l. Thus, for finite 
primes X(P) = Xm(P). At 00 we know that 1001 = q so (1 - X(oo)q-s)-l 
is 1 if 00 is ramified, (1 - q-s)-l if 00 splits, and (1 + q-s)-l if 00 is inert. 
Thus, (1 - x(oo)lool-S)-l = Loo(s, Xm). We have shown that L(s, X) and 
Loo(s, Xm)L(s, Xm) have the same Euler factors for all primes. Thus, they 
are equal. 
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We are now in a position to state the connection between L(l, Xm) and 
class numbers. We begin with the case of m square-free. This relation is 
proven in the thesis of E. Artin (see Artin [1]). We will show, in a little 
while, how to generalize this result to the case of non-square polynomials 
m. 

If mEA, recall the definition of sgn2(m). This is 1 if the leading coeffi­
cient of m is a square in JF* and is -1 if it is not. 

Theorem 17.SA. Let mEA be a square-free polynomial of degree M. 
Then, 

1) If M is odd, L(l, Xm) = -:iL hm. vlml 

2) If M is even and sgn2(m) = -1, L(l, Xm) = 2~ hm · 

3) If M is even and sgn2(m) = 1, L(l, Xm) = ~ hmRm. 
vlml 

Here, Rm is the regulator of the ring Om. 

Proof. Set K = k( fo). From Proposition 17.7 and Proposition 14.9 we 
derive 

Multiply both sides of this equation by s - 1 and take the limit as s -t 1. 
One finds 

Simplifying, we obtain 

(5) 

Proposition 10.4 and the following remarks show that the genus, g, of K 
is Mil in case 1 and y - 1 in cases 2 and 3. 

Proposition 14.6 shows that in case 1, 00 is ramified, in case 2,00 is inert, 
and in case 3, 00 splits. By Proposition 14.7, we find hm = hK, hm = 2hK, 
and hmRm = hK in cases 1, 2, and 3, respectively. 

Let's consider case 1. We have g = Mil and Loo{1,Xm) = 1. Also, hm = 

hK. Substituting this information into Equation 5, and noting vfr7iT = q-¥ , 
we find 

This proves case 1. 

hmvq 
/CT = L(l, Xm) . 

vlml 
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To deal with case 2 we note 9 = ~ -1, L oo (l,Xm) = (1 + q-l)-l, and 
hm = 2hK. Substituting into Equation 5 once again, we find 

hm b = (1 + ~)-l L(l,Xm) . 
2 vlml q 

Case 2 of the Proposition is immediate from this. 
The last case, case 3, is done in exactly the same way. Here, 9 = ~ - 1, 

L oo (1, Xm) = (1 - q-l )-1, and hK = hmRm. Substituting into Equation 5 
one more time yields 

Case 3 follows easily, and this concludes the proof. 

Let's now return to the general case. Let m be a non-square polynomial 
and write m = momI with mo square-free. We will need the relation be­
tween hm and hmo ' While this is not a very difficult relationship to find and 
prove, it does take a rather detailed investigation which is off to the side 
of our main purpose. For this reason, we will merely state the result and 
refer to Lang [1], Chapter 8, Theorem 7, where the corresponding result for 
quadratic number fields is proven. The function field version, stated below, 
is proved in exactly the same way. For a general result (for number fields) 
along the same lines the reader may wish to look at Neukirch [1], Chapter 
1, Theorem 12.12. 

Proposition 17.9. Let mEA be a non-square and write m = momt with 
mo square-free. Then, 

Implicit in this result is that the index [O~o : O~l is finite. If 00 either 
ramifies or is inert, both groups are equal to JF* and the index is 1. If 00 

splits, then both groups have Z-rank 1 and one can show without much 
difficulty that the index is the same as the quotient of regulators Rm/ Rmo. 
We set Rm = Rmo = 1 in the first two cases. Then the relationship given 
by Proposition 17.9 can be rewritten 

(6) 

Theorem 17.8B. All the assertions of Theorem l'l.BA remain valid if 
mEA is a non-square polynomial. 
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Proof. Suppose m = mom~ with mo square-free. From the definitions, 

L(8, Xm) = L(8, Xmo) II (1 - Xmo (P)IPI-S) . 
Plml 

It follows that Equation 6 can be rewritten as 

hmRm 1 hmoRmo 1 
Jimr L(1, Xm) ~ L(1,Xmo) 

With the help of this equation, we see that Theorem 17.8B follows from 
Theorem 17.8A. 

By Theorem 17.8B, we see that the task of averaging class numbers 
reduces to the task of averaging the numbers L(1, Xm). It turns out that it 
is no harder to average L(s, Xm) for any value of 8. This is what we shall 
do. 

To begin with, notice that 

L(s,Xm) = L Xi~~) = I:( L Xm(n))q-dS. 
n monic n d=O n monic 

deg(n)=d 

Definition. For d E Z, d ~ 0, define 

Sd(Xm) = L Xm(n) 
n monic 
deg(n)=d 

Using this definition, we can rewrite L(s, Xm) as L:~o Sd(Xm)q-ds. This 
sum is actually finite as we see from the following Lemma. 

Lemma 17.10. If m ~ JF* is not a square, Sd(Xm) = 0 for d ~ M = 
deg(m). 

Proof. By the reciprocity law, Theorem 3.5, we have 

(:) (:) = (_1)-,?Mdsgn(m)d . 

Call the quantity on the right of this equation Cd. Then, we have Xm(n) = 
cd(n/m). Thus, if d ~ M, 

Sd(Xm)=Cd L (:)=0, 

by the proof of Proposition 4.3. 

n monic 
deg(n)=d 
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Corollary. If m ¢ IF· is not a square, then 

M-l 

L(s, Xm) = L Sd(Xm)q-ds , 
d=O 

a polynomial of degree at most M - 1 in q-s. 

Proof. This is immediate from the lemma and the previous remarks. 

Our goal is to understand the sums I:deg(m)=M L(s, Xm) or the same 
sums restricted to monic polynomials m of degree M. By the corollary we 
are reduced to considering the sums I:deg(m)=M Sd(Xm) where d < M. 

We will need the following definition and the subsequent proposition. 

Definition. Let M and N be non-negative integers and n a monic poly­
nomial of degree N. Define «I>n(M) to be the number of monic polynomials 
m of degree M such that gcd(n, m) = 1. Define «I>(N, M) to be the number 
of pairs (n, m) of monic polynomials such that deg(n) = N, deg(m) = M, 
and gcd(n, m) = 1. 

Note that 
L «I>n(M) = «I>(N, M) . 

n monic 
deg(n)=N 

Also, it is obvious that «I>(N, M) = «I>(M, N). 

Proposition 17.11. «1>(0, M) = qM and if M, N ~ 1, then 

«I>(N,M) = qM+N (1-~) . 
Proof. From the definition, «1>(0, M) is equal to the number of monic poly­
nomials of degree M which we know is qM. This proves the first assertion. 
To prove the second assertion, call two pairs (n, m) and (n', m') equivalent if 
gcd( n, m) = gcd( n', m'). Breaking the set {( n, m) I deg( n) = N, deg( m) = 
M} into equivalence classes and counting leads to the identity 

min(N,M) 

qN+M = L qd «I>(N - d,M - d) . 
d=O 

Suppose M, N ~ 1. The proof now proceeds by induction on the number 
M + N. The smallest value this number can have is 2, in which case the 
formula yields q2 = «1>(1,1) + q«l>(O, 0), or «1>(1,1) = q2 _ q = q2(1 _ q-l). 

Now suppose the formula is correct for all pairs N', M' ~ 1 with N' + 
M' < N + M. We may also suppose, by symmetry, that N:'5 M. Then 

N-l 

qM+N = «I>(N, M) + L qd«l>(N - d, M - d) + qN «1>(0, M - N) . 
d=l 
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For 1 ::; d ::; N -1 we have if!(N -d, M -d) = qM+N-2d(1_q-l) whereas 
by the first part of the proof, if! (0, M - N) = qM -N. Substituting into the 
above formula and simplifying slightly, 

N-l 
qM+N =if!(N,M)+qM+N Lq-d(l-q-l)+qM =if!(N,M)+qM+N-l. 

d=l 

The second assertion now follows immediately. 

This elegant proof is due to David Hayes. 
It is convenient to extend the definition of ifJ(N, M) to half integers by 

defining ifJ(NI2, M) = 0 if N is odd. 

Proposition 17.12. Suppose 1 ::; d ::; M - 1. Then 

m monic 
deg(m)=M 

deg(m)=M 

Proof. To begin with assume all sums are over monies. Then 

L Sd(Xm) = L L (:) = L L (:). 
deg(m)=M deg(m)=M deg(n)=d deg(n)=d deg(m)=M 

If n is not a square, (* In) is a non-trivial character modulo n. Thus, in 
this case, since M > deg n = d, 

L (:) = 0, 
deg(m)=M 

by the proof of Proposition 4.3. 
Now, suppose that n = nr is a square. Then (min) = (mlnl)2 = 1 

whenever gcd(m, nl) = 1 and (mlnl)2 = 0 otherwise. It follows that 

Thus 

deg(m)=M deg(nt)=d/2 

To do the general case, let a E JF* and sum over all am as m runs through 
the monies of degree M. The above calculation shows the answer is again 
equal to if!(dI2, M). It follows that if we sum over all polynomials of degree 
d the answer is (q - 1)if!(dI2, M). This completes the proof. 

We now have all the information we need to state our main results about 
averages of L-functions. We begin with the easiest case, averaging over all 
monies of fixed odd degree. 
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Theorem 17.13. Let M be odd and positive. We have, faT' all s E B with 
s ",~, 

m monic 
deg(m)=M 

FaT's = ~, we have 

m monic 
deg(m)=M 

Proof. By the corollary to Lemma 17.10, L(s, Xm) = L~~:;;1 Sd(Xm)q-ds. 
From this, Proposition 17.11 and Proposition 17.12, we find 

M-1 
L L(s,Xm) = L ( L Sd(Xm))q-dS 

m monic d=O m monic 
deg(m)=M deg(m)=M 

= qM + <1>(1, M)q-2s + <1>(2, M)q-4s + ... + <1>((M - 1)/2, M)q-(M-1)s 

The result for s = ~ follows from this by substitution. For s '" ~ we sum 
the geometric series to derive 

= 1 + (1 _~) q1-2s _ (1 _ ~) (q1-2s) Mt' (A(2s) . 
q 1 - q1-2s q 

We have used the fact that (A (s) = (1 - q1-s) -1, a fact we will use again 
almost immediately. 

A close look at the last line shows that it only remains to identify the 
sum of the first two terms with a quotient of zeta values. This follows from 
the calculation 

1+ 1-- =l+ q -q ( 1) q1-2s 1-28 -28 

q 1 - q1-2s 1 _ q1-2s 

1 _ q-28 

1 - q1-28 



Corollary 1. If 'iR( s) > ~, then 

m monic 
deg(m)=M 

as M -+ 00 through odd values. 
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Proof. This follows immediately from the theorem together with the ob­
servation that if 'iR( s) > ~ then Iql-2s I < 1. 

Corollary 2. If M is odd and positive, then 

m monic 
deg(m)=M 

Proof. We begin by substituting s = 1 into the identity given in the 
theorem. We find 

The last equality follows from (A(2) = (1- q-l)-l. 

By Theorem 17.8A and Theorem 17.8B, we see that L(1, Xm) = hm ~ = 

hmq- M;-l . Substituting this information into the last equation yields the 
result. 

We remark that in Theorem 17.13 and the corollaries we could have 
averaged over all polynomials of odd degree M instead of the monies of that 
degree and the result would be the same. This is implied by Proposition 
17.12. We leave the details to the reader. 

We are left with consideration of the two cases where deg(m) = M is 
even and the leading coefficient of m is either a square in JF* or a non­
square. These cases are complicated by the possibility of m being itself a 
square or a constant times a square. In these cases, k( fo) is either equal 
to k or is a constant field extension. We wish to exclude both possibilities. 
This can be done without much difficulty, but the calculations are more 
involved. We will be content with stating the results in these cases and 
referring the reader to Hoffstein-Rosen [1], Section 1, for the proofs. 

Theorem 17.14. Let M be even and positive. The following sums are over 
all non-square monic polynomials of degree M. 

(1) Suppose s -=I ~ or 1. Then 

q-M LL(s,Xm) = (A~~~2,:\) - (1-~) (ql-2S)~(A(2s) 
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(2) For s = 1 we have 

Corollary 1. If Re( s) > !, then as M ---+ 00 though even integers, 

Corollary 2. With the hypotheses of the theorem, we have 

Nothing mysterious happens at s = !. We leave the evaluation of these 
averages at s = ! to the exercises. 

We now state the result in the remaining case. 

Theorem 17.15. Let M be positive and even, and let 'Y E JF* be a non­
square constant. The following sum is over all non-square monic polyno­
mials of degree M. For s =I- ! we have 

q-ML:L(S,Xl'm) = 

(A (2s) (1-!) ( 1-2S)'¥(A(2s)_ -'¥ (1 +q-S _ (1-!) (ql-S)M) 
(A(2s+1) q q q l+ql-s q l+ql-s 

Corollary 1. If ~(s) > !, then as M ---+ 00 through even integers, 

Corollary 2. With the hypotheses of the theorem, we have 

There is a question that could be asked about all the occurrences of 
expressions involving the zeta function, (A(S), which occur in these last 
few theorems. After all, all these expressions are simple rational functions 
of q-S that can be written down explicitly. We have maintained the zeta 
function notation for two reasons. First, it makes the analogy with average 
value results in the number field case more striking. Secondly, consider the 
following research project. Fix a global function field k other than JF(T) as 
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base field and fix a ring of S-integers A in k. Investigate average value of 
class numbers of the integral closure of A in quadratic extensions of k. This 
would all have to be formulated more exactly, but after making everything 
precise it is fairly clear that special values of (A (s) will appear in the answer. 
In this general situation, the zeta function (A (s) is no longer as simple as in 
the rational function field case, nevertheless it will playa similar structural 
role. Thus, it seems reasonable to phrase the more elementary results in 
the way we have done it. 

We want to conclude this chapter by mentioning a number of refinements 
and generalizations of the above results on class numbers. 

The first refinement is to consider only polynomials m that are square­
free. In this case, Om is the integral closure of A = JF[T] in K = k( fo). 
Thus the class numbers hm are similar to the class numbers associated 
to quadratic number fields. In the language of binary quadratic forms, 
we would be restricting consideration to forms with fundamental discrimi­
nants. Averaging in this case is surprisingly difficult. In Hoffstein-Rosen [1], 
the task is accomplished with the help of functions defined on the meta­
plectic two-fold cover of GL(2, koo ), where koo is the completion of k at the 
prime at infinity. 

Definition. For sEC, ~(s) ;:::: ~, define 

c(s) = II (1 - 1P1-2 - 1P1-(2s+1) + 1P1-(2s+2)) . 
p 

It is easy to see the product converges uniformly and absolutely in the 
region under consideration. 

For simplicity we state the next theorem for the region ~(s) ;:::: 1. The 
full result concerns the region ~(s) ;:::: ~. 

Theorem 17.16. Let E > 0 be given and assume sEC with ~(s) ;:::: 1. 

(1) If M = 2n + 1 is odd, then 

m 

where the sum is over all square-free m such that deg(m) = M. 

(2) If M = 2n is even, then 

T1(q_l)-1(qM _qM-l)-l LL(s,Xm) = (A(2)(A(2s)c(s)+O(q-n(1-€)) , 
m 

where the sum is over all square-free m such that deg(m) = M 
and sgn2(m) = 1, or over all square-free m with deg(m) = M and 
sgn2(m) = -1. 
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The problem of working out the generalization of these results to the 
case of arbitrary global function fields as base field has been solved by B. 
Fisher and S. Friedberg. They use a new technique of "double Dirichlet 
series." Their paper should appear soon. 

Motivated by questions about rank 2 Drinfeld modules on A = IF[T] with 
complex multiplication by orders in quadratic extensions of k = IF(T), D. 
Hayes has formulated average value results about degrees of "minimal ide­
als" and j-invariants which refine Theorem 17.13. Results and conjectures 
in the case of all discriminants have been published in Hayes [7]. Using The­
orem 17.16, he and his former student, Z. Chen, have also treated the case 
of averaging over fundamental discriminants. This has not yet appeared. 

Finally, we point out that one can move beyond the consideration of 
quadratic extensions. Let l be a prime dividing q - 1. Then, IF* contains a 
primitive l-th root of unity. It follows that every cyclic extension of degree 
l of k = IF(T) is obtained by adjoining an l-th root of a polynomial in 
A. One can develop a theory of orders in such an extension and try to 
build a theory of average values of class numbers similar to what we have 
seen in the case of quadratic extensions. This was done in Rosen [3]. Even 
in the case where all discriminants are under consideration, the averaging 
process becomes more difficult. In this paper the case l = 3 is treated in 
detail. Later, in her Brown University Ph.D. thesis, G. Menochi was able 
to handle the case l = 5. The complication increases at each step. To get 
a completely general result looks out of reach without new methods. At 
this time, no one has attempted the task of averaging class numbers over 
fundamental discriminants when l > 2. 

Exercises 
1. Suppose I : Vk -t <C and that A ve(J) exists in the sense defined at 

the beginning of this Chapter. Show that 

A (I) 1· L.degD<N I(D) 
ve = 1m 

N~oo L.degD::;N 1 

2. Let D = L. a(P)P be an effective divisor of K. Let m > 0 be a 
positive integer We say that D is m-th power free if for each P, 
a(P) =I- 0 implies m t a(P). Let 1m be the characteristic function of 
the m-th power free divisors. Show Ave(Jm) = (K(m)-l. 

3. Let m > 0 be a positive integer and D an effective divisor. Define 

O'm(D) = L NCm . 
0::; c::; D 

Find an asymptotic formula for Sm(N) = L.degD=N O'm(D). 
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4. Let D = E a(P)P be an effective divisor of K. Define f.1.(D) = 1 if D 
is the zero divisor, f.1.(D) = (_l)t if D is square-free and exactly t of 
the coefficients a(P) are not zero, and f.1.(D) = 0 otherwise. For every 
fixed E > 0, show 

L f.1.(D) = O(q(!+€)N) . 
degD=N 

5. Let D be an effective divisor of K. Define dm(D) to be the number 
of m + 1-tuples of effective divisors (C1 , C2 , ••• , Cm, Cm+d such that 
L:7:i1 Ci = D. Note that d1(D) = d(D) is equal to the number of 
divisors of D. Show that (d,JS) = (K(S)m+1 and use Theorem 17.4 
to derive an asymptotic formula for D.m(N) = L:degD=N dm(D). 

6. Prove Theorems 17.14 and 17.15. 

7. In the situations of Theorem 17.14 and 17.15 find a formula for 

q-M L L(1/2, Xm) . 
m monic 
degm=M 



Appendix 

A Proof of the Function Field 
Riemann Hypothesis 

In this Appendix we will give a detailed exposition of E. Bombieri's proof 
of the Riemann Hypothesis for function fields over finite fields or, in other 
language, for curves over finite fields. For the statement, see Theorem 5.10 
of Chapter 5 or Theorem A7 below. 

For hyperelliptic curves this result was first conjectured, in the 1920s, 
by E. Artin. In the 1930s, H. Hasse made the first substantial contribution 
by proving it in the case of function fields of genus one (the case of elliptic 
curves). In the late 1940s, A. Weil found a way to prove the general result. 
In fact, he gave two proofs; one involved intersection theory on algebraic 
surfaces, the second involved l-adic representations and abelian varieties. 
Both proofs used sophisticated algebraic geometry. In fact Weil had to 
redo the foundations of algebraic geometry to provide the necessary back­
ground for his proofs. It was a surprise then when S.A. Stepanov, in the late 
1960s, found a proof, albeit in special cases, which involved nothing deeper 
than the Riemann-Roch theorem. Soon thereafter, W. Schmidt was able 
ot use Stepanov's ideas to prove the general result. Finally, E. Bombieri 
found a substantial simplification of the proof of Stepanov and Schmidt, 
see Bombieri [IJ, both for his original treatment and for references to this 
history. 

Although the proof we are about to give is extremely ingenious and 
"elementary" it has to be admitted that Weil's original method, espe­
cially the approach involving algebraic surfaces, is much more natural. 
However, this intersection-theoretic proof requires extensive background 
whereas Bombieri's proof uses nothing more than material developed in 
this book. 



330 Appendix 

It is possible to give Bombieri's proof purely in the context of function 
fields without mentioning algebraic curves. The resulting treatment is log­
ically coherent, but feels very artificial. As a compromise, we will assume 
that the reader is familiar with the beginnings of the theory of algebraic 
curves as is presented, for example, in Fulton [1], and sketch the connection 
between the algebraic-geometric language and the language we have used 
in this book. Having done that, we will switch back and forth as convenient. 

Let C be a complete, non-singular algebraic curve defined over a finite 
field JF. We assume that C is embedded in projective N-space, jplN (iF), where 
iF denotes a fixed algebraic closure of IF. Let K = IF( C) be the function 
field of Cover JF. Recall that a typical element of 1 E K is represented 
by a quotient FIG where F and G are homogeneous polynomials of the 
same degree in the ring IF[Xo, Xl"'" XN], and where G does not vanish 
identically on C. In this circumstance, G only vanishes at finitely many 
points of C, and 1 defines an actual function on the complement of this set 
to iF. K is an algebraic function field in one variable over IF and one can 
show IF is algebraically closed in K. Now, let K = iF(C). Then K = KiF = 
Un KIFn = Un Kn· 

There is a one to one correspondence between points on C(iF) and primes 
in K. If a = lao, al, ... , aN] E C(iF), let Oa be the set of elements 1 E K 
represented by FIG where G(a) =1= 0 (F and G are homogeneous polyno­
mials with coefficients in iF). This is easily seen to be a ring. Let Pa C Oa 
be the set of 1 E Oa such that l(a) = O. Then, Oa is a discrete valuation 
ring and Pais its maximal ideal. The fact that 0 a is a dvr follows from 
the assumption that every point on C, in particular a, is non-singular. One 
can show that the map a ---+ (0 a, P a) is one to one and onto map from 
C(iF) to the primes of the function field K. 

There is also a natural map from C(iF) to the primes of K. If a E C(iF), 
let Ra be the set of elements in 1 E K which are represented by FIG with 
G(a) =1= 0 where the coefficients of both F and G are in IF. Let Pa be the 
set of elements 1 E R" such that l(a) = O. Then, R" is a dvr and Po: is 
its maximal ideal. It is useful to remark that the residue class field, Ral Pa 
is generated over IF by adjoining the ratios of the coordinates of a. We call 
that field IF(a) and note that degK Pa = [JF(a) : JF]. 

The map a ---+ (Ra, Pa) from C(iF) to the set of primes of K is onto, 
but it is not one to one. In fact, we have Pa = Pa ' if and only if (J'a = a' 
for some (J' E Gal (iF IIF). An automorphism (J' operates on a point a = 

lao, al,···, aN] by (J'a = [(J'ao, (J'al, ... , (J'aN]' It follows from this that the 
number of points in C(iF) which correspond to a given prime P of K is 
equal to degK P. An important special case of this remark is that there is 
a one to one correspondence between rational points on C, i.e. C(IF), and 
primes P of K of degree 1. The number of primes of degree 1 of K was 
denoted by Nl(K) in Chapter 8. See Proposition 8.18 and also Proposition 
5.12. 

We define a rational map ¢ : jplN (iF) ---+ jplN (iF) by 



Appendix 331 

¢([xo, Xl, ... , XN]) = [xg, xi, .. ·, x'krl . 

This is called the Frobenius morphism. It has the important property that 
an element is fixed under ¢ if and only if it is in ]p>N (IF). More generally, 
an element is fixed under ¢n if and only if it is in ]p>N (IFn). Since C is 
defined over IF, C(iF) is defined by the vanishing of a set of homogeneous 
polynomials with coefficients in IF. It follows easily that ¢ maps C(iF) to 
itself and that the fixed points of this action, Cq" is equal to C(IF). More 
generally, Cq,n = C(lFn ). 

As we saw in Chapter 8, the Galois group of K I K is isomorphic to the 
Galois group of iF IIF. The latter group is generated (topologically) by 71', 
the automorphism that takes 'Y E P to 'Yq • We use the same letter 71' to 
denote the corresponding automorphism of K. We think of 71' as acting on 
the coefficients of functions. Note that ¢ and 71' have the same action on 
points of C(iF). Using this and the definitions, we find that for a E C(iF) we 
have 71'Pa = Pq,(a)' Thus, a prime P of K corresponds to a rational point 
if and only if 71'P = P. 

Our first goal is to establish, under some mild restrictions, an upper 
bound for Nl(K). We will show 

Theorem Al. Let 9 be the genus of C and suppose (9 + 1)4 < q and that 
q is an even power of the characteristic p. Then, 

Before getting to the proof of Theorem AI, we will need a number of 
preliminary results. 

We may assume that C(IF) is non-empty since otherwise the Theorem 
is vacuous. Let 0 be a rational point, i.e. an element of c(iF) , and Po 
the corresponding prime of K. For each positive integer m define Rm = 
L(mPo) = {f E K I (J) + mPo ? a}. Rm is a finite dimensional vector 
space over iF and we know a lot about this dimension via the Riemann-Roch 
theorem, Theorem 5.4. 

Proposition A2. 

1) dimRm+1 ::=; dimRm + 1. 

2) dimRm ::=;m+1. 

3) dimRm ? m - 9 + 1 with equality if m > 2g - 2. 

4) Rm 0 ¢ ~ Rmq 

5) f E Rm implies f 0 ¢ is a q-th power and (J 0 ¢) = q7l'-1(J) . 
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6) dimR~ = dimRm for e ~ O. 

7) dim Rm 0 cjJ = dim Rm. 

Proof. To prove 1, note that if I and g both have a pole of order m + 1 
at Po then I I g has order 0 at Po and thus is congruent to a constant 'Y 
mod ulo Po. It follows that I - 'Yg = g (f I g - 'Y) has a pole of order at most 
m, i.e. 1- 'Yg E Rm. 

Since Ro consists precisely of the constants, it has dimension 1. Assertion 
2 now follows from 1 and induction. 

Assertion 3 is simply Riemann's Theorem, Theorem 6.6, together with 
degf( Po = 1. 

We can deal with 4 and 5 simultaneously. Let I be represented by the 
quotient of two homogeneous polynomials with coefficients in IF. Set A = 
1l'-1 E Gal(lF IlF). We find 

(1 0,1,)( ) = F(cjJ(a)) = AF(a)q = AI( )q 
'f/ a G(cjJ(a)) AG(a)q a. 

Thus, 10 cjJ = )"P and consequently (f 0 cjJ) = qA(f) which proves 5. Also, 
if IE Rm , then so is AI since ordpJAf) = ord71'Po(f) = ordpJf). Thus, 
I 0 cjJ = Alq E Rmq which proves 4. 

The map I 4 Ipe is a quasi-linear isomorphism of Rm with R~ which 
proves 6. 

Finally, to show 7 it is enough to check that I 4 I 0 cjJ is one to one. If 
I 0 cjJ = g 0 cjJ, then Ar = Agq so AI = Ag which implies I = g (apply 1l' to 
both sides). 

If A is a subspace of Rm and B is a subspace of Rn we denote by AB 
the subspace of Rm+n generated by all the products Ig where I E A and 
g E B. 

Pr?position A3. It lpe < q, then the natural homomorphism Irom 
Rf ®iF Rm 0 cjJ to Rf (Rm 0 cjJ) is an isomorphism. 

Proof. By Proposition A2, part 1, we see that Rm has a basis {il, 12, ... , 
It} such that ordli < ordli+l for i = 1,2, ... , t - 1. Any element of the 
tensor product can be written in the form 

i=l 

where the gi are elements of Rl. If such an element is in the kernel of the 
natural homomorphism, we would have a relation of the form 

i=l 
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We will show this can't happen unless gi = 0 for all i = 1,2, ... ,t - 1 and 
that will establish the Proposition. 

Suppose some gi i= 0 and let r be the smallest such index. Then, 

Taking the order of both sides at Po and using Proposition A2, part 5, we 
see 

Thus, 

peord gr 2': _lpe + q( ord fr+l - ord fr) 2': q - lpe > 0 . 

It follows that gr has a zero at Po. Since gr E Rz it has no poles away 
from Po and a zero at Po. It follows that gr = O. This contradicts our 
assumption, and so, completes the proof. 

Corollary. If l pe < q, then dim Ri" (Rm 0 ¢) = (dim R z) ( dim Rm). 

Proof. This follows directly from the Proposition and from Proposition 
A2, part (7). 

We have now completed the preliminaries. 

Proof of Theorem Al. The idea is to produce a function with a high 
order zero at each rational point and a small number of poles. We will see 
how this works as we go along. We continue to assume that lpe < q. 

We begin by defining a IF-linear homomorphism 0 from Rj" (Rm 0 ¢) to 
Ri" Rm. Using the notation established in the proof of Proposition A3, this 
is given by 

i=l i=l 

That 0 is well defined follows immediately from Proposition A3. The dimen­
sion of the domain of 0 is greater than (l - 9 + 1) (m - 9 + 1) by Proposition 
A2, parts 6 and 7 and Riemann's theorem, part 3. Assume that l, m 2': g. 
Then, the image of 0 is contained in L((lpe + m)Po ) which has dimension 
lpe + m - 9 + 1, again using Proposition A2, part 3. Thus, 

dim ker 0 2': (l - 9 + 1) (m - 9 + 1) - (l pe + m - 9 + 1) . 

If the quantity on the right is positive, the kernel is not empty. Assume 
this and let f = L:i g( (fi 0 ¢) be a non-zero element of ker O. If 0 i= a E 
C (IF), we calculate 
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So, f must vanish at every point of C(IF) except o. Moreover, by Propo­
sition A2, part 5, and the fact that pe < q by hypothesis, we see from the 
expression for f as a sum that f is a pe_th power. Thus, 

We have used the fact that Rm 0 ¢ ~ Rmq by Proposition A2, part 4. This 
inequality yields 

N1(K) :::; 1 + I + mqp-e . 

Our proof of this inequality is subject to the conditions 

a) lpc < q . 

(b) l,m?g. 

(c) (l-g+l)(m-g+l) >lpe+ m - g +l. 

We proceed to make suitable choices for I, m, and e so that these three 
conditions are fulfilled and makes the above inequality into the one asserted 
in the statement of the Theorem. 

We are assuming that q is an even power of p, so set q = p2b and choose 
e = b. Set m = pb + 2g. We now want to choose I so that condition (c) 
holds. Simplifying that inequality slightly, we need 

or 

or 

(I - g)(m + 1 - g) > lpb 

I > ~lpb+g. 
g+ 

Let's choose I = [gpb / (g + 1) J + 9 + 1 ([ r J denotes the greatest integer less 
than or equal to r). With these choices for I and m, conditions band care 
fulfilled. 

Assuming (g + 1)4 < q we will now show that condition a is also fulfilled. 
Note that (g + 1)4 < q implies (g + 1)2 < pb which yields gpb + (g + 1)2 < 
(g + 1 )pb. Thus, 

_g_pb + 9 + 1 < pb 
g+1 

(1) 

This inequality implies I < pb, so that lpb < p2b = q which is condition c. 
Let's substitute our choices for I, m, and e into the inequality Nl (K) < 

I + 1 + mqp-e. Since, by Equation 1 we have I < pb we find 

This completes the proof of Theorem AI. 
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Having produced a good upper bound for Nl (K), we now take up the task 
of producing a suitable lower bound. The method will involve consideration 
of Galois extensions of K. 

Let L j K denote a finite, geometric, Galois extension of K with Galois 
group G. Let L = iFL and K = iFK. Since we have assumed LjK is 
geometric, it follows that Gal(Lj K) ~ Gal(Lj K) = G. We will simply 
identify G with the Galois group of Lj K. The Frobenius element 1r of 
L j L maps to the Frobenius element of K j K by restriction. We will denote 
both of these automorphisms by 1r. Note that as automorphisms of Lj K, 
1r commutes with G (use the fact that L is the composite of L and K). 

Let T denote the set of primes in K which lie above rational primes 
in K, i.e. those primes of K whose degree is equal to 1. As we have seen 
ITI = Nl (K). Also, we showed earlier that the primes in T are characterized 
by the condition 1rP = P. LetT denote the primes in L lying above those 
in T. If PET then the set of primes above P are acted upon transitively by 
G. Also, 1r maps this set into itself since 1rP = P. Thus, if \13 E '1' there is a 
a E G such that 1r$ = a$. Moreover, the element a is uniquely determined 
if $jP is unramified. Let '1" ~ '1' be the set of unramified primes in '1'. We 
have defined a map 

Definition. With the above notations, let T(a) denote the set of unrami­
fied primes \13 in '1' such that 1](\13) = a. Let N(Lj K, a) denote the number 
of elements in '1" ( a ) . 

A few observations will be useful. For each prime in T which is unram­
ified in L, there are IGI primes above it in '1'. This follows from from the 
fundamental relation elg = IGI (see Proposition 9.3) since 1= 1 because 
we a working over an algebraically closed constant field iF. Thus, 

The error term depends on the number of ramified primes in L j K but 
is independent of q. We will later vary the constant field, Le consider the 
fields Kn = IFnK, and so the 0(1) term will not matter much. 

Since '1" = UuEG '1'( a), disjoint union, we find 

L N(a,LjK) = IGIN1(K) +0(1) . (2) 
uEG 

We will need this relation shortly. 
For those readers who prefer more geometric language, L corresponds 

to a curve C defined over IF and covering C, Le. there is an epimorphism 
1/J : C --+ C. The set T corresponds to the set of rational points C(IF) on 
C and the set '1' corresponds to 1/J- 1 (C(IF). The fibers above the points in 
C(IF) are mapped into themselves by both ¢ (or 1r) and G, etc. The whole 
argument can be given in either language. 
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Proposition A4. With the above notations and definitions let 9 be the 
genus of L (which is the same as that of L) and let 0' be an element of G. 
Suppose (9 + 1)4 < q and that q is an even power of p. Then, 

Proof. The proof is almost identical with the proof of Theorem AI. One 
supposes there is at least on rational prime qJo in L and defines the vector 
spaces Rn = L(nqJo). In the proof of that Theorem we begin with defining 
a homomorphism 6 from R( (Rm 0 ¢) --+ R( Rm. We modify that to get a 
map 6u from R( (Rm 0 ¢) --+ R( (Rm 00') as follows 

i=1 1=1 

Just as before, one invokes Proposition A3 to insure this map is well defined. 
The rest of the proof goes exactly as before with the one exception. After 
assuming l ~ 9 and m ~ 9 one has to show that the image of 6u has 
dimension less than or equal to lpe + m - 9 + 1. 

If f E Rm , then f 0 0' E L(mO'-1qJo). It follows that the image of 6u is 
contained in L(lpeqJo + mO'-1qJo) which has dimension lpe + m - g + 1 by 
Riemann-Roch. 

We leave it to the reader to check the remaining details. 

Proposition A5. With the same notations as above, for all 0' E G, 

Proof. By Proposition A4, we have for each 0' E G, 

o ~ [q + 1 + (29 + 1)v0 - N1 (O', LI K)] . 

Sum over 0' and one finds 

o ~ L [ ] ~ (q + 1 + (29 + 1)v0)IGI-IGIN1(K) + 0(1) . 
uEG 

We have used Equation 2. Since each term in brackets is positive, we deduce 

From this inequality, the Proposition follows immediately. 

We are aiming to prove that N1(K) = q + O(...jii). Theorem Al assures 
us that with mild restrictions N1 (K) ~ q + O(...jii) so we must derive the 
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inequality in the other direction. Proposition A5 allows us to do this quickly 
in a special case. Suppose we can find an element x E K such that K/IF(x) 
is a finite, geometric, Galois extension. Let's apply Proposition A5 to the 
pair of field Rand IF(x) instead of Land R. Since the number of rational 
primes in IF(x) is exactly q + 1, we find q + O(y0) :::; N1(a,R/1F(x)) for 
each a E Gal(R /IF(x). Summing over a and using Equation 2 again we find 
[R : IF(x)]q + O(y0) :::; [R : 1F(x)]N1(K). Cancel [R : IF(x)] and we have 
our proof that Nl(K) = q + O(y0). 

In general, we cannot find an element x E K with all these nice proper­
ties. However, since IF is a perfect field, one can find an element x E K such 
that K/IF(x) is separable (see Lang [4], Chapter VIII, Proposition 4.1). Let 
L be the Galois closure of K/lF(x), Le., the smallest algebraic extension 
of K that is Galois over IF(x). It can happen that the constant field, IE, 
of L is larger than IF. If so replace IF(x) by IE(x) and K by IEK. Then, all 
three extensions are geometric and L/IE(x) is Galois. So, at the expense of 
making a small constant field extension, we can assume IF is the constant 
field of L to begin with. We shall see that small constant field extensions 
will not affect the overall proof. 

Theorem A6. Let K /IF be a function field of genus 9 over a finite field 
IF with q elements. Suppose q is an even power of p. Suppose further that 
there is an element x E K such that the Galois closure, L, of K/IF(x) 
is a geometric extension of IF(x). Finally, assume (g + 1)4 < q. Then, 
Nl(K) = q + O(y0). 

Proof. By Theorem A1, N1(K) :::; q + O(y0), so it remains to prove the 
opposite inequality. 

Let G = Gal(L/lF(x)) and H = Gal(L/R). Let a E G. Applying Propo­
sition A5 to the extension L/lF(x) we find 

Sum these inequalities over all elements in r E H. We obtain 

IHlq + O(y0) :::; L N1(r, L/lF(x)) . 
TEH 

We will show in a moment that if r E H, N1 (r, L/lF(x)) = N1(r, L/ R). 
Assuming this is correct, the sum in the last inequality is 

TEH TEH 

using Equation 2 one more time. 
Putting the last two relations together, we have q + O(y0) :::; Nl(K) 

which is the result we are looking for. 
It remains to prove N1(r,L/1F(x)) = N1(r,L/R) ifr E H. Let \lJ be a 

prime of L lying over a rational prime P of IF(x). If 7f\lJ = r\lJ for r E H, 
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we have to show that qJ lies over a rational prime of K. Let p lie below qJ 
in K. Then, 7rqJ = 'TqJ implies 7rp = 'TP = p. However, we have seen that 
the relation 7rp = P characterizes the rational primes of K. This completes 
the proof. 

Our final task is to show that Theorem A6 is equivalent to the Riemann 
Hypothesis for function fields over finite fields. This is relatively simple. 

Theorem A.7 (the Riemann Hypothesis for Function Fields) Let KIJF be 
a function field with finite constant field, JF, having q elements. Let (K(S) 
be the zeta function of K. All the zeros of (K(S) lie on the line !R(s) = ~. 

Proof. If we make the substitution u = q-S we have 

where 
29 

LK(U) = II (1 - 7riU) . 
i=l 

Here, 9 denotes the genus of K. As we have pointed out in many places, the 
assertion that all the zeros of (K (s) lie on the line !R( s) = ~ is equivalent 
to the assertion that all the inverse roots, 7ri, of LK(U) have absolute value 
..;q. 

We first remark that to prove the Theorem, it suffices to prove it for any 
constant field extension, Kn = JFnK, of K. This follows from Proposition 
8.16 which asserts that 

29 

LKn(u) = II(I- 7ri u ). 
i=l 

Thus, if the Riemann Hypothesis is true for Kn we would have l7ril = q~ for 
all i = 1, ... ,2g which implies, obviously, that l7ril = q! for all i = 1, ... ,2g. 
This is the Riemann Hypothesis for K. 

Let's choose n so large that (g + 1) 4 < qn. If qn is not an even power 
of p, replace n by 2n. Next, as we have seen, we may, by taking a finite 
extension JFm of JF2n , assume there is an x E Km such that Km/JFm(x) 
is separable and that the Galois closure L of Km/JFm(x) is a geometric 
extension of JFm(x). Thus, we have shown that we can find an m ;:::: 1 so 
that all the conditions of Theorem A6 are fulfilled for Km. By the last 
paragraph, to prove the Riemann Hypothesis for K we may as well assume 
all these properties hold already for KIJF. If these conditions hold for KIJF, 
they hold in any constant field extension. Theorem A6 then implies that 
N1(Kn) = qn + O(q~) for all n ;:::: l. 

We recall some facts proved in the text, namely at the end of Chapters 
5 and 8. First, N1(Kn) = Nn(K) where Nn(K) is defined by Nn(K) = 
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I:dln dad(K). The number ad(K) denotes the number of prime divisors of 
K of K-degree equal to d. Moreover, 

( ) (~ Nn(K) n) ZK u =exp ~--n-u . 

Taking the logarithmic derivative of ZK(U) and using the above identity 
yields 

Zk(u) ~ n 
U ZK(U) = ~ N1(Kn)u . 

Now write ZK( u) = TI7!1 (1-7riU)/(1-u)(1-qu) and calculate uZk( u)/ 
ZK(U) using this formula. We find 

Combining these formulas produces the following identity. 

= ~ = 
L(N1(Kn) - qn - 1)un = - L L(7riUt . 
n=l i=l n=l 

Since N1(Kn) = qn + O(q'g'), the sum on the left has radius of convergence 
at least q- ~ . The radius of convergence of the sum on the right is exactly 
the minimum over i of the quantities l7ri 1-1. Thus, l7ril :S q~ for all i. 
We know that 7ri ---+ q/Tri is a permutation of the set of inverse roots of 
LK(U) (see the remarks following Theorem 5.9 where this fact is shown to 
equivalent to the functional equation for (K(S)). It follows that l7ril = q~ 
for 1 = 1,2, ... , 2g. This is what we wanted to prove!! 
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