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PREFACE 

The present volume is the second in the author's series of 
three dealing with abstract algebra. For an understanding of 
this volume a certain familiarity with the basic concepts treated 
in Volume I: groups, rings, fields, homomorphisms, is presup­
posed. However, we have tried to make this account of linear 
algebra independent of a detailed knowledge of our first volume. 
References to specific results are given occasionally but some of 
the fundamental concepts needed have been treated again. In 
short, it is hoped that this volume can be read with complete 
understanding by any student who is mathematically sufficiently 
mature and who has a familiarity with the standard notions of 
modern algebra. 

Our point of view in the present volume is basically the abstract 
conceptual one. However, from time to time we have deviated 
somewhat from this. Occasionally formal calculational methods 
yield sharper results. Moreover, the results of linear algebra are 
not an end in themselves but are essential tools for use in other 
branches of mathematics and its applications. It is therefore 
useful to have at hand methods which are constructive and which 
can be applied in numerical problems. These methods sometimes 
necessitate a somewhat lengthier discussion but we have felt that 
their presentation is justified on the grounds indicated. A stu­
dent well versed in abstract algebra will undoubtedly observe 
short cuts. Some of these have been indicated in footnotes. 

We have included a large number of exercises in the text. 
Many of these are simple numerical illustrations of the theory. 
Others should be difficult enough to test the better students. At 
any rate a diligent study of these is essential for a thorough un­
derstanding of the text. 

vii 
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from the advice and criticism of many friends. Thanks are par­
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Chapter I 

FINITE DIMENSIONAL VECTOR SPACES 

In three-dimensional analytic geometry, vectors are defined geo­
metrically. The definition need not be recalled here. The im­
portant fact from the algebraic point of view is that a vector v 
is completely determined by its three coordinates (~, 1], n (rela­
tive to a definite coordinate system). It is customary to indi­
cate this by writing v = (~, 1], r), meaning thereby that v is the 
vector whose X-, y-, and z-coordinates are, respectively, ~, 1], and 
r. Conversely, any ordered triple of real numbers (~, 1], n de­
termines a definite vector. Thus there is a 1-1 correspondence 
between vectors in 3-space and ordered triples of real numbers. 

There are three fundamental operations on vectors in geometry: 
addition of vectors, multiplication of vectors by scalars (numbers) 
and the scalar product of vectors. Again, we need not recall the 
geometric definitions of these compositions. It will suffice for our 
purposes to describe the algebraic processes on the triples that 
correspond to these geometric operations. If v = (~, 1], r) and 
v' = (~', 1]', t), then the sum 

v + v' = (~ + ~', 1] + 1]', r + n· 
The product pv of the vector v by the real number p is the vector 

pv = (p~, P1], pr) 

and the scalar product (v, v') of v and v' is the real number 

(v, v') = ~~' + 1]1]' + n'. 
A substantial part of analytic geometry-the theory of linear 

dependence and of linear transformations-depends only on the 
1 



2 FINITE DIMENSIONAL VECTOR SPACES 

first two of these concepts. It is this part (in a generalized form) 
which constitutes the main topic of discussion in these Lectures. 
The concept of scalar product is a metric one, and this will be 
relegated to a relatively minor role in our discussion. 

The study of vectors relative to addition and multiplication 
by numbers can be generalized in two directions. First, it is not 
necessary to restrict oneself to the consideration of triples; in­
stead, one may consider n-tuples for any positive integer n. 
Second, it is not necessary to assume that the coordinates ~, 7], 

... are real numbers. To insure the validity of the theory of 
linear dependence we need suppose only that it is possible to 
perform rational operations. Thus any field can be used in place 
of the field of real numbers. It is fairly easy to go one step fur­
ther, namely, to drop the assumption of commutativity of the 
basic number system. 

\Ve therefore begin our discussion wi th a given division ring A. 
For example, A may be taken to be anyone of the following sys­
tems: 1) the field of real numbers, 2) the field of complex num­
bers, 3) the field of rational numbers, 4) the field of residues 
modulo p, or 5) the division ring of real quaternions. 

Let n be a fixed positive integer and let A (n) denote the to­
tality of n-tuples (~1, b "', ~n) with the ~i in A. We call these 
n-tuples vectors, and we call A (n) the vector space oj n-tuples over 
A. If y = (7]1, 7]2, .. " 7]n), we regard x = y if and only if ~i = 7]i 

for i = 1, 2, "', n. Following the pattern of the three-dimen­
sional real case, we introduce two compositions in A (n): addition 
of vectors and multiplication of vectors by elements of A. First, 
if x and yare arbi trary vectors, we define their sum x + y to be 
the vector 

x + y = (~1 + 7]1, ~2 + 7]2, .. " ~n + 7]n). 

As regards to multiplication by elements of A there are two possi­
bili ties: left multiplication defined by 

px = (p~1, P~2' .. " P~n) 

and right multiplication defined by 

XP = (~lP, ~2P, "', ~nP). 
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Either of these can be used. Parallel theories will result from the 
two choices. In the sequel we give preference to left multiplica­
tion. It goes without saying that all of our results may be trans­
ferred to results on right multiplication. 

The first eight chapters of this volume will be devoted to the 
study of the systems .::l (n) relative to the compositions we have 
just defined. The treatment which we shall give will be an axio­
matic one in the sense that our results will all be derived from a 
list of simple properties of the systems .::l (n) that will serve as 
axioms. These axioms define the concept of a finite dimensional 
(abstract) vector space and the systems .::l (n) are instances of such 
spaces. Moreover, as we shall see, any other instance of a finite 
dimensional vector space is essentially equivalent to one of the 
systems .::l (n). 

Thus the shift to the axiomatic point of view is not motivated 
by the desire to gain generality. Its purposes are rather to clar­
ify the discussion by focusing attention on the essential proper­
ties of our systems, and to make it easier to apply the results to 
other concrete instances. Finally, the broadening of the point 
of view leads naturally to the consideration of other, more gen­
eral, concepts which will be useful in studying vector spaces. 
The most important of these is the concept of a module which 
will be our main tool in the theory of a single linear transforma­
tion (Chapter III). In order to prepare the ground for this ap­
plication we shall consider this concept from the beginning of our 
discussion. 

The present chapter will be devoted to laying the foundations 
of the theory of vector spaces. The principal concepts that we 
shall consider are those of basis, linear dependence, subspace, 
factor space and the lattice of subspaces. 

1. Abstract vector spaces. We now list the properties of the 
compositions in .::l (n) from which the whole theory of these sys­
tems will be derived. These are as follows: 

Al (x + y) + z = x + (y + z). 

A2 x + y = y + x. 

A3 There exists an element 0 such that x + 0 = x for all x. 
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A4 For any vector x there exists a vector -x such that x + 
(-x) = 0. 

SI a(x + y) = ax + ay. 

S2 (a + (3)x = aX + {3x. 

S3 (a{3)x = a({3x). 

S4 Ix = x. 

F There exist a finite number of vectors eh e2, ... , en such 
that every vector can be written in one and only one way 
in the form ~lel + ~2e2 + ... + ~nen. 

The verifications of AI, A2, SI-S4 are immediate. We can 
prove A3 by observing that (0, 0, ... , 0) has the required prop­
erty and A4 by noting that, if x = (~h ... , ~n)' then we can 
take -x = (-~h -~n). To prove F we choose for ei, 

t 

(1) ei = (0,0, ··,,0,1,0, ",,0), t = 1,2, ···,n. 
n 

Then ~iei has ~i in its ith place, O's elsewhere. Hence L ~iei = 
1 

(h, ~2' "., ~n). Hence if x = (~h ~2' ... , ~n), then x can be 
written as the "linear combination" I~iei of the vectors ei. Also 
our relation shows that, if I~iei = Irliei, then (~h ~2' .'., ~n) = 

('TJh 'TJ2, .•. , 'TJn) so that ~i = 'TJi for i = 1, 2, ... , n. This is what 
is meant by the uniqueness assertion in F. 

The properties AI-A4 state that Ll (n) is a commutative group 
under the composition of addition. The properties SI-S4 are 
properties of the multiplication by elements of Ll and relations 
between this composition and the addition composition. Prop­
erty F is the fundamental finiteness condition. 

We shall now use these properties to define an abstract vector 
space. By this we mean a system consisting of 1) a commutative 
group ~ (composition written as +), 2) a division ring Ll, 3) a 
function defined for all the pairs (p, x), p in Ll, x in ~, having values 
px in ~ such that SI-S4 hold. In analogy with the geometric 
case of n-tuples we call the elements of ~ vectors and the elements 
of Ll scalars. In our discussion the emphasis will usually be placed 
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on~. For this reason we shall also refer to ~ somewhat inex­
actly as a "vector space over the division ring .:l." (Strictly 
speaking ~ is only the group part of the vector space.) If F holds 
in addition to the other assumptions, then we say that ~ is finite 
dimensional, or that ~ possesses a finite basis over .:l. 

The system consisting of .:l (n), .:l, and the multiplication px de­
fined above is an example of a finite dimensional vector space. 
We shall describe next a situation in the theory of rings which 
gives rise to vector spaces. Let ~ be an arbitrary ring with an 
identity element 1 and suppose that ~ contains a division sub­
ring .:l that contains 1. For the product px, p in .:l, and x in ~ 
we take the ring product px. Then S1-S3 are consequences of 
the distributive and associative laws of multiplication, and S4 
holds since the identity element of .:l is the identity of~. Hence 
the additive group ~, the division ring .:l and the multiplication 
px constitute a vector space. This space mayor may not be 
finite dimensional. For example, if ~ is the field of complex 
numbers and .:l is the subfield of real numbers, then ~ is finite 
dimensional; for any complex number can be written in one and 

only one way as ~ + 7]V -1 in terms of the "vectors" 1, v=I. 
Another example of this type is ~ = .:l[A], the polynomial ring 
in the transcendental element (indeterminate) A with coefficients 
in the division ring.:l. We shall see that this vector space is not 
finite dimensional (see Exercise 1, p. 13). Similarly we can re­
gard the polynomial ring .:l[At, A2, ... , AT] where the Ai are alge­
braically independent (independent indeterminates) as a vector 
space over .:l. 

Other examples of vector spaces can be obtained as subspaces 
of the spaces defined thus far. Let ~ be any vector space over 
.:l and let 0 be a subset of ~ that is a subgroup and that is closed 
under multiplication by elements of.:l. By this we mean that if 
y e ~ and p is arbitrary in .:l then py e~. Then it is clear that 
the trio consisting of 0, .:l and the multiplication py is a vector 
space; for, since S1-S4 hold in ~, it is obvious that they hold 
also in the subset 0. We call this a subspace of the given vector 
space, and also we shall call ~ a subspace of~. As an example, 
let ~ = MA] and let 0 be the subset of polynomials of degree 
<no It is immediate that 0 is a subspace. Moreover, it is 
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finite dimensional since any polynomial of degree <n can be ex­
pressed in one and only one way as a linear combination of the 
polynomials 1, A, "', An-I. 

EXERCISE 

1. Show that the totality @) of homogeneous quadratic polynomials 
L aiiXiXi, aii in ~, is a finite dimensional subspace of ~[Xh X2]. 
i 1i=i 

2. Right vector spaces. As we have pointed out at the begin­
ning the system ~ (n) of n-tuples can also be studied relative to 
addition and to right multiplication by scalars. This leads us to 
define the concept of a right vector space. By this we mean a 
system consisting of a commutative group )R', a division ring ~ 
and a function of pairs (p, x'), p in ~, x' in )R', having values x' p 

in )R' and sa tisfying: 

S'I 

S'2 

S'3 

S'4 

(x' + y')a = x'a + y'a. 

x'(a + (3) = x'a + x'{3. 

x'(a{3) = (x'a){3. 

x'l = x' for all x' in )R'. 

Obviously the theory based on this definition will parallel that 
of left vector spaces. It should be noted, however, that a right 
space over ~ cannot be regarded as a left space over ~ if this 
division ring is not commutative. For if we write ax' for x' a, 
then we have by S'3 

(a{3)x' = x'(a{3) = (x'a){3 = (3(ax'). 

Hence S3: ({3a)x' = (3(ax') holds only if 

[(a{3) - ({3a)]x' = 0 

for all x'. This together with S4 implies that a{3 = {3a for all a, {3. 
On the other hand, let ~' be a division ring anti-isomorphic to 

~ and let a ~ a' be any anti-isomorphism of ~ onto ~'. Then 
if )R' is a right vector space over ~, )R' may be considered a left 
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vector space over 11'. This can be done by defining c/ x' to be 
x'a. Then 

(a'f3')x' = (f3a)'x' = :JC'(f3a) = (x'f3)a = (f3'x')a = a'(f3'x'), 

so that S3 is now satisfied. The verification of the other rules is 
also immediate. 

3. o-modules. Before embarking on the systematic study of 
finite dimensional vector spaces we shall consider briefly the gen­
eralization to modules which will be very useful later on. This 
generalization is obtained by replacing in our definition the divi­
sion ring 11 by any ring 0 that has an identity. Thus we define a 
(left) o-module to be a system consisting of a commutative group 
lR, a ring 0 with an identity and a function of pairs (p, x), p in 0 

and x in lR with values px in lR satisfying Sl-S4. * It is evident 
from our definitions that a vector space is simply a l1-module 
where 11 is a division ring. 

Besides the special case of a vector space we note the following 
important instance of an o-module: Let lR be any commutative 
group written additively and let 0 be the ring of integers. If 
x e lR and a e 0, we define 

ax = jx + x + ... + x, a times if a > 0 
o if a = 0 

-(x + x + ... + x), -a times if a < o. 
Then Sl-S4 are the well-known laws of multiples in lR. 

We note also that any ring with an identity 0 can be regarded 
as an o-module. As the group part lR we take the additive group 
of 0 and we define ax for a in 0 and x in lR to be the ring product. 
Properties Sl-S4 are immediate consequences of the associative, 
distributive and identity laws for multiplication. 

As in the case of vector spaces a subset ~ of a module lR de­
termines a submodule if ~ is a subgroup of lR that is closed rela­
tive to the multiplication by arbitrary elements of o. Now let 

* This definition is a slight departure from the usual one in which 0 need not have an 
identity and only S1-S3 are assumed. We make this change here since we shall be in­
terested only in rings with identities in this volume. Right O-modules are obtained in the 
obvious way by replacing 51-54 by S'1-S'4. 
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S = (Xa) be an arbitrary subset of ~ and let [S] denote the to­
tali ty of sums of the form 

(2) 

where the ~i are arbitrary in 0 and the Xa; are arbitrary in S. We 
assert that [S] is a submodule. Clearly [S] is closed under addi­
tion and under multiplication by elements of o. Also it is easy 
to see (Exercise 1, below) that Ox = 0 and (-~)x = -~x hold 
in any module, and these imply that [S] contains 0 and the nega­
tive of any element in [S]. Hence [S] is a submodule of~. We 
note also that [S] contains the elements Xa = 1xa of S and that 
[S] is contained in every submodule of ~ that contains S. Be­
cause of these properties we shall say that [S] is the submodule 
generated by the set S. 

If [S] = ~, then the set S is said to be a set of generators for 
~. If ~ = [el) e2, ... , en] for some finite set S = (el) e2, ... , en), 
then we say that ~ is finitely generated. If there exists a set of 
generators S such that every x can be written in one and only 
one way in the form 1;~iea" ea, in S, then ~ is called afree module 
and the set S is called a basis. Thus condition F states that a 
finite dimensional vector space is a free .d-module with a finite 
basis. 

It is easy to construct, for any n, a free o-module with n base 
elements. The construction is the same as that of .d(n). We let 
o(n) denote the totality of n-tuples (~l) ~2' •.• , ~n) with compo­
nents ~i in o. Addition and multiplication by elements of 0 are 
defined as before. If the ei are defined by (1), it can be seen as 
in the case of .d (n) that these elements serve as a basis for o(n). 

We consider now the fundamental concept of equivalence for 
o-modules. Let ~ and lR be two o-modules defined with respect 
to the same ring o. We shall say that ~ and lR are o-isomorphic 
or simply equivalent if there is a 1-1 correspondence, x ~ x of 
~ onto lR such that 

(3) x + y = x + j, aX = aX. 

Thus x ~ X is an isomorphism between the groups ~ and lR 
satisfying aX = aX for all a and x. Such a mapping will be called 
an o-isomorphism or an equivalence. 
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If x = ~aiei, then by (3) x = ~aiei = ~aiei = ~aih Hence 
if the elements ei are generators for m, then the corresponding 
elements ei are generators for m. If ~aiei = ~{3iei, then ~aiei = 

~{3iei' It follows from this that, if m is a free module with basis 
ei, then m is free with basis h These remarks illustrate the gen­
eral principle that equivalent modules have the same properties, 
and need not be distinguished in our discussion. 

Suppose now that m and m are two free o-modules and sup­
pose that both of these modules have bases of n elements. Let 
the basis for m be e1, e2, "', en and that for m be e1, e2, "', en. 
Then if x is any element of m, we write x = ~~iei, and we asso­
ciate with this element the element x = ~~iei of m. Since the ei 
and the ei are bases, this correspondence is 1-1 of m onto m. 
Moreover, ify = ~1liei, theny = ~'I1iei while x + y = ~(~i + 'I1i)ei 
and 

x + y = ~(~i + 'I1i)ei = ~~iei + ~1liei = x + y. 
Also 

ax = ~(a~i)ei = ~~iei = aX. 

Hence m' and m are equivalent. This proves the following 

Theorem 1. Any two free O-modules which have bases of n ele­
ments are equivalent. 

In particular we see that any finite dimensional vector space 
with a basis of n elements is equivalent to the space Ll (n) of n­
tuples. This substantiates the assertion made before that the 
study of finite dimensional vector spaces is equivalent to the 
study of the concrete systems Ll (n). * 

EXERCISES 

1. Prove the following rules for any o-module: I) aO = 0, 2} a( -x} = -ax, 
3} Ox = 0, 4} (-a}x = -ax. 

2. Show that any subset of an o-module which is closed relative to addition 
and to multiplication by elements of 0 is a submodule. 

3. If m is a vector space, then ax = 0 only if a = 0 or x = o. 

4. Linear dependence. From now on, unless otherwise stated, 
m will be a finite dimensional vector space over Ll with basis e1, 

• A fuller account of the theory of modules can be found in Chapter VI of Volume I of 
these Lectures. However, the present discussion should be adequate for our purposes. 
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e2, ... , en. It is easy to see that this basis is not uniquely de­
termined. For example, the set el + e2, e2, ea, ... , en is a second 
basis and, if a ~ 0, the set ael> e2, ... , en is also a basis. A fun­
damental theorem we shall prove in the next section is that the 
number of vectors in any basis is the same. Hence the number n, 
which we shall call the dimensionality of lR over .1, is an invariant. 
As a necessary preliminary to the proof of this theorem we in­
vestigate now the fundamental concept of linear dependence of 
vectors. 

We say that a vector x is linearly dependent on a set of vectors 
m 

8 if x e [8]. This is equivalent to saying that x = L: ~iXi for 
I 

suitable ~i in .1 and suitable Xi in 8. This proves the first of the 
following obvious properties of linear dependence: 1) If x is lin­
early dependent on a set 8, then x is linearly dependent on a 
finite subset of 8; 2) x is linearly dependent on the set 8 = (x); 
3) if x is linearly dependent on 8 and T is a set containing 8, 
then x is linearly dependent on T; 4) if x is linearly dependent on 
8 and if every Xa e 8 is linearly dependent on the set T, then x is 
linearly dependent on T. 

The vectors Xl> X2, ... , Xm are linearly dependent if there exist 
{3i not all 0 in .1 such that {3IXI + {32X2 + ... + {3mxm = o. Since 
{3x = 0 if and only if either {3 = 0 or x = 0, a set consisting of a 
single vector x is linearly dependent if and only if x = o. If 
m > 0 and the Xi are linearly dependent, then we can suppose 
that, say, 13m ~ o. Then 

m-I 

Xm = -13m -I L: {3jXj = ~(-{3m -I) {3jXj 
1 

so that Xm is linearly dependent on (Xl> X2, ... , Xm_I). Con-
versely if Xm is linearly dependent on (Xl' X2, ... , Xm_I), then 
the vectors Xl> X2, ... , Xm are linearly dependent. Thus a set of 
more than one vector is a linearly dependent set if and only if 
one of the vectors in the set is linearly dependent on the remain­
ing ones. If r ~ m and Xl> ... , Xr is a dependent set, then so is 

r m 

Xl> ... , Xm; for if L: {3iXi = 0, then L: {3jXj = 0 if we take {3r+1 
I I 

= ... = 13m = O. 
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If xl> "', xm are not linearly dependent, then these vectors 
are said to be linearly independent. The last property noted for 
dependent sets may also be stated in the following way: Any 
non-vacuous subset of a linearly independent set is a linearly in­
dependent set. In particular, every vector in a linearly independ­
ent set must be ~ O. 

The following property will be used a number of times. Hence 
we state it formally as 

Lemma 1. Ij XI, X2, ... , Xm are linearly independent and Xl> X2, 
.. " Xm , Xm+l are linearly dependent, then Xm+l is linearly depend­
ent on XI, "', xm. 

Proof. We have f3IXI + f32X2 + ... + f3mxm + f3m+IXm+1 = 0 
where some f3k ~ O. If f3m+1 = 0, this implies that XI, "', Xm 
are linearly dependent contrary to assumption. Hence f3m+1 ~ O. 
We may therefore solve for Xm+l obtaining an expression for it 
in terms of XI, .. " x m • 

We shall also require the following 

Lemma 2. Let XI, X2, "', Xm be a set oj m > 1 vectors and de­
fine x/ = xijor i = 1, 2, .. " m - 1 and xm' = Xm + PXI' Then 
the Xi are linearly independent if and only if the x/ are linearly in­
dependent. 

Proof. Suppose that the Xi are linearly independent and let f3i 
be elements of Ll suc:h that };f3iX/ = O. Then 

f3IXI + f32X2 + ... + f3m-Ixm-1 + f3m(xm + pXI) = 0 

so that 
(f31 + f3mP)XI + f32 X2 + ... + f3mxm = O. 

Hence f31 + f3mP = f32 = ... = f3m = 0, and this implies that all 
the f3i = O. This proves that the x/ are linearly independent. 
Now Xi = x/ for i = 1,2, "', m - 1 andxm = xm' - PXI'; hence 
the relation between the two sets of vectors is a symmetric one. 
We can conclude therefore that if the x/ are linearly independ­
ent, then so are the Xi. 

Evidently we can generalize this lemma to prove that the two 
sets XI, X2, "', Xm and Xl" X2', "', xm' where Xl' = Xl and x/ 
= Xj + PjXI, j = 2, .. " m are either both dependent or both in-
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dependent; for we can obtain the second set from the first by a 
sequence of replacements of the type given in Lemma 2. 

We come now to one of the fundamental results of the theory 
of vector spaces. 

Theorem 2. If ~ has a basis of n vectors, then any n + 1 vec­
tors in ~ are linearly dependent. 

Proof. We prove the theorem by induction on n. Let el) e2, 
•• " en be a basis and let Xl) X2, "', Xn+l be vectors in~. The 
theorem is clear for n = 1; for, in this case, Xl = aIel) X2 = a2el 

and either Xl = 0 or X2 = a2al-lxl' We assume now that the 
result has already been established for spaces that have bases of 
n - 1 vectors. Suppose that the vectors Xl) X2, "', Xn+l are 
linearly independent and let 

Xl = aUel + al2e2 + ... + alnen 

(4) 
X2 = a2lel + a22e2 + ... + a2nen 

Xn+l = an+l,lel + a n +1,2e2 + ... + a n +l,nen 

be the expressions for the x's in terms of the basis. Now we may 
assume Xl :P O. Hence we can suppose that one of the ali, say 
al n , is :P O. Then the set Xl" X2', "', Xn+l' where Xl' = Xl and 
x/ = Xi - ainaln -IXl) j > 1, is a linearly independent set. It 
follows that the vectors X2', xa', "', Xn+l' are linearly independ­
ent. But by (4) these x/ do not involve en, that is, x/ e @3 == 
[el) e2, .. " en-d. Since the ei, i ~ n - 1, form a basis for @3, 

this contradicts the fact that the theorem holds for n - 1, and 
the proof is complete. 

Remarks. 1) Since any non-vacuous subset of a linearly inde­
pendent set of vectors is a linearly independent set, Theorem 2 
evidently implies that any r > n vectors in a space with a basis 
of n vectors are linearly dependent. 

2) Let S be a set of vectors and let Xl) X2, "', Xr be linearly 
independent vectors in S. Either every set (Xl) X2, "', X r, x), 
X in S, is linearly dependent or there exists an Xr+l e S such that 
(XI, X2, "', Xr+l) is independent. Similarly either every set 
(Xl) X2, "', Xr+l) x), x in S, is dependent or there is an X r +2 in S 
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such that (Xl, X2, ••• , x r +2) is independent. After a finite num­
ber of steps we obtain (Xl, X2, ••• , X m ), Xi in S, a linearly inde­
pendent subset of S such that any larger subset of S is linearly 
dependent. Thus any linearly independent subset of a set of 
vectors S can be imbedded in a maximal linearly independent 
subset of S. 

3) The method of proof of Theorem 2 can be used to test a 
given finite set Xl> X2, ••• , Xm for linear dependence. If Xl = 0 
the set is certainly dependent. Otherwise, we can replace this 
set by Xl> X2', .•• , xm' where Xl involves, say en, but the x/ do 
not, and such that the second set is linearly independent if and 
only if the original set is linearly independent. Now it is easy 
to see that since Xl involves en while the x/ do not, then Xl> X2', 

... , xm' is linearly independent if and only if X2', X3" ••• , xm' is 
linearly independent. This reduces the problem to one of test­
ing m - 1 vectors in a space with a basis of n - 1 vectors. 

EXERCISES 

1. Prove that the vector space fl[A] of polynomials in },. is infinite dimensional. 
2. Test for linear dependence: 

(a) (2, -5,2, -3), (-1, -3,3, -1), (1, 1, -1,0), (-1, 1,0,1) 
(b) (2, -3,0,4), (6, -7, -4,10), (0, -1,2,1) 
(c) (1, 1, 1, 1), (1,2,3,4), (1,4,9,16), (1, 8, 27, 64). 

n 

3. Show that the vectors Xi = L Oliici, i = 1,2, ... , m, are linearly dependent 
j=l 

if and only if the system of equations 

hOlll + ~2Oi21 + ... + ~mOlm1 = 0 

(5) 
~10l12 + ~2Oi22 + ... + ~mOlm2 = 0 

h0l1n + ~20l2n + ... + ~mOlmn = 0 

has a non-trivial solution (h, ~2, ... , ~m) = (/31, fJ2, ... , 13m) ~ (0,0, .. ·,0). 
Use this to prove that any system (5) whose coefficients Olii are in a division ring 
fl has a non-trivial solution in fl, provided the number m of unknowns exceeds 
the number n of equations. 

(A similar result can be proved for "right-handed" systems 2:Olii~i = 0 by 
using right vector spaces.) 

5. Invariance of dimensionality. A set of vectors (f) has been 
called a set of generators for m if every X can be expressed in the 
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form ~~di for suitable ji in (j) and suitable ~i in Ll. If e1> e2, 
· .. , en is a basis, these elements are, of course, generators. More­
over, they are linearly independent; for if ~(3iei = 0, then 

Hence by the uniqueness of the representation, each (3i = o. 
Conversely, any finite set of generators j1> h, ... , j m which are 
linearly independent form a basis. Thus if ~~Ji = ~'T/Ji' then 
~(~i - 'T/i)ji = o. Hence ~i - 'T/i = 0 and ~i = 'T/i for i = 1, 2, 
· .. , m. It follows from Theorem 2 that the number m of vec­
tors in any basis j1> j2, ... , j m does not exceed n. By reversing 
the roles of the e's and thej's, we obtain n :::; m. Hence m = n. 
This proves the following fundamental 

Theorem 3. Any basis oj lR contains n vectors. 

The number n of elements in a basis is therefore uniquely de­
termined. We shall call this number the dimensionality of lR 
over Ll. 

We have seen that if lR and m are equivalent free o-modules, 
then any basis e1> e2, ... , en for lR yields a basis e1> e2, ... , en 
for m. It follows that equivalent vector spaces have the same 
dimensionality. In particular we see that the spaces Ll (m) and 
Ll(n) are not equivalent if m ~ n. 

We prove next the following 

Theorem 4. Ij j1> j2, ... , jT are linearly independent, then we 
can supplement these vectors with n - r vectors chosen jrom a basis 
e1> e2, ... , en to obtain a basis. 

Proof. We consider the set (j1> h, ... , jT; e1> e2, ... , en), and 
we choose in this set a maximum linearly independent set (j1> 
j2, ... , jT; ei" ei2' ... , eiJ including the ji. If we add any of the 
e's to this set, we obtain a dependent set. Hence by Lemma 1 
of § 4 every ei is linearly dependent on the set (iI, ... , jT; ei" 

· .. , eio). Hence any x is dependent on this set, and the set is a 
basis. 

The number h of e's that are added is, of course, n - r. In 
particular we see that, if r = n, then the ji constitute a basis. 
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Suppose next that the vectors jh j2, ... , jm are generators. 
We select from this set a maximal linearly independent subset, 
and we assume that the notation has been chosen so that jh j2, 
... , jr is such a subset. Then for any i, Uh j2, ... , jr, ji) is a 
linearly dependent set. Hence ji and consequently every x is 
linearly dependent onjhj2, .. ·,jr. The latter set is therefore a 
basis, and, by Theorem 3, r = n. Thus we see that any set oj 
generators contains at least n elements and contains a subset oj n 
elements that jorms a basis. 

EXERCISES 

1. If Jr = (1, -1,2,3) and h = (3,0,4, -2), find vectors fa and /4 so that 
Jr, h,Ja, /4 is a basis. 

2. Find a maximum linearly independent subset in the following set of vectors: 
(2, -3,0,4), (-I,!, 0, -2), (1, -1,2,1), (6, -7,8,8). 

3. Prove that any finitely generated A-module, A a division ring, is a finite 
dimensional vector space. 

6. Bases and matrices. In considering finite sets of vectors, 
we shall now regard the order of these vectors as material. Thus 
we consider ordered sets. In particular we distinguish between 
the basis eh e2, ... , en and the basis eil' ei2' ... , ein where the i's 
form a permutation of 1, 2, ... , n. Let (eh e2, ... , en) be a par­
ticular ordered set which forms a basis and let (Xl, X2, ... , x r) 

n 

be an ordered set of arbitrary vectors. We write Xi = L: exijej, 
1 

i = 1, 2, ... , r. The elements exij are uniquely determined. 
Hence the matrix 

(6) (ex) 

is uniquely determined by the ordered set (XI, X2, ... , x r) and 
the ordered basis (eh e2, ... , en). We call this matrix the matrix 
oj (XI, X2, ... , xr) relative to (eh e2, ... , en). 

It will be well to recall at this point the basic facts concerning 
matrix multiplication. * Let (ex) be an r X n matrix (r rows, n 

* Cf. § 4, Chapter II of Volume I of these Lectures. 
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columns) with elements in Ll. As above we denote the element in 
the (i,j)-position, that is, in the intersection of the ith row and 
jth column by aij. Similarly let ({3) be an n X m matrix with 
elements {3jk in Ll. We define the product (a)({3) to be the r X m 
matrix whose element in the (i, k) position is 

(7) 

If (I') is an m X q matrix with elements in Ll, then the products 
[(a)({3)]('Y) and (a) [({3) (1')] are defined as r X q matrices. The 
(i, I) elements of these products are respectively 

L: (a;l3jkhkZ' L: a;j({3jk'YkZ). 
i.k i.k 

Thus we have the associative law: [(a)({3)]('Y) = (a) [(i3) (1')]. 
If we stick to square matrices of a definite size, say n X n, 

then the product is again a matrix of the same type. Since the 
associative law holds, we can say that the totality Lln of these 
matrices is a semi-group. Also it is immediate that the matrix 

1 o 
1 

1 

o 1 

is the identity in Lln in the sense that (a)1 = (a) = 1 (a) for all 
(a) e Lln • As usual for semi-groups we call a matrix (a) a unit 
if there exists a ({3) such that (a)({3) = 1 = ((3)(a). These ma­
trices are also called non-singular or regular matrices in Lln • It 
is easy to verify that the totality of units of any semi-group with 
an identity constitutes a group. * In particular the totality 
L(Ll, n) of non-singular matrices is a group relative to multipli­
cation. As in any group the inverse ({3) of (a) is uniquely de­
termined. As usual we write ({3) = (a)-i. 

We return now to the consideration of finite dimensional vec­
tor spaces. Let (el, e2, "', en) and (fr, /2, "', in) be ordered 
bases for the vector space lR over Ll and, as before, let (a) be the 

* See, for example, these Lectures, Volume I, p. 24. 



FINITE DIMENSIONAL VECTOR SPACES 17 

matrix of (fi) relative to (ei)' Next let (gl, g2, "', gn) be a 
third ordered basis and let 

(f3) r::: ::: 
lf3~l f3n2 

be the matrix of (gl, g2, .. " gn) relative to (fl,/2, ... ,in). Then 
gj = '1:,f3jkh. Sinceh = '1:,akiei, 

gj = '1:,f3jkh = '1:,f3jkakiei = '1:,"Ijiei 

where "Iji = L (3jkaki. This shows that the matrix of (gl, g2, 
k 

"', gn) relative to (el, e2, "', en) is the product (f3)(a) of the 
matrices (f3) and (a). If, in particular, gi = ei, then (f3)(a) is 
the matrix of the (el, e2, "', en) relative to (el, e2, "', en). 
Since ei = ei, it is evident that this matrix must be the identity 
matrix 1. Hence (f3) (a) = 1. By reversing the roles of (el, e2, 
"', en) and (fl,j2, .. ',jn), we obtain also (a)(f3) = 1. Thus 
we have proved 

Theorem 5. The matrix oj any ordered basis (fl, j2, "', jn) 
relative to the ordered basis (el, e2, .. " en) is non-singular. 

Conversely, let (a) be an element of L(t::.., n). Let (f3) = (a)-l. 
Defineji by ji = };aijej. Then we assert that (fl,j2, .. ',jn) is 
a basis for mover.1. Thus the elements 

(8) L f3kdi = L f3kia ijej = L Okjej 
i i,j j 

where Oki is the Kronecker "delta," that is, Okj = 0 if k -:;e j and 
= 1 if k = j. Thus '1:,f3kiji = ek and the ek are dependent on the 

1's. Hence every x is dependent on the1's. Thus thej's are gen­
erators. Since their number is n, they form a basis. 

We have therefore established a 1-1 correspondence between 
the differen t ordered bases and the uni ts in .1n : If (el, e2, ... , en) 
is a particular ordered basis, then every ordered basis is obtained 
by taking a unit (a) in .1n and defining ji = };aijej. 

There is no difficulty, of course, in duplicating the above re­
sults for right vector spaces. We need only to settle on the defi­
nition of the matrix of (Xl" X2', "', xr') relative to the basis 
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(el', e/, "', en') for the right space m'. We do this by writing 
xl = ~e/ aij and by defining the matrix of (Xl" X2', "', xr') 
relative to (el', e2', "', en') to be (a). Thus in this case the 
matrix is the transposed * of the matrix which appears in the 
equations x/ = ~e/aij. As before we obtain a 1-1 correspond­
ence between the various ordered bases and the elements of 
L(A, n). 

EXERCISES 

1. Prove that, if (all, a12, .. " aln), (a21, a22, .. " a2n), .. " (arl, a r2, .. " a rn) 
are (left) linearly independent, then there exist aii; i = r + 1, "', n, j = 1,2, 
.. " n, such that (a) = (aii) is a unit. 

2. Let A be a finite division ring containing q elements. Show that the num­
ber of units in An is 

N = (qn _ 1) (qn _ q) ... (qn _ qn-l). 

7. Applications to matrix theory. The correspondence between 
bases and units in An enables us to apply our results on bases to 
obtain some simple but non-trivial theorems on matrices with 
elements in a division ring. We prove first the following 

Theorem 6. Ij (a) and ({3) e An and ({3)(a) = I, then also 
(a)({3) = 1 so that (a) and ((3) e L(A, n). 

Proof. If ((3)(a) = I, the equation (8) shows that if ji = 

~aije;, then the ek are dependent on the1's. The argument given 
above then shows that the 1's form a basis. Hence the matrix 
(a) of Cil)j2, ... ,jn) relative to (el) e2, .. " en) is a unit. Since 
the inverse is unique, it follows that ((3) = (a) -1. 

Theorem 7. Ij (a) is not a right (left) zero divisor in An, then 
(a) e L(A, n). 

Proof. We have to show that the vectors ji = ~aijej form a 
basis. By Theorem 4 it suffices to show that the1's are linearly 
independent. Suppose therefore that ~{3di = O. Then ~{3iaijej 
= 0 and hence L: {3iaij = 0 for j = I, 2, .. " n. Thus if 

i 

{3l {32 

o 0 
({3) = 

o 0 
• The transposed of the matrix (lXii) is the matrix with element lXii in its U, I)-position. 
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then ({3)(a) = o. Since (a) is not a right zero divisor, this im­
plies that ({3) = o. Hence each (3i = o. This proves that the 
ji are linearly independent and completes the proof for the case 
in which (a) is not a right zero divisor. The proof for the case 
(a) not a left zero divisor can be obtained in the same way by 
using right vector spaces. The details are left to the reader. 

We shall obtain next a set of generators for the group L(f:1, n). 
Consider the matrices of the form 

q 

1 

1 (3 . p 

1 

1 

P 

[1 
1 

Dp('Y) 'Y~O 
'Y 

1 

J 
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1 
p q 

1 

0 1 P 
1 

Ppq = 

1 

1 0 q 

1 

1 

in which the elements not indicated are O. We call these matrices 
elementary matrices of respective types I, II and III. These ma­
trices belong to L(tl, n); for Tpq((3)-1 = Tpq( -(3), Dp('Y)-1 = 

Dp('Y- 1) and Ppq -1 = Ppq. We shall now prove the following 

Theorem 8. Any matrix (a) in L(tl, n) is a product oj elemen­
tary matrices. 

Proof. We note first that, if Uh j2, "', jn) is an ordered 
basis, then so are the following sets: 

Uhj2, ... ,jp-hjP',jp+h ... ,jn), jP' = jp + (3jq, q ~ P 

Uhj2, ... ,jp-hjP',jp+h ... ,jn), jP' = 'Yjp, 'Y ~ 0 

(jh ... ,jp-hjP',jp+h ~ .. ,jq-hj/,jq+h ... ,jn), 

jP' = jq, j/ = jp. 

Moreover, the matrices of these bases relative to Uhj2, .. ',jn) 
are elementary matrices of types I, II, or III. 

Now let (a) be any matrix in L(tl, n) and define ji = "J;aijej 
where the e's constitute a basis for an n dimensional vector space. 
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Then (/t,f2, ... ,fn) is an ordered basis. We wish to show that 
we can go from this basis to the basis (eh e2, .. " en) by a sequence 
of "elementary replacements" of the types indicated above. 
This is trivial if n = 1, and we can suppose that it has already 
been proved for (n - 1) dimensional vector spaces. Now thefi 
cannot all belong to [e2' e3, "', en]. Hence one of the ail, say 
aph is ~ O. We interchange fh fp to obtain the basis Ul" f2' 
.. " fp-h f/, fp, "', fn) in which fl' has a non-zero coefficient 
for el in its expression in terms of the e i. Next we replace f2 by 
f2 * = f2 + (3fl' where (3 is chosen so that f2 * {; [e2' e3, "', enl. 
A sequence of such elementary replacements yields the basis 
Ul',f2*,!a*, .. ',fn*) where thef/ {; [e2' e3, "', enl. The vec­
torsf2*,f3*' .. ',fn* are linearly independent so that they con­
stitute a basis for [e2, e3, "', en]. Hence by the induction as­
sumption we can pass by a finite sequence of elementary replace­
ments to the basis (fl" e2, e3, "', en). Next we obtain (fl'" e2, 
e3, .. " en) in whichfl" = fl' + }te2 does not involve e2' A finite 
sequence of such replacements yields ("leI, e2, "', en) and then 
(eh e2, "', en). We can now conclude the proof; for the ma­
trix (a) of the basis Uh f2' "', fn) relative to the basis (eh e2, 
.. " en) is the product of the matrices of successive bases in our 
sequence, and these are elementary matrices. 

EXERCISES 

1. Express the following matrix as a product of elementary matrices 

r-~ 
-1 

1 -3 

l-~ 
3 -1 

-1 0 
2. Verify that 

[~ ~J [~ ~J [-~ ~J [~ ~J [-~ ~J' 
Generalize this result and use the generalization to prove that the elementary 
matrices of types I and II suffice to generate L(D., n). 

3. Prove that, if 0 ,e 0, [~ ~-l J is a product of elementary matrices of type 

1. Hence prove that any matrix in L(D., n) has the form ({3)Dn(-y) where ((3) is a 
product of elementary matrices of type I and Dn('Y) is defined above. 
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8. Rank of a set of vectors. Determinantal rank. Let S = 
(xa) be an arbitrary subset of the vector space m and as before 
let [S] denote the subspace spanned by S. If (XI, X2, ... , xr) is a 
maximal linearly independent set of vectors chosen from the set 
S, then every vector in S and hence in [Sl is linearly dependent 
on the Xi. Hence (XI, X2, .. " xr) is a basis for [S]. The theorem 
on invariance of dimensionality now shows that r is uniquely de­
termined by S, that is, any two maximal linearly independent 
subsets of a set S have the same cardinal number. We call this 
number the rank of the set S. Of course, the rank r is :::;; nand 
r = n if and only if [Sl = m. These remarks show in particular 
that, if S = @5 is a subspace, then @5 = [S] is finite dimensional 
with dimensionality :::;; n. Moreover dim @5 = n only if @5 = m. 

\Ve shall now apply the concept of rank of a set of vectors to 
the study of matrices with elements in a division ring Ll. Let 
(a) be an arbitrary r X n matrix with elements in Ll and let (eb 
e2, .", en) be an arbitrary ordered basis for m. \Ve introduce 

n 

the row vectors Xi = L: aijej, i = 1, 2, .'., r, of m and we define 
j=l 

the row rank of (a) to be the rank of the set (XI, X2, .. " Xr). A 
different choice of basis yields the same result. For, if UI, i2, 
.. " in) is a second basis for m (or for another n-dimensional 
space), then the mapping "1;~iei ~ "1;~di is an equivalence which 
maps Xi into Yi = "1;aii!j. Hence dim [XI, X2, ... , xrl = dim [YI, 
Y2, .. ·,Yrl· 

In a similar fashion we define the column rank of (a). Here 
we introduce a right vector space m' of r dimensions with basis 
(el', e2', "', e/). Then we define the column rank of (a) to be 
the rank of the set (Xl" X2', ... , xn ') where x/ = "1;e/ aji. The 
x/ are called column vectors of (a). We shall prove in the next 
chapter that the two ranks of a matrix are always equal. In 
the special case Ll. = cf> a field (commutative) this equality can 
be established by showing that these ranks coincide with still an­
other rank which can be defined in terms of determinants. 

We recall first that a minor of the matrix (a), aij in cf>, is a de­
terminant of a square matrix that is obtained by striking out a 
certain number of rows and columns from the matrix (a). For 

example, the minors of second order have the form [apr apsj. 
a qr a qs 
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We say that (a) has determinantal rank p if every (p + I)-rowed 
minor has the value 0, but there exists a p-rowed minor ~ 0 in 
(a). The following theorem will enable us to prove the equality 
of row rank and determinantal rank. The proof will make use 
of well-known theorems on determinants. 

Theorem 9. The vectors Xi = "'1;aijej, i = 1, 2, ... , r, are lin­
early independent if and only if (a) is of determinantal rank r. 

Proof. Evidently the determinantal rank p :::::; n. Also the x's 
are linearly independent only if r :::::; n. Hence we may assume 
that r :::::; n. Suppose first that the x's are dependent, so that, 
say, Xl = {32X2 + ... + {3rxr. Then alj = {32a2j + {33a3j + ... + 
{3rarj for j = 1, 2, ... , n. Hence 

r r r 

L: {3kakl L: {3kak2 L: {3kakn 
2 2 2 

(a) a21 a22 a2n 

arl ar2 a rn 

Since the first row of any r-rowed minor is a linear combination 
of the other rows, each r-rowed minor vanishes. Hence p < r. 
Conversely, suppose that p < r. It is clear that the determinan­
tal rank is unaltered when the rows or the columns of (a) are 
permuted. Such permutations give matrices of the x's in some 
other order relative to the e's in some other order. Hence there 
is no loss in generality in assuming that 

[an al2 

a21 a22 
{3= 

apl ap2 

~ o. 

Now let {3i, i = 1, 2, ... , p + 1, be the cofactor of ai,p+l in 
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Then (3P+l = (3 ~ 0 and (31alj + (32a2j + ... + (3p+lap+l,j = 0 for 
j = 1, 2, .. " n. Hence (3IXI + (32X2 + ... + (3p+IXp+I = 0 where 
(3p+l ~ O. Thus the x's are dependent. This completes the proof. 

Again let r be arbitrary and assume that the vectors XI, X2, 

.. " Xp form a basis for the set of x's. Then by the above theo­
rem there exists a non-vanishing p-rowed minor in the first p 

rows of (a). Moreover, since any p + 1 x's are linearly depend­
ent, every p + I-rowed minor in (a) vanishes. Hence the de­
terminantal rank equals the row rank p. If we apply the same 
arguments to right vector spaces, we can show that the column 
rank and the determinantal rank are equal. As a consequence, 
we see that in the commutative case the two ranks (row and 
column) of a matrix are equal. 

We have seen that the matrix (a) E L('P, n) if and only if the 
row vectors (Xl, X2, .. " x n ), Xi = "'1:,aijej, form a basis for m. The 
latter condition is equivalent to the statement that the row rank 
of (a) is n. Hence the above result shows that (a) E L('P, n) if 
and only if the determinant of this matrix is not zero in 'P. This 
result can also be proved directly (cf. these Lectures, Volume I, 
p. 59). As a matter of fact, the inverse of (a) can be expressed 
in a simple fashion by means of determinants in the following 
way. Let Aij be the cofactor of the element aji in (a) and set 
(3ij = Aij[det (a)]-l. Then ((3ij) = (a)-I. This follows easily 
from the expansion theorems for determinants. A proof is given 
in Volume I, p. 59. 

EXERCISES 

1. Prove that if Ll. = <I> is commutative and the elements ai are all different, 
then 

[

1 al al2 ... a1n-1j 
1 a2 a22 . .• a2 n - 1 

. . . ... . 
1 an a n2 '" a nn - 1 

is in L(<I>, n). (Hint: The determinant of this matrix is a so-called Vandermonde 
determinant. Prove that its value is TI(ai - aj).) 

i>i 
2. Prove that if Ll. = <I> is a field and (a) e L(<I>, n), then the transposed matrix 

(a)' e L(<I>, n). 
3. Prove the following converse of Ex. 2: If (a)' E L(Ll., 2) for every (a) E L(Ll., 2), 

then Ll. is a field. 
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4. Calculate the inverse of 

[~31 -: -: !] 
-5 1 7 

9. Factor spaces. Any subspace to of ~ is, of course, a sub­
group of the additive group~. Since ~ is commutative, we can 
define the factor group lR = ~/t0. The elements of this group 
are the cosets x = x + to, and the composition in lR is given by 

x + y = x + y. 

Now let a be any element of~. Then if x == y (mod to), that is, 
x - y -.:: z e to, also aZ e to; hence aX == ay (mod to). Thus the 
coset aX is uniquely determined by the coset x and by the ele­
ment a e~. We now define this coset to be the product ax, 
and we can verify without difficulty that lR, ~ and the composi­
tion (a, x) -4 ax constitute a vector space. We shall call this 
vector space the jactor space of ~ relative to the subspace to. 

Now let (fh j2, ... , jT) be a basis for to. We extend this to 
a basis (fl,j2, ... ,jr,jr+h ... ,jn) for ~, and we shall now show 
that the cosets ]r+h ···,]n form a basis for lR = ~/t0. Let x 

n n n __ 

be any coset and write x = L: adi; then x = L: adi = L: adi 
1 1 1 

n n 

= L: aJi = L: adj since]i = 0 for i ::; r. Thus (]r+h ... ,]n) 
1 r+l 

n 

is a set of generators for lR. On the other hand, if L: {3dj = 0, 
T+l 

n n r 

then L: {3ilj e to and so L: {3ilj = L: 'Ykh. This implies that all 
r+l r+l 1 

the {3j = O. Thus (]r+h .. ·,]n) is a basis. We have therefore 
proved that the dimensionality of lR is the difference of the di­
mensionalities of ~and of to. 

10. Algebra of subspaces. The totality L of subspaces of a 
vector space ~ over a division ring ~ constitutes an interesting 
type of algebraic system with respect to two compositions which 
we proceed to define. We consider first the system L relative to 
the relation of set inclusion. With respect to this relation L is a 
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partially ordered set. * By this we mean that the relation @51 :) @52 

is defined for some pairs in L and that 

1. @5:) @5, 

2. if ~1 :) @52 and @52 :) @5 b then @5 1 = @52, 

3. if ~1 :) ~2 and @52 :) ~3' then @5 1 :) ~3' 

Thus the relation is reflexive, asymmetric and transitive. 
Consider now any two subspaces @5 1 and ~2' The logical in­

tersection ~1 n @52 is also a subspace, and this space acts as a 
greatest lower bound relative to the inclusion relation. By this 
we mean that @5 1 n @52 is contained in ~1 and @5 2, and ~1 n @52 

contains every @5' which is contained in ~1 and ~2' The set 
theoretic sum @5 1 U @52 of two spaces need not be a subspace. 
As a substitute for this set we therefore take the space [~1 U ~2l 
spanned by the set @5 1 U ~2' We denote this space by @5 1 + ~2 
and we call it the join of ~1 and ~2' It has the properties of a 
least upper bound: @5 1 + ~2 :) ~1 and ~2' and ~1 + @52 is con­
tained in every subspace ~ which contains ~1 and @52 • It is 
immediate that these properties characterize ~1 + ~2' that is, 
any subspace that has these properties coincides with @5 1 + ~2' 
Also it is immediate from this characterization or from the defi­
nition of @5 1 + @52 as [@5 1 U ~2l that this space is the set of vec­
tors of the form Yl + Y2 where the Yi e ~i' 

A partially ordered set in which any two elements have a 
greatest lower bound and a least upper bound is called a lattice. 
Hence we call L the lattice oj subspaces of the space m. In this 
section we derive the basic properties of this lattice. First we 
note the following properties that hold in any lattice. 

1. The associative and commutative laws hold for the compo­
si tions nand +. 

These follow easily from the definitions. The rules for n are, 
of course, familiar to the reader. 

We note next some special properties of the lattice L. 

2. There exists a zero element in L, that is, an element 0 such 
that 

and 
for all @5. 

* Cf. Volume I, Chapter VII, for the concepts considered in this section. 



FINITE DIMENSIONAL VECTOR SPACES 27 

The subspace consisting of the 0 vector only has these proper­
ties. Dually the whole space m acts as an "all" element in the 
sense that 

'0 + m = m and '0 n m = 10 
for all '0. 

The distributive law 101 n ('02 + '03 ) = '01 n 102 + 101 n '03 

does not hold without restriction in L. For example, let Xl and 
X2 be independent vectors and set '01 = [xtJ, 102 = [X2] and '03 

= [Xl + X2]' Then 102 + 103 = [XI, X2] so that 101 n (102 + 103 ) 

= 101 • On the other hand, 101 n 102 and '01 n 103 = 0 so that 
'01 n 102 + 101 n '03 = O. We shall show that a certain weak­
ening of the distributive law does hold in L. This is the follow­
ing rule: 

3. If 101 ::::l 102 , then 101 n (102 + 103) = '0 1 n 102 + 101 n '03 

= 102 + 101 n 103 , 

Proof. We note first that 101 n 102 c 101 n (102 + 103 ) and 
101 n 103 ~ '0 1 n (102 + 103 ), Hence 

101 n 102 + 101 n 103 c 101 n (102 + 103), 

Next let Z 8101 n (102 + 103), Then z = Y1 in 101 and z = Y2 + 
Y3 where Y2 and Y3 are in 102 and 103 respectively. Hence Y3 = 

Y1 - Y2 £ 101 + 102 = '01• Thus Y3 8101 n '03 and z = Y2 + Y3 8 
102 + '0 1 n 103 , This proves that '01 n ('02 + 103 ) C '02 + 101 

n 103 • Hence 3. holds. 
A lattice in which 3. holds is called a modular (or Dedekind) 

lattice. \Ve shall show next that L is a complemented lattice in 
the sense that the following property holds: 

4. For any 10 in L there exists an 10* in L such that 

'0 + '0* = m, '0 n '0* = O. 

Proof. If Cit, i2, "', iT) is a basis for 10, these vectors are 
linearly independent and can therefore be supplemented by vec­
tors ir+1, "', in to give a basis CiI, iz, "', in) for m. We set 
'0* = [fr+1> ir+2, .. " in]. Then '0 + 10* = [f1> i2, .. " in] = m. 
Moreover, any vector Y in '0 n '0* is linearly dependent on i1> 
iz, "', ir and on ir+1> ir+2, "', in. Since ih i2, "', in are lin­
early independent, this implies that y = O. Hence 10 n '0* = O. 
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A subspace es* satisfying the above condition is called a com­
plement of the subspace ~ in m. We note finally that the follow­
ing chain conditions hold in L: 

5. If ~I ::J es2 ::J . .. is an infinite descending chain of sub­
spaces, then there exists an integer r such that ~r = es r +1 = .... 

If ~I C ~2 C ... is an infinite ascending chain of subspaces 
then there exists an integer r such that ~r = es r +1 = .... 

Both of these are clear since the dimensionality of a subspace 
is a non-negative integer * and since ~::::> es' implies that dim ~ 
> dim ~'. 

EXERCISES 

1. Prove that, if ~l U es2 = esl + es2, then either esl ::J es2 or ~2 ::J ~l. 
2. Prove that, if dim ~ = r, then the dimensionality of any complement is 

n - r. 
3. Prove the general dimensionality relation: 

dim (esl + es2) = dim ~l + dim ~2 - dim (esl n es2). 

4. Show that if ~ is any subspace ¢ 0 and ¢ m, then es has more than one 
complement. 

11. Independent subspaces, direct sums. We consider next a 
concept which we shall see is a generalization of the notion of 
linear independence of vectors. Let es h ~2' ... , esr be a finite 
set of subspaces of m. Then we say that these subspaces are in­
dependent if 

(9) ~i n (es l + ... + es i - I + es i +1 + ... + ~r) = 0 

for i = 1, 2, ... , r. If Xl, X2, ••• , Xr are vectors in m, then 
necessary and sufficient conditions that linear independence holds 
for these are: 1) Xi -:;zE. 0 for i = 1, 2, ... , r; 2) the spaces [Xi] are 
independent. Thus suppose that 1) and 2) hold and let ~~iXi = o. 
Then -~iXi = L ~jXj e [Xi] n ([xd + ... + [Xi_I] + [xi+d + ... 

j"'i + [Xr]). Hence by 2), -~iXi = o. Since Xi -:;zE. 0, this implies 
that each ~i = o. Next assume that the Xi are linearly independ­
ent. Then certainly each Xi -:;zE. o. Furthermore, if X e [Xi] n 
([xd + ... + [Xi-I] + [Xi+l] + ... + [Xr]) , then X = ~iXi = 

* We assign to the space 0 the dimensionality O. 
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L (3jXj. Hence by the linear independence of the x's, (3i = 0 
j r"i 

and so x = o. 
Let e;l, e;2, ... , e;r be arbitrary independent subspaces and 

set e; = e;l + e;2 + ... + e;r. If Y I:: e;, Y = YI + Y2 + ... + 
Yr where Yi I:: eli. We assert that this representation is unique, 
that is, if Y = YI' + Y2' + ... + y/ where Y/ e eli, then Yi = Y/, 
i = 1,2, ... , r. Thus if~Yi = ~Y/, then ~Zi = 0 for Zi = Yi - Y/ 
in eli. Then 

-Zi = L Zj e @5i n (e;l + ... + e;i-l + e;i+l + ... + e;r). 
j r'i 

Hence Zi = 0 and Yi = Y/. The converse of this result holds 
also; for if (9) fails for some i, then there is a vector Zi ~ 0 in 
this intersection. Thus Zi = L Zh and we have two distinct 

j r"i 

representations of this element as a sum of elements out of the 
spaces elk. We have therefore proved 

Theorem 10. A necessary and sufficient condition that the spaces 
e;l, e;2, ... , e;r be independent is that every vector in @5 = e;l + 
e;2 + ... + e;r have a unique representation in the form ~Yi, Yi in 
@5i. 

A second important characterization of independence of sub­
spaces is furnished by 

Theorem 11. The spaces eli are independent if and only if 
dim (e;l + e;2 + ... + e;r) = ~ dim eli. 

Proof. Suppose first that the eli are independent and let 
(fli,f2i' ... ,fn.i) be a basis for @5i. Then if ~(3jdji = 0, ~Yi = 0 
where Yi = L (3jdji e eli. Hence for each i, 0 = Yi = ~(3jdji. 

j 

Then (3ji = 0 since the iii for a fixed i are linearly independent. 
This proves that all the1's are linearly independent. Hence the 

1's form a basis for @5 = e;l + e;2 + ... + e;r. Their number 
~ni' where ni = dim @5i, is the dimensionality of @5. Thus 
dim e; = ~ dim eli. Conversely suppose that this dimensionality 
relation holds and, as before, let thefji form a basis for @5i. The 
number of these 1's is ~ dim @5i = dim e;. On the other hand, 
these fji are genera tors for e;. I t follows that they form a basis, 
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and consequently they are linearly independent. It follows di­
rectly from this that, if ~Yi = ~Y/, Yi, y/ in ~i, then Yi = y/. 
Hence the iSi are independent. 

If mr, m 2 , "', mr are independent subspaces and m = m 1 + 
m2 + ... + mr , then we say that m is a direct sum of the subspaces 
mi. We indicate this by writing m = mIEB m 2 EB ... EB mr • If 
this is the case, every vector of m can be written in one and only 
one way as a sum of vectors in the subspace mi. 

EXERCISES 

1. Prove that the following are necessary and sufficient conditions that the 
subspaces ~i be independent. 

~l n ~2 = 0, (~l + ~2) n ~3 = 0, 

(~l + ~2 + ~3) n ~4 = 0, ... 

2. Prove that ifm = m l EB m2 EB··· EB mr and each mi = mil EB ... EB mini, 
then m = m ll EB ... EB mIn! EB m 21 EB ... EB mZn2 EB ... EB mrnr' 



Chapter II 

LINEAR TRANSFORMATIONS 

In this chapter we discuss the simplest properties of linear 
transformations and of certain algebraic systems determined by 
these mappings. Two particular types of linear transformations 
are of special interest, namely, the linear transformations of a 
vector space into itself and the linear transformations of a space 
into the one-dimensional space.::l. The former type constitute 
a ring while the latter, called linear functions, form a right vec­
tor space. There is a natural way of associating with a linear 
transformation of the vector space 911 into the vector space 912 

a transposed linear transformation of the conjugate space oflinear 
functions on 912 into the conjugate space of 9l1• We consider 
the properties of the transposition mapping. The relation between 
linear transformations and matrices is discussed. Also we de­
fine rank and nullity for arbitrary linear transformations. Finally 
we study a special type of linear transformation called a projec­
tion, and we establish a connection between transformations of 
this type and direct decompositions of the vector space. 

1. Definition and examples. The differentiation mapping 
q,(X) ~ q,'(X) in the vector space <J?[X] of polynomials with real 
coefficients has the properties 

[q,(X) + 1ft(X)]' = q,'(X) + 1ft'(X), [aq,(X)], = aq,'(X). 

This is an example of a linear transformation. Another example 
is the mapping of .1 (3) defined by 

(t, 11, r) ~ tX + 1111- + r" 
31 
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where A, f.l, v are fixed elements of the basic division ring L\. In 
general, let lnl and ln2 be vector spaces over the same division 
ring L\. Then we call a mapping A of lnl into ln2 a linear trans-
jormation if 

(1) (x + y)A = xA + yA, (ax)A = a(xA) 

for all x, y in lnl and all a in L\. As usual xA denotes the image 
in ln2 of the element x. We shall also denote the image set, that 
is, the set of images xA, by lnlA. The statement that A is a 
mapping into ln2 allows the possibility that lnlA c ln2 (i.e. lnlA 
is a proper subset of ln2). 

The concept of linear transformation is a special case of that 
of o-homomorphism of one o-module lnl into a second one. The 
generalization is obtained by replacing "a in L\" by "a in 0" in 
the above definition. It may be recalled that o-homomorphisms 
which are 1-1 have been introduced in Chapter 1. Such mappings 
have been called equivalences or o-isomorphisms. The existence 
of an o-isomorphism of lnl onto ln2 is our criterion for equivalence 
of the modules ln i . 

The first condition in (1) states that A is a homomorphism of 
the additive group lnl into the additive group ln2 while the sec­
ond can be interpreted as a type of commutativity of A with a. 

This is strictly the case when lnl = ln2 = In; for we can introduce 
for each a the mapping al which sends x into aX. vVe call al the 
scalar multiplication determined by a. It is clear that al is an 
endomorphism of In, that is, a homomorphism of In, regarded as 
a group, into itself. Now x(aIA) = (ax)A and X(Aal) = a(xA); 
hence A is a linear transformation in the vector space In if and 
only if A is an endomorphism of In which commutes with all the 
endomorphisms al. 

Besides the linear transformations of a vector space into itself 
a second noteworthy type of linear transformation is a linear 
junction. This is defined to be a mapping x - j(x) of a vector 
space In into the division ring L\ such that 

(2) j(x + y) = j(x) + j(y), j(ax) = aj(x). 

I t is clear that a mapping of this type can be regarded as a linear 
transformation of In into the one-dimensional vector space L\. 
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The latter is obtained by using the additive group of Ll as group, 
Ll as division ring and left multiplication a~ as multiplication by 
scalars. The element 1 (or any non-zero element) is a basis for 
Ll over Ll. The second example considered above is an instance 
of a linear function on Ll (3) • 

EXERCISES 

1. Show that the differentiation mapping cf>('A) ---4 cf>'('A) is a linear transforma­
tion in the vector space ffi of polynomials of degree <no 

2. Show that the difference operator cf>('A) ---4 cf>('A + 1) - cf>('A) is a linear trans­
formation in <I>['A]. 

2. Compositions of linear transformations. We consider now 
ways of combining linear transformations. It should be remarked 
that all the results of this section apply equally well to the more 
general case of o-homomorphisms of modules. However, for the 
sake of simplicity we shall state the results only for the special 
case that is of primary interest in the sequel. 

Suppose first that A and B are linear transformations of a vec­
tor space ffi l into the same space ffi2. We define a mapping 
A + B of ffi l into ffi2 by the equation 

(3) x(A + B) = xA + xB 

for any x in ffil. Thus to obtain the effect of A + B on x we add 
the images xA and xB. Clearly A + B is a (single-valued) trans­
formation of ffi l into ffi2. Since 

(x + y)(A + B) = (x + y)A + (x + y)B = xA + yA + xB + yB 

= xA + xB + yA + yB = x(A + B) + y(A + B) 
and 

(ax) (A + B) = (ax)A + (ax)B = a(xA) + a(xB) 

= a(xA + xB) = a(x(A + B)), 

A + B is a linear transformation of ffi1 into ffi2. 
We now denote the totality of linear transformations of ffi l 

into ffi2 by ~(ffih ffi2), and we shall show that this set, together 
with the addition composition just introduced, is a commutative 
group. We note first that the associative and commutative laws 
hold; for we have the following relations: 
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x[(A + B) + C] = x(A + B) + xC = xA + xB + xC, 

x[A + (B + C)] = xA + x(B + C) = xA + xB + xC, 

x(A + B) = xA + xB, x(B + A) = xB + xA. 

Thus (A + B) + C and A + (B + C) have the same effect on 
any x in mh and this is what is meant by saying that the trans­
formations A + (B + C) and (A + B) + C are equal. Simi­
larly A + B = B + A. Next we define the mapping 0 by the 
condition xO = 0, the zero vector in m2 • It is immediate that 
this mapping is in ~(mh m2 ) and that A + 0 = A = 0 + A for 
all A in ~(mh m2 ). Hence 0 acts as identity element for the ad­
ditive composition. Finally, if A is any member of ~(mh m2 ) 

we define -A to be the mapping such that x( -A) = -xA. It 
is easy to verify that -A e ~(mh m2). Moreover, -A acts as 
the inverse of A since x(A + (-A» = xA - xA = 0 for all x. 
This completes the verification that ~(mh m2 ), + is a commuta­
tive group. 

We introduce next a second composition for linear transforma­
tions. This is defined for any A in ~(mh m2 ) and any B in 
~(m2' m3), and it is taken to be the resultant of A followed by B. 
As usual, we denote the resultant as AB. Hence by definition 
x(AB) = (xd)B. Consequently 

(x + y)(AB) = «x + y)A)B = (xA + yA)B = (xA)B + (yA)B 

= x(AB) + y(AB) 
and 

(ax)(AB) = «ax)A)B = (a(xd»B = a«xd)B) = a(x(AB». 

This shows that AB e ~(mh m3)' 
As is well known, the product AB is an associative one, that 

is, if A e ~(mh m2), B e ~(m2' ma) and C e ~(ma, m4), then 

(4) 

for 

and 

(AB)C = A(BC); 

x«AB)C) = (x(AB»C = «xd)B)C 

x(A(BC» = (xd)(BC) = «xA)B)C. 
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We prove next the important distributive laws: If A d~(~h ~2)' 
B, C e 2(~2' ~3) and D e 2(~3' ~4)' then 

(5) A(B + C) = AB + AC, (B + C)D = BD + CD. 

These follow from the following equations: 

x(A(B + C)) = (xA)(B + C) = (xA)B + (xA)C 

= x(AB) + x(AC) = x(AB + AC) 

x((B + C)D) = (xB + xC)D = (xB)D + (xC)D 

= x(BD) + x(CD) = x(BD + CD). 

We now specialize the foregoing results to the case of the linear 
transformations in a single vector space~. It is clear that 
2 = 2(~, ~), +, . is a ring; for 2(~, ~), + is a commutative 
group, 2(~, ~) is closed under " and this composition is associa­
tive and distributive with respect to addition. It is evident also 
that 2 contains the identity mapping x ~ x and that this map­
ping, denoted as 1, is the identity in the ring 2 (i.e. Al = A = lA 
for all A). * 

Suppose next that <P is the center of the ring Ll. Of course, <P 
is a subfield of Ll. We observe that the scalar multiplications 
"II determined by the elements "I e <P are linear transformations; 
for, "II is an endomorphism and (axhl = 'Y(ax) = ('Ya)x = (a'Y)x 
= a('Yx) = a(x'Ya. Thus if <Pl denotes the set of multiplications 
by the elements "I of <P, then 2 :J <PI. In particular if Ll = <P is 
commutative, then 2 contains all the scalar multiplications. We 
now show that any of the groups 2(~h ~2) can be regarded as a 
vector space over the field <P. For this purpose we define 'YA 
for "I in <P and A in 2(~h ~2) to be the mapping x ~ 'Y(xA) = 

('Yx)A. Since this is the resultant of A and "II (in ~2) or of "II 
(in ~l) with A and each of these is linear, 'YA is in 2(~h ~2)' It 

* A reader familiar with the theory of endomorphisms of a commutative group such as is 
given in Volume I, pp. 78-82, will note that these results can also be obtained by the follow­
ing reasoning: The set Q: of endomorphisms of~, + is a ring relative to the addition com­
position x(A + B) = xA + xB and the multiplication composition as resultant. The set 
2 = 2(~, ~) is the subset of Q: of elements commuting with the scalar multiplication at. 
Since the totality of elements of a ring commuting with the elements of a given subset 
form a subring, it is clear that 2 is a subring of Q:. 
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is easy to verify that the function "fA satisfies the rules for mul­
tiplication by scalars in a vector space. In this way we can re­
gard ~(mr, m2 ) as a vector space over CPo 

H we combine the results of the last two paragraphs, we see 
that the set ~ = ~(m, m) is at the same time a ring and a vector 
space over a field CPo The ring addition is the same as the vector 
space addition. Moreover, we have the following relations con­
necting multiplication and scalar multiplication: 

(6) 

A system having these properties is called an algebra (or hyper­
complex number system) over the field CPo Hence when we wish to 
study ~ relative to all three operations at the same time, we shall 
refer to this system as the algebra oj linear transjormations in m. 

EXERCISES 

1. Show that ~(mh m2) is an ~(ml, ml)-module relative to the composition /lX, 
/l in ~(ml, ml), X in ~(ml, m2) as the resultant linear transformation. Similarly 
show that ~(ml, m2) can be regarded as a right ~(m2, m2) module. 

2. Prove that if (Xl is a linear transformation, then (X is in the center <P of fl.. 
3. Verify that, if C e ~(m2, m2) and X e ~(ml, m2), then the mapping X ---* XC 

is an ~(ml, ml) endomorphism of ~(ml, m2). 

3. The matrix of a linear transformation. We shall now show 
that a linear transformation of one finite dimensional vector space 
m1 into a second finite dimensional space m2 can be completely 
described by means of a finite matrix with elements in the under­
lying division ring .::l. 

Let mi, i = 1, 2, be ni dimensional, let (er, e2, ... , en,) be an 
ordered basis for mr, (jr,h, ... ,in.) an ordered basis for m 2 and 
let A e ~(mr, m2 ). We note first that the action of A on any x is 
determined by the images eiA, i = 1, 2, ... , nl' Thus x can be 

nl 

written as L: ~iei' Hence xA = (~~idA = ~(~iei)A = ~MeiA). 
1 

Thus xA is determined by the expression for x and by the images 
eiA. Now write 
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Then we obtain the matrix 

(8) 

as the matrix of (eIA, .. " en1A) relative to Ul) ... ,fn2)' Clearly 
if the two ordered bases and the matrix (8) are known, then the 
effect of A on any x can be deduced; for (7) holds and as we 
have seen xA = L: ~iexidi' 

i,; 

This connection can be expressed in terms of matrix multipli-
cation as follows. Write x = ~~iei as a row (~l) ~2' "', ~n) and 
similarly y = ~r1ifi as ('I1l) '112, "', 'I1n2)' Then the "row vector" 
associated with y = xA is obtained by performing the matrix 
multiplication: 

(9) 

Thus xA = y = ~'I1di where 'I1i = ~~iexij, and this is what we ob­
tain from (9). 

It should be emphasized that the matrix (ex) depends on the 
choice of bases in the two spaces. For this reason we call (ex) 
the matrix of A relative to the ordered bases (el) e2, "', en) and 
Ul)f2, .. ',fnl)' Ifml = m2 = m, then it is natural to use just 
one ordered basis, that is, to take the fi = ei. In this case we 
refer to (ex) as the matrix of A relative to (el) e2, .. " en). 

The result that we have obtained is that any A e ~(ml) m2 ) de­
termines an nl X n2 matrix with elements in.l1. We now note 
the converse: that any nl X n2 matrix defines a linear transfor­
mation of ml into m2. We note first that, if (el) e2, "', en) is a 
basis in ml and CUI, U2, •• " un) is an arbitrary ordered set of nl 

vectors in m2, then there exists a linear transformation A map­
ping ei into Ui for i = 1, 2, "', nl' Thus consider the mapping 
~~iei ~ ~~iUi. Since there is only one way of writing a vector 
x e m1 as ~~iei, this mapping is single-valued and, since any 
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x e lRl can be written in the form ~~iei, the mapping is defined on 
the whole of lR1 • If y = ~7Jiei is a second vector in lRl) y ~ 
~7JiUi and x + y = ~(~i + 7Ji)ei ~ ~(~i + 7Ji)Ui = ~~iUi + ~7JiUi. 
Hence the transformation is a homomorphism. Moreover, ax = 

~(a~i)ei ~ ~(a~i)ui = a(~~iui) so that the mapping is linear. 
Clearly ei = lei ~ lUi = Ui as required. Now let (a) be any 
nl X n2 matrix and let (ft,h, ... ,In.) be a basis in lR2 • Then we 
define Ui = ~aijlh i = 1, 2, ... , nb and we can determine a 
linear transformation A such that eiA = Ui. Evidently the ma­
trix of A relative to (el) e2, ... , en), Ub12, ... ,In.) is the given 
matrix (a). We have, therefore, shown that the correspondence 
A ~ (a) is 1-1 between ~(lRl) lR2) and the set of nl X n2 ma­
trices with elements in d. 

EXERCISES 

1. Let lR be the vector space of polynomials of degree <n with real coefficients 
and let D denote the differentiation operator. Show that D is nilpotent in the 
sense that Dn = o. Determine the matrix of D relative to (1,~, ... , ~n-l) and 
also relative to (1, ~/1!, ... , ~n-l/(n - I)!). 

2. Let lR be as in 1. and let U be the linear operator f(~) --t f(~ + 1). Prove 
that 

3. Determine the matrix of 0 = U - 1 relative to the basis (eo, CI, ••• , en-I) 
where 

M~ - 1) ... ~ - ; + 1) 
eo = 1, ei = ., . 

t. 

4. Let lR be the set of complex numbers regarded as a vector space over the 
subfield of real numbers. Show that the mapping x --t X (complex conjugate) is 
linear and determine its matrix relative to the basis (1, i). 

4. Compositions of matrices. As before, let lRi' i = 1, 2, be 
ni dimensional vector spaces over d and let (el) e2, ... , en1) , 
(ft,12, ... , In.) be bases for these two spaces. Let A and B be 
linear transformations of lRl into lR2' (a) and ({j), respectively, 
their matrices relative to the given bases. Then 

(10) 

Hence 
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This shows that the matrix of A + B is obtained from the mat­
rices (a) and (m by adding elements in the same position. Ac­
cordingly we define the sum of two nl X n2 matrices (a) and (m 
as the matrix whose (i,j)-element is aii + {3ii. It is easy to 
verify that the set of nl X n2 matrices is a commutative group 
relative to this addition. As a matter of fact, except for a differ­
ence of notation, this is a special case of the result noted in Chap­
ter I that the set of n-tuples form a group under addition as 
addition of components. The 0 matrix is the matrix that has 0 
in every place, and -(a) has the element -aii in its (i,j) posi­
tion. Now the result that we established in (l1)-namely, that 
if A ---7 (a) and B ---7 UJ) in the correspondence between linear 
transformations and matrices, then A + B ---7 (a) + (m-is 
equivalent to the statement that A ---7 (a) is a group isomor­
phism. 

We consider next a third vector space ma with basis (gh g2, 
... , gna). Let C be a linear transformation of m2 into ma and let 
('Y) be the matrix of C relative to Uhi2, .. ·,in2)' (gh g2, 
gna). Then 

(12) 

so that 

This shows that the matrix of AC has the element L: aii'Yjk in 
j 

its (i, k)-position; hence this matrix is the product (a)('Y) as de­
fined in Chapter I. 

The associative law for matrix multiplication has been estab­
lished before (p. 16). We now prove distributivity. The (i, k) 
element of [(a) + ({3)]('Y) is 

L: (aii + {3iihik 
i 

while the (i, k) element of (a)('Y) + ({3)('Y) is 

L: aii'Yik + L: {3ii'Yik. 
i i 
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Hence by the distributive law in ~, 

[(a) + ({J)]( 'Y) = (a) C'Y) + ({J) ('Y). 

Similarly we can verify that 

(a)[({J) + ('Y)] = (a)({3) + (a)('Y)' 

We remark also that it is easy to deduce the associative and dis­
tributive laws for matrices from the corresponding laws for linear 
transform a tions (cf. Exercise 1 below). 

We note next that the set of nl X n2 matrices with elements in 
~ can be regarded as a vector space (or a right vector space) 
over~. This is clear since the set of matrices is essentially the 
same as the set of nln2-tuples over~. As before, we define pea) 
to be the nl X n2 matrix whose elements are p times the corre­
sponding elements of~. Clearly the vector space that we ob­
tain in this way is nln2 dimensional. If we use our correspond­
ence between matrices and linear transformations, we can carry 
over this discussion to the set \I(9h, ffi2) of linear transformations 
of ffi 1 into ffi2. However, unless ~ = <I> is commutative, the sca­
lar multiplication in \I(ffir, ffi2) obtained in this way depends on 
the choice of the bases in ffi 1 and ffi 2 • 

On the other hand, let ~ = <1>. Then, as we saw in § 2, there is a 
way of defining a multiplication of linear transformations by ele­
men ts of <I> which is independen t of the choice of bases. The prod­
uct 'YA, 'Y in <1>, is taken to be the resultant 'YzA. Relative to this 
composition \I(ffir, ffi2 ) is a vector space over <1>. We now note 
that, if (er, e2, "', en) is a basis for ffir, then ei'YZ = 'Yei. Hence 
the matrix of 'Yl relative to this basis is the diagonal matrix 

o 

(14) diag {-y, 'Y, "', 'Y} 

Consequently if (a) is the matrix of A relative to (er, e2, .. " en,), 
Ur, i2, "', in,), then 'YCa) is the matrix of 'YA relative to this 
pair of bases. This means that the scalar multiplication 'YCa) 
corresponds to 'YA. 
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Another way of stating this result is the following. Let A ~ 
(a) be the correspondence which associates with a linear trans­
formation A e ~(Vh, ~2) its matrix (a) relative to the bases (e1, 
e2, ... , en), (f1, f2' ... , fn,). Then this correspondence is an 
equivalence of the vector space ~(Vh, ~2) onto the vector space 
of nl X n2 matrices with elements in <1>; for we have seen that 
A ~ (a) is a group isomorphism and we have just verified that 
"(A ~ "((a). Since the matrix space is nln2-dimensional, it fol­
lows from this that ~(~1, ~2) is nln2-dimensional. This proves 
the following 

Theorem 1. Let ~i, i = 1, 2, be ni-dimensional vector spaces 
over a field <I> and let ~(~1, ~2) be the set of linear transformations 
of ~l into ~2. Define A + B, and ,,(A for "( in <I> as above. Then 
~(~1, ~2) is an nln2-dimensional vector space relative to these 
compositions. 

We return now to the case of an arbitrary Ll, but we specialize 
by taking ~l = ~2 =~. Also we take the fi = ei so that (a) 
is now the matrix of A relative to the single basis (e1, e2, ... , en). 
In this case we have a correspondence A ~ (a) of the ring 
~ = ~(~, ~) onto the set Lln of n X n matrices. The addition 
and multiplication compositions introduced in Lln turn this set 
into a ring. Also our results show that, if A ~ (a), B ~ (/1), 
then A + B ~ (a) + (/1) and AB ~ (a) ({3). Hence we have 
the important 

Theorem 2. Let ~ be an n-dimensional vector space with the 
basis (e1, e2, ... , en) over Ll. If A is a linear transformation in 
~, we associate with A its matrix (a) relative to the basis (e1, e2, ... , 
en). Then A ~ (a) is an isomorphism of the ring ~ of linear 
transformations in ~ onto the matrix ring Lln. 

EXERCISE 

1. Prove associativity and distributivity of matrix multiplication by using the 
corresponding properties of multiplication of linear transformations. 

5. Change of basis. Equivalence and similarity of matrices. 
Let (a) be the matrix of A e ~(~1, ~2) relative to the bases (e1, 
e2, ... , en), (f1, f2' ... , fn,). We now change the bases in ~l 
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and m2, and we shall calculate the matrix of A relative to the new 
bases. Thus let (Uh U2, ... , un) be a second basis in m1 where 
Ui = ~Jl.ijej and let (VI, V2, .. " vn2) be a second basis in m2 where 
Vp = ~lIpq/q. The matrices (Jl.) and (II) are non-singular, and we 
write their inverses as (Jl.) -1 = (Jl.ij*), (II) -1 = (lIpq *). Now we 
have 

where 

Hence the new matrix of A is 

(15) (a) = (Jl.)(a)(I1)-1 

where (Jl.) gives the change of basis in m1 and where (II) gives the 
change of basis in m2 • 

Now we shall call two nl X n2 matrices (a) and (a) equivalent 
(or associates) if there exist matrices (Jl.) and (II) in L(t!., nl) and 
L(t!., n2) respectively such that 

(16) (a) = (Jl.) (a) (II). 

Thus we see that any two matrices of the linear transformation 
A relative to different bases in the two spaces are equivalent. 
The converse is also clear. For let (a) and (a) be related as in 
(16) and let A be the linear transformation whose matrix is (a) 
relative to (eh e2, .. " en,) and Uh/2, ... ,/n2). Then this linear 
transformation has the matrix (a) relative to (Uh U2, "', un,), 
(WI, W2, "', wn2) where 

U - ""'" e w - ""'II *~ (11)-1 = (lIpq*). i - .:J ,...ij j, p - .:J pq J q, 

Assume next that m1 = m2 = m and that (eh e2, "', en) is a 
basis. Let (a) be the matrix of A relative to (eh e2, "', en). 
Then eiA = ~aijej, and our computation shows that the matrix 
of A relative to (Uh U2, "', Un), Ui = ~Jl.ijej is 

(17) 
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Two matrices in .1.n that are related in this way are said to be 
similar. As in the case of equivalence it is clear that two ma­
trices in .1. n are similar if and only if both are matrices of the same 
linear transformation relative to (single) bases for mover .1.. 

As we shall see in the next section, it is easy to give necessary 
and sufficient conditions for equivalence of matrices. On the 
other hand, the problem of similarity requires a fairly elaborate 
analysis, which we shall undertake in the next chapter. At this 
point we illustrate the method that we shall use to handle this 
problem. 

Example. We wish to prove that the matrices 

0 0 

~l ' 
t1 

0 0 1 t2 
(a) = ({3) = 

0 0 0 ~J 0 0 0 

o 

where the ti are the n distinct nth roots of unity, are similar in Cn, C the field of 
complex numbers. We use (a) to determine a linear transformation A in an n 
dimensional vector space mover C. This is done by choosing a basis 
(e1, e2, ... , en) in m and defining eiA = L: aiiei = ei+l for i < nand = e1 for 

j 

i = n. Then in order to prove our assertion, we must find a basis (U1, U2, ... , Un) 
such that uiA = Uiti for the A that we have just defined. Without giving the 
details as to how one goes about finding such Ui, we shall show that the following 
Ui satisfy the requirements. 

Thus 

and the Ui form a basis since the matrix of (UI, U2, 
(e1, e2, ... , en) is the Vandermonde matrix 

... t 1-(n-l)j 

... t2-(n-1) 

tn -(n-l) 

Un) relative to 

in which the ti-1 are distinct (cf. Exercise I, p. 24). This proves the similarity 
and shows in fact that ({3) = (p.)(a)(p.) -1 where (p.) is the above matrix. 
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EXERCISES 

1. Prove that the relations of equivalence and of similarity are reflexive, sym­
metric and transitive. 

2. Prove that, if 11 has characteristic 0, then the following two matrices are 
similar in 11" 

(a) = [; ; : : : ;]. (ft) = [~ ~ : :: ~l· 
11···1 00···0 

6. Rank space and null space of a linear transformation. If 
A is a linear transformation of?lh into ~2' and @51 is a subspace of 
~I, then the image @5IA consisting of all vectors of the form xlA, 
Xl in (f5I, is a subspace of ~2. If XI, YI e @5I, then Xl + YI e (f5I, 
and so xlA + ylA = (Xl + YI)A e @5 IA. Also, if Xl e (f5I, aXI e 
(f51; hence a(xIA) = (axI)A e (f5IA. If the vectorsjI,j2, .. ·,jm 
are generators for (f5I, any Xl e @51 has the form "J;~di. Hence any 
xlA = "J;~i(fiA). Thus the image vectorsjIA,j2A, .. ·,jmA are 
generators for @5IA. If theji form a basis for @5I, m = dim @51. 
The imagesjiA need not form a basis for (f5IA, but since they are, 
in any case, generators, their number m ~ dim @5IA. Hence we 
see that the dimensionality of the image space never exceeds 
that of the original space. 

We shall call the subspace ~IA of ~2 the rank spacc of A; its 
dimensionality the rank of A. If (CI, C2, ... , cn,) is a basis for 
~I, ~IA = [cIA, C2A , ... , cn1A], the space spanned by the vec­
tors ciA. Hence the rank of A is the rank of the set (cIA, C2A, 
... , cn1A). If (f1,j2, ... ,jn2) is a basis for ~2 and ciA = L: aid;, 

j 

i = 1, 2, ... , nI, then the rank of the set (cIA, C2A, ... , cn1A) is 
the same as the row rank of the matrix (a) of A determined by 
the bases (CI, C2, ... , cn,), (iI, j2, ... , jn2). This proves the fol­
lowing 

Theorem 3. Thc rank oj a lincar transformation A oj a vector 
spacc equals thc row rank oj any matrix oj A. 

We consider next the totality m of vectors z in ~l such that 
zA = o. It is readily verified that m is a subspace of ~l. We 
call it the null space of A and its dimensionality the nullity of A. 
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We prove now the main theorem relating the rank and the nul­
lity of A. 

Theorem 4. Rank of A + nullity of A = nl) the dimensionality 
of the space mI' 

Proof. Let (Zb Z2, "', z.) be a basis for 91. We can supple­
ment this basis by nl - v vectors Xi to obtain the basis (Xl) 
Xn1-.; Zb Z2, "', z.) for mI' The vectors 

xlA, X2A, "', xn1-.A, zIA, .. " z.A 

are generators for the rank space mlA C m2. Since the ZiA = 0, 
the vectors xlA, "', xn1-.A are also generators for miA. But 
these vectors are linearly independent. Thus if 

(31(x IA) + (32(X2A) + ... + (3nl-.(xn1-.A) = 0, 

then ("J;(3iXi)A = 0 and "J;(3iXi e 91 = [Zl) Z2, "', z.]. Since the 
set (Xl, "', Xn1-., Zh "', z.) is an independent set, this implies 
that the (3i are all O. Hence if we set Yi = XiA , (yl) Y2, "', 
Ynl-') is a basis for miA. Thus dim mlA = ni - v = ni - nul­
Ii ty of A and this proves the theorem. 

We now supplement the basis (Yb Y2, "', Ynl-') of mlA to a 
basis (Yb Y2, "', Ynl-" WI, W2, "', wn2- n1+.) for m2. Then we 
have the relations 

XiA = Yi, i = 1, 2, .. " p = ni - v 

zjA = 0, j = 1, .. " v. 

These show that the matrix of A relative to the bases (Xl) 
Xp , Zb .. " z.), (Yb .. " YP' Wh .. " wn2- p) is 

,--p---, 

(18) diag {I ... 1 0 ... O} * , '» , • 

If the matrices of these bases relative to the original bases (eb 
e2, "', en.) and Ul) f2' "', f n 2) are respectively (JL) and (v), 
then, as we have seen in the preceding section, (JL)(a)(v)-1 is the 
matrix (18). The number p is the row rank of the matrix (a). 
This proves the following 

* We use this notation, introduced in (14), for a matrix whose non-zero entries occur 
only in the (1,1), (2,2), etc., positions. 
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Theorem 5. Ij (a) is an nl X n2 matrix with elements in a 
division ring ~ and if (a) has row rank p, then (a) is equivalent to 
the matrix given in equation (18). 

If (a) and (a) are equivalent matrices, then we know that these 
can be taken to be matrices of the same linear transformation A. 
The row ranks of (a) and of (a) coincide with the rank of A. 
Hence equivalent matrices have the same row rank. Conversely 
if (a) and (a) have the same row rank p, then both of these ma­
trices are equivalent to the same matrix (18). Hence they are 
equivalent. 

Theorem 6. Two nl X n2 matrices with elements in a division 
ring ~ are equivalent if and only if they have the same row rank. 

We consider now the conditions that a linear transformation A 
of ~h into m2 be an equivalence. Since A is a homomorphism, 
A is 1-1 if and only if its kernel in = o. Clearly in is the null­
space of A. Hence A is a 1-1 transformation of m1 onto m2 if 
and only if: (1) in = 0; (2) m1A = m2 • In the special case in 
which m1 = m2 = m either of these conditions is sufficient; for if 
in = 0, rank A = dim m = n. Hence mA = m. On the other 
hand, if mA = m, rank A = n and nullity A = o. Hence in = O. 

It should be noted here, too, that, if A is an equivalence, then 
its inverse A-1 is also an equivalence. The verification is left 
to the reader. The equivalences of a vector space onto itself 
constitute a group relative to the resultant operation. If A is a 
linear transformation in m and (a) is its matrix relative to the 
basis (e1) e2, ... , en), then A is an equivalence in m if and only 
if (a) is a unit. Hence we see that the group of equivalences in 
m is isomorphic to the group L(~, n) of non-singular matrices in 
~n. The former group is called thejulllinear group in the vector 
space m. 

EXERCISES 

1. Prove that, if A e ~(mb m2) and @51 and U1 are subspaces of mb then 
(@51 + U1)A = @51A + U1A and (@51 n Ul)A c @51A n U1A. 

2. Prove that, if (a) and (fJ) are m X n matrices with elements in A, then (row) 
rank [(a) + (fJ)] :::; rank (a) + rank (fJ). 

3. Prove that, if (a) is an m X n matrix and (fJ) is an n X p matrix with ele­
ments in A, then rank (a)(fJ) :::; min (rank (a), rank (fJ». 
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4. If 

(a) = G -~ ~] 
find units (p.) and (p) such that (p.)(a)(p) has the form (18). 

5. (Fitting). If A is a linear transformation in lR, let B be the set of vectors z 
such that zAm = 0 for some m and let 0 be the intersection of all the rank spaces 
lRAk, k = 1,2, .... Show that Band e> are subspaces and prove that lR = 
BEe 0. 

6. Show that A maps the two spaces Band e> of Ex. 5 into themselves; that 
A is nilpotent in B and an equivalence in 0. Use this result to prove that any 
matrix in .:In is similar to a matrix of the form 

[(m 0] 
o ('Y) 

where (/3) is nilpotent and where ('Y) is non-singular. 

7. Systems of linear equations. We consider the left-handed 
system of linear equations 

hall + ~2a21 + ... + ~nanl = ()1 

(19) 
~la12 + ~2a22 + ... + ~nan2 = ()2 

Here the aii and ()i are given elements of the division ring .1, and 
we seek solutions ~i = fJi in.1. If ~i = fJi satisfies these equa­
tions, then we say that the n-tuple (fJ1, fJ2, "', fJn) is a solution. 
If (fJ1, fJ2, "', fJn) and (fJl', fJ2', "', fJn') are two solutions of 
(19), then (1'1, 1'2, "', 'Yn) where 'Yi = fJ/ - fJi is a solution of 
the system of homogeneous equations obtained by taking the 
()i = 0 in (19). Conversely if (fJ1, fJ2, .. " fJn) is a solution of (19) 
and (1'1, 1'2, "', 'Yn) is a solution of the homogeneous system, 
then (fJl', fJ2', •. " fJn') where fJ/ = fJi + 'Yi is another solution of 
(19). This shows that in order to obtain the solutions, if any, of 
(19) we have to find a particular solution of this system and all 
solutions of the corresponding homogeneous system. We will 
then obtain all solutions of (19) by adding to the particular solu­
tion all solutions of the homogeneous system. 

We therefore consider first the question of the existence of 
solutions for (19). We introduce the vectors Ui = '];ai;/;, i = 1, 
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2, ... , n, v = ~5d; where Uh j2, ... , j m) is a basis for the m 
dimensional space~. Then it is immediate that (f3h f32, ... , {3n) 

is a solution of (19) if and only if the {3i satisfy 

(20) 

Hence (20) is solvable if and only if v is linearly dependent on 
UI, U2, •.. , Un. On the other hand, v is linearly dependent on 
the Ui if and only if 

rank (UI, U2, ... , Un) = rank (Uh U2, ... , Un, v), 

and this in turn holds if and only if the row rank of the matrix 
(a) is the same as that of the augmented matrix 

r
au a12 a1m 

a21 a22 a2m 

(21) 

la~, a n2 a nm 

51 52 5m 

In particular, if ~ = cf? is commutative, then we have the fol-
lowing 

Theorem 7. A system oj linear equations (19) with aij and 5j 

in a field cf? has a solution ~i = {3i in cf? if and only if the matrix (a) 
oj the coefficients and the augmented matrix (21) have the same de­
terminantal ranks. 

We consider next the homogeneous system obtained by setting 
5j = o. To study this system we introduce also an n dimensional 
vector space ~ with the basis (eh e2, .•. , en), and we let A be 
the linear transformation whose matrix is (a) relative to the bases 
(eh e2, ... , en), (ft,j2, .. ·,jm). Then in the above notation the 
vectors Ui = eiA and ({3I, {32, ... , {3n) constitute a solution of the 
homogeneous system if and only if ~{3iUi = O. Since Ui = eiA, 

this amounts to the condition (~{3iei)A = o. Thus ({3h {32, ... , 

{3n) is a solution if and only if ~{3iei is in the null space ~ of A. 

If 11 is the nullity of A, we have a basis (ZI, Z2, ... , Zy) for ~ and, 
if Zk = ~{3i(k)ei' k = 1, 2, ... , 11, then 

({31(1), {32(l), ... , {3n(l)), •.. , ({31('), {32(v), •.. , {3n(v») 
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is a set of (left) linearly independent solutions of the homogeneous 
system. Moreover, any solution (f3h f32, ... , f3n) is a linear com­
bination of these solutions. Because of the relation between 
rank and nullity, we know that p = n - p where p is the row 
rank of the matrix (a). We therefore have the following result: 

n 

Theorem 8. Let L ~iaij = 0, j = 1,2, ... , m, be a lejt-handed 
i~1 

system oj homogeneous equations and let the row rank oj (a) be p. 

Then there exist n - p linearly independent solutions (f3I (k), f32 (k), 

... , f3n (k), k = 1, 2, ... , n - p, such that any solution oj the sys­
tem is a lejt linear combination oj these solutions. 

An immediate consequence of this theorem is the result, noted 
previously in an exercise (p. 13), that a system of m homo­
geneous equations in more than m unknowns has a non-trivial 
solution. We remark also that in the commutative case we can 
drop the modifier "left" in the above statement and replace rank 
by determinantal rank. 

EXERCISE 

Find all the solutions of the following system 

2h - ~2 + ~3 - 3~4 = 0 

~l + ~2 - ~3 + 2~4 = 0 

4h + ~2 - ~3 + ~4 = 0, 

A, the field of rational numbers. 

8. Linear transformations in right vector spaces. If ml ' and 
m2' are right vector spaces, a linear transjormation of ml ' into 
m2 ' is defined to be a mapping of ml ' into m2 ' such that 

(22) (x' + y')A = x' A + y' A, (x' a)A = (x' A)a 

for all x', y' in ml ' and all a in Ll. The discussion for left vector 
spaces can be carried over to the present situation with one or 
two notational changes. If (e/, e2', ... , en,') and (jl', j2', 
jn/) are bases in ml ' and m2', respectively, we write 

(23) 
n2 

e/A = Lj/aji, i = 1,2, ... , nl 
j=l 
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and we call 
all a12 

a, .. ] 
(24) 

a2l a22 a2n2 

a n11 a n12 an1n2 

the matrix oj the linear transjormation A relative to the given bases. 
I t should be noted that (24) is the transposed of the matrix of 
the coefficients on the right-hand side of (23). As before, to the 
sum of linear transformations corresponds the sum of matrices. 
The si tua tion for the product is, however, differen t from that of left 
vector spaces. Suppose that (gl', g2', ... , gns') is a basis for m3' 

and let B be a linear transformation of m2' into m3'. Let «(3) be 
the matrix of B relative to the bases (j1',j2', .. ·,jn,'), (gl', g2', 
... , gns'). Then 

jiB = ~gk'(3kj, j = 1,2, ... , n2· 
Hence 

e/AB = (L;j/aii)B = ~ U/ B)aji = tt gk'(3kjaji 

= ~gk''Yki 

where 'Yki = L: (3kjaji. Thus the matrix of C = AB is the prod­
j 

uct «(3)(a) and not (a)«(3) as before. 
If~' = ~'(m', m') denotes the ring of linear transformations of 

m' into itself, then the correspondence A ~ (a) between the 
linear transformations and their matrices relative to a definite 
basis (e1', e2', ... , en') is now an anti-automorphism. Thus it is 
1-1, and to the sum of linear transformations corresponds the 
sum of the matrices, and to the product of linear transformations 
corresponds the product of the corresponding matrices taken in 
reverse order. The ring ~' is anti-isomorphic to the matrix ring 
.::ln and hence also to the ring ~ of linear transformations in an 
n-dimensional left vector space over .1. 

A change of basis from (e1', e2', ... , en/) to (U1', U2', ... , un/) 
where u/ = ~e/p,ii and a change of basis from (j1',j2', .. ·,jn/) 
to (V1', V2', ... , vn,') where v/ = ~j/Vqp is now reflected in a 
change of the matrix of A from (a) to 

(li) = (v)-l(a)(p,). 
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If a single basis is used in ml ' = m2 ' = m', the matrix (a) of A 
is replaced on changing the basis by the similar one (p.)-l(a)(p.) 
where (p.) gives the change of basis. 

Our discussion of rank and nullity may be carried over with­
out change. The rank of A now turns out to be the column rank 
of its matrices. This implies that equivalent matrices have the 
same column rank as well as the same row rank. Now we have 
seen that any matrix (a) is equivalent to one in the "normal" 
form (18). Also it is immediate from the definition that a matrix 
in normal form has the same row rank and column rank. It fol­
lows that the arbitrary matrix (a) has the same row rank and 
column rank. We state this result as 

Theorem 9. The row rank and the column rank of any matrix 
are the same. 

A second, and somewhat more geometric, proof of this result 
will be given in § 12. We note finally that the theory of right­
handed systems of linear equations can be developed in a man­
ner completely analogous to that of left-handed systems con­
sidered above. We have only to replace left vector spaces by 
right vector spaces. 

EXERCISE 

1. State and prove the analogue of Theorem 7 for right-handed systems. 

9. Linear functions. We have defined a linear function on a 
vector space m to be a mapping x ~ f(x) of minto Ll such that 

f(x + y) = f(x) + f(y) , f(ax) = af(x). 

If we define the sum of two such mappings in the usual way by 

(J + g) (x) = f(x) + g(x) 

and the productfp. for p. in Ll by 

(Jp.)(x) = f(x)p., 

then we obtain a right vector space m* over Ll. This can be 
verified directly. However, it may be more illuminating to in­
tegrate this result into the general theory oflinear transformations 
developed in § 2. 
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For this purpose we recall that a linear function is just a linear 
transformation of ~ into the one-dimensional vector space A. 
Now the right multiplication Ilr: ~ ---7 ~Il is a linear transforma­
tion in the vector space A, since 

(~ + TJ)llr = (~ + TJ)1l = ~Il + TJIl = ~Ilr + flllr 
(a~)llr = (a~)1l = a(~Il) = a(~llr)' 

Also we know that the set of linear transformations of ~ into A 
is a commutative group under addition and that the resultant of 
a linear transformation of ~ into A and a linear transformation 
of A into itself is a linear transformation of ~ into A. Hence if 
f and g e ~(~, A), then f + g and fllr e ~(~, A). Since the defini­
tion off Il given above is sim pI y the resultan t f Ilr, 

(f + g)1l = (f + g)llr = fllr + gllr = fll + gil 

f(ll. + v) = f(1l + V)r = f(llr + Vr) = fllr + fVr = fll + fv 

f(llv) = f(IlV)r = f(MrVr) = (fllr)Vr = (f1l)V 

f1=f1r=f. 

This establishes the assertion made above that the set ~* of 
linear functions is a right vector space over A. We call this 
space the conjugate space of the vector space ~. 

Now suppose ~ is finite dimensional with the basis (el) e2, 
.. " en). A linear function f is completely determined by the 
values f(Ci) = ai. Moreover, for arbitrary ai e A there exists a 
linear function such that f(ei) = ai. If x = ~~iei' then f(x) = 
~~iai' We can also state these simple results in terms of matrices 
as follows. Iff is a linear function and f(ei) = ai, then we can 
use the basis 1 in A and writef(ei) = ail. Then we see that the 
matrix off relative to (el) C2, "', en), (1) is 

(25) 
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We obtain in this way a 1-1 correspondence between m* and the 
set of n X 1 matrices with elements in A. Sums correspond 
under this correspondence. Also it is immediate that, if f has 
the matrix (25), thenf.u has the matrix 

From this it is clear that m* is equivalent to the right vector 
space of n-tuples (now written as columns). Evidently this im­
plies that m* is n dimensional over A. 

The last result can be made somewhat more transparent in 
the following way. If (e1) e2, ... , en) is a basis for m over A, we 
define a set (e1 *, e2*, ... , en *) of linear functions by the equations 

(26) 

where ~ii = ° if i ~ j and = 1 if i = j. Then the value of the 
linear function 2;ei*ai for ei is 

L ei*aiCej) = L ei*Cej)ai = ai, j = 1, 2, ... , n 
i i 

and this implies that the ei* form a basis for m* over A. Thus if 
f is any linear function andf(ej) = a;, thenf and 2;ei*ai have the 
same values at the ei. Hence f = 2;ei*ai. Also the ei* are lin­
early independent; for if 2;ei*ai = 0, then the displayed equa­
tions show that every aj = 0. We shall call the basis (e1*' e2*, 
... , en *) the complementary basis to (e1) e2, ... , en). Such bases 
will play an important role in the sequel. 

EXERCISE 

1. Prove that the right multiplications are the only linear transformations in 
the vector space A. 

10. Duality between a finite dimensional space and its con­
jugate space. Let x be a fixed vector in the space m and let f 
range over the conjugate space m* of m. Then the mapping 
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f ~ f(x) appears to be a mapping of m* into~. To emphasize 
that we are now dealing with a function off e m* we write x(f) 
for f(x). We assert that x(f) is linear; for 

x(f + g) 

X (fa) 

(f + g) (x) = f(x) + g(x) = x(f) + x(g) 

(fa)(x) = f(x)a = x(f)a. 

Thus we see that every vector x e m determines an element x(f) 
of the (left) vector space m** of linear functions defined on m*. 

We consider next the properties of the mapping x ~ x(f) of 
minto m**. We note first that this mapping is a linear transfor­
mation of minto m**; for 

(x + y)(f) = f(x + y) = f(x) + fey) = x(f) + y(f) 

and this means that the function associated with x + y is the 
sum of the function x(f) and y(f). Also 

(ax)(f) = f(ax) = af(x) = ax(f), 

so that the linear function associated with aX is a times the linear 
function associated with x. We prove next that x ~ x(f) is 
1-1. For this it suffices to show that, if x(f) = 0 for allf, then 
x = o. Now this is clear; for if x ,e 0, we can take x as the first 
vector el of a basis (el) e2, ... , en). We have seen that there 
exists a linear function f such that f(ei) = ai for any given ai. 
In particular, we can find an f such that f(x) = feel) ,e O. 

We have now established that the mapping x ~ x(f) is a 1-1 
linear transformation of minto m**. Hence if ® denotes the 
image space, dim ® = dim m = n. On the other hand, we know 
that dim m = dim m* = dim m**. Hence dim ® = dim m**. 
This, of course, implies that ® = m**. We are now led to the 
striking conclusion that every linear function on m* can be ob­
tained as an x(f) for some vector x e m. This is the important 
principle of duality that m can be identified with the conjugate 
space of (the space of linear functions on) m*. As a first applica­
tion of this result we prove the followjng 

Theorem 10. If (el *, e2*, ... , en *) is a basis for m*, then there 
exists a basis (el) ... , en) for m such that ei*(ej) = Oij. 
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Proof. We know that we can find in m** a basis (e1**' e2**, 
· . " en **) that is complementary to the given basis (e1 *, e2*, 
· . " en *), that is, ei**(ej*) = Oij. But there exist vectors eb e2, 
· . " en in m such that e/(ei) = ei**(e/), i, j = 1, 2, "', n. 
These vectors satisfy the conditions of the theorem. 

We shall establish next a reciprocal relationship between the 
subspaces of m and the subspaces of its conjugate space m*. If 
<0 is a subspace of m, we let j(<0) be the totality of vectors g e m* 
such thatg(y) = 0 for ally e eJ. The setj(eJ) is clearly a subspace 
of m*, and we shall call it the subspace of m* incident with <0. 
Similarly if eJ* is a subspace of m*, we obtain the subspace j(eJ*) 
incident with <0*. This consists of the vectors y such that g(y) 
= 0 for all g e eJ*. Evidently if <0 1 :::> eJ2 , then j(eJ1) C j(eJ2), 

that is, the correspondence eJ -7 j(<0) is an order reversing cor­
respondence of the lattice L(m) of subspaces of m into the lattice 
L(m*) of subspaces of m*. It is clear also that j(j(eJ)) =:> eJ. 
We prove next the following 

Lemma. For any eJ c m, dim j(eJ) = n - dim <0 and for any 
<0* c m*, dim j(eJ*) = n - dim <0*. 

Proof. Because of the duality between m and m*, it suffices to 
prove one of these statements. We choose the first. Let <0 be a 
subspace of m and let (Ub U2, "', un) be a basis for m such that 
(Ub U2, "', ur) is a basis for eJ. Let (U1 *, U2 *, "', Un *) be the 
complementary basis for m*. Suppose now thatg = };Ui*f3i ej(eJ). 
Then (};Ui*f3i) (Uj) = 0 for j = 1,2, .. " r. But (};Ui*f3i) (Uj) = f3j. 

n n 

Hence g = L Ui*f3i' Conversely, any linear form g = L Ui*f3i 
r+1 r+1 

satisfies g(Uj) = 0 for j = 1, 2, "', r. Hence also g(y) = 0 for 
every y e <0. Thus j(eJ) = [U r+1 *, Ur+2*' "', Un *]. Hence 
dim <0 = r while dimj(<0) = n - r. 

An immediate consequence of this lemma is that j(j(eJ)) = eJ 
andj(j(<0*)) = <0* for any eJ and eJ*. Thus we have seen that 
j(j(<0)) =:> <0. Moreover, dimj(j(eJ)) = n - (n - r) if dim <0 = 
r. Hence dimj(j(eJ)) = dim eJ, and this implies that <0 = 

j(j(eJ)). 
We now see that the mapping eJ -7 j(<0) is a 1-1 mapping of 

L(m) onto L(m*). If j(eJ1) = j(<02 ), then <01 = j(j(<0 1)) = 
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j(j(~2)) = ~2. Moreover, if @5* is any element of LOR*), then 
~* = j(~) where ~ = j(@5*). 

EXERCISES 

1. Prove that, if~ -+ @i is a 1-1 order reversing correspondence of one lattice 
onto a second one, then @5l + ~2 = @il n @i2 and ~l n ~2 = @il + @i2. 

2. Let! be a linear function on 9l and let} denote its contraction on the sub­
space ~ of 9l, that is,} is the mapping y -+ !(Y) for y in~. Show that the 
mapping! -+ } is a linear transformation of 9l* into the space @5* of linear func­
tions on~. Show that j(@5) is the null-space of this transformation. Prove 
that! -+ } is a mapping of 9l* onto ~*. 

3. Prove that, if Cl*, C2*, ••• , cr* are linearly independent linear functions 
then there exist vectors Cl, C2, ••• , CT such that C;*(Ci) = O;i, i, j = 1, 2, ... , r. 

11. Transpose of a linear transformation. Let £1 be a linear 
transformation of 911 into 912 and let j be a linear function de­
fined on 9l2 • Then the mapping Xl ~ j(xld) is a linear function 
defined on 9l1 ; for this mapping is simply the resultant dj of 
£1 and j, that is, 

(27) 

We now letj vary over the conjugate space 9l2* of 9l2 • Then we 
obtain a mappingj ~ dj of 9l2* into ml*. We assert that it is 
linear. By the distributive law 

dU+g) = dj+ dg 

and by the associative law 

and these are the defining conditions. We shall call the linear 
transformationj ~ dj of 912 * into 911 * the transpose of £1 and we 
denote it as £1*. Hencejd* = dj where on the right dj is the 
resultant of £1 andj. 

We consider next the properties of the mapping £1 ~ £1*. 
First, if B is a second member of~(91h 9l2), then £1 + B e ~(91h 9l2), 

jed + B)* = (£1 + B)j = dj + Bj =jd* + jB* =j(d* + B*). 

Hence 

(28) (£1 + B)* = £1* + B*. 
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Now let m3 be a third vector space and let C be a linear transfor­
mation of m2 into m3. Then AC e 2(jJh, m3). Hence if h e m3*, 
h(AC)* = (AC)h e ml *. Moreover, 

h(AC)* = (AC)h = A(Ch) = A(hC*) = (hC*)A* = h(C*A*) 

and this proves the rule 

(29) (AC)* = C*A*. 

Our results also apply, of course, to right vector spaces. In 
particular, if A* is a linear transformation of the right vector 
space of linear functions m2 * into the right vector space m1 *, 
then we can associate with it a transpose transformation of ml ** 
into m2**' where mi** is the left vector space of linear functions 
on mi*. On the other hand, we have the natural equivalences of 
mi** onto mi and these enable us to define a linear transformation 
of m1 into m2 corresponding to the transpose of A*. We shall call 
this transformation the transpose A** of A* in m1 to m2 • We 
now determine the transformation A** for the given linear trans­
formation A* of m2* into ml*. LetJ vary over m2* and let Xl 
be a definite vector in mI. Then the mapping 

is a linear function on m2*. Hence there is a uniquely determined 
vector X2 e m2 such that 

(30) 

holds for all J e m2*. We now have a mapping A** sending Xl 
into X2. The argument given above shows that this mapping is 
linear. This can also be verified directly. 

We shall now show that the two correspondences A ~ A* 
and A* ~ A** are inverses of each other, that is, if A* is the 
transpose of A e 2(mh m2), then the transpose of A* in m1 to m2 is 
A and, if A** is the transpose in ml to m2 of A* e 2(m2*, ml *), then 
the transpose of A** is A*. To see the first of these statements 
we note that (fA*)(Xl) = J(x1A**) by the definition of A**. 
Hence J(x1A) = J(x1A**) and J(xlA - xIA**) = 0 holds for all 
j. As we have seen (p. 54) this implies that xlA = xIA** for 
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all Xl so that A = A**. The second statement 1S proved by 
using the relation 

Since this holds for all XI, fA* = fA*** and A* = A***. It is 
now immediate that the mapping A ~ A* is 1-1 of ~(mI, m2) 
onto ~(m2*' ml*). 

In the particular case of ~ = ~(m, m) and ~* = ~(m*, m*) the 
mapping A ~ A* is an anti-isomorphism between these two 
rings. This is clear from the I-I-ness and equations (28) and 
(29). 

12. Matrices of the transpose. Again let A be a linear transfor­
mation of ml into m2 and let (eh e2, ... , en), (fI,f2, .. ',fn2) be 
bases in these spaces. We choose complementary bases (el*' e2*, 
"', en1*), (fl*,f2*, .. ',f~*) in the spaces ml*' m2*. Hence 

ei*(ej) = 5i ;, fp *(fq) = 5pq. 

Suppose now that (a) and ((j), respectively, are the matrices of 
A and of its transpose relative to these bases. Then 

eiA = L: aipfp, fq * A* = '1:tej*{jjq. 
p 

Sincefq * (eiA) = fq * A*(ei), 

fq * (~ aipfp) = ~ (e;*{jjq) (ei). 

Hence aiq = {jiq and (a) = (m. In other words, if complementary 
bases are used in mi, and in mi*' i = 1, 2, then the matrices of A 
and of its transpose are equal. 

This result is perhaps a little unexpected. Its explanation lies 
in our definitions of matrices of linear transformations in left 
vector spaces and in right vector spaces. In the special case in 
which A = <P is a field the result usually appears in a somewhat 
different form. Here it is customary to consider all spaces as 
left vector spaces, as can be done by writing aX for Xa. Then 
the relations fq * A* = L: ej*ajq that we have just derived may 
be wri tten as j 

~ *A* - "" e'*~' - "" ~. e·* - "" ~ .'e·* J q - £oJ , u.,q - £oJ .... ,q, - £oJ .... q, , 
j ; ; 
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where a q/ = ajq. Thus the matrix of A* considering the ffi;* as 
left vector spaces is the transposed matrix (a)' of the matrix (a) 
of A. If ffi1 = ffi2 = ffi we have the isomorphisms A ---7 (a) and 
A* ---7 (a)' of the rings of linear transformations ~ = ~(ffi, ffi) and 
~(ffi*, ffi*) respectively onto the matrix ring cJ?n. Since A ---7 A* 
is an anti-isomorphism we see that the mapping (a) ---7 (a)' is an 
anti-isomorphism in cJ?n, that is, (a) ---7 (a)' is 1-1 and 

[(a) + (m]' = (a)' + (m', [(a)(fj)]' = (fj)'(a)'. 

This, of course, can also be verified directly. 
We return now to the general case of an arbitrary division ring, 

and we shall establish the following relation between rank spaces 
and null spaces of a linear transformation and its transpose. 

Theorem 11. The null space of A is the subspace incident with 
the rank space of the transpose A* of A. The rank space of A is the 
subspace incident with the null space of A*. 

Proof. It is sufficient to prove the first of these statements. 
Hence let z be a vector such that zA = O. Then f(zA) = 0 and 
(jA*)(z) = 0 for all f. Hence z ej(ffi2* A*). The converse fol­
lows by retracing the steps. 

We can now prove 

Theorem 12. Rank A = Rank A*. 

Proof. Rank A* = dim (ffi2 * A*) = dimj(91) where 91 is the null 
space of A. Also dimj(91) = nl - dim 91 where nl = dim ffil = 
dim ffi1 *. On the other hand, rank A = nl - dim 91. Hence 
rank A = rank A*. 

If (a) is any matrix, (a) can serve as the matrix of a linear 
transformation A and also of the transpose A* of A. Then, as we 
have seen, rank A is the row rank of (a) while rank A* is the 
column rank of (a). Theorem 12 therefore gives a geometric 
proof of the theorem that the two ranks of any matrix are equal. 

13. Projections. We conclude this chapter by considering a 
type of linear transformation of a vector space that is intimately 
connected with direct decompositions of the space into subspaces. 
Suppose that ffi = ffi1 ffi ffi2 ffi ... ffi ffir , that is, ffi is a direct sum 
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of the subspaces mi in the sense of § 11, Chapter 1. Then if x is 
any vector in m, x may be written as 

(31) x = Xl + X2 + ... + Xr 

where Xi e mi. vVe know also that for a given i the component Xi 
oj X in mi is unique. Hence the mapping Ei that sends X into Xi 
is single-valued. vVe wish to investigate the properties of these 
mapptngs. Let Y = Yl + Y2 + ... + Yr, Yi e mi; then 

X + Y = (Xl + Yl) + (X2 + Y2) + ... + (Xr + Yr) 

where Xi + Yi e mi. Thus the component in mi of X + Y is Xi + 
Yi. Hence we have the following condition on E i : 

(x + y)Ei = XEi + yEi. 
Also by (31) 

ax = aXl + aX2 + ... + axr. 

Hence the component in mi of ax is aXi. In other words, we have 
the relation 

We therefore see that Ei is a linear transformation in mover ..1. 
We consider next the relations that hold among the E i • We 

note first that (31) may be rewritten as 

(32) 

Hence 

(33) 

If Xi e mi, the representation (31) of X = Xi reads Xi = Xi. Thus 
xiEi = Xi, x;Ej = 0 if j ~ i. Now for any x, XEi = Xi e mi. 
Hence we see that xEl = XiEi = Xi = XEi and XEiEj = XiEj = 
O. We therefore have the following equations. 

(34) 

Now, in general, we shall call a linear transformation E that 
is idempotent in the sense that it is equal to its square (E2 = E) 
a projection. A set of projections will be called orthogonal if the 
product of any two distinct ones in the set is O. Finally we shall 
say that the set of orthogonal projections Et, E 2 , "', Er is sup­
plementary if their sum is the identity mapping. Then the re-



LINEAR TRANSFORMATIONS 61 

sults that we have just obtained concerning the mappings Ei de­
termined by the decomposition ~ = ~l EEl ~2 EEl ... EEl ~r are that 
these mappings form a supplementary set of orthogonal projec­
tions. We shall now show that every finite supplementary set of 
orthogonal projections is obtained in this way. Thus let Eh E 2 , 

.. " Er be such a set. Let ~i = ~Ei, the rank space of E i . 

Then if x is any vector in ~ 

x = xl = x(};Ei) = xEl + XE2 + ... + xEr 

£'-~El + ~E2 + ... + ~Er' 
Hence ~ = ~l + ~2 + ... + ~r. Next let 

(35) Zi = Zl + ... + Zi-l + Zi+l + ... + Zr 

where Zj £'- ~j. Since Zi has the form YiEi, ZiEi = YiEl = YiEi = 
Zi' Similarly if j =;6- i, zjEi = yjEjEi = O. Hence if we operate 
on the left-hand side of (35) with E i, we obtain Zi and, if we oper­
ate on the right-hand side, we obtain O. Hence Zi = O. This 
proves that ~i n (~l + ... + ~i-l + ~i+l + ... + ~r) = 0 for 
i = 1,2, "', r. Thus ~ = ~l EEl ~2 EEl' . ·EEl ~r' Since x = };XEi 
and XEi = Xi £'- ~i, the projections determined by this decomposi­
tion are the mappings x ~ XEi' that is, the given linear transfor­
mations E i . We have therefore established a 1-1 correspondence 
between direct decomposition of the vector space and finite sets 
of supplementary orthogonal projections. 

We obtain next canonical bases for the set of supplementary 
orthogonal projections Eh E 2 , "', Er • Let ~ = ~l EEl ... EEl ~r 
as above. Then we can obtain a basis Uhi2, ... ,in) for ~ such 
that Uh ... ,ip) is a basis for ~h UP1+1' ••• ,iP1+P2) is a basis for 
~2' etc. Thus Pi = rank E i . Since EjEi = 0 for j =;6- i, the linear 
transformation Ei annihilates all the 1's outside the i-th subset 
(ipl+"'+Pi_l+l> "', i pl+"'+P)' Since El = Ei , any vector in ~i 
= ~Ei is sent into itself by Ei. It follows that the matrix of 
Ei relative to the basis U!, i2, "', in) is the diagonal matrix 

r-Pi--' 
(36) (0-) = diag {O ... 0 1 ... 1 0 '" Ol 

'I. "" '" , 

in which all elements are 0 except those in Pl + ... + Pi-l + 1st 
to Pl + ... + Pith rows. 
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We now drop the assumption that ~Ei = 1. Thus we suppose 
that E!, E2, ... , Er is any finite set of orthogonal projections. 
Set E = ~Ei and Er+l = 1 - E. Since EiEj = 0 for i ~ j, sr, 
E2 = ~El = ~Ei = E. Hence also Er+12 = (1 - E)2 = 1 -
2E + E2 = 1 - 2E + E = 1 - E = Er+1. Moreover, if j S r, 
EjE = Ej~Ei = El = Ej and similarly EEj = Ej. This implies 
EjEr+1 = E j (1 - E) = E j - EjE = Ej - Ej = 0 and Er+1Ej 
= o. We have therefore shown that the set E!, E2, ... , Er+l is 
a supplementary orthogonal set of projections. Our discussion 
shows that there exists a basis UI,i2, .. ·,in) ofm such that the 
matrix of Ei relative to this basis has the form (36), i = 1, 2, 
... , r. 

These remarks apply in particular to a single idempotent lin­
ear transformation. If El is of this type, then El and E2 = 1 
- El are orthogonal and supplementary. Relative to a suitable 
basis the matrix of El has the form diag {1, 1, ···,1,0, ... , O}. 
The number of l's is the rank of E 1• 

EXERCISES 

1. Prove the following theorem on matrices: If (E1), (E2), ... , (Er) is a set of 
matrices such that 

(37) 

then there exists a matrix (IL) in L(I1, n) such that (IL)(Ei)C!L)-l has the form (36). 
2. Prove that two projections E and F have the same rank spaces if and only 

if EF = E and FE = F. Prove that they have the same null spaces if and only 
if EF = F, FE = E. 

3. Show that, if E1, E2, ... , Ek are projections with the same rank spaces and 
aI, a2, ... , ak are elements of 11 such that ~ai = 1, then "J:.aiEi is a projection 
with the same rank space as the E i . 

4. Assume that the characteristic of 11 is not 2. (This means that, if a ~ 0, 
then 2a = a + a ~ ° in 11.) Prove that, if E1 and E2 are projections whose sum 
is a projection, then E1 and E2 are orthogonal. 

5. Show that, if E1 and E2 are commutative projections, then E1E2 and 
E1 + E2 - E1E2 are projections. 



Chapter III 

THE THEORY OF A SINGLE 
LINEAR TRANSFORMATION 

This chapter is devoted to the study of a single linear transfor­
mation in a vector space over a field. We shall obtain a decompo­
sition of the vector spaces into so-called cyclic subspaces relative 
to a given linear transformation. By choosing appropriate bases 
in these spaces we obtain certain canonical matrices for the trans­
formation. These results yield necessary and sufficient condi­
tions for similarity of matrices. Following Krull we shall derive 
the fundamental decomposition theorems by making use of the 
theory of finitely generated a-modules, a a principal ideal domain. 
We shall also prove in this chapter the Hamilton-Cayley-Fro­
ben ius theorems on the characteristic and minimum polynomials 
of a matrix. Finally we study the algebra of linear transforma­
tions that commute with a given transformation. 

1. The minimum polynomial of a linear transformation. 
Throughout this chapter we assume that the underlying division 
ring is a field. We use the notation ~ for this field. Let m be a 
vector space over ~ and let ~ = ~(m, m) be the set of linear trans­
formations of m into itself. We recall that ~ can be regarded as 
an algebra over ~: that is, 1) ~ is a ring; 2) ~ is a vector space 
over ~ with addition the same as the ring addition; and 3) 

'Y(AB) = ('YA)B = A('YB ) 

holds for A, B in ~ and 'Y in~. The product 'YA is by definition 
the resultant 'YzA = A'Yz. We recall also that ~ is n 2 dimensional 
over~. 

63 
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Now let A be an arbitrary linear transformation in m and let 
[1, A, A2, ... ] be the subspace of 2 spanned by the powers of A. 
If A is not a multiple of 1, the pair (1, A) is a linearly independent 
set. Again if A2 is not linearly dependent on (1, A), then, since 
(1, A) is an independent set, so also is (1, A, A2). Continuing 
in this way we obtain the linearly independent sets (1), (1, A), 
(1, A, A2), (1, A, A2, A3), .. '. 

Since 2 is finite dimensional, this process must break off after 
a finite number of steps. This, of course, occurs when we reach 
the first power Am of A which is linearly dependent on preceding 
powers. Then (1, A, A 2, "', Am-I) is linearly independent, 
but Am e [1, A, A2, .. " Am-I]. Hence we have a relation of the 
form 

(1) 

where the Mi e <1>. Multiplication of (1) by A yields, in virtue of 
the distributive law and the algebra condition 3) above, the 
equation 

Am+1 = MoA + MIA2 + ... + Mm_IAm. 

Since Am e [1, A, A2, "', Am-I], this shows that Am+! e [1, A, 
A2 ... Am-I] Similarly we can prove that Am+2 Am+3 " . , , 
are in [1, A, A2, "', Am-I]. Hence 

[1, A, A 2, ... ] = [1, A, A2, "', Am-I], 

and since the displayed set of Ak is a linearly independent one, 
we see that [1, A, A2, ... ] has the basis (1, A, A2, "', Am-I). 

The relation (1) has an important interpretation which we shall 
now examme. We note first that the mapping 

(2) a ~ al = az 

is an isomorphism of <I> into 2. Thus 

(a + /1)1 = al + /11 
(3) 

(amI = (am(12) = a(/1(P)) = a(I({11)) = (al)({11) 

and al ~ 0 if a ~ 0 so that the mapping is 1-1. It follows that 
the image set <1>1 is a subfield of 2 isomorphic to <1>. 
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Now let ~[X] denote the integral domain of polynomials in the 
transcendental element (indeterminate) X with coefficients in ~. 
The linear transformation A commutes with every element 
ad (= al). It follows from this that the mapping 

(4) leX) = ao + alX + a2X2 + ... ~ leA) 

= ao1 + alA + a2A2 + ... 
is a homomorphism of ~[X] into~. This homomorphism is an ex­
tension of the isomorphism (2), and it is characterized by the 
property that it maps X into A. Let St be the kernel of our homo­
morphism, that is, St is the ideal of polynomials p(X) such that 
peA) = O. Now it is known that ~[X] is a principal ideal domain. * 
By this we mean that every ideal in ~[X] consists of the multiples 
of a particular polynomial. In particular St = (M(X)) is the set 
of multiples of M(X). The generator M(X) is uniquely determined 
if we specify that its leading coefficient is 1. By the relation (1) 

Am - Mm_lAm - l - Mm_2Am-2 - ... - Mol = o. 
Hence we see that the polynomial 

(5) xm - Mm_lxm-l - Mm_2xm-2 - ... - JJ.o 

which is ~ 0 is in St. The result that we established before there­
fore shows that St ~ o. We now note that the polynomial (5) 
as determined by (1) is the generator M(X) of St; for otherwise 
there exists a polynomial of degree lower than m such that 
Ar + Pr_lAr-l + ... + Po = 0, and this contradicts the linear in-
dependence of 1, A, ... , Ar. 

We shall call the polynomial M(X) the minimum polynomial of 
the linear transformation A. It is characterized by the following 
properties: 1) leading coefficient = 1; 2) M(A) = 0; 3) if p(X) is 
any polynomial such that peA) = 0, then p(X) is a multiple of 
M(X). 

The isomorphism between ~ and the matrix ring ~n enables 
us to carryover to matrices the results that we have just de­
rived. Let (a) be the matrix of A relative to (el) e2, ... , en). 
Then we know that the matrix of t301 + t31A + ... + t3kAk rela-

• See, for instance, Volume I, p. 100, of these Lectures. 
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tive to this basis is ,sol + ,sl(a) + ... + ,sk(a)k. It follows that, 
if the polynomial M(A) given by (5) is the minimum polynomial 
of A, then 

M((a» == (a)m - Mm_l(a)m-l - ... - Mol = o. 
Conversely, a relation in (a) implies a corresponding relation for 
A. This implies that M(A) is the polynomial of least degree that 
has (a) as a root. For this reason we shall also call M(A) the mini­
mum polynomial oj the matrix (a). 

EXERCISES 

1. Prove the rule (a{3)(xy) = (ax)({3y) for any algebra. 
2. What is the minimum polynomial of an idempotent linear transformation 

~ O? 
3. Let m be the vector space of polynomials of degree :S n - 1 with real co­

efficients. Find the minimum polynomials of the differentiation operator D and 
of the linear transformation A such thatf(A)A = f(A + 1). 

2. Cyclic subspaces. Of special interest in the study of a 
linear transformation A is the discovery of subspaces (0 that are 
invariant relative to A in the sense that they are mapped into 
themselves by A. If 0 is such a subspace, then A induces a 
mapping in (0 and it is obvious that this mapping is a linear trans­
formation. 

The simplest type of invariant subspace is an invariant sub­
space that is generated by a single vector. Let u be a particular 
vector in m and let (0 denote the smallest invariant subspace 
contammg u. Since u e 0, so is uA; hence also uA2 = (uA)A, 
uA3 = (uA2)A, .... Thus 

[u, uA, uA2, ... ] C 0. 

On the other hand, if v is any vector in the space [u, uA, ... ], 
then 

= uj(A) 

where j(A) = ao + alA + ... + aTAT. Hence vA = uj(A)A e [u, 
uA, ... ]. Thus this space is invariant, and [u, uA, uA2, ... ] is 
therefore the smallest invariant subspace of m containing the vec-
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tor u. We now denote [u, uA, ... ] by {u}, and we call this space 
the cyclic space (relative to A) generated by the vector u. 

Suppose now that u ~ 0, and let uAr, r ~ 1, be the first vec­
tor in the sequence u, uA, uA2, ... that is linearly dependent on 
the preceding. Then, as in the above discussion of the powers of 
A, we can conclude that 

(6) {u} = [u, uA, ... , uAr-l] 

and that (u, uA, ... , uAr-l) is a basis for this space. Also we 
have a relation of the form 

uAr = PoU + PluA + ... + Pr_luAr'---l 

or, what is the same thing, UJlu(A) = 0 where 

(7) 

From the definition of r it is clear that JluCA) is a polynomial ~ 0 
of least degree having the property uJlu(A) = o. We shall call 
JluCA) the order of the vector u. 

Consider now the totality Su of polynomials peA) such that 
uveA) = O. It is readily seen that Su is an ideal in !J>[A]. The 
polynomial Jlu(A) of positive degree is in Su and is a non-zero 
polynomial of least degree in this ideal. It follows that Su = 

(Jlu(A». We observe finally that Jlu(A) is the minimum polyno­
mial jl(A) of the linear transformation induced by A in {u}. For 
if v is any vector in {u}, v = uj(A) so that 

VJlu(A) = u/(A)Jlu(A) = uJlu(A)/(A) = 0/(£1) = o. 
Hence Jlu(A) = 0 in {u} and therefore jl(A) I Jlu(A). On the other 
hand, ujl(A) = O. Hence jl(A) e Su and so Jlu(A) I jl(A). These 
two relations imply that jl(A) = Jlu(A). 

If u = 0, {u} = O. In this case Su = (1), and we shall say 
that the order is 1. 

If Jl(A) is the minimum polynomial of A, then Jl(A) = 0 and 
uJl(A) = o. It follows that the minimum polynomial of A is a 
multiple of every order Jlu(A). 

3. Existence of a vector whose order is the minimum poly­
nomial. Let e1, e2, "', er be a set of vectors that generate m 
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relative to A in the sense that every vector x can be written in 
r 

the form x = L ei¢i(A), for suitable ¢i(A) in CP[A]. Such finite 
1 

sets exist; for any ordinary basis (el) e2, ... , en) has this property. 
Let fl(A) be the least common multiple [,ue,(A), ,uel>..), ... , ,ue.(A)] 
of the orders ,uei(A). Since each ,uei(A) is a factor of the minimum 
polynomial ,u(A) of A, fl(A) I ,u(A). On the other hand, if x = 
"J;ei¢i(A), then 

xfl(A) = "J;ei¢i(A)fl(A) = "J;eifl(A)¢i(A) = O. 

Hence fl(A) = 0 and this implies that ,u(A) I fl(A). Hence ,u(A) 
fleA). Thus the minimum polynomial of A is the least common 
multiple of the orders of any set of generators. This generalizes 
the result established above in the cyclic case. 

We now write the ,uei(A) in terms of the same primes, say 

where the 7r'S are distinct and k ji 2: o. \Ve may also suppose that 
the leading coefficients of the 7r'S are all 1. Then if kj = max (kjl) 
kj2, ... , kjT), the polynomial 

Now, in general, if the order ,ux(A) = ,u1 (A),u2(A), then the order 
of y = x,u1(A) is ,u2(A). The proof is immediate. Applying this 
fact we see that, if kl = kli1 , then the order of 

j1 = eil7r2(Al'il7r3(A)k3il ... 7r8 (A)k8il 

is 7r1(A)k1. Similarly, we can find a vector ji> j = 2, ... , s, of 
order 7rj(Ali. We shall now show that the vector 

j = j1 + j2 + ... + j. 
has order ,uiCA) = ,u(A). This will follow from the following more 
general result: 

Lemma. Ij the orders ,ui(A) oj ji, i = 1, 2, ... , s, are relatively 
prime in pairs, then the order oj j = j1 + j2 + ... + j. is the prod-
uct V(A) = II,ui(A). 
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Proof. Since jiJ.l.i(A) = 0 for each i, jv(A) = 'J;jiv(A) = O. 
Hence J.l.fCA) I veX). We note next that if PI(X) = J.l.f(X)J.l.2(X)J.l.3(X) 
... J.I..(X), thenjPI(A) = 0 andjjPI(A) = 0 for j = 2, 3, "', s. 
Hence, also jIPI(A) = O. This implies that J.l.1(X) I PI(X), Since 
J.l.1(X) is prime to J.l.2(X), "', J.I..(X), it follows that J.l.1(X) I J.l.f(X), 
Similarly J.l.2(X) I J.l.f(X), J.l.a(X) I J.l.f(X), .. '. Hence veX) = IIJ.l.i(X) is 
a factor of J.l.f(X), Thus J.l.f(X) = veX). This completes the proof. 

The above discussion now gives the following 

Theorem 1. There exists a vector in m whose order is the mini­
mum polynomial oj A. 

We know that the degree of the order of any vector u is the 
dimensionality of the space {u}. Hence deg J.l.u(X) ~ n. Thus 
we have the 

Corollary. The degree oj the minimum polynomial oj A is ~ n. 

EXERCISE 

1. Use the method of this section to prove that, if m is the maximum order 
of the elements of a finite commutative group G, then xm = 1 for all x in G. 

4. Cyclic linear transformations. The space m is called cyclic 
(relative to A) and A is called cyclic (sometimes non-derogatory) 
if there exists a single vector e that generates m, that is, m = {e}. 
We know that in this case J.I.(X) = J.l.e(X), and this shows that the 
orders of any two generators of a cyclic space are the same. It 
shows also that the minimum polynomial of a cyclic linear trans­
formation has degree n; for if m = {e}, deg J.l.e(X) = dim m = n. 
Hence deg J.I.(X) = n. 

Conversely, suppose A is any linear transformation whose min­
imum polynomial has degree n. Then by Theorem 1 there exists 
a vector e such that J.l.e(X) = J.I.(X). Then deg J.l.e(X) = n and so 
dim {e} = n. This, of course, means that {e} = m. We there­
fore have the following criterion. 

Theorem 2. A linear transformation is cyclic if and only if its 
minimum polynomial has degree n. 

Suppose now that m = {e} and let 

J.I.(X) = J.l.e(X) = xn - J.l.n_lxn - 1 - •.. - J.l.o. 
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We know that the vectors (e, eA, ... , eAn-1) constitute a basis. 
We wish to determine the matrix of A relative to this basis. 
Since 

eA = eA 

(e//)A = eA2 

(eAn-2)A = eAn-1 

(eAn-1)A = Moe + M1(e//) + ... + Mn_1(eAn-1), 

the matrix we seek is 

(8) 

010 0 
00100 

o 1 

Mn-1 

If MeA) = >-n - Mn_1>-n-1 - ... - Mo is any polynomial, then the 
n X n matrix given in (8) is called the companion matrix of M(>-). 
If, as in the present case, A is cyclic with minimum polynomial 
M(>-), then (8) is called the Jordan canonical matrix of A. Clearly 
the minimum polynomial may be read off from this matrix. 

We proceed now to derive a canonical matrix that displays the 
prime powers of M(>-). We prove first 

Theorem 3. Let \n = {e} and M(>-) = M1 (>-) ... M.(>-) where the 
Mi(>-) are relatively prime in pairs. Then \n = {ed EB {e2} EB ... 
EB {e.} where Me,(>-) = Mi(>-). 

Let pi(>-) = M(>-)(Mi(>-))-l and let ei = ePiC//). Then J.' .. (>-) = 
J.'i(>-). We know also that the order of e' = e1 + e2 + ... + e. is 
J.'(>-). Hence {e/} = m. On the other hand, {e/} C {ed + {e2} 
+ ... + {e.} sothat\n = {ed + {e2} + ... + {e.}. Sincedimm 
= deg M(>-) = 2; deg J.'i(>-) = 2; dim {ei}, the subspaces {ei} are 
independen t. Hence \n = {ed EB {e2} EB . .. EB {e.}. 

Now let J.'(>-) = '11"1 (>-) k1'll"2(>-)k2 ••• '11". (>-)k. where the 'll"i are distinct 
primes. Then by Theorem 3, \n = {ed EB {e2} EB ••• EB {e.} 
where J.'e.(>-) = 'll"i(>-)k;. 
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For the sake of simplicity of notation we assume for the mo­
ment that s = 1. Then p.C~) = 1l"(X)k where 1l"(X) is prime, and if 

1l"(X) = ;V - Pq_lXq-l - ... - Po, 

n = deg p.(X) = kq. We introduce the vectors 

it = e1l"(A)k-t, f2 = e1l"(A)k-lA, "', fq = e1l"(A)k-lAq-l; 

fHl = e1l"(-A)k-2, fH2 = e1l"(A)k-2A, "', f2q = e1l"(A)k-2Aq-l; 

Thus eachf is of the form ecf>(A) where deg cf>(X) < kq. Moreover, 
the degree of the cf>(X)'s associated with distinct1's are different. 
It follows that thej's are linearly independent, since a non-trivial 
relation of the form ~fJdi = 0 entails the existence of a polyno­
mial v(X) ~ 0 of degree < kq such that ev(A) = O. This contra­
dicts the fact that deg p.(X) = kq and establishes the linear inde­
pendence of the1's. Since there are altogether kq 1's, (11)f2, .. " 
fkq) is a basis for ~ over <1>. 

What is the matrix of A relative to (11,12, ... ,jkq)? We have 
the following relations: 

jq_lA =fq 

fqA = e1l"(A)k-lAq = e1l"(A)k-l[Aq - 1l"(A)] 

= e1l"(A)k-l[pol + PIA + ... + pq_1Aq-l] 

= POfl + Pd2 + ... + pq-dq 

fHIA =fH2 

fH2A =fH3 
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/2q- IA = /2q 

/ 2qA = C7r(A)k-2 Aq = C7r(A)k-2[Aq - 7r(A)] 

+ C7r(A)k-1 

= PO/HI + Pt/H2 + ... + Pq-t/2q + it 

/(k-l)q+q-IA = /kq 

/kqA = PO/(k-l)q+1 + Pt/(k-I)H2 + ... + Pq-t/kq 

+ /(k-2)HI. 

Hence the matrix of A relative to the basis (/1, /2) ... ) /kq) has 
the form 

(9) B= 

P 
N P 

N 

N P 

where P is the companion matrix of 7r(X) and N is the q X q 
matrix 

(10) 

o 0 

N= 0 0 

o 
o 

1 0 0 

We return now to the general case in which /leX) = '7r1 (X) k1'7r2(X)k2 

... '7ra(X)ka and m = {cd EEl {C2} EEl ... EEl {Ca}. We choose in each 
{Ci} a basis of the type just indicated. Together these bases 
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gIve a basis for~. The matrix of A relative to this basis is 

(11) 1 

B.J 
where each Bi is determined by 1T"i(X)'<i in the same way that B is 
determined by 1T"(X)k. 

We shall call (11) the classical canonical matrix of the cyclic 
linear transformation A. The prime powers 1T"i(X)ki that occur in 
the factorization of the minimum polynomial will be called the 
elementary divisors of the cyclic linear transformation. To the 
elementary divisor 1T"i(X)ki is associated the block Bi in the classi­
cal canonical form. As an example, let <I> be the field of rational 
numbers, and let }l(X) = (x - 1)3(x2 - 2)2. The classical ca­
nonical matrix of the cyclic linear transformation with minimum 
polynomial }l(X) is 

1 0 0 
1 1 0 
0 1 1 

0 1 0 0 
2 0 0 0 

0 0 0 1 

1 0 2 0 

EXERCISES 

1. Show that, if J..I(X) is any polynomial with leading coefficient 1, then there 
exists a matrix (a) that has J..I(X) as its minimum polynomial. 

2. Show that, if A is a linear transformation that has the diagonal matrix 

diag tal, a2, ... , anI 
where the ai are distinct, then the minimum polynomial of A is n(X - ai). Hence 
prove A cyclic. 
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3. Use 2 to prove that, if C is the field of complex numbers and tl, t2, ... , t n 

are the n distinct roots of unity, then 

are similar in en. 

and 

010 

o 0 1 

o 0 0 . 0 

o 
o 

~ 000 

4. Show that, if A is a linear transformation with matrix 

then A is cyclic. 

o 1 a13' aln 

o 0 au . a2n 

00001 

o 0 0 00 

Use this to prove that the given matrix is similar to 

0 0 0 
0 0 1 0 

0 0 0 ·0 1 
0 0 0 . 0 0 

5. What is the classical canonical matrix of the cyclic linear transformation 
whose minimum polynomial is (X - 1)3(X2 + 1)2(X + 1)2? Assume <I> to be the 
field of real numbers. 

6. Prove that, if ~ = {Cl} EB {C2} EB ... EB {c.} and the orders JJ.e,(X) are rela­
tively prime in pairs, then ~ is cyclic. 

5. The <I>[A]-module determined by a linear transformation. 
For the further study of a linear transformation we shall make 
use of another idea, namely, that the homomorphism between 
<I>[A] and the ring ~ = [1, A, A2, ... ] can be used to turn the vector 
space ~ into a <I>[A]-module. For this purpose we define the prod­
uct cfJ(A)X, x in ~, to be the vector xcfJ(A). Then 

cfJ(A)(X + y) = (x + y)cfJ(A) = xcfJ(A) + YcfJ(A) = cfJ(A)X + cfJ(A)Y, 

and since the linear transformations corresponding to cfJ(A) + t/I(A) 
and cfJ(A)t/I(A) are respectively cfJ(A) + t/I(A) and cfJ(A)t/I(A) = 

t/I (A) cfJ (A) , 



THE THEORY OF A SINGLE LINEAR TRANSFORMATION 75 

[cP(X) + ~(X)]x = x[cP(A) + ~(A)] = xcP(A) + x~(A) 
= cP(X)x + ~(X)x 

[cP(X)~(X)]x = x[~(A)cP(A)] = (xy,,(A))cP(A) = cP(X)(~(X)x) 

Ix = xl = x. 

Hence the basic module conditions hold. * There are several ad­
vantages to be gained in adopting the module point of view. In 
the first place we replace the ring W by the ring <I> [X]. The for­
mer may have quite a complicated algebraic structure; it may 
contain nilpotent elements and it may have zero divisors. On 
the other hand, we know that the polynomial ring <I>[X] is an in­
tegral domain, and we have available the arithmetic theory of 
this ring. The basic arithmetic fact concerning <I>[X] is that every 
ideal in this ring is a principal ideal. 

A second advantage of the module point of view is that it 
leads us to the consideration of other <I>[X]-modules that are of a 
simpler structure than m and that can be used to study m. In 
fact we shall reduce our study of m to that of free modules and 
of submodules of free modules. This is accomplished in the fol­
lowing way: Let (et, e2, "', en) be a basis for mover <I>. Then, 
of course, the ei form a set of generators for m relative to <I>[X]. 
The <I>[X]-module m is not a free module since for any e e m there 
exists a non-zero polynomial /le(X) such that /le(X)e = e/le(A) = O. 

n 

Hence there exist relations of the form L 'Yi(X)ei = 0 in which the 
1 

'Yi(X) are not all O. In order to study these relations it is natural 
to introduce the free <I>[X]-module ty with basis (It, 12 , "', In). 

If V = 'IcPi(X)/i is an element of ty, then we associate with v the 
element vT = 'IcPi(X)ei in m. This correspondence is a <I>[X]­
homomorphism of ty on m. Let 91 denote the kernel of this homo­
morphism. It is immediate that 91 is a submodule of ty. By defi­
nition 'I'Yi(X)/i e 91 if and only if the relation 'I'Yi(X)ei = 0 holds 

* It should be noted that the commutativity of multiplication in W was used in the 
verification of the third axiom. We can also regard m as a right <t>[;>,.)-module. Here 
xq,(;>,.) = xq,(.1). This is probably the more natural point of view. However, we have 
adopted the above method in order to be consistent with our previous emphasis on left 
modules. 
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among the generators ei. Thus in a sense 91 corresponds to the 
set of relations that obtain among the ei. 

We can easily determine the submodule 91. Let eiA = T,aijej 
so that (a) is the matrix of A relative to the given basis. Then 
it is clear that the elements 

(12) 
V2 

are in 91. We shall now show that 9'l is free and that the v's form 
a basis for this module. The definition Vi = Ati - "2aih gives 
Ati = Vi + "2aijlj. These relations can be used to express any 
element V = "2¢i(A)ti in the form "21/;i(A)Vi + "2Pi!i where the 
Pi e <1>. Clearly if v e 91, then "2Pi!i e 91. Hence "2Piei = ("2p;!i) T 
= O. But the ei are <1>-independent, and this implies that every 
Pi = O. Hence v = "21/;i(A)Vi, which shows that the Vi are genera­
tors for 91. Suppose next that "21/;i(A)Vi = O. Then 

and 

If any 1/;i ~ 0, let 1/;r be one of maximum degree. Then clearly 
the relation 1/;r(A»).. = L 1/;j()..)ajr is impossible. This proves that 

J 

the Vi form a basis for 91. 
6. Finitely generated o-modules, 0, a principal ideal domain. 

There is still another advantage of the module theoretic method: 
It is easily generalized. In place of <1>[A] we can consider any 
principal ideal domain 0 and any finitely generated o-module m. * 
With a slight increase in difficulty we shall obtain in this way 
other important applications. The most noteworthy of these is 
the theory of ordinary finitely generated commutative groups. 

* A good deal of what we shaH do can also be done for o-modules for which 0 is a non­
commutative principal ideal domain. This theory can be applied to the theory of a single 
linear transformation in a vector space over a division ring. See the author's Theory of 
Rings, New York, 1943, Chapter 3. 
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As we have noted in Chapter 1, this theory can be obtained by 
regarding commutative groups as o-modules for 0, the ring of 
rational integers. 

Hence let lR be any finitely generated o-module and let (el) e2, 

.. " en) be a set of generators. Following the procedure that we 
used above we introduce the free module ~ with basis (II, 12, •• " 

tn) and the mapping T: "1:,c/>;f; -7 "1:,c/>iei. The mapping T is an 
o-homomorphism. Hence the kernel 91 is a submodule of~. We 
shall now show that any submodule of a free o-module, 0 princi­
pal, is free. It is convenient to use the convention that the mod­
ule 0 is a free module with a vacuous basis. 

Thus let 91 be any submodule of the free module ~ with the 
basis (th t 2, "', tn). We shall show by induction on n that 91 is 
free and has a basis of m ~ n elements. This is clear if n = O. 
Hence we assume it true for modules ~' with bases of n - 1 ele­
ments. We consider now the totality S of elements f31 of 0 such 
that f31t1 + f32t2 + ... + f3nln e 91. It is immediate that S is an 
ideal; hence S = (h). If (h = 0 every element of 91 is of the 
form f32t2 + ... + f3ntn, and therefore it belongs to the free mod­
ule ~' with the basis (t2' t3, "', tn). In this case the result is 

n 

clear. Now assume that 01 ~ 0 and let V1 = 01t1 + L f3/tj be 
2 

an element of 91 that has the "leading coefficient" 01' Then if 
v is any element of 91, v = "1:,f3ili and f31 = 1-£101' Hence v' = 

v - I-£lV1 e ~'. Of course this element also belongs to 91. Now the 
intersection 91' = 91 n ~' is a submodule of ~', and so we can 
assume that it is a free module with the basis V2, V3, "', Vm, 

m 

m ~ n. Then v' = L I-£kVk and v = I-£lV1 + "1:,l-£kVk. Hence (VI, 
k=2 

m 

V2, .•. , Vm) is a set of generators for 91. Suppose next that L PiVi 
1 

= O. Then if we replace V1 by 01t1 + "1:,f3/lj and the other v's by 
their expressions in terms of 12 , 13 , "', In we obtain 

n 

Since 01 ~ 0, this implies that P1 = O. Hence we have L PkVk 
2 

= 0 from which we conclude that all the p's are 0 since the ele-
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ments (V2, va, ... , vm) form a basis for 91'. This concludes the 
proof of the following 

Theorem 4. If \5 is a free o-module with a basis of n elements 
and 0 is a principal ideal domain, then any submodule of \5 is free 
and has a basis of m ::::; n elements. 

7. Normalization of the generators of \5 and of 91. We shall 
suppose now that the elements (V1) V2, ... , Vm ) are merely genera­
tors for the submodule 91 of the free o-module \5 with basis (t1) 

t 2, ••• , tn). We write 

(13) 

The matrix (0") with elements O"ij in 0 is uniquely determined by 
the ordered sets (V1) V2, ..• , vm ) and (t1) t 2, ... , tn). 

Let (]J.ij) be a unit in the matrix ring and let the inverse matrix 
be (]J.ii*). Define t/ = };]J.i;/j. Then we assert that the t/ con­
stitute another basis for \5. In the first place we have the relations 

};]J.ki*t/ = L ]J.ki*]J.i;/i = };Ok;/j = tk· 
i,j 

Hence any element };if>iti may be written in the form };Y;it/ and 
the t/ are generators. Next suppose that };'Yi/ = 0. Then 
L 'Yi]J.i;!i = o. Hence L 'Yi]J.ij = 0. But this implies that 
it; i 

'Yk = L 'Yi]J.ij]J.ik * = 0, 
it; 

and this proves that the t/ form a basis. 
In a similar fashion we see that if (vpq) is a unit in Om, then the 

elements v/ = };vpqVq constitute a second set of generators of 91. 
Suppose now that the basis (t1) t 2, ••• , tn) is replaced by (tl ', 

t/, ... , tn') where t/ = };]J.ijt;, (]J.) a unit, and that the set of 
generators (V1) V2, •.. , vm) of 91 is replaced by (VI', V2', ••• , vm') 

where v/ = };vpqVq• What is the matrix of (VI', V2', ••• , Vm') 
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relative to (t l ', t/, ... , t n')? We have the relations 

= ~7pjt/, 

where tpj = L Vpqrrqi}J.ij*. Thus the new matrix IS related to 
q,i 

(rr) by 

(14) 

We are now led to the problem of making the "right" choices for 
the units (v) and (}J.)-l so that the matrix (7) has a simple "nor­
mal" form. 

S. Equivalence of matrices with elements in a principal ideal 
domain. Two m X n matrices with elements in 0 are said to be 
equivalent if there exist a unit (}J.) in On and a unit (v) in Om such 
that 

This relation is an equivalence. The special case in which 0 is a 
field has been considered previously. Here we learned that a 
necessary and sufficient condition that (rr) and (7) be equivalent 
is that they have the same determinantal rank. A consequence 
of this result for the general case of an arbitrary principal ideal 
domain is that a necessary condition for equivalence is equality 
of ranks. For let (7) = (v)(rr)(}J.), where (}J.) and (v) are units. 
Then if P is the quotient field of 0, then the given equation may 
be regarded as a relation between matrices with elements in P. 
Clearly (}J.) 8 L(P, n) and (v) 8 L(P, m). Hence by the result in 
the field case (7) and (rr) have the same determinantal ranks. 

We consider now the problem of selecting among the matrices 
equivalent to a given m X n matrix (rr) one that has a particularly 
simple form. The result that we wish to obtain is the following 

Theorem 5. If (rr) is an m X n matrix with elements in a prin­
cipal ideal domain 0, there exists a matrix equivalent to (rr) which 
has the "diagonal" form (cj. (18), p. 45) 

diag {51) 52, ... , 5r , 0, ... , O} 

where the 5i are ~ 0 and 5i I 5j (5 i is a factor of 5j ) if i < j. 
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(a) We give first a constructive proof of this theorem which is 
valid for the case where 0 is Euclidean. We recall that a commu­
tative integral domain is called Euclidean if there is defined a 
degree /)(a) for every a in the domain, such that 5(a) IS a non­
negative integer and such that 

1. 

2. 

5(a) = 0 if and only if a = O. 

5(ab) = 5(a)/)(b), 

3. If a is arbitrary and b ¢ 0, then there exist elements q and 
r with /)(r) < /)(b) such that a = bq + r. 

We refer the reader to Volume I, p. 123, for the proof of the fact 
that any ideal in a Euclidean domain is principal. We proceed 
now with the proof of the theorem. 

We note first that the square matrices 

J 

1 

1 (3 t 
Tij({3) = 

1 

1 

t 

1 

1 

Dky) = 'Y t 

1 

1 
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where i ~ j and/' is a unit in 0 and 

t 

1 

1 

0 1 

P ij = 
1 

1 

1 o J 
1 

1 

are units; for Tij(,B) -1 = Tij( -,8), Di( /,) -1 = Di( /,-1) and P ij -1 = 

Pi;' It is easy to verify that 
I. Left multiplication of (0") by an m X m matrix Tij(,8) gives 

a matrix whose ith row is obtained by multiplying the jth row of 
(0") by ,B and adding it to the ith row and whose other rows are 
the same as in (0"). 

Right multiplication of (0") by an n X n matrix Tij(,8) gives a 
matrix whosejth column is,B times the ith column of (0") plus the 
jth column of (0") and whose other columns are as in (0"). 

II. Left multiplication of (0") by an m X m matrix Di (/,) 

amounts to the operation of multiplying the ith row of (0") by /' 
and leaving the other rows unchanged. 

Right multiplication of (0") by an n X n matrix Di (/,) amounts 
to the operation of multiplying the ith column of (0") by /' and 
leaving the other columns unchanged. 

III. Left multiplication of (0") by an m X m matrix Pij amounts 
to interchanging the ith and jth rows of (0") and leaving the re­
maining rows unchanged. 

Multiplication of (0") on the right by an n X n matrix Pij 
amounts to the interchange of the ith and jth columns of (0"). 
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We refer to the matrices TiJ, Di, P ii as elementary matrices, 
and multiplication by these matrices as elementary transformations 
of the respective types I, II and III. Any matrix that is ob­
tained from (0') by a finite sequence of elementary operations is 
equivalent to (0'). We now proceed to the main part of the proof. 

If (0') = 0, we have nothing to prove. Otherwise let O'ii be a 
non-zero element of least degree in (0'). Elementary transforma­
tions of type III will move this element to the (1,1) position. If 
O'lk = O'l1~k + Plk where the degree 5(Plk) < 5(0'11), then we may 
use an elementary transformation of type I to replace O'lk by Plk. 

If Plk ~ 0, we have a new matrix equivalent to (0') in which there 
are non-zero elements of degree less than the minimum non-zero 
degree in (0'). We repeat the original process with this new ma­
trix. Similarly if O'k! = O'l1~k' + Pkl where 5(Pkl) < 5(0'11), then 
either Pkl = 0 or we obtain a matrix equivalent to (0') that has a 
non-zero element of degree less than the minimum 5(O'ii) ~ o. 
Since the minimum degree ~ 0 is constantly decreasing, we even­
tually reach a matrix in which O'lk = O'l1~k and O'kl = O'l1~k' for 
all k = 1, 2, ... , n. Then elemen tary transformations of type I 
yield an equivalent matrix of the form 

P11 0 o 

P11 = 0'11· (15) 
o P22 P2n 

o Pm2 Pmn 

This process can now be applied to the submatrix (Pii) i = 2, 
... , m; j = 2, ... , n. The necessary transformations do not 
affect the first row or column, and yield an equivalent matrix of 
the form 

o o T33 

o o Tm3 

o 
o 
Tan 

Tmn 

Continuing in this way we obtain finally an equivalent matrix of 
diagonal form, say diag {Eh E2, ••• , En 0, .. ·,O} where the Ei ~ o. 
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If Ei = E1{j + Pi with O(pi) < 0(E1) and Pi ~ 0, then we may re­
place our diagonal matrix by the equivalent matrix 

This is equivalent to a matrix in which the element in the (1, i) 
position is Pi. We then repeat our earlier process to "diagonalize" 
this matrix. We obtain a new matrix diag {711, 712, ..• , 71r, 0, ... , o} 
in which 0(711) < 0(E1). A number of repetitions of this process 
leads eventually to an equivalent diagonal matrix, diag {O1, 02, 
... , Or, 0, ... , o} in which the non-zero elements Oi satisfy the 
required divisibility conditions. 

(b) The argument in the general case is similar to this. Here 
we use the length of an element, that is, the number r of primes 
7ri that occur on a factorization of the element as 7r17r2 ••• 7rr 

as a substitute for the degree used above. This number is an 
invariant because of the unique factorization theorem in 0 (cf. 
Volume I, p. 122). Suppose that 0"11 has smallest length for the 
non-zero elements and suppose that 0"11 /1/ O"lk. * Write a = 0"11, 

{j = 0"1k and let 0 be a highest common factor of 0: and {3. Then 
there exist elements ~, 71 such that a~ + {j71 = o. Set r = {j0-1, 
o = -0:0-1• Then we have the matrix relation 

Thus these matrices are units; consequently 

* a ~/ b means "a is not a factor of b." 
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k 

~ 0 0 r 0 
o 1 

u= 1 

1] 0 o 8 k 

1 

1 

is a unit. The matrix (u) U has as its first row the vector (5, U12, 

U13, "', U1(k-1), 0, Ul(k+1), "', U1n)' Since a/\/ fj, the length 
of 5 is less than that of a = U11' Eventually this process and a 
similar one applied to the first column yield a matrix equivalent 
to (u) in which U11 is a factor of each U1k and of each Uk1' As 
before, this leads to a matrix of the form (15). The remainder 
of the argument is a repetition of the one given above. 

A matrix equivalent to (u) that has the form given in Theorem 5 
is called a normalform for the matrix (u). The diagonal elements 
of a normal form are called invariant factors of (u). We shall 
show in § 10 that they are, in fact, invariants of the given matrix. 

EXERCISES 

1. Obtain a normal form for the matrix 

P 
2 3 

i]' 3 -4 
3 1 

-1 2 -3 
o = I the ring of integers. 

2. Obtain a normal form for the matrix 

r- 17 
8 12 -14] (u) = -46 X+22 35 -41 

2 -1 X-4 4 • 

-4 2 2 X-3 
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o = RolX], Ro the field of rational numbers. Also find units (p.) and (v) such that 
(v)(u)(p.) = normal form. 

3. Prove that a diagonal square matrix, diag {lll, 112, ••• , ll,,} is a unit if and 
only if every ll; is a unit. 

4. Use 3. to prove that, if 0 is Euclidean, then any unit in 0" is a product of 
elementary matrices. 

5. Show that, if d is a greatest common divisor of the elements al, a2, ... , an, 
then there exists a unit (p.) in 0" such that (ai, ... , a,,)(p.) = (d, 0, ... , 0). 

6. Show that, if the elements all, a12, ... , aln are relatively prime (have 
greatest common divisor = 1), then there exist elements aij, i = 2, ... , n, j = 
1, 2, ... , n, such that (a) is a unit. 

9. Structure of finitely generated o-modules. In order to state 
the structure theorems it will be well to introduce some general 
concepts concerning o-modules. Some of these have already been 
encountered in the special case of modules determined by a linear 
transforma tion. 

Let x be any element of the o-module 9? Then the set 3" of 
elements {j eo such that {jx = 0 is an ideal. We call this ideal 
the order ideal of the element x. If 0 is a principal ideal domain, 
3" = (p.,,). Moreover, if 0 = <P[X] and 3" ~ (0), then we may 
normalize p." to have leading coefficient 1. The p." thus obtained 
is the order that we have considered before. 

The totality {x} of multiples aX of the fixed element x in 9? is 
a submodule. We call {x} the cyclic submodule generated by x 
and we call 9? cyclic if there exists an e such that 9? = {e}. If 
320 = (0), the submodule {x} is a free module. In the contrary 
case 3" ~ (0) we say that x is of finite order. 

If y = aX and {j e 320' then {jy = {jax = a{jx = O. Hence 
{j e 31/ and so 3" C 31/' If y is a second generator of {x}, then also 
31/ C 3". Hence 3" = 31/' Thus the order ideal depends only 
on the cyclic submodule and not on the particular generator of 
this submodule. 

A module 9? is said to be a direct sum of the submodules 9?h 
9?2, .. " 9?8 if 

(16) 

in the sense that 9? is the smallest submodule containing all of 
the 9?i, and 
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for i = 1, 2, "', s. If these conditions hold, we write ffi = ffi 1 
\B ffi2 \B ... \B ffi s • As in the case of a vector space ffi = ffi1 \B ffi2 
\B ... \B ffi. if and only if every x in ffi may be represented in one 
and only one way in the form Xl + X2 + ... + Xs where Xi e ffii. 

We may now state the following fundamental structure theo­
rem for o-modules, 0 a principal ideal domain. 

Theorem 6. If 0 is a principal ideal domain, any finitely gener­
ated o-module is a direct sum of cyclic submodules. 

Proof. Let (el) e2, "', en) be a set of generators for ffi. As 
above, we introduce the free module ~ with basis (tl) t2 , "', tn) 
and the o-homomorphism T: "1:,¢iti ~ "1:,¢iei of ~ onto ffi. Let 9C 
be the kernel. Then we have seen that 9C has a basis of m ~ n 
elements. For our purpose here we shall require only the weaker 
result that 9C is finitely generated. Let (Vl) V2, "', Vm) be a set 

n 

of generators and let Vi = L Uijlj, i = 1, 2, "', m, be the rela-
j=l 

tions connecting the v's and the t's as before. vVe now replace 
the t's by (t1" t2" .. " tn') and the v's by (V1', V2', .. " Vm') where 
t/ = "1:,P.ijlj, v/ = "1:,vpqVq and (p.) and (v) are units. Then the 
matrix of the new set of generators (V1', V2', .. " Vm') of 9C relative 
to the new basis (t1', t2" "', tn') of~ is (v)(U)(p.)-l. We choose 
the units (p.) and (v) so that (v)(u)(p.)-l has the normal form 
diag {Ill) 1l2' "', Ilr, 0, 0, "', O}. The relations connecting the 
new generators now read 

Vm' = 0. 

Now define e/ = "1:,p.ijej. Then since (p.) is a unit these elements 
are also generators of ffi. We assert that 

(19) ffi = {e/} \B {ez'} \B ... \B {en'} 

and that the order ideal of {e /} for i ~ r is (Il i ), while for i > r 
it is (0). Since the e/ are generators, (16) holds. To prove (17) 

n 

we must show that, if L {3ie/ = 0, then each {3ie/ = 0. Since 
1 

t/ = "1:,P.ijlj, t/T = e/. Hence "1:,{3ie/ = ° implies that "1:,{3// e 91. 
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n r 

Since the v/ are generators of~, this means that L {3it/ = L "'(jV/. 
I I 

Hence 

Since the t/ form a basis for B=, this implies that 

{3i = 'Yi5i for i ~ rand {3i = 0 for i > r. 

Thus certainly {3ie/ = 0 for i > r. Moreover, since v/ e ~ and 
v/ = 5it/ for i ~ r, v/T = 5ie/ = o. Hence also {3ie/ = 'Yi5ie/ = 
o for i ~ r. This proves our first assertion and completes the 
proof of Theorem 6. 

We have also shown that {3ie/ = 0 for i > r implies that {3i = O. 
Hence the order ideal ~ei' = (0). Moreover, we saw that, if 
i ~ r, then {3ie/ = 0 if and only if {3i is a multiple of 5;. Hence 
for these i's, ~e;' = (5 i ). This proves the second assertion made 
above. 

There is another interpretation of our results that we now give. 
We observe first that a direct sum of cyclic sub modules such as 
{er+d, {er+2'}, ... , {en'} in which the generators e/ have order 
ideal = (0) is a free module. For if {3r+ler+I' + {3r+2er+2' + ... 
+ {3nen' = 0, then each {3je/ = 0 and since ~e;' = (0), {3j = o. 
We note next that the subset @5 of m of elements of finite order 
is a submodule. For if Yh Y2 e @5 and {3iYi = 0 for {3i ~ 0, then 
(31{32(YI - Y2) = 0 and {31{32 ~ o. Also if Y e @5, then ay e @5 for 
any a. We shall now prove that the submodule @ = {el'} EB 
{e2'} EB··· EB {er'} that consists of all linear combinations aIel' 
+ (X2e2' + ... + arer' is precisely the submodule @5 of elements of 
finite order in m. Since each e/, i = 1, 2, ... , r, is in @5, @ c @5. 

On the other hand, let y = aIel' + (X2e2' + ... + anen ' e @5. 

Then there exists a {3 ~ 0 such that 

We have seen that this implies that {3aj = 0 for j > r. Hence 
aj = 0 for j > rand y e @. Thus ~ = @. Now it is clear that 
m = ~ EB {er+l'} EB ... EB {en'} = @5 EB ~ where ~ = {er+l'} EB ... 
EB {en'} is free. This proves the following 
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Theorem 7. If 0 is a principal ideal domain, any finitely gener­
ated o-module is a direct sum of the submodule of elements of finite 
order and a free module. 

We note finally that in the decomposition 91 = {el'}EEl {e2'} 
EEl ••• EEl {en'} we may drop the terms {el} whose order ideals 
are (~j) = (1). If there are h such terms, we write eh+/ = fj, 
j = 1, 2, .. " t, where t = n - h. We shall also denote the num­
ber r - h of1's of finite order by u and the number n - r of the 
remaining 1's by v. Finally we change the notation ~h+j to ~j. 
Then 

(20) 

where 

(21) 3f ; = (~j), j = 1, .. " u; 3fk = (0), 

k = u + 1, "', t and ~j I ~i' if j ~ j'. 

For the case of an ordinary commutative group our results 
specialize to the following theorems. 

Theorem 8. Any finitely generated commutative group is a di­
rect sum of cyclic groups. 

Theorem 9. Any finitely generated commutative group is a di­
rect sum of a finite group and a free group. 

The finite group is @S = {fd EEl {f2} EEl ••• EEl {fu}. Its order 
is ~1~2 ••• ~u if ~j is normalized to be positive. 

10. Invariance theorems. In this section we prove that the 
order ideals (~l)' (~2)' "', (~u) and the number v = t - u of 1's 
in the free part {fu+d EEl {fU+2} EEl ••. EEl {ft} are invariants. 
We discuss first some more ideas concerning o-modules which 
will be needed for the proof. 

Let 91 be an o-module and let @S be a submodule and 91/@S the 
factor group of cosets x + @:S. If a eo and x + @S e 91/@S, we de­
fine a(x + @S) = aX + @S. Then since @S is closed under scalar 
multiplication, the result aX + @S given here does not depend on 
the choice of the representative x in the coset x + @S. It is 
readily seen that 91/@S becomes an o-module relative to this defi-
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nition of scalar multiplication. The proof is the same as for vec­
tor spaces (cf. § 9, Chapter I). We note also that, if lR is finitely 
generated with generators eh e2, ... , en, then lR/@S is finitely gen­
erated with generators el + @S, e2 + @S, .'., en + @S. 

We suppose next that m is an ideal in 0 having the property 
that (3x = 0 for all (3 em and all x e lR. Let a = a + m be a 
coset in the difference ring 6 = o/m. Then we define ax = aX. 

If a = aI> then a - al = (3 em. Hence aX = (al + (3)x = alX. 

Thus ax is a single-valued function of a in 6 and x in lR. It is 
easy to verify that lR is an 6-module relative to this function. 

We give now the invariance proof which we shall break up into 
several stages. First let lR = is' be a free module with basis (t h 

t2, ... , tn). Let 91 be a submodule and suppose now that (VI, 

V2, ••. , vm ) represents a basis for 91. Then the new elements 
t/, vp' used in the proof of Theorem 6 form bases for is' and 91 
respectively. We have the relations (18) connecting these ele­
ments. Now since no element of a basis can be 0, clearly r = m 
in (18). Hence the number of t's is not less than the number of 
v's. Consequently m ::; n. If 91 = is', we may reverse the roles 
of the t' and the v' and prove that m = n. This proves that the 
number of elements in any basis of a free o-module, 0 a principal 
ideal domain is an invariant. As for vector spaces we call this 
number the dimensionality of the free module. 

Assume next that every element of lR = @S has finite order. 
Let 

@S = {it'} EB {h'} EB··· EB {i/} 

be a second decomposition into cyclic sub modules such that 
3/;' = (5/) ~ (0) and 5/ 15k ' for j ::; k. We wish to prove that 
t = t' and that (5 j ) = (5/) for j = 1, 2, ... , t. We define the 
length of a decomposition @S = {id EB {i2} EB ... EB {id to be 
~Si, where Si is the length of 5i . We suppose that the first de­
composition has minimum length, and we shall prove the theo­
rem by induction on this minimum length. 

Let 7r be a fixed prime and let @S' denote the subset of elements 
y in @S such that 7ry = O. @S' is a submodule of @S. Suppose that 
y = ~'Ydi e @S'. Then ~7r'Ydi = O. Hence 7r'Yi is divisible by 5i • 

This implies that either 5i I "Ii or 7r I 5i • In the former case 'Ydi 
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= 0, and in the latter 'Yi is a multiple of Ei = O{71-- l • Thus y 
t 

has the form L: pjEdi> where h is the smallest integer such that 
h 

Oh is divisible by 7r. This shows that 

~' = {Ehh} EEl { Eh+dh+d EEl ... EEl { Edd· 
Similarly, 

Since every element of @:i' satisfies the equation 7ry = 0, @:i' may 
be regarded as an o-module, 0 = o/(7r). Since 7r is prime, we 
know that 0 is a field. (Vol. I, Ex. 2, p. 122.) Hence @:i' is a 
vector space over 0. Hence by the theorem on invariance of 
dimensionality (or by the above result for free modules) the num­
ber of base elements in the two decompositions is the same. 
Thus t - h = t' - h'. 

Now choose 7r to be a divisor of 01. Then h = 1 and the equa­
tion t - h = t' - h' shows that t' ;::: t. Similarly if 7r is chosen 
to be a divisor of 0/, then we obtain t ;::: t'. Hence t = t'. We 
now see that, if 7r is chosen to be a divisor of 01, then h = 1 im­
plies that h' = 1. Thus 7r is also a divisor of 01'. 

We consider next the submodule 7r@:i. The argument just used 
shows that 

(22) 7r~ = {7rh} EEl {7rjk+d EB ... EB {7rfd 

{7rh,'} EB {7rh, +l'} EB ... EB {7rje'} 

where k and k' are respectively the smallest integers such that 
Ok and Ok' are not associates of 7r. Then the order ideals of 7rjz 
are (EZ) and those of 7rjl" are (EZ,'), and the EZ and the EZ,' satisfy 
the divisibility conditions. We can now use the induction hy­
pothesis on the length of the module to conclude that t - k = 

t - k' and that (Ek) = (Ek,'), (Ek+l) = (Ek'+/), .... These rela­
tions imply that also (01) = (01')' (02) = (0/), .. '. This proves 
the invariance of the (Oi) for the module @:i. 

We consider finally the general case. Then if ~ is the sub­
module of elements of finite order, the result just proved shows 
that the number u of ji of finite order is the same as the number 
u' of j/ of finite order. Moreover, we have (Oi) = (0/) for the 
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corresponding order ideals. Now consider the module ~/@S. It 
is easy to see that this module is free with basis fU+1 + @S, ••• , 

ft + @S and also with basis fU+1' + @S, ••• , ft.' + @S. Hence by 
the result proved for free modules, t - u = t' - u. This com-
pletes the proof of the following 

Theorem 10. Let ~ = {fd EEl ... EEl {jt} = {f1'} EEl ... EEl 
{ft.'} be two decompositions if an o-module, 0 a principal ideal 
domain, into cyclic modules -:;e O. Assume that the order ideals 
satisfy conditions (21) and analogous ones for the fl. Then t = t' 
and 3/• = 3/." i = 1, 2, ... , t. 

The module theorem just proved can be used to prove the 
uniqueness up to unit factors of the invariant factors of a matrix. 
Thus we have the following 

Theorem 11. If diag {Ob 02, ... , Or, 0, ... , O} and diag { 01', 
0/, ... , Or.', 0, ... , O} are equivalent m X n matrices with elements 
in a principal ideal domain 0 and Oi I ojfor i ::::; j, Ok' I 0/ for k ::::; I, 
then r = r' and Oi is an associate of 0/ for i = 1, 2, ... , r. 

Proof. Let \j be a free module with basis (tb t2, ... , t n ), and 
let 91 be the submodule generated by V1 = 01tb ... , Vr = orlr, 
Vr+! = 0, ... , Vm = o. Then \j/91 is a direct sum of cyclic mod­
ules whose order ideals are (01), (02), ... , (Or) and a free module 
of n - r dimensions. On the other hand, the assumption of 
equivalence implies that we can find a new basis (t1', t2', ... , tn ') 

for 91 and new generators V1' = 01't1', V2' = 02't2', ... , vr.' = 

Or.'t/, Vr'+l' = 0, ... , Vm' = 0 for 91. This gives a decomposi­
tion of \j/91 as a direct sum of cyclic modules with order ideals 
(01'), (02')' ... , (Or.') and a free module of n - r' dimensions. 
Since the divisibility conditions hold, we conclude from Theo­
rem 10 that r = r' and (Oi) = (0/) for the (Oi) -:;e (1). This im­
plies (Oi) = (0/) for all i. 

We shall give next a second and purely matrix proof of this 
result. At the same time we shall obtain some useful formulas 
for calculating the invariant factors. 

We observe first that, if (II) is any m X n matrix, then the rows 
of (11)(0-) are linear combinations of the rows of (0-). Hence for 
any j, thej-rowed minors of (11)(0-) are linear combinations of the 
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j-rowed minors of (0"). Similarly the j-rowed minors of (O")(/-L) 
are linear combinations of those of (0"). Combining these two 
results we see that the j-rowed minors of (v)(O")(/-L) are linear 
combinations of those of (0"). Now let <1j(O") be a highest com­
mon factor of the j-rowed minors of (0"). Then our result shows 
that, if (r) = (v)(O")(/-L), then <1j(O") I <1j(r). If (/-L) and (v) are 
units, then also <1j(r) I <1j(O"). Hence <1j(r) and <1j(O") are asso­
ciates. vVe apply this now to the equivalent normal forms 

diag {or, 02, .. " On 0, .. " o} 

diag {O/, 02', "', Or,', 0, "', OJ. 

Denote the <1j for these matrices by <1j and <1/ respectively. 
Then because of the divisibility conditions on the o's and the 
o"s, we may take 

<1j = 0102 ... OJ and <1/ = 01'02' ... 0/. 

Since <1j is an associate of <1/ for each j, it follows that r = r'. 
Also <11 = 01 is an associate of <1 1' = 0/. Since 0102 is an asso­
ciate of 01'0/ we also have that 02 and 02' are associates. Con­
tinuing in this way we see that Oi and 0/ are associates for each 
t. We have also proved the following 

Theorem 12. Let <1j( 0") be a highest common factor of the j-rowed 
minors of (0") and suppose that <1j(O") ~ 0 for j ~ r. Then the 
eiementsol = <1 1(0"),02 = <12(0")<1 1(0")-\ "',Or = <1r(O")<1r_l(O")-1 
constitute a set of invariant factors for (0"). 

11. Decomposition of a vector space relative to a linear trans­
formation. We return now to the consideration of a linear trans­
formation A in a vector space W over <I>. We apply the above 
results to the <I>[X]-module W determined by A. Since every vec­
tor x has an order /-Lx (X) ~ 0, W = {fd EB {f2} EB ... EB {fd 
where 3f ; = (OJ) ~ (0), ~ (1) and OJ I Oh if j ::; h. The invariant 
factor ideals (OJ) are uniquely determined. 

If (eh e2, "', en) is a basis for W over <I> and eiA = "1:aijej, 
then (a) is the matrix of A relative to this basis, and the elements 
Vi = "1:aij!i - Xti form a basis for the kernel IR of the homomor­
phism T between the free module \5 and W. Hence the matrix 
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that must be normalized to obtain the invariant factor ideals is 

(23) (u) = >-l - (a) 

-an 2 >- - ann 

The normal form of this matrix is 

(24) diag {I, 1, ···,1, (1) 02, ... , od 
where it is assumed that the leading coefficient of Oi = Oi(>-) is 1. 
Our results show us also how to obtain a set off's such that ffi = 
{Jd EB {h} EB ... EB {Jd· If (p,) and (v) are units such that 
(v) (u) (fJ.) is the normal form, and e/ = };fJ.ij*ej, (fJ.*) = (fJ.)-r, 
then we may takeJi = en_t+/. 

We obtain a <I>-basis for ffi by stringing together <I>-bases in the 
cyclic subspaces {Ji}. If the degree of Oi is ni, then (fi' JiA, 
... ,jiA"'-l) is a basis for {Ji}. Hence 

(f1)J1A, ... ,jl~l-l; h,j2A, ... ,J2~2-1; ... ; ... , Jt~'-l) 

is a basis for ffi over <1>. The matrix of A relative to this basis 
has the form 

(25) 

Bt 

where the diagonal block Bi is the companion matrix of Oi(>-). 
The matrix (25), which is completely determined by the invariant 
factor ideals, is called the Jordan canonical matrix of A. 

A more refined canonical form can be obtained by applying 
the following considerations. Let 

be the factorization of Oi into powers of distinct prime factors. 
Then by Theorem 3, p. 70, {ji} = {Jid EB {ji2} EB ... EB {Jis,} 
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where the order of!ij is 'lrij(>·Y·j. We choose now a basis in each 
{!ij} of the type given on p. 71. These bases together give a 
basis for m and the matrix of A relative to this basis is 

(26) 

where Ci has the same dimensions as Bi in (25) and 

[C" Ci2 
1 (27) Ci = 

l cJ 
where 

Pij 

N ij P ij 

(28) Cij = 
N ij 

kij blocks 

l N ij P ij 

and P ij is the companion matrix of'lrij("A) and N ij has the form 
(10). The matrix thus obtained will be called a classical canonical 
matrix of A. It displays the prime factors 'lrij("A) and the expo­
nents of these primes in the factorization of the Di("A). The ideals 
('lrij("A)k j ) will be called the elementary divisor ideals of A. Also 
the polynomials 'lrij("A)kij will be called the elementary divisors of 
(0-) = "AI - (a). 

For example, suppose that the invariant factors ~ 1 of "AI - (a) 
are"A3 - "Az - "A + 1 = ("A - 1)Z("A + 1) and"A6 - 3"A4 + 3"Az - 1 
= ("A - 1) 3 ("A + 1)3. Then the Jordan canonical matrix is 
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0 1 0 

0 0 1 

-1 1 1 

0 1 0 0 0 0 
0 0 1 0 0 0 
0 0 0 1 0 0 
0 0 0 0 1 0 
0 0 0 0 0 1 

1 0 -3 0 3 0 

The elementary divisors here are (A - 1)2, (A + 1), (A - 1)3, 
(A + 1)3. Hence a classical canonical matrix is 

1 0 

1 1 

4 
1 0 0 

1 1 0 

0 1 1 

-1 0 0 
1 -1 0 

0 1 -1 

To illustrate the method of obtaining the canonical matrices, 
let A be the linear transformation such that 



96 THE THEORY OF A SINGLE LINEAR TRANSFORMATION 

The matrix (a) here is 

-3 . 
r -1 -2 6] [X + 1 2 
l-l 0 3 and Xl - (a) = 1 X -1 -1 4 1 1 

-6] 
X-4 

We have 

[
0 1 
o -1 

1 -X + 2 

~] [Xl - (a)] [~ ~ =~ + X] 
-3 0 1 -1 

=[~ X-~ ~]. 
o 0 (X - 1)2 

Thus 

[1 3 -3 + X] 
(I-') = 0 0 -1 , 

o 1 -1 

(I-') -1 = lr~ -~ -~] 
o -1 0 

and 
C1' = C1 + XC2 - 3C3 = C1 + C2A - 3C3 = 0 

C2' = -C2 + C3 

C3' = -C2. 

To obtain the Jordan matrix we use the basis 11 = C/,12 = C3', 

13 = c3'A = C1 - 3C3' Hence the Jordan matrix is 

The matrix that transforms (a) to this matrix is the matrix of 
Ur,12,fa) relative to (cr, C2, C3) and this matrix is 

[0 -1 1] 
o -1 O· 

1 0-3 
We can check that 

[0 -1 1] [-1 
o -1 0 -1 

1 0 -3 -1 

-1 

-1 

o 

1]-1 
o = 

-3 
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We consider now the classical canonical matrices for the case 
where <I> is the field of complex numbers, or, more generally, any 
algebraically closed field. * Here the only irreducible polynomials 
of positive degree are the linear ones. Hence the elementary di­
visors have the form (}. - p)k. The block (Cij in (28)) corre­
sponding to this elementary divisor is 

p 

1 p 

(29) 

1 

1 

J 
k. 

The classical canonical form has blocks of this type strung down 
the main diagonal. 

Suppose next that <I> is the field of real numbers. In this 
case the irreducible polynomials of positive degree are the linear 
ones and the quadratic ones }.2 - (3}. - 'Y where (32 + 4'Y < o. 
The elementary divisors are of the forms (}. - p)k, (}.2 - (3}.- 'Y)k. 
The block corresponding to (}. - p)k is (29) and that correspond­
ing to (}.2 - (3}. - 'Y)k is 

0 1 

'Y {3 

0 0 
1 0 

(30) 

0 1 

'Y {3 

~ 
~ 

k blocks. 

* A field is said to be algebraically closed if every polynomial with coefficients in the 
field has a root in the field. An equivalent definition is that every polynomial with co­
efficients in the field factors into linear factors. 
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EXERCISES 

1. Find a classical canonical matrix similar to 

r 17 -8 -12 

14] 46 -22 -35 41 

l-~ 1 4 -4 
-2 -2 3 

and find a matrix that transforms this matrix into the canonical matrix. 
2. Prove the following theorem: 
A necessary and sufficient condition that two matrices (0:) and ({3) in <I>n be similar 

is that Xl - (0:) and Xl - ({3) have the same invariant factors in <I>[X]n. 
3. Prove that any matrix is similar to its transposed. 
4. Given the following elementary divisors: (X - 1)3, (X - 1), (X2 + 1)\ 

(X2 + 1)2, (X2 + 1), (X + 2), what are the invariant factors? 
5. Prove that iff is any vector whose order is the minimum polynomial of A, 

then there exists an invariant subspace (5 ((5A s:;;; (5) such that 9? = If} E8 (5. 
6. Let (5 be an invariant subspace such that the invariant factors of the trans­

formations induced by A in (5 and in 9?/(5 together give all the invariant fac­
tors of A. Prove that there exists a second invariant subspace U such that 
9? = (5 EB U. 

12. The characteristic and minimum polynomials. Again let 
9? = {11} E8 {12} E8 ... E8 {1t} where the order ideals of the 1i 
are the invariant factor ideals (Oi). Thus the order of 1i is Oi 
and Oi I OJ if i ~ j. We know that the minimum polynomial 
M(A) of A is the least common multiple of the orders of the gen­
erators 1i. By the divisibility conditions this I.c.m. is Ot(A). 
Hence M(X) = Ot(A). 

Now let (0:) be any matrix of .,1. We know that, if Lln(A) = 
det (AI - (a)) and Lln_ 1(A) is the highest common factor of the 
(n - I)-rowed minors of Al - (a), then the following relations 
hold 

(31) 

(32) 

01(A)02(A) ... Ot(X) 

Ot(A) = Lln(A)[Lln_ 1(A)]-1. 

The polynomial Lln(A) is called the characteristic polynomial of (a) 
(or of A). If we refer to (23) we can see that 

(33) Lln(A) = An - a1An-1 + a2An-2 _ ... + (-l) nan 

where ai is the sum of the diagonal minors of order i In (a). 
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Of particular importance are the first and last a's. These are 

(34) a1 = all + a22 + ... + ann, an = det (a). 

The former is called the trace of (a). The main properties of this 
function of (a) will be considered in § 14. 

Now we know that, if veX) is any polynomial such that v(A) 
= 0, then v«a» = 0. Also if p,(X) is the minimum polynomial 
of A, then p,(X) is the minimum polynomial of (a). Hence our 
results may be stated as the following theorem on matrices. 

Theorem 13. Let (a) be a matrix in <I>n and let An(X) = det (Xl -
(a» and p,(X) = An(X) [An_ 1(X)]-1 where An_1(X) is the highest 
common factor of the (n - I)-rowed minors of Xl - (a). Then 1) 
An«a» = p,«a» = 0; 2) if veX) is any polynomial such that 
v( (a» = 0, then p,(X) I v(X); 3) p,(X) and An (X) have the same prime 
factors. 

The first two statements are clear from what we have proved 
about A. The last statement follows from (31) and the fact that 
all the ~i(X) are factors of ~t(X) = p,(X). 

Theorem 13 is a composite of the theorem of Hamilton-Cayley 
on the characteristic polynomial and Frobenius' theorem on the 
minimum polynomial. Direct matrix proofs of these results will 
be given in the next section. 

EXERCISES 

1. Prove that A is cyclic if and only if Al - (0:) has only one invariant factor 
~1. 

2. Prove that, if (0:) is nilpotent, then the invariant factors of Al - (0:) all have 
the form Am. Hence prove that any nilpotent matrix is similar to a matrix of 
the form 

where N. has the form 
o 
I 

I 0 
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3. Prove that a matrix with elements in the field of complex numbers is simi­
lar to a diagonal matrix if and only if its minimum polynomial has no multiple 
roots. 

4. Show that, if (a) is idempotent, then the elementary divisors of Al - (a) 
are either A or A - 1. Use this to prove the result on p. 62 for the case A a 
field. 

5. Show that, if u is a vector ~ 0 such that uA = pu, then p is a root of the 
characteristic polynomial. Conversely, show that, if p is a root belonging to q, 
of the characteristic polynomial, then there exists a vector u ~ 0 such that uA 
= pu. 

6. A vector u ~ 0 such that uA = pu is called a characteristic vector of A. 
Prove that such vectors always exist if q, is an algebraically closed field. Prove 
also that, if q, is the field of real numbers, then any linear transformation in an 
odd dimensional space mover q, possesses characteristic vectors. 

13. Direct proof of Theorem 13. From the point of view of 
matrix theory the proof that we have given of Theorem 13 is 
somewhat roundabout. In this section we shall generalize the 
results contained in this theorem, and we shall give direct proofs 
of these results. We suppose first that 0 is any commutative 
ring with an identity. Let o[X] be the polynomial ring in the in­
determinate X and consider the matrix ring o[X]n' This ring con­
tains the subring On of matrices with elements in o. Also it con­
tains the matrix 

Xl = diag {X, X, ... X} 

which evidently belongs to the center. Now the essential ob­
servation for our purposes is that O[X]n = on[Xl] and Xl is tran­
scendental relative to On. To see this, let (a(X)) be an arbitrary 
matrix in O[X]n and write 

(35) 

Then if we recall that the product (a)X1 is obtained by multiplying 
all of the elements of (a) by X, we see that 

(36) (a(X) = (a)o + (ahXl + (ah(Xl)2 + ... 
where (a)k is the matrix that has aijk in its (i,j) position. Next 
suppose that (a)o + (ahXl + (a)2(Xl)2 + ... = o. Then the 
(i, j) element of the left-hand side is given by (35). Since this 
element is 0, aijk = o. Hence every (a)k = 0, and this proves 
the transcendency of Xl relative to On. 
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If 
c/J(}..) = f30 + f31}.. + f32}..2 + ... 

is a polynomial in o[}..], then by c/J«a» we shall understand as usual 
the matrix 

f301 + f31(a) + f32(a)2 + ... 
where in general f3kY) is obtained by multiplying all the elements 
of ('Y) by f3i. Thus c/J« a» is obtained by replacing }..1 by (a) in 
c/J(}..)1 = f301 + f31(}"1) + f32(}"1)2 + .... 

If (a) e On we define the characteristic polynomial ~n(}..) to be 
the polynomial det (}"1 - (a» belonging to o[}..]. We shall now 
prove the following 

Theorem 14. (Hamilton-Cayley) If (a) eOn, 0 a commutative 
ring with an identity, and ~n(}..) is the characteristic polynomial, 
then ~n«a» = o. 

Proof. We recall the identity (Vol. I, p. 59) 

(37) [}..1 - (a)] adj [}..1 - (a)] = det (}..1 - (a»1 = ~n(}..)l. 

The matrix adj [}"1 - (a)] e O[}..]n = on[}"I], and the degrees of its 
elemen ts are ~ n - 1. Hence 

adj [}..1 - (a)] = ({3)o(}..I)n-l + (f3h(}..I)n-2 + ... + ({3)n-l. 

Also if ~n(}..) = }..n - al}..n-l + ... + (-I)nan, then 

~n(}")1 = (}"I)n - al(}..I)n-l + ... + (-l) nanl. 

Hence the identity (37) is equivalent to 

(38) [}..1 - (a)][({3)o(}..I)n-l + (f3h(}..I)n-2 + ... + ({3)n-l] 

= (Xl)n - al(}..I)n-l + ... + (-l) nanl. 

Thus we see that }..1 - (a) is a factor of ~n(}")1 in on[}..I]. By 
the factor theorem (Volume I, p. 99) this implies that 

(a)n - al(a)n-l + ... + (-I)nanl = 0 

as required. 
We suppose next that 0 is a Gaussian integral domain, that is, 

a commutative integral domain with an identity in which the 
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unique factorization theorem holds. For such domains we have 
the following 

Theorem 15. (Frobenius) Let (a) EOn, 0 a Gaussian domain, 
and let dn(X) = det (Xl - (a» and /leX) = dn(X)[O(X)]-I where 
O(X) is the highest common factor of the (n - I)-rowed minors of Xl 
- (a). Then 1) /l((a» = 0, 2) if veX) E o[X] and v((a» = 0, then 
/leX) I veX) in o[X], 3) any irreducible factor of d n (X) is a factor of 
/leX) . 

Proof. The existence of O(X) is assured by the fact that o[X] is 
a Gaussian domain. Since some of the (n - I)-rowed minors 
(e.g., the diagonal minors) have leading coefficient 1, we may 
suppose that O(X) has leading coefficient 1. Clearly O(X) is a fac­
tor of dn(X) since it is a factor of all the (n - I)-rowed minors. 
The quotient /leX) has leading coefficient 1. Now let CI/(X» de­
note the matrix in O[X]n that is obtained by dividing out the ele­
ments of adj [Xl - (a)] by O(X). Then by (37) we have 

(39) [Xl - (a)] ('Y(X» = /leX) 1. 

By the argument used in the preceding proof, this relation im­
plies that /l((a» = O. This proves 1). 

Now let /l*(X) be a polynomial ~ 0 of least degree such that 
/l*((a» = O. We may assume that /l*(X) is primitive. Suppose 
that veX) is any polynomial such that v((a» = O. If P is the 
quotient field of 0, we may write 

veX) = q(X)/l*(X) + reX) 

in P[X] where deg reX) < deg /l*(X). Multiplication by a suitable 
element 7J ~ 0 in 0 gives a relation 

7Jv(X) = qI(X)/l*(X) + rI(X) 

where qI(X) = 7Jq(X) and rI(X) = 7Jr(X) E o[X]. Substitution of (a) 
in this relation gives rI((a» = O. Hence by assumption of mini­
mality for the degree of /l*(X), rI(X) = O. Thus /l*(X) l7Jv(X). 
Since /l*(X) is primitive, /l*(X) I veX). In particular, /l*(X) I /leX), 
and so, since the leading coefficient of /le>..) is 1, we may suppose 
that /l*(X) has this property too. 



THE THEORY OF A SINGLE LINEAR TRANSFORMATION 103 

We now write Jl.(},,) = Jl.*(},,)p(},,). Since Jl.*((a)) = 0, by re­
versing the argument used to prove 1), we see that 

Jl.*(},,)1 = [},,1 - (a)](~(},,)) 

where (~(},,)) e O[},,]n. Hence 

.!In(},,)l = Jl.*(},,)p(},,)8(},,)1 = [},,1 - (a)](~(},,))p(}")8(}")1. 

If we compare this with (37) and use the fact that }"1 - (a) is 
not a zero-divisor * in O[},,]n, we obtain 

adj [},,1 - (a)] = (~(},,))p(}")8(}")1. 

Thus all the (n - 1)-rowed minors of}"l - (a) are divisible by 
p(},,)8(},,). Since B(},,) was assumed to be the highest common fac­
tor of the (n - I)-rowed minors, it follows that pC},,) = 1. Thus 
Jl.(},,) = Jl.*(},,). Statement 2) now follows from what we proved 
above. 

To prove 3) we take the determinants of both sides of (39). 
This gives 

Statement 3) is an immediate consequence. 

EXERCISE 

1. Show that the characteristic and minimum polynomials of 

are, respectively, 

and 

14. Formal properties of the trace and the characteristic poly­
nomial. We have defined the trace of (a), tr (a), to be the nega-

* Its determinant is d,,[>.j r! o. 
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tive of the coefficient of >.n-I in the characteristic polynomial of 
(a). From this it follows that 

(40) tr (a) = all + a22 + ... + ann. 

If the characteristic polynomial Ll n (>') = n(>. - Pi) in some ex­
tension field, then the Pi are called the characteristic roots of (a) 
in this field. The coefficients of Lln (>') are the so-called elementary 
symmetric functions of the Pi. In particular 

(41) tr (a) = PI + P2 + P3 + ... + Pn. 

From (40) it is clear that the trace function is linear: 

(42) tr [(a) + (iJ)] = tr (a) + tr (iJ). 

tr (p(a)) = P tr (a). 

We can also verify the following property 

(43) tr (a) (iJ) = tr (iJ) (a). 

For the (i, i) element of (a)({3) is L: aij{3ji. Hence 
j 

tr (a) ({3) = L: aij{3ji 
i,i 

and this is symmetric in (a) and ({3). 
The result we have just noted holds also for the other coeffi­

cients of the characteristic polynomial. Thus (a)({3) and ({3)(a) 
have the same characteristic polynomials. This, too, can be 
verified directly. However, the following indirect proof has some 
elements of interest of its own. 

We shall suppose more generally that (a) is an m X n matrix 
and ({3) an n X m matrix with elements in a field. Then multi­
plication in either order is possible, and the resulting matrices 
(a)({3) and (iJ)(a) are respectively m X m and n X n matrices. 
Assuming that n ~ m, we shall show that the characteristic 
polynomial of ({3) (a) = >. n-m times the characteristic polynomial 
of (a)({3). We assume first that (a) has the following form 

(44) (a) = diag {1, ",,1,0, "',O} 
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Then if 
tJl1 tJ12 tJIm 

(tJ) = tJ2I tJ22 tJ2m 

tJnl tJn2 tJnm 

tJl1 tJI2 tJlm 

(a)(tJ) = tJrl tJr2 tJrm 

0 0 0 

0 0 0 

tJl1 tJlr 0 0 

tJ21 tJ2r 0 0 
(tJ)(a) = 

tJnl tJnr 0 0 

Hence if g(X) denotes the characteristic polynomial of 

tJl1 tJI2 tJIr 

tJrl tJr2 tJ rr 

then the characteristic polynomials of (a)(tJ) and of (tJ)(a) are 
respectively xm-rg(x) and xn-rg(X). This proves our assertion. 

We suppose now that (a) is arbitrary. There exists a matrix 
(J.L) in L(~, m) and a matrix (v) in L(~, n) such that (J.L)(a)(v) 
= (ah has the form (44). Set (v)-I(tJ)(J.L)-1 = (tJh. Then by 
what we have just proved, the characteristic polynomial of 
(tJh(ah is xn - m times that of (ah(tJh. On the other hand, 

(ah(tJ)1 = (J.L)(a)(v)(v)-I(tJ)(J.L)-1 = (J.L)(a)(tJ)(J.L)-1 

is similar to (a)(tJ) and 

(tJh(a)1 = (v)-I(tJ)(J.L)-I(J.L)(a)(v) = (v)-I(tJ)(a)(v) 
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is similar to ({3)(a). Hence (a)(fJ) and (a)l({3h have the same 
characteristic polynomials, and ({3)(a) and ({3)l(ah have the same 
characteristic polynomials. The asserted result therefore holds 
for (a)({3) and (fJ)(a). This proves the following 

Theorem 16. Let (a) be an m X n matrix and ({3) an n X m 
matrix with elements in a field. Then if n ~ m, the characteris­
tic polynomial of ({3)(a) is xn - m times the characteristic polyno­
mialof (a) ({3). 

EXERCISE 

1. (Flanders) Show that the elementary divisors not divisible by A of (a)(fJ) 
and (fJ)(a) are the same. Also obtain a relation for the elementary divisors 
which are powers of A. 

15. The ring of o-endomorphisms of a cyclic o-module. In 
the remainder of this chapter we shall consider the problem of 
determining the linear transformations that commute with a 
given linear transformation and the generalization of this prob­
lem to modules. 

If A is a linear transformation in ffi over <1>, the totality m of 
linear transformations that commute with A is a sub algebra of 
2. If B em, then alB = Bal and AB = BA. Hence B com­
mutes with every linear transformation {301 + {3llA + {321A2 + ... 
belonging to the sub algebra ~ = <l>1[A] generated by 1 and A. 
Conversely, if B is any endomorphism in the group In that com­
mutes with every element in ~, then Be m; for alB = Bal for 
all a so that B is a linear transformation and BA = AB. 

If In is regarded as a <I>[>.]-module as before, then 

X({301 + (3llA + ... ) = cf>(X)x 

where cf>(X) = {3o + {31>' + .. '. Hence, an endomorphism B com­
mutes with every linear transformation belonging to ~ if and 
only if (cf>(X)x)B = cf>(X)(xB). Hence m coincides with the set of 
<I>[X]-endomorphisms of In. We are therefore led again to adopt 
the module point of view, and to consider the problem of deter­
mining the set m of o-endomorphisms of any finitely generated 
o-module, 0 a principal ideal domain. I t is evident that m is a 
subring of the ring of endomorphisms of the group In. 
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As usual we denote the ring of the endomorphisms al: X ~ ax, 
a in 0, by 01. This ring is a homomorphic image of 0 and so it is 
commutative. It follows that l.1l ~ ss the ring of l.1-endomor­
phisms. It is also clear that 01 is contained in the center of ss. 
I t should be remarked that in the special case of the <I>[;>..]-module 
determined by a linear transformation A, the ring <1>[;>"]1 is just 
the ring ~ = <1>1[£1]. 

We consider first the problem of determining 5B in the special 
case of a cyclic l.1-module. I t is not necessary to assume here 
that l.1 is a principal ideal domain, but only that l.1 is a commuta­
tive ring with an identity. We have the following 

Theorem 17. If l.1 is a commutative ring with an identity and 
m is a cyclic l.1-module, then the only l.1-endomorphisms of m are the 
mappings x ~ aX. 

Proof. Let m = {e} and let B be an l.1-endomorphism of m. 
Suppose that eB = (3e. Then if x = ae, xB = (ae)B = a(eB) 
= (3(ae) = (3x. Thus B = (31. 

Corollary. If A is a cyclic linear transformation in a vector 
space over a field, the only linear transformations that commute with 
A are the polynomials in A (with coefficients in <1>1). 

EXERCISE 

1. Show that the matrices that commute with 

o 
o 

o 
are given by 

o 

where the eli are arbitrary in <P. 
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16. Determination of the ring of o-endomorphisms of a finitely 
generated o-module, 0 principal. We suppose now that ~ is a 
finitely generated o-module, 0 a principal ideal domain. We know 
that ~ = {fd EB {f2} EB ... EB {fd where, if the order ideal Sf. 
= (c5 i ), i = I, 2, ... , t, then 

(45) c5j = 0 if j > u and c5 i I c5j if i 5:. j for all i, j. 

Let B e 513 the ring of o-endomorphisms of ~, and suppose that 
fiB = gi, i = 1, 2, ... , t. Then if x is any element of ~, x = 
~~di' ~i in o. Hence 

Thus B is completely determined by its effect on the generators 
fi of~. We note next that since c5di = 0, c5igi = c5 i(JiB) = 

(c5di)B = O. Hence if (Ei) is the order ideal of gi, then Ei I c5 i • 

Conversely, suppose that for each i, gi is an element of ~ 
whose order ideal (Ei) satisfies the condition Ei I c5 i . Define B to 
be the mapping ~~di ~ ~~~i. Then we assert that Be 513. We 
show first that B is single-valued. For suppose that ~~di = ~TJdi 
are two representations of the same element. Then ~(~i - TJi)fi 
= O. Hence c5i I (~i - TJi). Consequently Ei I (~i - TJi), and this 
implies that ~(~i - TJi)gi = 0, or ~~igi = ~TJ~i. This shows that 
the results obtained from the two representations are equal. 
The verification that B is an o-endomorphism is now immediate. 

Our result is the following: There is a 1-1 correspondence be­
tween the elements B e 513 and the ordered sets (gh g2, ... , gt) of 
elements gi whose order ideals (Ei) satisfy the condition Ei I c5 i • 

We now set gi = ~(3ijfj, (3ij eo, and we associate with the ordered 
set (gh g2, ... , gt) the matrix 

(46) ((3) 

(3u (3t2 (3tt 

in the ring 0, of tXt matrices with elements in o. This matrix 
is not uniquely determined. For any (3ij may be replaced by a 
(3i/ such that (3i/ = (3ii(mod c5j ). This is the only alteration that 
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can be made without changing the gi. Hence we may say that 
the elements of the j-th column of (m are determined modulo OJ. 
The condition Ei I Oi, or what is the same thing, oigi = 0, is 
equivalent to the equations 

(47) 

This, of course, means that there exist 'Yij such that oi{3ij = 'YijOj. 
Hence (47) is equivalent to the following condition on the matrix 
({3) of (46). There exists a matrix ('Y) such that 

01 
{311 {312 {3lt 

02 

(48) 
{321 {322 {32t 

Ot 
{3tl {3t2 {3tt 

01 
'Yll 'Y12 'Ylt 

02 
'Y21 'Y22 'Y2t 

'Yt1 'Yt2 'Y tt 
Ot 

The totality ID1 of matrices ({3) which satisfy this condition is a 
subring of the matrix ring Ot. The matrix ({3) determines an ele­
ment B of m such thatfiB = "];{3i;!j. It is easy to verify that the 
correspondence ({3) ~ B is a homomorphism between ID1 and m. 
Now the endomorphism B determined by ({3) is ° if and only if 
(3ij == O(mod OJ). Hence the kernel of our homomorphism is the 
set 91 of matrices (v) in which Vij is a multiple J.LijOj. Thus Be 91 
if and only if there exists a (J.L) in Ot such that 

(49) (v) = (J.L)(0) 

where (0) = diag {01) 02, ... , Oz}. The ring m is isomorphic to 
the difference ring ID1/91. 

Theorem 18. Let m = {fd EB {f2} EB ... EB {fe} where the 
order ideal of /i is (Oi). Then the ring m of o-endomorphisms of m 
is isomorphic to the difference ring ID1/91 where ID1 is the subring of 
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Ot of matrices ((3) for which a ('Y) exists such that (48) holds and 9C 
is the ideal of matrices (v) for which a (Il) exists such that (49) holds. 

An explicit determination of the matrices of m can be made if 
use is made of the conditions (45) on the o's. We note the fol­
lowing cases of (47): 

1. i ;::: j. Here 0. = O(mod OJ). Hence these (3ij are arbitrary. 
2. i ~ u, j > u. Here (47) and (45) imply that these {3ii = O. 
3. i, j > u. Here 0. = OJ = 0 and the {3's are arbitrary. 
4. i < j ~ u. Let 'TIij = Oi-10j. Then (47) is equivalent to 

the condition (3ii = O(mod'TIij). 

Thus ({3) has the following form: 

{311 {312 {31U 

{321 {322 {32u 
0 

{3u1 {3u2 {3uu 
(50) 

{3u+1,1 {3uH,2 {3u+1,u {3u+1,u+1 {3u+1,t 

{3t2 {3tu {3tt 

where all the {3's are arbitrary except above the main diagonal in 
the upper left-hand block. Here {3ij = llij'TIij where Ilij is arbi­
trary and 'TIij = 0i -1 OJ. The condition (3ij = O(mod OJ) for these 
(3's is equivalent to Ilij = O(mod Oi). 

17. The linear transformations which commute with a given 
linear transformation. We specialize m to be the <I>[X]-module 
determined by the linear transformation A. Here every 0. ~ 0 
so that u = t. The ring m now consists of all the matrices ({3) 
in which the {3ij are arbitrary if i ;::: j and {3'j = llij'TIij, TJij = Oi -10j 

for i < j. Any {3ij may be replaced by {3./ in the same coset 
(mod OJ). Consequently Ilij may be replaced by Il./ in the same 
coset (mod 0.). Thus if ni = deg Oi then we may suppose that 

deg {3ij < nj if i;::: j 

deg Ilij < ni if i < j. 
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A matrix in m that satisfies these conditions will be called a 
normalized matrix. It is clear that two normalized matrices de­
termine the same B in the ring 5S of o-endomorphisms if and only 
if they are identical. Hence the correspondence ({3) ~ B deter­
mined before is 1-1 between the set U of normalized matrices and 
the ring 5S. 

We know that 5S:::::> ~ = <l>1[A] :::::> <1>1. It follows that 5S is a 
subspace of the vector space ~ over <1>. We wish now to compute 
the dimensionality of 5S over <1>. 

We note first that the normalized matrix corresponding to the 
scalar multiplication al is the scalar matrix al = diag {a, a, .. " 
a} of t rows and columns; for we have the relationsfiaz = afi. 
Also it is clear that the set U of normalized matrices is closed 
under addition and under multiplication by scalar matrices. It 
follows that U may be regarded as a vector space over <1>. Here 
a({3) for ({3) in U is defined to be the matrix al ({3). If B i, i = 1,2, 
is in 5S and Bi ~ ({3i) e U, then clearly B1 + B2 ~ ({31) + ((32) 
and aB1 ~ a({31)' Since our correspondence is 1-1, this shows 
that 5S over <I> is equivalent to U over <1>. We now determine the 
dimensionali ty of U. 

Let Uij denote the subspace of U of normalized matrices in 
which {3kZ = 0 for all (k, I) ~ (i,j). It is easy to see that if 
i ~ j, dim Uih the dimensionality of the space of polynomials of 
degree < nj is nj. Similarly if i < j, dim Uij = ni. Since U is a 
direct sum of the subspaces Uih 

t t-1 

dim U = L (t - j + l)nj + L (t - i)ni 
j=l i=l 

t 

= L (2t - 2j + 1)nj. 
;=1 

This proves the following 

Theorem 19. (Frobenius) Let (a) e<l>n and let 51(X), 52 (X), "', 
5t(X) be the invariant factors ~ 1 of Xl - (a). Then if the degree 
of 5i(X) is ni, the maximum number of linearly independent matrices 
commutative with (a) is given by the formula 

t 

N = L (2t - 2j + l)n;. 
j=l 
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t 

Clearly, if t > 1, then N > L nj = n > nt. Since the dimen-
j=l 

sionality of 21 = 4>1[A] over 4>1 is nt, this shows that, in this case, 
5S ::) 21. If we recall that t = 1 is the condition that A be cyclic, 
we obtain the following converse of the corollary to Theorem 17. 

Corollary. If A is a linear transformation which is not cyclic, 
then there exist linear transformations that commute with A which 
are not polynomials in A. 

Example. Let rl 0 0] 
(a) = lo 0 1 . 

o -I 2 

Here, if A is the corresponding linear transformation, then m = Ud EEl {h}. 
The invariant factors are 01 = X-I and 02 = (X - 1)2. The general form of a 
normalized matrix (f3) is 

[{311 (312(X - I) ] . 
{321 {322 + {322'X 

Since XiI = iI and X% = (2X - I)h = -h + 2(X/2), 

!IB = {311!I - {312h + (312(Xh) 

hB = {321!I + {322h + (322'(Xh) 

(Xh)B = {321!I - {322'h + (f322 + 2{322')(Xh)' 

It follows that the general form of a matrix commutative with (a) is 

[
{311 
{321 
{321 

EXERCISES 

1. Let m be a finite commutative group and suppose that m is a direct sum of 
cyclic groups of orders nl, n2, ... , nl where ni I n; for i ~ j. Prove that the num­
ber of elements in the ring of endomorph isms of m is 

t 
N - II .21-2J+l - n, • 

;=1 

2. Determine the matrices that commute with 

0 0 0 0 0 
1 0 0 0 0 
0 0 0 0 0 
0 0 1 0 0 
0 0 0 1 0 
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3. Determine the matrices which commute with 

[~ ~ ! ~l· 
o 1 -3 3 

18. The center of the ring~. We return to the general case 
where m is a finitely generated o-module, 0 a principal ideal do­
main. As before, let m = {fd ffi {f2} ffi ... ffi {ft} where the 
orders (5 i ) satisfy (45). We shall prove the following 

Theorem 20. The center of the ring of o-endomorphisms of m 
consists of the scalar multiplications. 

Let ~ be the ring of o-endomorphisms, ~ its center and Ol the 
ring of scalar multiplications x ~ aX. We have seen that Ol C ~. 
Now let C be any element of~. Let E k , k = 1, 2, ... , t, be the 
o-endomorphism such thatfjEk = 5jkb, j = 1, 2, ... , t. By the 
considerations of section 16, such endomorphisms exist in 5B. 
Also there exists o-endomorphisms Etk such that fjE tk = 5jth. 
Since C commutes with these endomorphisms, we have the fol­
lowing equations 

ftC = (ftEt)C = (ftC)Et = "1ft, "I e u 

hC = (ftEtk)C = (ftC)Etk = ('Yft)Etk = 'Y(ftEtk) = 'Yh· 
Thus C coincides with the mapping x ~ "IX. Hence & = Ol. 

H C is any endomorphism in m commuting with every element 
of 5B, then, in particular, C commutes with every element of Ol. 

Hence C e 5B. Thus C is in the center of 5B. The converse is 
clear. This remark enables us to state Theorem 20 in the follow­
ing alternative form: 

Theorem 20'. The only endomorphisms of m which commute 
with every o-endomorphism are the scalar multiplications. 

This specializes to the 

Corollary 1. If C is a linear transformation that commutes with 
every linear transformation which commutes with A, then C is a 
polynomial in ..1. 

This corollary enables us to determine the center of the com­
plete ring \! of linear transformations. For let A = 1. Then the 
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ring 58 of linear transformations that commute with A is the com­
plete ring 2. Hence Corollary 1 states that the only linear trans­
formations that commute with every linear transformation are 
the polynomials in 1. Since a linear transformation is expressible 
as a polynomial in 1 if and only if it is a scalar multiplication, 
this gives the important 

Corollary 2. The center oj the ring oj linear transjormations oj 
a vector space over a field <P is the set <Pl oj scalar multiplications. 

A slightly more direct proof of this result will be given later 
(Chapter VIII, p. 229). 

EXERCISES 

1. Prove that the center of the ring of endomorphisms of a finite group con­
sists of the endomorphisms x -> mx, m an integer. 

2. Prove that a linear transformation A is cyclic if and only if the ring 58 of 
linear t;ansformations commutative with A is commutative. 

3. Prove the following extension of Theorem 20': The only endomorph isms of 
lR which commute with every idempotent o-endomorphism are the scalar mul­
tiplications. 



Chapter IJ7 

SETS OF LINEAR TRANSFORMATIONS 

In this chapter we shall introduce some general concepts which 
are fundamental in the study of arbitrary sets of linear transfor­
mations. A deeper study of these notions belongs more properly 
to the so-called theory of representations of rings and is beyond 
the scope of the present volume. An introduction to these notions 
will serve to put into better perspective the results of the pre­
ceding chapter. We shall also be able to extend some of these 
results to sets of commutative linear transformations. 

1. Invariant subspaces. For the most part we shall be concerned 
in this chapter with the general case of a vector space over a 
division ring.d. Let ~ be a finite dimensional vector space over 
.d and let n be a set of linear transformations in ~ over.d. If 
(Ch C2, :", Cn) is a basis for ~ and A e n, then ciA = };aijCj and 
(a) is the matrix of A relative to the given basis. The matrices 
(a) determined in this way by the A e n constitute a set w that 
we shall call the set of matriccs oj n relativc to (Ch C2, .. " Cn). If 
(/I,i2, ... ,in) is a second basis andji = };JLijCj, then the matrices 
of n relative to this new basis is the set {(JL) (a) (JL) -1}, (a) in w. 
We denote this set as (JL)W(JL)-1. 

From the geometric point of view a fundamental problem in 
the study of a set of linear transformations is that of determining 
the invariant subspaces relative to this set. As in the case of a 
single linear transformation a subspace @:i is called invariant under 
n if @:iA C @:i for every A e n. If n consists of a single transfor­
mation A, then the cyclic subspaces {x} are examples of invariant 
subspaces. Other simple examples are the following: 

1. n consists of the linear transformation O. Here any sub­
space is invariant since @:iO = 0 C @:i for any @:i. 

115 
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2. Q = \! the complete set of linear transformations. Here the 
only invariant subspaces are the zero space 0 and the whole 
space~. Thus let ~ be an invariant subspace ~ 0 and let y 
be a non-zero vector in 0. Then if x is any vector in ~, there 
exists a linear transformation A such that yA = x. Since 0 is 
invariant x = yA e ~A C 0. Hence x e 0 and since x is arbi­
trary ~ = ~. 

Obviously the whole space ~ is an invariant subspace relative 
to any set Q. Also the 0 space is invariant since OA = 0 for any 
linear transformation A. The second example above shows that 
there exist sets Q for which these two "trivial" subspaces are the 
only invariant subspaces. Such a set is called an irreducible set. 
It is also convenient at times to say that ~ is irreducible relative 
to the set Q. 

Reducibility, or the existence of a proper (~ 0, ~ ~) invariant 
subspace manifests itself as a simple condition on the sets of 
matrices of Q. Suppose 0 is a proper invariant subspace and let 
(j1,j2, ... ,jn) be a basis for ~ such that (j1,j2, ... ,jr) is a basis 
for 0. Since ~ is invariant, jiA e 0 for each i = 1, 2, "', r 
and each A e Q. Hence the relations that give the matrix A 
relative to (jI,j2, ... ,jn) are 

(1) 

r 

jiA = L fJii!h t = 1, 2, .. " r 
j=l 

n 

ikA = L fJkdz, k = r + 1, r + 2, .. " n. 
Z=l 

Hence the matrix (fJ) of A has the form 

1311 1312 13 1 r 0 0 0 

1321 1322 fJ2r 0 0 0 

(2) 
fJr1 fJr2 fJrr 0 0 0 

fJr+ 1,1 fJr+ 1,2 fJr+ l,r fJr+1,r+1 fJr+l,n 

fJn2 fJnr fJn,r+ 1 fJn,n 
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A matrix that has an r X n - r block of O's in its upper right­
hand corner is said to have reducedjorm. Hence the existence of 
a proper invariant subspace implies the existence of a basis rela­
tive to which the matrices of n all have reduced form. Another 
way of putting this is that, if w is the set of matrices of n relative 
to some basis (el) e2, ... , en), then the existence of a proper in­
variant subspace implies that there exists a non-singular matrix 
(Jl.) such that all the matrices of (Jl.)w(Jl.) -1 have the same reduced 
form (that is, with the same r for all). 

The converse is valid, too. For suppose that all of the ma­
trices of (Jl.)w(Jl.) -1 have the reduced form (2). Then, if ji = 
"1:,Jl.ijej, the matrices of n relative to (it,j2, ... ,jn) constitute the 
set (Jl.)w(Jl.) -1. Because of the form of these matrices, relations 
(1) hold, and these show that the space ~ = [it, j2, ... , jr] is 
invariant under n. 

EXERCISES 

1. Let 0 be a set of linear transformations, and let B be a linear transformation 
that commutes with every A e O. Show that if ~ is an invariant subspace rela­
tive to 0, then fbB is also invariant. Also, show that the subset in of vectors 
y E fb such thatyB = 0 is invariant relative to O. 

2. Prove that a subspace ~ is invariant relative to a set 0 if and only if the 
following operator condition holds: The relation EAE = EA holds for every 
projection E onto fb and every A EO. 

2. Induced linear transformations. If ~ is a subspace invar­
iant under n, then the linear transformations A e n induce trans­
formations in~. It is evident that these transformations are 
linear. We shall now show that in a certain sense the A e n also 
induce linear transformations in the factor space m = m/~. We 
recall that a vector x of m is a coset consisting of the vectors of 
the form x + y where x is fixed and y ranges over~. If A e n, 
(x + y)A = xA + yA = xA + y' where y' = yA e~. Hence 
the image of any vector in the coset x is a vector in the coset 
xA determined by xA. Thus the mapping A that associates 
with x the vector xA of m is single-valued. We call A the trans­
formation induced by A in m. This mapping is linear, since 

(Xl + x2)A = (Xl + x2)A = ((Xl + x2)A) = (x1A + X2A) 

= (x1A) + (x2A) = X1A + X2A 
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and 

(ax)A = (ax)A = ((ax)A) (a(xA)) = a(xA) = a(xA). 

When there is no risk of confusion, we shall simplify matters by 
denoting the induced transformation by A also. 

On the other hand, it is sometimes necessary to distinguish 
carefully between the transformations A and A. The precise re­
lation between these can be made explicit in the following way: 

Consider the mapping P: x ~ x = x + ~ of m onto m. It 
is immediate from the definitions of the compositions in m that 
P is a linear transformation of m onto m. We shall refer to P as 
the natural mapping5!i m onto m. Now we have defined A by 
the rule that xA = xA. Thus we have the relation P A = AP 
connecting A and A. 

Now suppose the basis (fh 12, "',1 n) is chosen as in the pre­
ceding section so that (fh 12, "', 1r) is a basis for @:). Then it 
is clear from the first set of relations in (1) that the matrix 

(311 (312 (31r 

(321 (322 (32r 

(3r1 (3r2 (3 rr 

is a matrix of the linear transformation induced by A in the in­
variant subspace @:). Moreover, by the second set of equations 
in (1) we have 

( n )" " ]kA = (fkA ) = L (3kdl = L (3kdl = L (3kl]l' 
1 1 r+1 

Now we know that the vectors (]r+h]r+2, .. "]") form a basis 
for m. Hence these relations show that the matrix of A relative 
to this basis is the lower diagonal block which appears in (2): 

(3,+1,r+1 (3r+l,n 

(3r+2,r+1 (3r+2,n 

(3n,r+l (3nn 
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We have now found interpretations for the two diagonal blocks 
which occur in (2). It is natural to ask for the meaning of the 
remaining block, appearing in the lower left-hand corner. To ob­
tain the significance of this block we observe first that [Jr+l, "', 

in] is a complement U of the space @;. The decomposition 
W = @; EEl U defines a projection E of W onto @;. Since @5 is in­
variant relative to Q, EdE = Ed holds for every A e Q (Ex. 2, 
p. 117). We consider now the linear transformation AE - EA 
= AE - EAE. This transformation sends W into @;. More­
over, if y e @5, then y(AE - EA) = yA - yA = O. It follows 
from this that AE - EA defines a linear transformation AE of 
ffi = WI@; into @5. Thus we define 

-XAE = x(AE - EA), 

and, by the remark that we have made, we see that AE is single­
valued. One verifies directly that AE is a linear transformation 
of WI@5 into @5. Moreover, by definition we have the relation 
AE - EA = PAE. 

We shall now show that the matrix 

f3n.r 

is the matrix of AE relative to the bases (Jr+l, ... ,In), (j1, 
iT) for ffi and @5. We have the relations 

]kAE = h(AE - EA) = ikAE 
T 

= .L: f3kdi' k = r + 1, "', n, 
i=l 

which prove our assertion. 

EXERCISES 

1. Prove that a relation such as A + B = Cor AB = C for A, B, C in n im­
plies a corresp'~mding relation A + 13 = C, AB = C for the induced linear trans­
formation in W. 

2. Show that A is 1-1 in W if and only if A is 1-1 in @5 and A is 1-1 in ffi 
= WI@;. 
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3. Composition series. Let ~ and U be invariant subspaces 
such that m::J U ::J~. Then fi = U/~ is a subspace of m = 
m/~. If u e fi, u = U + ~ where U e U. Hence for any A in n, 
uA = uA e fi. This shows that fi is invariant relative to the set 
Q of the induced linear transformations A in m. 

We shall now show that the converse holds, namely, any in­
variant subspace of m has the form fi = U/~ where U is an in­
variant subspace of m containing @:5. Thus let fi be a subspace of 
m invariant relative to Q. Let U be the totality of vectors con­
tained in the cosets that belong to fi. If UI and U2 e U, UI = UI 

+ @:5 and U2 = U2 + ~ are in fi. Hence UI + U2 = (UI + U2) 

+ @:5 is in fi. Hence UI + U2 e U. Similarly aU e U for any a in 
Ll and any U in U. Since (u + @:5)A = uA + @:5 e fi, uA e U. 

Thus U is an invariant subspace of m. Clearly fi = U/@:5. 

A sequence of invariant subspaces 

(3) o C @:5 1 C @:52 C ••• C ~t = m 
is called a composition series for m relative to n if each ~i is irre­
ducible over ~i-l in the sense that there exists no invariant @:5' 

such that @:5i:::J @:5' :::J ~i-l' By what we have shown it is clear 
that @:5i is irreducible over @:5i-1 if and only if @:5i/~i-1 is irre­
ducible relative to the set of linear transformations induced by 
the A e n. The irreducible spaces 

(4) 

are called the composition factors of the series (3). 
We now choose a basis (f1) f2' "', fn) for ~l' This can be 

supplemented to a basis (f1) f2' "', f nl+n2) for @:52' Continuing 
in this way we obtain finally a basis (f1) f2' "', fn) for m such 
that (ft,f2, .. ·,fnl+ ... +n.,) is a basis for @:5i. Then if A e n 

nl 

fiA = L {3iifh i = 1, 2, .. " nl 
I 

nl+n2 
(5) /kA = L {3kzil, k = nl + 1, "', nl + n2 

I 

p = nl + ... + nt-l + 1, 
nl + ... + nt = n 
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Consequently the matrix of A relative to our basis has the form 

o 
* 

(6) 

* * 
in which the "blocks" above the main diagonal are all o. The 
cosets (]nl+ooo+n,_l+b ]nl+ooo+n_l+2, ... , ]nl+ooo+n.) form a basis 
for the factor space ~d~i-h and by (5) we have 

if A denotes the transformation induced by A in the factor space 
~d~i-1. The matrix of A relative to this basis is therefore the 
diagonal block (fji) that appears in (6). Our assumption that 
~i is irreducible over ~i-1 means that it is impossible to find a 
matrix (JLi) such that all of the matrices (JLi) (fji) (JLi) -1 all have 
the same reduced form. 

It is easy to prove the existence of a composition series for any 
set Q. First, if m is irreducible, then 0 c m is such a series. 
Otherwise let ~ be a proper invariant subspace. If ~ is irre­
ducible relative to the set of induced linear transformations, we 
take ~1 =~. Otherwise we let ~' be a proper invariant sub­
space of~. Now dim m > dim ~ > dim ~'. Hence this proc­
ess cannot be continued indefinitely. Eventually we get an irre­
ducible invariant subspace ~1 ~ o. We repeat this argument 
with 9l = m/~l and the set Q of induced transformations. Then 
we see that, if 9l ~ 0 (that is, m ~ ~1)' 9l contains an irreducible 
invariant subspace @2 ~ o. This space has the form ~2/~h and 
~2 is invariant relative to Q and is irreducible over ~1. We con­
sider next m/~2. If this space is ~ 0, we obtain in the same way 
a subspace ~3 invariant under Q and irreducible over ~2. Since 
dim ~1 < dim @S2 < dim @S3 < ... , this process, too, breaks off 
after, say, t steps, with the space m. Then 0 c ~1 C ~2 C ... 

C ~t = m is a composition series. 
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4. Decomposability of a set of linear transformations. We 
consider now a decomposition of the space m as 

(7) 

a direct sum of the subspaces mi that are assumed to be invariant 
relative to Q. Such a decomposition is called proper if each 
mi ~ 0 and s > 1. If m has a proper decomposition, we say that 
m is decomposable relative to Q and that Q is a decomposable set of 
linear transformations. 

Clearly, a set of linear transformations which is irreducible is 
indecomposable. On the other hand, there exist reducible sets 
which are indecomposable. Hence decomposability is an essen­
tially stronger condition than reducibility. We prove this asser­
tion by citing the following 

Example. Let Q consist of the linear transformation A with matrix 

o 
o 

o 
relative to the basis (el, e2, "', en). Then eiA = 0 and eiA = ei-l if i > 1. 
Hence the subspaces 0 i = lei, e2, "', eil, i = 1,2, "', n, are invariant. We 
shall show that these are the only non-zero invariant subspaces relative to A. 
For let ® be such a subspace. Let h be the smallest integer such that ® C 0 h • 

Then ® contains a vector 

with 'Yh ,t. O. We may assume that 'Yh = 1 so that 

Then the vectors 

are in 0. Evidently eI, e2, .. " eh are linearly dependent on these vectors. Hence 
0 h C ® and so 0 = 0 h• Since 0 i C 0 i if i < j, it is clear that no two of 
these spaces are independent. Hence m cannot be written as a direct sum of 
these invariant subspaces. 
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If m is a direct sum of the invariant subspaces mi , i = 1,2, .. " 
s, s ;::: 1, we may choose a basis Ul> f2' "', fn) for m such that 

(8) (fnl+ .. ·+n;-I+l>fnl+ .. ·+n;-I+2, .. ',fnl+"'+n,) 

is a basis for mi. Since mi is invariant, any vector in (8) is trans­
formed into a linear combination of these vectors by any A £ Q. 

Hence the matrix of A has the form 

(9) 

({3,) 

Here the diagonal block is the matrix of the transformations in­
duced by A in mi relative to the basis (8). Conversely, if Q is 
any set of linear transformations and there exists a basis (fl> f2' 
.. " fn) such that all the matrices relative to this basis have the 
form (9), then m is a direct sum of the invariant subspaces 

mi = [fnl+"'+n;_I+l> ... ,fnl+,"+n,). 

Suppose now that E i , i = 1, 2, "', s, are the projections de­
termined by our decomposition. We recall that, if 

(10) x = Xl + X2 + ... + X. 

where Xi £ mi , then Ei is the mapping X ~ Xi. We have also 
seen (p. 60) that the following relations hold: 

(11) Ei2 = Ei, E;Ej = 0, i;/= j, EI + E2 + ... + E. = 1. 

The space mi = mEi. Hence each Ei is ;/= O. Now let A £ Q. 

Then 

and, since mi is invariant, XiA £ mi. Thus the component in mi 
of xA is XiA, or, 

(12) xAEi = XiA = XEiA. 

This shows that the projections Ei commute with every A £ Q. 

Conversely suppose the Ei are linear transformations ;/= 0 which 
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satisfy (11) and which commute with every A e Q. Then we 
know that ffi = ffi l EB ffi2 EB ... EB ffi. where ffii = ffiE i • More­
over, if A e Q and Xi e ffi i, then Xi = XEi and XiA = XEiA = 

(xA)E .. e ffii. Hence ffii is invariant relative to Q. 

If s > 1 in our discussion, each ffii is a proper subspace and 
each Ei ~ 1. Hence we see that, if Q is a decomposable set of 
linear transformations, then there exist projections ~ 0, ~ 1 
which commute with every A in Q. Conversely, if El is a pro­
jection ~ 0, ~ 1 which commutes with every A in Q, then E2 
= 1 - El has these properties also. Moreover, El and E2 are 
orthogonal. Hence ffi = ffiEl EB ffiE2 and the ffiE .. are proper in­
variant subspaces. This proves the following important criterion. 

Theorem 1. A set Q of linear transformations is decomposable 
if and only if there exist projections E ~ 0, ~ 1 which commute 
with every transformation in Q. 

EXERCISE 

1. Show that, if ffi is irreducible (indecomposable) relative to a subset of Q, 
then it is irreducible (indecomposable) relative to Q. Use this to prove that the 
set of linear transformations corresponding to the set of triangular matrices 

is an indecomposable set. 

5. Complete reducibility. If 0 1 and O 2 are invariant sub­
spaces under Q, then so is 101 n O 2 and 0 1 + O 2 • Hence the 
totality of invariant subspaces is a sublattice Ln of the complete 
lattice L of subspaces of ffi. It is natural to apply lattice-theo­
retic ideas in the study of the set Ln and this is, in fact, what we 
have done in the foregoing discussion. Thus the statement that 
Q is irreducible amounts to saying that Ln contains just two ele­
ments. Also the statement that Q is decomposable may be for­
mulated as a property of the lattice Ln. Of the properties of L 
we singled out in Chapter I, it is clear that the chain conditions 
and the Dedekind law are preserved in passing to the sublattice 
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Ln. The complementation property of L, however, mayor may 
not be valid in Ln. It certainly holds if 0 consists of the identity 
1 only, for then Ln = L. Also, if 0 is irreducible, then La is com­
plemented, and there are other less trivial examples which will be 
encountered later. 

If Ln is complemented, we say that 0 is a completely reducible 
set of linear transformations. This, of course, means that, if 
@5 is any invariant subspace relative to 0, then there exists a 
second invariant subspace ~' such that 9l = @5 EEl ~'. This con­
dition is admittedly rather elusive since it applies to every in­
variant subspace~. It is therefore remarkable that this (pos­
sibly infinite) set of conditions can be replaced by the single con­
dition given in the following 

Theorem 2. A set 0 of linear transformations is completely re­
ducible if and only if 9l can be expressed as a direct sum of sub­
spaces 9li that are invariant and irreducible relative to o. 

Sufficiency. Let 9l = 9l I EEl 912 EEl ••• EEl 9ls where the 9li are ir­
reducible invariant subspaces. If @5 is any invariant subspace, 
either @5 = 9l or there exists an 9li, say 9l h such that 9lI ¢. @5. 

Then we set @5 I = @5 + 9l1• Now @5 n 9lI e Ln and since @5 n 9lI 

is contained in the irreducible invariant subspace 9lh either 
@5 n 9lI = 9l I or @5 n 9lI = o. Since @5 n 9lI = 9lI is equivalent 
to @5 :J 9lh we must have @5 n 9lI = O. Hence @5I = @5 + 9lI = 
@5 EEl 9l1• We now repeat the argument with @5 I in place of @5. 

Then either @5 I = 9l, in which case 9l I is a complement of @5, or 
there exists an 9li, say 9l2, such that @52 = @5I + 912 = @5I EEl 9l2. 
Then @52 = ~ EEl 9lI EEl 9l2. Eventually we obtain for a suitable 
choice of the notation that 9l = @5EEl 9l I EEl 912 EEl ••• EEl 9lh. Then 
~' = 9lI EEl 912 EEl ••• EEl 9lh is a complement of @5 in 9l. 

Necessity. Suppose that 9l I is an irreducible invariant subspace 
of 9l. Then either 9l = 9lI is irreducible or 9l = 9lI EEl 9l I ' where 
9l I ' is an invariant subspace ;;e o. Next let 912 be an irreducible 
invariant subspace of 9l I '. If 9lI ' = 9l2, we have 9l = 9lI EEl 9l2, 
9li irreducible invariant as required. Otherwise, 9lI + 912 has a 
complement 9l2', 9l2' invariant. Then 9l = 9lI EEl 912 EEl 9l2'. We 
repeat the argument with 9l2'. This leads finally to 9l = 9l I EEl 

912 EEl ••• EEl 9ls where the 9li are invariant and irreducible. 
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EXERCISES 

1. Use the argument in the first part of Theorem 2 to show that, if ~ is a sum 
(not necessarily direct) of the irreducible invariant subspaces ~i, then ~ is 
completely reducible relative to 11. 

2. Show that, if w is any set of diagonal matrices, then the corresponding set 
11 of linear transformations is completely reducible. 

3. Let G = {SI, S2, ... , Sm} be a finite group of linear transformations, that 
is, a subgroup of the group of 1-1 linear transformations of ~ over.6.. Assume 
that the order m of G is not divisible by the characteristic of.6.. Show that, if 
@5 is an invariant subspace relative to G and E is a projection onto @5, then 

Eo = ~ (f SiESi-1) is a projection on @5 which commutes with the Si. Hence 
m ;=1 

prove the important theorem: 
Any finite group of linear transformations whose order is not divisible by the 

characteristic of the division ring is completely reducible. 
4. Let 11 be an arbitrary set of linear transformations and let E be any projec­

tion such that EA = EAE holds for every A in 11. As in § 2 define the linear 
transformation Ag of ~ = ~/~E into @5 = ~E by -XAE = x(AE - EA). 
Prove that, if there exists a linear transformation D of ~ into @5 such that 
Ag = AD - DA holds for all A, then @5 has a complementary invariant sub­
space. 

5. Prove that if 11 is completely reducible, and @5 is an invariant subspace, 
then the set of linear transformations induced in @5 is completely reducible. 

*6. Relation to the theory of operator groups and the theory 
of modules. The theory of sets of linear transformations that 
we are considering here can be regarded as a specialization of 
the theory of groups with operators eM-groups). * A reader who 
is familiar with the latter concept will observe that we are deal­
ing here with the additive group ~ considered as a group with 
operator set M = Llz U U, Llz the set of scalar multiplications. 
The concept of M-subgroup evidently coincides with that of in­
variant subspace relative to the set of linear transformations U. 
Hence the concepts of reducibility, decomposability, composition 
series coincide with these concepts for the M-group ~. 

The theory of M-groups also suggests the introduction of the 
following concept of homomorphism between invariant subspaces 
or factor spaces relative to the set U. A mapping 8 is said to be 
an fl-linear transformation of one such space into a second one if 
8 is a linear transformation and (xA)8 = (x8)A holds for all the 
induced transformations A e U. Similarly we say that two sub-

* See Volume I, Chapters V and VI. 



SETS OF LINEAR TRANSFORMATIONS 127 

spaces mi, i = 1, 2, are U-isomorphic or equivalent if there exists 
a 1-1 U-linear transformation (J of m1 onto m2. If (el) e2, .. " er) 
is a basis for m!, then (e1(J, e2(J, "', er(J) is a basis for m2, and it 
is immediately verifiable that every A has the same matrix rela­
tive to (el, .. " er) and to (e1(J, .. " er(J). It follows that for arbi­
trary choice of bases in m1 and m2 the matrices (a1) and (a2) of 
any AeQ are related by (a2) = (,u)(a1)(,u)-1 where the non­
singular matrix (,u) is independent of A. 

We can now state the following two fundamental theorems 
which are taken from the theory of M-groups. 

Jordan-Holder theorem. Ij 0 c m1 c m2 c ... c m! = m and 
o c 0 1 C @5 2 C ... c 0 .. = m are two composition series jor a set 
Q oj linear transjormations, then t = u and thejactors oj composition 
mJmi-l, 0j/0j-1 can be put into 1-1 correspondence in such a 
way that corresponding pairs are U-isomorphic. 

Krull-Schmidt theorem. Ij m = m1 EEl m2 EEl ... EEl mn = @5 1 EEl 
O2 EEl ... EEl @5k are two decompositions oj m into non-zero invariant 
and indecomposable subspaces relative to Q, then h = k and, if the 
@5i are suitably ordered, mi and 0i are Q-isomorphic. 

We refer the reader to Volume I, Chapter V, for the proofs of 
these theorems. 

We can also absorb the present theory into the theory of mod­
ules. This comes about from the fact that m is commutative. 
Hence the endomorphisms of m form a ring and the set M = 

Az U Q generates a subring oeM) of the ring of endomorphisms of 
m. We call 0 = oeM) the enveloping ring of M. Now if @5 is a 
subgroup of the additive group m, then the set of endomorphisms 
of m that map @5 into itself is a subring of the ring of endomor­
phisms. Hence if @5 is an U-subspace, this subring contains M 
and consequently it also contains oeM). Thus we see that any 
U-subspace of m is an o(M)-subgroup. The converse is, of course, 
clear. In a similar manner we see that, if (J is an U-linear trans­
formation, then (J is an o(M)-homomorphism, and generally speak­
ing nothing is changed in shifting from the set M to its envelop­
ing ring. We have seen that in dealing with a ring of endomor­
phisms it is often convenient to regard the underlying group as 
a module. 
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It is usually difficult to obtain the structure of the enveloping 
ring oeM) and, when this is the case, there is no particular gain 
in shifting from the point of view of sets of linear transformations 
to that of modules. 1f.1 = <I> is a field, the problem of determin­
ing the structure of 0 is easier than in the general case. Here we 
note also that <l>l is contained in the ring of linear transformations 
and 0 can be regarded as an algebra over <1>. Consequently in 
this case one speaks of the enveloping algebra of the set n. 

7. Reducibility, decomposability, complete reducibility for a 
single linear transformation. We adopt again the original poin t 
of view and we consider in this section the special case in which 
n consists of a single linear transformation and .1 = <I> is a field. 

If f is a non-zero vector in ~, then the cyclic subspace {f} is 
an invariant subspace ~ 0. Let fJ.ICX) be the order off and sup­
pose that fJ.I(X) = ?r(X)v(X) where ?reX) is irreducible and has posi­
tive dagree and leading coefficient = 1. Then g = fv(A) has 
order ?reX). Thus ~ contains a vector whose order is a prime. 
Suppose now that A is irreducible. In this case we have ~ = {g} 
where fJ.g(X) = ?reX) a prime. Conversely suppose that ~ has 
this form and let @5 be a subspace ~ ° invariant under A. If h 
is a vector in @5, the order fJ.h(X) is a factor of ?reX). Hence if 
h ~ 0, fJ.h(X) = ?reX). Hence dim {h} = deg ?reX) = dim {g}. It 
follows that {h} = {g} . We have therefore proved the following 

Theorem 3. A linear transformation A in ~ over <I> is irreducible 
if and only if it is cyclic and has prime minimum polynomial. 

We consider next the question of decomposability of a single 
linear transformation. We know that ~ = {fd ffi {f2} ffi ... ffi 
{ft}. Hence a necessary condition for indecomposability is that 
t = 1, that is, ~ = {f} is cyclic. We have also seen that, if the 
minimum polynomial of a cyclic linear transformation can be 
expressed as fJ.l(X)fJ.2(X) where (fJ.l(X), fJ.2(X)) = 1, then ~ = {gd 
ffi {g2} where fJ.g/X) = fJ.i(X), Hence a cyclic linear transforma­
tion is decomposable unless its minimum polynomial has the 
form ?r(X)\ ?r(X) prime. Conversely, these conditions are suffi­
cient; for suppose that A is cyclic with ?r(X)k as its minimum 
polynomial. Assume that ~ = ~l ffi ~2 where ~i is invariant 
under A. Let fJ.i(X) be the minimum polynomial of the transfor-
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mation induced by A in ~i. Then since Xi'Ir(A)k = 0 for all Xi 
in ~i, p,l'A) l?r(}.)k. Hence p,l'A) = ?r(}.)k', ki :::; k. Now xi?r(A)k, 
= 0 for all Xi in ~i, and this implies that, if Ie = max(kt, k2), 

then ?r(A)k = o. Thus Ie = k and so we may suppose that kl 
= k. This means that the minimum polynomial of A in ~1 is 
?r(}.)k. Consequently there exists a vector jl in ~1 whose order 
is ?r(}.)k. Then dim {jd = deg ?r(}.)k = dim~. Hence {jd = ~ 
and since {jd C ~t, ~1 =~. Thus the decomposition ~ = ~1 
EB ~2 is not proper. 

Theorem 4. A linear transformation A in ~ over cI> is inde­
composable if and only if it is cyclic and its minimum polynomial 
is a power oj a prime. 

We suppose next that A is completely reducible. Then ~ = 
~1 EB ~2 EB ... EB ~8 where the ~i are invariant and irreducible. 
By Theorem 3 the minimum polynomial of A in ~i is a prime 
?ri(}.). It follows that the minimum polynomial p,(}.) of A in ~ 
is the least common multiple of the ?ri(}.). Hence p,(}.) is a product 
of distinct primes. Conversely, let A be a linear transformation 
whose minimum polynomial p,(}.) is a product of distinct primes. 
Then each invariant factor has this form too. Hence the ele­
mentary divisor ideals are of the form (?ri(}.)) , ?ri(}.) a prime. 
Now, we know that this implies that ~ is a direct sum of cyclic 
subspaces ~i = {gil where the order p,g,(}.) = ?ri(}.). By Theo­
rem 3 each ~i is irreducible. Hence ~ is completely reducible. 
This proves the following 

Theorem 5. A linear transjormation A in ~ over cI> is completely 
reducible if and only if its minimum polynomial is a product oj 
distinct primes. 

EXERCISES 

1. Let A be cyclic with minimum polynomial fJ.()..). Show that, if @5 is in­
variant under A, then @5 is a cyclic subspace. Show that the invariant subspaces 
of ~ can be put into 1-1 correspondence with the factors having leading co­
efficien t 1 of }.t(}...). 

2. Let <I> be infinite and let ~ = Ud EB {hI be a decomposition of ~ relative 
to A such that }.t/l(}...) = }.th()..) = 1T()..) a prime. Show that ~ has an infinite 
number of subspaces invariant under A. 

3. Prove that, if <I> is infinite, then the number of invariant subspaces relative 
to A is finite if and only if A is cyclic. 
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8. The primary components of a space relative to a linear 
transformation. The decomposition of a vector space into inde­
composable subspaces relative to a linear transformation is not 
uniquely determined. On the other hand, as we shall show in 
this section, there is a decomposition which is not as refined as 
the one into indecomposable components but which has the im­
portant advantage of uniqueness. 

Let f..!(A) be the minimum polynomial of A and let 

(13) f..!(A) = 'lrl(A)k''lr2(A/2 ••• 'lr.(A/8 

be the factorization of f..!(A) into powers of distinct irreducible 
polynomials having leading coefficients equal 1. Let l){i be the 
subspace of vectors Xi e l){ such that 

(14) Xi'lri(A/i = o. 
Then we assert that the spaces l){i are invariant relative to A and 
that 

(15) 

The invariance of the l){i is an immediate consequence of the fact 
that 'lri(A)k. commutes with A (cf. Ex. 1, p. 117). The proof of 
(15) can be obtained by using the results of the preceding sec­
tion; however, we shall give an independent discussion that has 
some points of interest of its own. 

We note first that the polynomials 

(16) f..!i(A) = f..!(A) / 'lri(A)ki = 

'lrl(A)k1 ••• 'lri_l(A)ki - 1'lri+l(A)ki+1 ••• 'lr.(A)\ i = 1,2, ... , S 

are relatively prime. Hence there exist polynomials cf>1 (A), 
cf>2(A), ... , cf>.(A) such that 

(17) cf>l(A)f..!l(A) + cf>2(A)f..!2(A) + ... + cf>8(A)f..!8(A) = 1. 

We can substitute A in this relation and obtain 

(18) cf>1(A)f..!1(A) + cf>2(A)f..!2(A) + ... + cf>.(A)f..!8(A) = 1. 

Since f..!i(A)f..!j(A) is divisible by P.(A) if i ~ j, 

cf>i(A)P.i(A)cf>i(A)f..!j(A) = o. 
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We set Ei = cf>i(A)P,i(A). Then this relation reads 

(19) 

and (18) becomes 

(20) 

If we multiply this relation by Ei and use (19), we obtain 

(21) 
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Thus the Ei are orthogonal projections with sum 1 and therefore 

9? = 9?EI EB 9?E2 EB ... EB 9?E •. 

Since the Ei are polynomials in A, they commute with A; hence 
the spaces 9?Ei are invariant relative to A. We shall now show 
that 9?Ei coincides with the space 9?i of vectors Xi such that 
Xi'Tri(A)ki = o. First letYi e9?Ei. ThenYi = UEi = ucf>i(A)p,i(A). 
Since P,i("1I.)7r/1I.)ki = p,("1I.), this gives 

Yi7ri(A/i = ucf>i(A)P,i(A)7ri(A)ki = ucf>i(A)p,(A) = o. 
Hence Yi e 9?i. Conversely, let 

X = Xl + X2 + ... + X., 

where Xj e 9?Ej, be a vector in 9?i. Then 

o = X7ri(A)k; = XI7ri(A)ki + X27ri(A)ki + ... + x.7ri(A)ki 

and since Xj7ri(A)k; e 9?Ej each 

xj7ri(A)ki = o. 
On the other hand, Xj7rj(A)k; = 0, and since 7ri("1I.), 7rj("1I.) are dis­
tinct if i ~ j, this implies that Xj = 0 for j ~ i. Hence X = Xi e 
9?Ei. This completes the proof that 9?i = 9?E •. 

It is clear that the minimum polynomial of A acting in 9?i is 
of the form 7ri("1I.)li, Ii ::; ki. Moreover, if X = Xl + X2 + ... + x. 
where Xi e 9?i, and p,*("1I.) = 7r1("1I.i'7r2("1I.)12 ... 7r.("11.)\ then xip,*(A) 
= 0 for all i. Hence xp,*(A) = 0 and p,*(A) = o. Consequently 

p,("1I.) I p,*("1I.). Evidently this implies that p,("1I.) = p,*("1I.) and that 
Ii = k. for i = 1, 2, ... , s. This completes the proof of the 
following 
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Theorem 6. Let Jl.(>,,) be the minimum polynomial of the linear 
transformation A in ~ over <I> and let (13) be the factorization of 
Jl.(>..) into prime powers. Then, if ~i is defined to be the subspace of 
vectors Xi such that x{Tr"i(£1)k. = 0, 

~ = ~l EEl ~z EEl .•• EEl ~. 

and the minimum polynomial of the induced transformation in ~i 
. (,,)k; 
IS 7r i 1\ • 

We shall call the spaces ~i the primary components of ~ rela­
tive to £1. The projections Ei determined by the decomposition 
(15) will be called the principal idempotent elements of £1. 

\Ve specialize now by assuming that <I> is algebraically closed. 
In this case the 7ri(>") are of first degree, say, 7ri(>") = >.. - Pi. 
\Ve set 

so that 

(22) £1= £1El + £1Ez + ... + £1E. = (PlEl + N l) 

Evidently 

(23) 

if i ~ j and 

+ (pzEz + N z) + ... + (PsEs + N s). 

(24) EiNi = Ni = N;Ei. 

Also N/i = (A - Pi1)k'Ei = Ei(A - pi1)ki and if X is any vector 
then XEi e ~i' Furthermore xi(£1 - Pi1)k. = 0. This proves that 

(25) N/' = 0. 

The nilpotent linear transformations Ni will be called the prin­
cipal nilpotent elements of £1. Like the Ei these linear transfor­
mations are polynomials in £1. 

EXERCISE 

1. Let <I> be algebraically closed of characteristic 0 and suppose that Ei , N i , i 
= 1, 2, .. " s, are the principal idempotent and principal nilpotent elements of 
A and that A = ~(PiEi + N i ). Show that, if ljJ("A) is a polynomial, then 

A.(A) = ~[A.(P")E- + ljJ'(Pi) N. + ljJ"(Pi) N2 + ... +ljJ(ki-l)(Pi) N.k.-l]. 
't' 't' ., I! ' 2!' (k i -1) ! ' 



SETS OF LINEAR TRANSFORMATIONS 133 

9. Sets of commutative linear transformations. We suppose 
now that n is a set of commutative linear transformations in l)'{ 

over <P. Assume first that n is indecomposable. Then we shall 
show that the minimum polynomial of any A {; n is a prime power. 
For otherwise we can obtain a proper decomposition of l)'{ as 
l)'{l EB l)'{z EB ... EB l)'{. where the l)'{i are the primary components 
relative to A. Now it is clear that if B is a linear transformation 
that commutes with A then l)'{iB c mi. Hence the mi are in­
variant relative to n, and this contradicts the indecomposability 
ofn. 

Assume next that l)'{ is irreducible. Then we assert that the 
minimum polynomial M(X) of every A is irreducible. For if ?r(X) 

is an irreducible factor of M(X), then the space 10 of vectors y such 
that Y?r(A) = 0 is ~ O. Evidently 10 is invariant relative to n. 
Hence @5 = l)'{ and ?r(X) = M(X). 

Now let n be an arbitrary commutative set of linear transfor­
mations. We first decompose l)'{ as 

where the l)'{(i) are indecomposable. It is clear that the transfor­
mations induced by the A {; n in any invariant subspace and in 
any factor space commute. This holds in particular for the l)'{(i). 

Our result in the indecomposable case, therefore, shows that the 
minimum polynomial of any A acting in m(i) is a prime power 
?ri(X)ki • We now choose a composition series 

(26) 0 c m 1 (i) c mz (i) c ... C l)'{t. (i) = l)'{(i) 

for each l)'{(i). Then each factor space l)'{/i) jmj-l (i) is irreducible 
relative to the induced transformations. Hence the minimum 
polynomial of the transformation A induced by A in l)'{/i) jmj-l (i) 
is irreducible. On the other hand, ?ri(A)k. = O. Hence the mini­
mum polynomial of A is ?ri(X), 

\Ve now choose a basis for m(i) corresponding to (26), that is, 
the first group of vectors is a basis for l)'{l (i), the second group 
supplement these to give a basis for l)'{z(i), etc. The bases thus 
determined for the different l)'{(i) constitute a basis for l)'{. With 
respect to this basis the matrix of A has the block form 
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(27) 

(ah) 
where the block (ai) that goes with ~(i) has the form 

(~l) 0 

(~2) 

(28) 

* 
The matrix (~i) is a matrix of the induced linear transformation 
A. Hence its minimum polynomial is 7l"i(X), 

Suppose now that «I> is algebraically closed. Then 7l"i(X) = 

X - Pi. Hence A = Pi 1 is a scalar multiplication in ~/i) /~i-l (i). 
Since any subspace is invariant relative to a scalar multiplication, 
it follows that ~/i) /~i-l (i) is one dimensional. Hence the ma­
trices (~i) are one-rowed. Our final result can therefore be stated 
as the following theorem on matrices: 

Theorem 7. Let «I> be an algebraically closed field and let UJ be 
a set of commutative matrices belonging to «I>n. Then there exists a 
non-singular matrix (J..') in «I>n such that 

(al) 

where 
Pi o 

Pi 

(ai) = 

* for all (a). Pi 
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EXERCISES 

1. Let <P be the field of complex numbers and let 

[
1 0 

(a) = 0 0 
o 1 -!J ~) = [-! : 
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-iJ' 
Verify that (a)~) = ~)(a) and illustrate Theorem 7 with this pair of matrices. 

2. (Ingraham) Let A be a matrix in the block form 

where the Aij are r X r matrices with elements in an algebraically closed field. 
Assume that the A;j commute with each other and define 

detR A = ~ ± AlilA2i2 ••• Ami", 

where the sum is taken over all permutations iI, i2, "', im of 1,2, "', m and 
the sign is + or - according as the permutation is even or odd. Use Theorem 7 
to prove the following transitivity property of determinants 

det(detR A) = det A. 

(This holds for arbitrary base fields. Compare Sec. 9, Chapter VII.) 
3. (Schur) Show that the maximum number of linearly independent commu-

tative matrices which can be chosen in <P,. is [~J + 1, where, in general, [a] 

denotes the greatest integer in the real number a. 



Chapter J7 

BILINEAR FORMS 

This chapter is devoted to the study of certain types of func­
tions, called bilinear, which are defined for pairs of vectors (x, y') 
where x is in a left vector space m and y' is in a right vector space 
m'. The values of g(x, y') are assumed to belong to .1, and the 
functions of one variable gx(y') = g(x,y') and gy'(x) = g(x, y') 
obtained by fixing the other variable are linear. Of particular 
interest are the non-degenerate bilinear forms. These determine 
1-1 linear transformations of m' on to the space of linear functions 
on m. Consequently, if A is a linear transformation in m, there 
is a natural way of associating with it a transposed linear trans­
formation in m'. 

If the division ring .1 possesses an anti-automorphism, then 
any left vector space mover .1 can also be regarded as a right 
vector space over.1. Hence in this case one has the possibility 
of defining bilinear forms connecting the space with itself. Such 
forms are called scalar products. Their study is equivalent to 
the study of a certain type of equivalence for matrices called co­
gredience. The most important types of scalar products are the 
hermitian, symmetric and alternate scalar products. We shall 
obtain canonical matrices for such forms, and, in certain special 
cases that are of interest in elementary geometry, complete solu­
tions of the cogredience problem will be given. We shall also 
prove Witt's theorem for hermitian forms and apply it to de­
fine the concept of signature for such forms over an arbitrary 
division ring of characteristic ~ 2. 

136 
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1. Bilinear forms. If ffi is a (left) vector space over Ll, we have 
defined a linear function as a mapping x ~ f(x) ell such that 

(1) j(x + y) = j(x) + fey), f(ax) = aJ(x). 

These mappings form a right vector space ffi* relative to the com­
positions 

(2) U + g) (x) = f(x) + g(x), Ua)(x) = f(x)a. 

As we have seen, these definitions imply that, for each fixed vec­
tor x e ffi, the mapping j ~ x(!) == j(x) is a linear function in 
ffi*. Because of this symmetry it is natural to regard j(x) = 
xU) as a function of the pair x e ffi,j e ffi*. We therefore denote 
the value j(x) as sex, f), and the above equations now read 

(3) sex + y,j) = s(x,j) + s(y,j), s(ax,f) = as(x,j) 

(4) s(x,f + g) = s(x,f) + sex, g), s(x,ja) = s(x,j)a. 

We shall now generalize this situation by assuming that ffi' is 
any right vector space over Ll. Then a function g(x, y') defined 
for all pairs (x, y'), x in ffi, y' in ffi', with values g(x, y') in Ll is 
called a bilinear form if 

(5) 

(6) 

g(Xl + X2, y') = g(Xl> Y') + g(X2' y'), 

g(ax, y') = ag(x, y'), 

g(x, Yl' + Y2') = g(x, Yl') + g(x, Y2'), 

g(x, y' a) = g(x, y')a. 

Clearly s(x,f) is a bilinear form for the space ffi and its conjugate 
space ffi*. 

On the other hand, as we proceed to show, the conjugate space 
ffi* can be used to give an alternative definition of a bilinear form. 
First, let g(x, y') be a bilinear form connecting the left vector 
space ffi and the right vector space ffi'. We fix the vector y' and 
regard g(x, y') as a function of x. Accordingly we write g(x, y') 
= gy'(x). Then, by (5), gy,(x) is linear, that is, it belongs to the 
conjugate space ffi*. Now let y' vary and consider the mapping 
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y' ~ gy' e m*. We denote this mapping as R and we observe 
that, by (6), R is linear, since 

gYI'+Y2(X) = g(x, Y1' + Y2') = g(x, Y1') + g(x, Y2') 

= gYI'(X) + gY2'(X), 

gY'a(x) = g(x, Y' a) = g(x, y')a = gy' (x)a. 

In a similar manner, if we fix x, then the function gxCy') = g(x, y') 
is linear in y'. Hence gx is in the conjugate space (m') * of m'. 
The mapping L: x ~ gx is a linear transformation ofm into (m')*. 

Conversely, suppose that we are given a linear transformation 
R: y' ~ gy'(x) of the right vector space m' into the space m* of 
linear functions on m. Then we can regard gy'(x) as gex, y'), a 
function of (x, y'), x in m, y' in m', and we can verify that this 
function is a bilinear form. Thus we see that an equivalent defi­
nition for the concept of a bilinear form is that of a linear trans­
formation of the right vector space m' into the conjugate m* of 
m. Similarly, we could also say that a bilinear form is a linear 
transformation of m into the conjugate space (m')* of W. The 
original definition, however, has the advantage of symmetry over 
the present formulations, and it will be given preference in the 
sequel. 

EXERCISE 

1. Show that, if g(x, y') is a bilinear form and A is a linear transformation in 
m, then g(xA, y') i's a bilinear form. 

2. Matrices of a bilinear form. Suppose now that m and m' 
are finite dimensional and that (el, e2, "', en), (f1', f2', "', 
fn,'), respectively, are bases for these spaces. We shall call the 
matrix 

g(ehft') g(el,h') g(el,fn,') 

(7) 
g(e2,f1') g(e2,f2') g(e2' fn,') 

g(en,f1') g(en,f/) g(en,fn,') 

the matrix of the bilinear form g relative to the given bases. The 
form is completely determined by this matrix; for if x and y' 
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.. n' 

are arbitrary in 9l and 9l', we can write x = E ~iCi' y' = Ef/'TJ" 
1 1 

and we obtain 

Hence g(x, y') is known from the representations of x and y' and 
from the entries g(Ci' f/) of (7). Also it is clear that, if ((3ii) is 
any n X n' matrix with elements in d, then there exists a bi­
linear form hex, y') which has this matrix as its matrix relative 
to (Cl, C2, "', Cn), (f1', f2', "', fn.'); for we can define 

g(x, y') = };~i{3ii'YJj 

and it is easy to verify that this function is bilinear. Since 
g(ci,f/) = {3ij the matrix of g is the given one. 

We consider now the effect on the matrix ((3) of g(x, y') of 
changes of bases in the two spaces. Let (Ul, U2, "', un) be a 
second basis in 9l, Ui = };P,ijCj where (p,) e L(d, n), and let (V1', 
V2', .. " vn .') be a second basis in 9l', Vk' = };fz'VZk, (v) e L(d, n'). 
Then 

so that the new matrix is (p,)({3)(v) a matrix equivalent to ({3). 
We remark that in the commutative case this relation is usually 
encountered in a slightly different form. Here one generally con­
siders all vector spaces as left vector spaces. Then the change of 
basis in 9l' reads Vk' = };VkZ!Z', and the new matrix of the bilinear 
form is (p,)({3) (v)' where (v)' is the transpose of the matrix 
(v) = (VkZ). 

We return now to the general case of an arbitrary d. We have 
proved in Chapter II (p. 45) in connection with the theory of 
linear transformations that, if ({3) is any rectangular matrix with 
elements in d, then there exist non-singular square matrices (p,) 
and (v) such that 

(8) (p,)({3)(V) = diag {I, ",,1,0, "', OJ. 

This matrix result yields the following fundamental theorem on 
bilinear forms. 
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Theorem 1. Ij g(x, y') is a bilinear jorm connecting the vector 
spaces lR and lR', then there exist bases (Ub U2, "', un), (VI" V2', 

•• " Vn.') jor these spaces such that 

g(Ui, vi) = Oij if i,j = 1,2, "', r 
(9) 

g(Ui' vi) = 0 if i > r or j > r. 

Evidently the number r is the rank (row or column) of the 
matrix (/3) of g(x, y'). An abstract characterization of this num­
ber will be given in the next section. 

3. Non-degenerate forms. If g(x, y') is a bilinear form, the 
totality of vectors z e lR such that g(z, y') = 0 for all y' e lR' is 
a subspace 91 which we shall call the lejt radical of g. Similarly 
we define the right radical 91' as the subspace of ffi' of vectors z' 
such that g(x, z') = 0 for all x. It is clear from the definition 
that the left (right) radical is just the null space of the linear 
transformation L (R) of lR (ffi') into the space of linear functions 
on lR' (lR). If (fl',j2', ., ·,jn.') is a basis for lR' and z e 91, then 
g(z,j/) = 0 for j = 1, 2, "', n'. Moreover the n' equations 
g(z,j/) = 0 imply that g(z, x') = 0 for all x'. Hence these con­
ditions are also sufficient that z e 91. Now let (eb e2, "', en) be 

n 

a basis for lR and write z = L riei. Then 
1 

n 

(10) 0 = g(z,f/) = g('i:,riei,f/) = L ri/3ij, J = 1, 2, "', n', 

are the conditions that z = 2;riei e 91. It follows that dim 91 is 
the maximum number of linearly independent solutions of (10). 
Hence dim 91 = n - r where r is the rank of (iJ). Similarly we 
see that dim 91' = n' - r. We remark also that, if we use the 
normalized bases given in Theorem 1, then we see that 91 = 

[Ur+b Ur +2, "', un] and 91' = [Vr+/, Vr+2', "', vn.']. For it is 
clear that the Uj with j > r are in 91. Moreover, if 2;'YiUi e 91, 
then, in particular, for k ::; r, 

o = (2;'YiUi, Vk') = 'Yk. 

n 

Hence the vector has the form L 'YjUj, and therefore it belongs 
r+1 

to [Ur+b Ur+2' "', un]. This proves the assertion about 91. A 
similar argument applies to 91'. 
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We know that dim 5RL + dim 91 = n and dim 5R'R + dim 91' 
= n'. It follows that dim 5RL = r = dim 5R'R. 

The bilinear form g is said to be non-degenerate if 91 = 0 and 
91' = O. Thus g is non-degenerate if the only vector z in 5R such 
that g(z, y') = 0 for all y' is z = 0 and the only vector z' in 5R' 
such that g(x, z') = 0 for all x is z' = O. If g is non-degenerate, 
then the mappings Land Rare 1-1. Also since dim 91 = 0 = 

dim 91', then n = r = n'. Thus we see that, if 5R and 5R' are con­
nected by a non-degenerate bilinear form, then these spaces have 
the same dimensionality n. We recall also that a space and its 
space of linear functions have the same dimensionality. Hence 
the mappings Land Rare 1-1 linear transformations of vector 
spaces into vector spaces of the same dimension. It follows that 
these are mappings onto the corresponding spaces. The relations 
n = r = n' are also sufficient that the bilinear form be non-de­
generate; for they clearly imply that dim 91 = n - r = 0 and 
dim 91' = n' - r = O. Our results can be summarized in the fol­
lowing 

Theorem 2. Necessary and sufficient conditions that a bilinear 
form g(x, y') connecting 5R and 5R' be non-degenerate are: 1) 5R and 
5R' have the same dimensionality; 2) the matrix oj the jorm relative 
to any pair oj bases is non-singular. Ij g is non-degenerate and 
jlCy') is a linear junction on 5R', then there exists one and only one 
vector x in 5R such that g(x, y') = hCy') holds jor all y'. Also if 
j2(X) is any linear junction on 5R, then there is a unique vector y' 
in 5R' such that g(x, y') = j2(X) holds jor all x. 

If two vector spaces 5R.and 5R' are connected by a non-degenerate 
bilinear form g, then we shall say that these spaces are dual rela­
tive to g. Suppose that this is the case and let (el) e2, "', en) 
be a given basis in 5R. We choose a basis (h', j2', "', jn') for 
5R', and we obtain the non-singular matrix ({3) where (3ii = g(ei' 
h'). Now let (II) be any non-singular matrix in ~n and let Vk' = 
'1:-j/llik be the corresponding new basis in 5R'. Then we have seen 
that the matrix of g(x, y') relative to the pair of bases (el) e2, 
.. " en), (Vl', v/, "', vn') is ({3)(II). Thus there exists a uniquely 
determined basis (el', e2', "', en') for 5R' such that the matrix of 
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g relative to (el) e2, ... , en), (el', e2', 
matrix, that is, 

en') IS the identity 

(11) g(ei' e/) = Oij, t, J = 1, 2, ... , n. 

The e/ are obtained by taking (v) = ({3)-I. We call the bases 
(el) e2, ... , en), (el', e2', ... , en') complementary bases for the dual 
spaces. Our argument shows that any basis in m (m') determines 
a unique complementary basis in m' (m). 

Complementary bases have been used in our study of the no­
tion of incidence between subspaces of m and of its conjugate 
space m*. These spaces are dual relative to the fundamental bi­
linear form sex, j) == j(x); for if j(x) = 0 for all x, then j = 0 
by definition, and if x ~ 0, then there exists a linear function j 
such that j(x) ~ o. We can carryover to the general case the 
results on incident spaces. Thus let m and m' be dual relative to 
g(x, y'). Then if 0 is a subspace of m, we define the space j(0) 
incident to 0 to be the subspace of m' of vectors y' such that 
g(x, y') = 0 for all x e 0. In a similar manner we define j(0') 
for a subspace 0' of m'. We can prove as in the special case of 
m and m* (p. 55) that dim j(0) = n - dim 0 and dimj(0') = 

n - dim 0'. These relations, together with the obvious rela­
tions j(j(~)) ~ 0, j(j(0')) ~ 0', imply that 

j(j(0)) = 0, j(j(0')) = 0'. 

Also, as in the special case of the space of linear functions we can 
prove that the mapping 0 ~ j(0) is an anti-automorphism of 
the lattice of subspaces of m onto the lattice of subspaces of m'. 
The inverse of this anti-automorphism is, of course, the mapping 
0' ~ j(~'). We leave it as an exercise to the reader to fill in 
the details of this discussion. 

EXERCISE 

1. Let m and m' be connected by the bilinear form g(x,y') and let in and in' be 
the radicals determined by this form. If x + in em/in andy' + in' e m'/in', set 
g(x + in, y' + in') = g(x, y'). Show that this defines a non-degenerate bilinear 
form for the factor spaces m/in, m'/in'. 

4. Transpose of a linear transformation relative to a pair of 
bilinear forms. Let mi , i = 1, 2, be a left vector space and let 
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m/ be dual to mi relative to the bilinear form gi(Xi, y/). If A is 
a linear transformation of ml into m2, then we know how to de­
fine the transpose A* as a linear transformation of the conjugate 
space m2* into the conjugate space m1 *. Iff e m2*' thenfA* is, 
by definition, the resultant Af. We can now make use of the 
equivalences Ri of m/ onto mi* to define a linear transformation 
of m2' into ml ', namely, we set 

(12) 

Clearly this product can be defined since we have the following 
scheme of linear mappings: 

A*: m2* ~ ml* 

R1-I: ml* ~ ml'. 

Also it is clear that A' is a linear transformation of m2' into ml'. 
We shall call this transformation the transpose of A (relative to the 
bilinear forms gl and g2)' 

We determine next the form of A'. LetY2' e m2'. ThenY2'R2 
is the linear function g2(X2, y/) on the space m2. Moreover, 
Y2'R2A* is the linear functionJt on ml such that 

(13) 

Finally Y2'R2A*R I -I is the vector YI' of ml' such that 

(14) 

holds for all Xl in mI' The mapping A' sends Y2' into YI' and, 
according to the above equation, YI' = Y2' A' is the uniquely de­
termined vector of ml' such that 

(15) gl (Xl) Y2' A') = g2(x I A, Y2') 

holds for all Xl in mI' 
Since the notion of duality is a symmetric one, we can inter­

change the roles of mi and m/ in the foregoing discussion. Thus 
if A' is a linear transformation of m2' into ml', then we define its 
transpose (relative to the given forms) to be the mapping A" = 
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L IA'*L2 -1 where LI is the fundamental equivalence of lRI onto 
lR I '*, A'* is the transpose of A', and L2 is the equivalence of 
lR2 onto lR2'*. In analogy with (15) we can verify that xIA" 
is the uniquely determined vector such that 

(16) 

holds for all y/ in lR2 '. Now it is clear from (15) and (16) that, 
if A' is the transpose of A, then A is the transpose of A'. Also if 
A" is the transpose of A', then A' is the transpose of A". Thus the 
two correspondences A -7 A', A' -7 A" are inverses of each 
other. Hence A -7 A' is a 1-1 mapping of the set ~(ml, m2 ) of 
linear transformations lRI into m2 onto the set ~(m2" lR I') of 
linear transformations of m2 ' into lR/. Of course, this can also 
be seen directly from the definition of the transpose and the 
properties of the mapping A -7 A'. 

The algebraic properties of the mapping A -7 A' can also be 
deduced from the previously established properties of the map­
ping A -7 A*. We state these without proofs: 1) If B is a sec­
ond linear transformation of lRI into lR2' then 

(17) (A + B)' = A' + B'. 

2) If lR3 and lRa' are dual relative to the non-degenerate form 
g3(X3, Y3') and C is a linear transformation of lR2 into lR3' then 
we denote the transpose of C relative to g2, g3 by C'. Also we de­
note the transpose of AC relative to gl, g3 by (AC)'. Then we 
have the relation 

(18) (AC)' = C'A'. 

3) As usual if we deal with a single vector space lR and its dual 
relative to g(x, y'), then 1) and 2) show that the mapping A -7 

A', the transpose of A relative to g, is an anti-isomorphism of the 
ring of linear transformations in m onto the ring of linear trans­
formations in m'. 

Finally, we wish to determine the relation between the ma­
trices of a linear transformation and its transpose. Again let A be 
a linear transformation of lRI into m2 and let lR I' and m2' be the 
duals relative to the forms gl and g2 respectively. Let (el, e2, 
... , en,) be a basis for lRI; (el', e2', ... , en/), the complementary 
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basis in ~1" Similarly let Uh f2, ... , f n 2) be a basis for ~2 and 
(!I', f2', "', fn/) the complementary basis. Suppose that 

n2 

eiA = L aik/k, 
k=1 

n, 
j ' A' '"', , I fl = L..J ej ajl , 

j-l 

i=1,2,···,nl 

I = 1, 2, ... , n2. 

Then the conditions 

yield the relations 

for the matrices. Thus as in the special case of spaces and the 
dual spaces of linear functions, we have the rule: If complementary 
bases are used in the dual spaces, then the matrix of a transformation 
A and of its transpose A' are equal. 

EXERCISE 

1. Supply proofs of statements 1), 2) and 3) above. 

5. Another relation between linear transformations and bi­
linear forms. We assume again that the spaces ~i and ~/, i = 

1, 2, are dual relative to gi. Let u' and v be fixed vectors in ~1' 
and ~2 respectively. Then if x ranges over ~h the mapping 

(19) X -7 gl (x, u')v 

is a linear transformation of ~1 into ~2' This is clear from the 
properties of the bilinear form. Since our transformation is de­
termined by the pair u', v, we shall denote it as the "product" 
u' X v. More generally if Ul', U2', "', u m' are in ~1' and Vh V2, 

••• , Vm are in ~2' then the mapping Ul' X VI + U2' X V2 + ... 
+ um' X Vm is the linear transformation 

x -7 gl(X, Ul')Vl + gl(X, U2')V2 + ... + gl(X, um')Vm• 

We show next that any linear transformation of ~1 into ~2 
has this form. For let A e ~(~h ~2) and let (Vh V2, ••• , vr) be a 
basis for the rank space ~IA. Then if x is any vector in ~h xA 
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can be written in one and only one way in the form 

(20) 

where the coefficients CPi are in .1. Since these coefficients are 
uniquely determined by x, we may consider them as functions of 
x, and accordingly we write CPi = CPi(X). Thus (20) can be re­
written as 

(20') xA = CPl(X)Vl + CP2(X)V2 + ... + CPrCx)vr • 

If y is a second vector in ~h then 

};CPi(X + Y)Vi = (x + y)A = xA + yA = };CPi(X)Vi + };CPi(y)Vi. 

Hence CPi(X + y) = CPi(X) + CPi(y). Also by (20'), if a E A, then 

(ax)A = a(xA) = aCPl(x)vl + aCP2(x)v2 + ... + aCPr(X)Vr, 

and this implies that CPi(ax) = aCPi(x). Hence the functions CPi(X) 
are linear. Since gl(X, y') is a non-degenerate form, it follows 
that there exist vectors u/ in ~l' such that CPi(X) = gl(X, u/) 
holds for all x. Thus 

xA = gl(X, Ul')Vl + gl(X, U2')V2 + ... + gl(X, ur')vr 

and A = Ul' X VI + u/ X V2 + ... + u/ X Vr as required. 
The pairs of vectors (Ul', VI), (U2', V2), ... , (Um', Vm) also define 

a linear transformation A' of ~2' into ~l'. If x' E ~/, then we 
define 

x'A' = Ul'g2(Vh x') + U2'g2(V2, x') + ... + um'g2(Vm, x'). 

We shall denote this transformation as 

As is indicated by our notation the transformations A and A' 
are transposes relative to the bilinear forms gl and g2; for if x 
is any vector in ~l and x' is any vector in ~2" then 

gl (x, x' A') = gl (x, L U/g2(Vi, x'» = L gl (x, U/)g2(Vi, x') 

and 
i i 

g2(xA, x') = g2 (~gl(X, U/)Vi, x') = ~ gl(X, U/)g2(Vi, x'). 

Hence gl(X, x'A') = g2(xA, x'), and this proves our assertion. 
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We consider again the representation of the linear transforma­
tion A as E u/ X Vi. It is clear from the definition of the product 

i 

u' X V that 

(21) 

(22) 

(UI' + U2') X V = UI' X V + U2' X v, 

u' X (VI + V2) = u' X VI + U' X V2 

U' a X V = U' X avo 

Hence if we express the u/ as u/ = };e/{3ji, then };u/ X Vi = 
};e/{3ji X Vi = };e/ X {3jiVi = };e/ X Wj where Wj = };{3jiVi. Thus 
if we can write the u/, i = 1, 2, 000, m, in terms of fewer than m 
vectors e/, then we can obtain expressions for A = };u/ X Vi as 
a sum of fewer than m products e/ X Wj. Similarly if we can 
write the Vi as Vi = };ai;!j where the number off's is less than m, 
then we can obtain an expression for A as a sum of less than m 
products. 

r 

Now let A = E u/ X Vi be an expression for A for which r is 
I 

minimal. Then our remarks show that the sets (UI', U2', 000, ur') 
and (Vb V2, 000, Vr) are linearly independent. Now there exist 
vectors (Ub U2, • 0 0, ur) in 911 such that 

Then 
gl(Ui, u/) = 8i ;, i,j = 1,2, 000, r. 

j 

and [Vb V2, 000, Vr] C 9l I A. On the other hand, for any x 

xA = E gl (x, U/)Vj e [Vb V2, 0 0 " Vr]. 
j 

Hence 9l I A = [Vb V2, 0 0 0, vr], and r is the rank of A. If we use 
the form of the transpose determined above, we see that the rank 
space 9l2'A' = [UI', U2', 000, ur']o We remark that this gives still 
another proof of the theorem that rank A = rank A'. 

6. Scalar products. We know that, if 9l is a left vector space 
over a field~, then 9l can also be regarded as a right vector space 
over ~o Hence we have the possibility of defining bilinear forms 
connecting 9l with itself and of regarding 9l as a dual of itself. 
These considerations can also be applied to the division ring case, 
provided that d possesses an anti-automorphism. 
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Thus suppose that A is a division ring in which there is defined 
an anti-automorphism a ~ a. The defining properties of such 
a mapping are that it is 1-1 of A onto itself and that it satisfies 
the conditions 

(23) a + {3 = a + S, a{3 = Sa. 

Thus, for example, A can be taken to be the division ring of 
Hamilton's quaternions and a ~ a the mapping of a quaternion 
onto its conjugate. We remark also that, if A = <I> is a field, 
then an anti-automorphism is just an automorphism in <1>. Hence 
in this case a ~ a can be taken to be any automorphism of <1>. 
In particular, we can take a = a, that is, the mapping is the 
identity automorphism. This is the classical case, and it will re­
ceive special emphasis in our discussion. 

Let m be a (left) vector space over A. By using the given anti­
automorphism a ~ a it is easy to turn m into a right vector 
space over A. We have merely to set xa = ax, or, in other words, 
if a ~ aA is the inverse of a ~ a, then Xa = aAx. One verifies 
that this definition of right multiplication by scalars satisfies the 
basic requirement (cf. p. 6). Hence m becomes, in this way, a 
right vector space over A. The two dimensionalities, left and 
right, of m over A are equal. In fact, it is clear that, if (el) e2, 
.. " en) is a left (right) basis for m, then it is also a right (left) 
basis; for, if x = 2;~iei, then x = 1;ei~i' Moreover, if 1;eioi = 0, 
then 1;o/ei = 0, 0/ = 0 and Oi = O. We remark also that any 
left subspace of m is a right subspace and conversely. 

We can now consider bilinear forms connecting the left vector 
space m and the right vector space m. Such forms will be called 
scalar products. Thus by definition a scalar product is a function 
g(x, y) defined for pairs of vectors (x, y) belonging to m, having 
values in A, and satisfying the equations 

(24) g(Xl + X2, y) = g(Xh y) + g(X2, y), g(ax, y) = ag(x, y) 

(25) g(X,Yl + Y2) = g(X,Yl) + g(X,Y2), g(x, ay) = g(x,y)a; 

for since ay = ya, the second condition in (25) is equivalent to 
the second part of (6). 
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If (eh e2, ... , en) is a basis for ~ over .:1, the matrix ({3), (3ij = 
g(ei' ej) is called the matrix oj the scalar product relative to this 
basis. Evidently this concept is a specialization of our former 
one of the matrix of a bilinear form determined by bases in the 
spaces connected by the form. As in the general case, the matrix 
and the basis completely determine the function g(x, y); for if 
x = J:~iei and y = J:rJiei, then by (24) and (25) 

(26) g(x, y) = L ~i{3ijf7j. 
i,j 

Conversely, if (eh e2, ... , en) and ((3) are given, then the equation 
can be used to define a scalar product in ~. 

We consider now the effect of a change of basis on the matrix 
of a scalar product. Let CiI, j2, ... , in) be a second basis of ~ 
and suppose that ii = J:P,ijej. Then if we regard these as right 
vector spaces, the relation between them is ii = J:ejVji where Vji 
= jj,ij. Thus the matrix connecting the right bases is (v) = (jj,)', 
and this matrix is called the conjugate transpose of the matrix 
(p,). Now we have seen (p. 139) that the new matrix of g(x, y) 
is (1') = (p,) ({3) (v). Hence we have the relation 

(27) (1') = (p,)({3)(jj,)' 

where (p,) is the matrix that gives the change of left bases. Two 
matrices ((3) and (1') connected as in (27) by a non-singular matrix 
(p,) are said to be cogredient (relative to the given anti-automor­
phism). It is easy to see that this relation is an equivalence. 
The result we have established is that any two matrices of a 
scalar product are cogredient. It is also clear that, if ({3) is the 
matrix of a scalar product, then any matrix cogredient to ((3) is 
also a matrix of the scalar product. 

If ~ is a subspace of~, then it is evident that the contraction 
of the function g(x, y) to the pairs of vectors in ~ is a scalar prod­
uct for~. It is now natural to introduce the following notion of 
equivalence between subspaces of~. We say that the subs paces 
~l and ~2 are g-equivalent if there exists a 1-1 linear transforma­
tion U of ~l onto ~2 such that g(XI, Yl) = g(Xl U, Yl U) holds for 
all xI, Yl in ~l. If (eh e2, ... , er) is a basis for ~I, then (el U, 
e2U, ... , erU) is a basis for ~2' and g(ei' ej) = g(eiU, ejU). 
Hence the matrices of the contractions of g relative to these 
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bases are identical. It follows that, if arbitrary bases are chosen 
in g-equivalent subs paces, then the matrices determined by these 
bases are cogredient. Conversely, suppose that @:i l and @:i2 are 
subspaces such that the matrices of the contractions of g to these 
spaces are cogredient. Then by an appropriate choice of basis 
in @:i2 we can suppose that we have a basis (el) e2, ... , er) for 
@:i l and a basis (fl,j2, .. ·,jr) for @:i2 such thatg(ei, ei) = g(h,fi). 
Now let Xl = ~~iei, YI = ~r/iei be any two vectors in ~l. We 
have L ~ig(ei, ei)r/i = L ~ig(fi,!J)r/i, and this gives g(Xl) YI) = 

i,j iJ 

g(~~di' ~r1ifi)· Now the mapping Xl = ~~iei ~ ~~di is a 1-1 
linear transformation of @:i l onto ~2. Hence the foregoing rela­
tion shows that @:i l and @:i2 are g-equivalent. 

7. Hermitian scalar products. We shall assume now the anti­
automorphism a ~ a is involutorial in the sense that & = a for 
all a. We consider first the theory of scalar products which are 
hermitian in the sense that 

(28) g(y, x) = g(x, y) 

for all X and y. If d = <I> is a field and a = a (this is allowed), 
then the hermitian condition reads 

(29) g(y, x) = g(x, y). 

A scalar product satisfying this condition is said to be symmetric. 
If (el) e2, ... , en) is a basis for mover d, then the condition 

(28) implies in particular that 

(3ii = g(ei' ei) = gee;, ei) = ~ii. 

Hence a necessary condition that g(x, y) be hermitian is that the 
matrices ((3) of the scalar product be hermitian in the sense that 

(30) @)' = ((3). 

This condition is also sufficient; for, if it holds and X = ~~iei and 
y = ~r/ie i, then 

g(y, x) = ~71i{3ii~i = ~71i~ii~i 
and 

g(x, y) = ~~i{3iif]i = ~71i~ii~i. 

Hence g(y, x) = g(x, y). In particular g(x, y) is symmetric if and 
only if its matrices are symmetric «{3)' = ({3)). 
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If g(x,y) is hermitian, g(u, v) = 0 for the particular vectors 
u, v implies g(v, u) = g(u, v) = O. If this holds, then we say that 
the vectors u and v are orthogonal (relative to g). Our remark 
shows that this relation is a symmetric one. If @5 is a subspace 
of 9?, we define the orthogonal complement @51. to be the space of 
vectors v that are orthogonal to every vector u e @5. This coin­
cides with our earlier definition of j(@5). It should be noted that, 
except in important special cases, some of which will be consid­
ered in the next chapter, @51. is not in general a complement of 
@5 in the lattice of subspaces. 

The subspace 9?1. of vectors z that are orthogonal to every 
x e 9? will, as before, be called the radical of g(x, y). The scalar 
product is non-degenerate if its radical 9?1. = O. In this case we 
know that the mapping @5 ~ @51. is an anti-automorphism of 
the lattice of subspaces onto itself. Also we know that dim @51. 

= n - dim @5. Hence dim @51.1. = dim @5. Since it is clear that 
@51.1. ::> @5, this relation gives @51.1. = @5. Thus the mapping 
@5 ~ @51. determined by a non-degenerate hermitian scalar prod­
uct is an involutorial mapping in the lattice of subspaces. 

A subspace @5 will be called isotropic if @5 n @51. ~ O. This 
evidently implies that @5 contains a non-zero vector u which 
is isotropic in the sense that g(u, u) = O. A subspace @5 will be 
called totally isotropic if @5 C @51.. 

If g is non-degenerate and @5 is a non-isotropic subspace, then 
@5 n @51. = 0 and dim @51. = n - dim @5. Hence in this case we 
have the decomposition 9? = @5 EB @51.. 

EXERCISES 

1. Show that the existence of a hermitian scalar product ~ 0 implies that the 
anti-automorphism a - a is involutorial. (Hence the latter condition is super­
fluous in the above discussion.) 

2. Show that the existence of a scalar product ~O which satisfies g(x,y) = 
g(y, x) implies that a == a and hence that ~ is a field. 

3. Show that, if (a) and (f3) are hermitian, then so are (a) ± (f3), (at, (a)(f3) + 
(f3)(a.). 

4. A scalar product h(x,y) is called skew-hermitian if h(y, x) = -h(x,y). Let 
p. be an element of ~ that satifies jl = -p. ~ 0 and let h(x,y) be skew-hermitian. 
Prove that the mapping ~ _ ~* == p.-l~p. is an involutorial anti-automorphism 
in ~ and that g(x, y) = h(x, y)p. is hermitian relative to this anti-automorphism. 
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8. Matrices of hermitian scalar products. In our discussion 
of hermitian scalar products we shall find it convenient to treat 
separately the symmetric forms over fields of characteristic 2. 
We therefore assume in this section that, if g is symmetric, then 
the characteristic of ~ = «I> is not two. 

We consider first the function g(x, x) of a single vector x de­
termined by the scalar product. If g(x, y) is symmetric, the as­
sociated function g(x, x) is called the quadratic form determined 
by the symmetric form. In general, we shall say that the ele­
ment 13 of ~ is represented by the scalar product if there exists a 
vector u ~ 0 such that g(u, u) = 13. Since 

g(u, u) = g(u, u), 13 = ~. 

Hence the elements represented by the scalar product are invari­
ant under the anti-automorphism. An important step in proving 
the main result on hermitian scalar products is the following 

Lemma. If g(x,y) is a hermitian scalar product ~ 0, then there 
exist non-zero elements which are represented by the scalar product. 
(In other words, if ~ is not totally isotropic, then it contains a non­
isotropic vector.) 

Proof. If the conclusion is false, g(u, u) = 0 for all u. Hence 

g(x,y) + g(y, x) = g(x + y, x + y) - g(x, x) - g(y,y) = 0 

for all x,y. Sinceg(y, x) = g(x,y) this givesg(x,y) = -g(x,y). 
Now since g(x, y) ~ 0, there exist vectors u, v such that p = 
g(u, v) ~ O. If we replace u by p-1u and change the notation, 
then we can suppose that g(u, v) = 1. Then for any a in ~, 
g(au, v) = -g(au, v) and a = -a. Since T = I, this implies 
that the characteristic is two and that a = a. Hence our anti­
automorphism is the identity mapping and ~ = «I> is commuta­
tive. This case is ruled out by assumption. 

The argument we have just used is not a constructive one. 
However, in the special case in which g(x,y) is symmetric, we 
can easily give such a method to find a vector u such that g(u, u) 
~ O. Thus let (eb e2, "', en) be a basis for ~ over «1>. Then 
g(ei' ej) ~ 0 for some pair ei, ej. If i = j, we can take u = ei. 
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Otherwise, we can assume that g(ei' ei) = 0 = gee;, ej) and 
g(e., ej) ~ 0 for i ~ j. Then g(ei + e;, ei + ej) = g(ei' ei) + 
g(ei' ej) + gee;, ei) + gee;, ej) = g(ei' ej) + gee;, ei) = 2g(ei' ej) 
~O. 

We now return to the general case and we shall prove the fol­
lowing 

Theorem 3. If g(x, y) is a hermitian scalar product, then there 
exists a basis (Ub U2, "', Ur, Zb Z2, .. " zn_r) such that 

(31) 

and all other products are O. 

Proof. The result is trivial if g = 0; for then any basis serves 
as a set of z's. If g ~ 0, we can take UI to be any vector such 
that g(Ub UI) = fh ~ O. Such vectors exist by the Lemma. 
Now suppose that we have already determined linearly inde­
pendent vectors (Ub U2, "', Uk) such that g(Ui, Ui) = (1i ~ 0 
and g(Ui, Ui) = 0 if i ~ j. We introduce the mapping Ek de­
fined by 

k 

(32) X ~ E g(x, Ui){1. -lUi. 
I 

Clearly Ek is linear and maps m into the space ~k = rUb U2, .. " 
Uk]. Also UjEk = E g(u;, Ui){1i -lUi = Uj. Hence Ek is the iden­

i 

tity mapping in @lk. It follows that Ek2 = Ek so that, if we set 
Fk = 1 - Ek, then m = ~k ffi mFk. Also we have 

g(XEk' Uj) = g (~g(X, Ui){1.-IUi, Uj) 

k 

= E g(x, Ui){1i -lg(Ui, Uj) 

= g(x, Uj). 

Hence g(XFk' Uj) = g(x(1 - E k), Uj) = g(x, Uj) - g(XEk' Uj) = O. 
Thus the vectors in mFk are orthogonal to every vector in @lk, 
that is, mFk c ~k J.. We consider the scalar product g(x, y) in 
mFk. If this is 0 in mFk, we choose a basis (Zb Z2, "', zm) for 
mFk. Since m = ~k ffi mFk, (Ub U2, "', Uk, Zb Z2, "', zm) is a 
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basis for 9t Since the z's are orthogonal to the u's and to the z's, 
this is a basis of the required type. On the other hand, if g ~ 0 
in ~Fk' then we can find a vector Uk+1 in this space such that 
g(Uk+b Uk+1) = (:1k+1 ~ O. Then (Ub U2, •. " Uk+1) is a linearly 
independent set and, since Uk+1 is orthogonal to the other Ui, 

the new set satisfies the same conditions as (Ub U2, "', Uk)' 

The process can then be repeated. 
The method that we have given for finding a normalized basis 

is in essence due to Lagrange. It should be noted that (31 can 
be taken to be any element that is represented by the scalar prod­
uct. Also we note that any Ui can be replaced by 'YiUi, 'Yi ~ O. 
This replaces (:1i by (:1/ = g('YiUi, 'YiUi) = 'Yi(:1i'Yi. In carrying out 
the above process it is necessary to have a basis for ~Fk' This 
can be done by supplementing (Ub U2, "', Uk) to a basis (Ub 

U2, "', Uk, Vb V2, "', Vn-k) for~. Then the ViFk form a basis 
for ~Fk' 

EXERCISES 

1. If <I> is the field of rational numbers, find a diagonal matrix (f3) cogredient to 

[-2 3 5] 
(a) = 3 1 -1 . 

5 -1 4 

Also find a non-singular matrix (p.) such that (p.)(a)(p.)' = (f3). 
2. Show that the space [zJ, Z2, ••• , z,,-rl given in Theorem 3 is the radical of 

g(x,y). 
3. Suppose that q> has characteristic,,&. 2 and that g(x, y) is a symmetric non­

degenerate scalar product in ~ over <I>. Prove that, if g represents 0, then g is 
universal in the sense that it represents every element of q>. 

9. Symmetric and hermitian scalar products over special divi­
sion rings. The foregoing discussion reduces the prob1em of co­
gredience for hermitian matrices to that of finding conditions for 
cogredience of diagonal matrices. No general solution of this 
problem is known. The known results are all special in that they 
make use of special assumptions on the nature of A and of the 
anti-automorphism. For example, a complete solution of the co­
gredience problem is known for symmetric matrices over the field 
of rational numbers. The theory for this case, which is due prin­
cipally to Minkowski and Hasse, is arithmetic in nature and will 
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not be discussed here. Instead, our plan for the remainder of 
this chapter is as follows: In this section and in § 10 we consider 
the special cases of the cogredience problem which should be 
familiar to every student of mathematics. In the last two sec­
tions we consider questions which are of interest primarily to 
specialists in algebra. Thus in § 11 we consider again the gen­
eral theory of hermitian forms and we discuss Witt's important 
generalization of the notion of signature. In the final section 
(§ 12) we consider the theory of symmetric scalar products over 
a field of characteristic 2. 

We specialize first the result of the preceding section to sym­
metric matrices and symmetric scalar products (.:l = <P a field, 
a == a). We assume <P has characteristic ~ 2. Suppose that 
g(x,y) is a symmetric scalar product and let (Ub U2, "', un) 
be a basis such that 

g(Ui, Uj) = oiif3i, {3i ~ 0, i = 1, 2, "', r. 

Then r is the rank of the matrix diag {{3b (32, "', {3n} of g(x,y), 
and r is the common rank of all the matrices of this scalar prod­
uct. As we have seen, we may replace Ui by Vi = "IiUi, 'Yi ~ 0. 
Then the v's form another basis and the matrix determined by 
this basis is 

d· { I I '} lag {31, {32, "', {3n 

where {3/ = 'Yi2{3i' Thus we see that any {3i can be replaced by 
{3/ = 'Yl{3i, 'Yi ~ 0. Suppose now that <P is a field in which every 
element is a square. As usual, if 'Y2 = {3, we write 'Y = {3~. Then 
if {3i ~ 0, let 'Y i = {3i -~ = ({3/~) -1. This choice of 'Y i replaces {3i 
by {3/ = 1. Hence our symmetric scalar product has a matrix of 
the form 

(33) diag {I, 1, ",,1,0, "', OJ. 

This form is applicable in particular if <P is an algebraically closed 
field. 

If ({3) is any symmetric matrix, then ({3) can be used to define 
a symmetric scalar product in mover <P. The matrices of this 
scalar product constitute the cogredience class determined by ({3). 
Thus we see that, if <P is algebraically closed of characteristic ~ 2, 



156 BILINEAR FORMS 

then any symmetric matrix (f3) in CPn is cogredient to a matrix of 
the form (33). Clearly (33) is completely determined by the 
rank of (f3). This implies the following 

Theorem 4. Ij cP is algebraically closed oj characteristic ~ 2, 
then any two symmetric matrices in CPn are cogredient if and only if 
they have the same rank. 

We assume next that cP is the field of real numbers. Let the 
vectors Ui be arranged so that 

f3i > 0, i = 1, 2, ... , p; f3j < 0, j = p + 1, "', r. 

Then we can extract a square root of f3i, i ~ P and of - f3h 
r ~ j > p. Accordingly, let 'Yi = f3i -Yo, 'Yj = (- f3j) -Yo. Using 
these 'Yi as above, we obtain a matrix 

,---p---, .-r - p 
(34) {1 ... 1 -1 ... -1 0 ... o} * , " , , " , 
for g(x, y). It follows from this that any real symmetric matrix 
is cogredient to a matrix of the form (34). We shall show next 
that two matrices of the form (34) cannot be cogredient in CPn, 

<I> the real field, unless they are identical. This will follow from 

Theorem 5 (Sylvester). If the diagonal matrices 

{f3b f32, "', f3n}, {f31', f32', .. " f3n'} 

are cogredient in <l>n, cP the field of real numbers, then the number p 
of positive f3i is the same as the number p' of positive f3/. 

Proof. The given matrices may be taken to be matrices of the 
same symmetric scalar product in ~ overCP. We may suppose that 
the first p f3i are > 0 and the first p' f3/ are> 0 and that in both 
matrices the first r elements are ~ 0 and the last n - rare O. 
Let (Ub U2, "', un) be a basis relative to which the matrix of 
g(x, y) is {f3b f32, "', f3n} and (Vb V2, "', Vn) a basis for which 
the matrix is {f3r', f32', .. " f3n'}. It is easy to see (Ex. 2, p. 154) 
that the radical 

* In the remainder of this chapter we drop the symbol "diag" in the notation for diag­
onal matrices. 
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We now introduce the following subspaces: 

m+ = rUb U2, ••• , up] 

~+ = [Vb V2, ••• , Vp '] 

p n 

Let y e m+ + m..L. Then y = L 1}iUi + L 1}jUj and 
1 .+1 

p 

gCy, y) = L 1}i2{3i. 
1 

157 

Since (3i> 0 for i = 1, 2, ... , p, g(y,y) ~ 0 and g(y,y) = 0 
only if all the 1}i = 0, i ::; p. Thus if y e m+ + m\ g(y, y) ~ 0 
and g(y, y) = 0 only if y e m..L. A similar result holds for ~+ 
+ m..L. On the other hand, if y e m_ + m..L or to @5_ + m\ then 
a similar argument shows that g(y, y) ::; 0 and that g(y, y) = 0 
only if y e m..L. Now let y e (m+ + m..L) n (~_ + m..L). Then 
g(y, y) ~ 0 and g(y, y) ::; O. Hence g(y, y) = 0 and y e m..L. 
This establishes the following relation: 

(35) 

We now make use of the general dimensionality relation (Ex. 3, 
p.28): 

dim (@5 1 n @52) = dim ~1 + dim @52 - dim (~1 + ~2) 
~ dim ~1 + dim ~2 - n. 

Applying this to (35) we obtain 

n - r ~ p + (n - r) + (r - p') + (n - r) - n. 

Hence p - p' ::; o. Similarly p' ::; p and so p = p'. 
Sylvester's theorem shows that the number of positive elements 

in any diagonal matrix that is cogredient to a given real sym­
metric matrix (m is an invariant. Likewise the difference 2p - r 
between the number of positive elements and the number of neg-
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ative elements in any diagonal form is an invariant. We call this 
number the signature (inertial index) of the matrix. The main 
theorem on real symmetric matrices may now be stated as 

Theorem 6. Two real symmetric matrices are cogredient if and 
only if they have the same rank and the same signature. 

We assume next that <I> is the field of complex numbers and that 
a ~ a is the mapping of a complex number into its complex 
conjugate. Let g(x, y) be a hermitian scalar product in m over <I> 

associated with the usual mapping a ~ a. For any u, g(u, u) = 

g(u, u) is real. In particular, if (Ub U2, "', un) is a basis such 
that (31) holds, then the elements {3i are real. If we replace Ui 

by Vi = 'YiUi, "Ii ~ 0, then {3i is replaced by 'YtYi{3i = 1 "Ii 12{3i. It 
follows in this case, too, that m has a basis relative to which the 
matrix has the form (34). 

Sylvester's theorem holds in the present case also. It asserts 
that, if <I> is the complex field and {{3b {32, "', {3n} and {{3I', (32', 
.. " {3n'} are cogredient in the sense that there exists a matrix 
(p.) in L(<I>, n) such that 

{{3I', {32', "', {3n'} = (P,){{3b {32, "', {3n} (.u:)', 

then the number of positive {3i is the same as the number of posi­
tive {3/. The proof is exactly the same as before. The essential 
point is that, if 

p n 

y = L 'YJiUi + L 'YJjUj 
i r+I 

and {3i > ° for i ~ P and {3j = ° for j > r, then 

As in the real case we have the criterion that two hermitian 
matrices are cogredient relative to the anti-automorphism a ~ a 
if and only if they have the same rank and the same signature. 
Here again we define the signature to be the difference between 
the number of positive elements and the number of negative ele­
ments in a diagonal matrix cogredient to the given hermitian 
matrix. 
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We consider finally the theory of quaternionic hermitian forms. 
Let d be the division ring of Hamilton's quaternions and let 
a --+ a be the mapping of a quaternion a = ao + ali + a2j + 
aak into its conjugate 

If g(x, y) is hermitian in mover d, g(u, u) = g(u, u) is real. 
Also aa = ao2 + al2 + a22 + aa2 ~ 0 and equality holds only if 
a = O. These remarks indicate that this case is essentially the 
same as the complex hermitian case. Matrices of the form (34) 
serve as canonical forms under cogredience. Sylvester's theorem 
and the final result that equality of ranks and of signatures are 
necessary and sufficient conditions for cogredience hold. 

EXERCISES 

1. Prove that the number of cogredience classes of real symmetric matrices of 
n rows and columns is (n + 1)(n + 2)/2. 

2. Find a matrix of the form (34) cogredient to the real symmetric matrix 

[ 1 3 -5] 
3 -1 o· 

-5 0 2 

3. Find the matrix of the form (34) that is cogredient to the hermitian quater­
nion matrix 

[
-1 1 + i - 2j - 2i + k] 
1 - i + 2j 0 4j . 
2i - k -4 2 

4. Prove that, if (a), (/3), ••• , (1/) are a) real symmetric, or b) complex hermitian, 
or c) quaternionic hermitian, then 

(a)2 + (/3)2 + ... + (1/)2 = 0 

can hold only if (a) = (/3) = ... = (1/) = O. 

10. Alternate scalar products. A scalar product g(x, y) is called 
skew symmetric if g(x,y) = -g(y, x) for all x and y. In this 
case g(x, x) = - g(x, x). If the characteristic is not two, then 
this implies that g(x, x) = O. If the characteristic is two, it 
may still be true that g(x, x) = 0 for all x. We shall now call 
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a skew symmetric scalar product alternate if g(x, x) = 0 for all 
x, and we consider the problem of finding suitable canonical 
bases for this type of scalar product. The proof of the lemma on 
p. 152 shows that, if g(x,y) is alternate, then it is skew symmetric 
and that, if g;;c 0 is skew-symmetric, then a == a and d = 4> 
is commutative. 

Suppose that g(x, y) is alternate and not identically o. Then 
we can find a pair of vectors u, v such that g(u, v) ;;c o. By re­
placing v by a suitable multiple VI of v we then obtain Ul = U 

and VI such that g(Uh VI) = 1. Then g(Vh Ul) = -1, g(Uh Ul) 

= 0 = g(Vh Vl). It follows that Ul and Vl are linearly independ­
ent. Now suppose that we have already found k pairs of vectors 
UhVh U2,V2, ... , Uk,Vk that are linearly independent and satisfy 

(36) 

with all other products o. Let Ek denote the linear transforma­
tion 

k k 

(37) X ~ L g(x, Vi)Ui - L g(x, Ui)Vi. 
1 1 

As in the proof of Theorem 3 we see that Ek is a projection on 
the space @5k = [UhVh U2,V2, ... , Uk,Vk]. Hence if Fk = 1 - E k, 
m = @5k EB mFk• Also we can verify that g(XEk' Ui) = g(x, Ui) 
and g(XEk' Vi) = g(x, Vi). Hence g(XFk' Ui) = 0 = g(XFk' Vi) and 
mFk c @5k.L. * Now either g is 0 in mPk or we can choose a pair 
of vectors Uk+h Vk+l in this space such that 

Since @5k n mFk = 0, (UhVh U2,V2, ... , Uk+hVk+l) is an independ­
ent set and since the last two vectors are orthogonal to the pre­
ceding ones the set of 2(k + 1) vectors satisfies the same condi­
tions as the set (UhVh U2,V2, ... , Uk,Vk). Eventually we either 
span the whole space or obtain a space mFr in which g is o. In 
the latter case we choose any basis (Z2r+h •.• , Zn) for this space. 

• @5",J. is the orthogonal complement of@5"" defined as for hermitian scalar products. 
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Evidently the matrix of g(x, y) relative to the basis 

IS 

(38) 

o 1 

-1 0 

o 1 

-1 0 

This proves the following 

r blocks 

o 

161 

o 

Theorem 7. If g(x,y) is an alternate scalar product, there exists 
a basis for m relative to which the matrix has the form (38). 

If g(x, y) ~ 0 is alternate, the anti-automorphism is the identity 
and the matrices (~) of g(x, y) are alternate in the sense that 
(~)' = - (m and ~ii = 0 for i = 1, 2, "', n. These conditions 
are also sufficient; for if x = ~~iei, then 

g(x, x) = L ~ii~i~i = L ~ii~i2 + L (~ii + ~ii)~i~i = O. 
i,j i i<i 

Hence g(x, y) is alternate. The following results are now easy 
consequences of Theorem 7. 

Corollary 1. The rank of an alternate matrix with elements in a 
field is even. 

Corollary 2. Two alternate matrices in cI>n are cogredient if and 
only if they have the same rank. 
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1. Prove that 

[ 
0 

-2 
(a) = 1 

-3 
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EXERCISE 

_~ -~ -~], (/3) = [-~ ~ 
2 -1 0 0 0 

o 0] o 0 
o 1 

-1 0 

are cogredient in 4>4, 4> the field of rational numbers. Also find a (p.) in L(4), 4) 
such that (/3) = (p.)(a)(p.)'. 

*11. Witt's theorem. We now take up again the general 
theory of hermitian scalar products over a division ring. In the 
present discussion we shall assume that the basic anti-automor­
phism a ~ Ii satisfies the following solvability condition. 

Axiom S. The equation ~ + ~ = {3 has a solution for every her­
mitian element {3 of the division ring. 

This axiom is automatically satisfied if the characteristic of A 
is not two; for, in this case, we may take ~ = !{3. It is also satis­
fied in the characteristic two case if there exists an element 'Y 
of the center r of A such that 1 ~ 'Y. Then 0 = 'Y + 1 ~ 0 is 
in r since the anti-automorphism maps r into itself. Hence if 
~ = {3'Yo-1, then 

~ + ~ = {3'Yo- 1 + {31o-1 = (3o-1('Y + 1) = {3. 

We remark finally that our axiom rules out the case A = <1.>, a 
field of characteristic two, a = a. This is clear since in this case 
~ + ~ = 0 while (3 need not be O. 

Assume that m is a vector space over A and that g(x, y) is a 
non-degenerate hermitian scalar product relative to the anti-auto­
morphism a ~ Ii. We recall that, if~ is a subspace ofm that is not 
isotropic in the sense that ~ n ~.L = 0, then we have the de­
composition m = ~ EP> ~.L. The basic result of the theory which 
we shall develop is the following theorem. 

Witt's theorem. If ~l and ~2 are non-isotropic and g-equiva­
lent, then ~1.L and ~2.L are g-equivalent. * 

* Witt proved this result for symmetric scalar products over a field of characteristic 
~ 2 (journaljur Math., Vol. 176 (1937». The extension to division rings of characteristic 
~ 2 is due to Pall (Bulletin Amer. Math. Soc., Vol. 51 (1945». In the present discussion 
we assume only the foregoing Axiom S. Cf. also Kaplansky, Forms in infinite dimensional 
spaces, Anais Acad. Brasil Ci. 22 (1950), pp. 1-7. Witt's theorem does not hold for sym­
metric scalar products over a field of characteristic 2 (see the next section). 
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Proof. It suffices to prove the result for dim ~l = 1; for, if it 
is known in this case, then we can use induction on dim ~l as 
follows. We choose a vector Ul in ~l such that [ud is not iso­
tropic (Lemma to Theorem 3). Then ~l = [Ul] E9 Ul where 
Ul C [Ul]J.. Using the equivalence of ~l and ~2' we can write 
~2 = [U2] E9 U2 where U2 C [U2]\ [Ul] and [U2] are equivalent and 
Ul and U2 are equivalent. Then [Ul]J. = Ul E9 ~lJ. and [U2]J. = 
U2 E9 ~2J. are equivalent under a transformation U. Hence 
[U2]l. = U2 E9 ~2J. = Ul UE9 ~lJ.U. Now U2 and UlU are equiva­
lent and UlU and ~lJ.U are orthogonal. Since dim UlU < 
dim ~l and Ul is not isotropic, we can assume that <0 l J.U and ~2J. 
are equivalent. This implies that ~lJ. and ~2J. are equivalent. 

We note next that the case: ~l = [ud, dim m arbitrary, can 
be deduced from the special case: ~l = [ud, dim m = 2. Thus, 
suppose we know the result in the special case. Let ~2 = [U2] 
be equivalent to rude We have the decompositions m = [Ul] E9 
[Ul]J. = [U2] E9 [U2]J. and g(Ul) Ul) = g(U2' U2). If [Ul) U2] is one­
dimensional, [Ul]J. = [U2]J., and the theorem holds. Hence as­
sume that dim [Ul, U2] = 2. Consider first the case in which 
this space is not isotropic. Here 

m = [Uh U2] E9 [Ub U2]J. 

(39) = [Ul] E9 ([Ul, U2] n [Ul]J.) E9 [Uh U2]J. 

= [U2] E9 ([Ub U2] n [U2]J.) E9 [Ub U2]J.. 

Then [Ub U2] n [Ul]J. and [Ul, U2] n [U2]J. are equivalent by the 
case dim m = 2 (applied to m = [Uh U2]). Hence by (39) 

[Ul]J. = ([Ub U2] n [Ul]J.) E9 [Ub U2]l. 
and 

are g-equivalent. Next consider the case in which [Ub U2] is iso­
tropic. Here we have a vector w ¢ 0 in this space such that 
g(w, Ul) = 0 = g(w, U2). We can find a t in m such that g(w, t) 
~ o. Then the matrix of g in [Ub U2, t] relative to the basis 
(w, UI, t) is 
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It is evident that the row vectors of this matrix are linearly 
independent; hence the matrix is non-singular and [u!) U2, t] is 
not isotropic. Hence 

91 = [Uh U2, t] EiJ [Uh U2, t].L 

= fUll EiJ ([u!) U2, t] n [Ul].L) EiJ [u!) U2, t].L 

= [U2] EiJ ([u!) U2, t] n [U2].L) EiJ [Uh U2, t].L. 

Thus, it suffices to show that [Uh U2, t] n [Ul].L and [Uh U2, t] n 
[U2].L are equivalent. Now these are non-isotropic two-dimen­
sional spaces that contain an isotropic one-dimensional subspace 
[w]. In a space of this type we can always select a basis relative 

to which the matrix is [~ ~]. To see this, choose q so that 

g(w, q) = 1 = g(q, w) and set z = q + AW. Then g(z, w) = 1 
= g(w, z) also while g(z, z) = g(q, q) + A + X. By Axiom S we 
can choose A so that g(z, z) = O. This gives a matrix of the re­
quired form. It follows now that [Uh U2, t] n [Ul].L and [Uh U2, t] 
n [U2].L are equivalent. This completes the reduction to the 
case: dim 91 = 2, dim ~l = 1. 

We consider finally this special case. The result we wish to 
prove here is equivalent to the statement that, if the non-singu­
lar diagonal hermitian matrices {a,.8d and {a,.82} are cogredient, 
then the elements .81 and .82 are cogredient. Let (p.) be a non­
singular matrix such that 

(40) r ~1l ~12] [a 0] rji.ll ji.2l] [a 0] 
l~2l ~22 0 .81 ji.12 ji.22 = 0 .82 • 

If ~ is commutative, we take determinants and we obtain .82 

= ~.8lji. where ~ = det (~ii)' which is the desired result. In the 
general case we shall work directly with the conditions that are 
given by the matrix relation. These are 

(41) ~llaji.ll + ~12.8lji.12 = a 

(42) ~llaji.2l + ~12.8lji.22 = 0 = ~2laji.1l + ~22.8lji.12 
(43) ~2laji.2l + ~22.8lji.22 = .82' 

If ~1l = 0, ~22 = 0 by (42) since ~12 r" O. Hence a = ~12.8lji.12 



BILINEAR FORMS 165 

and f32 = Jl21 Olji,21· These relations imply that f31 and f32 are co­
gredient. 

Assume, therefore, that Jln ~ o. Then by (42) 

Olji,21 = - Jln -1 Jl12f31ji,22 

Jl21 = - Jl22f31ji,12ji,n -1Ol -l 

so that by (43) 

Jl22(f31ji,12ji,n -1Ol-lJln -1Jl12 f31 + f31)ji,22 = f32· 

Thus f32 is cogredient to f31ji,12ji,1l- lOl-1Jln-1Jl12f31 + f31. We 
wish to show that the latter element is cogredient to f31. For 
this purpose we try to solve 

(44) (1 + f31ji,12~Jl12)f31 (1 + ji,12~Jl12f31) 
= f31ji,12ji,1l- l Ol-1Jlll-1Jl12f31 + f31. 

This will be satisfied if 

(45) 

Replacing Jl12f31ji,12 according to (41) we obtain 

(46) ~ + ~ + Ha - JlllOlji,ll)~ = (JlllOlji,ll) -1. 

If Jlll = 1, (46) reduces to ~ + ~ = (JlllOlji,ll) -1, which is solva­
ble by Axiom S. If Jln ~ 1, we make the substitution ~ = 11-1 

and multiply on the left by 11 and on the right by 7j to obtain 

(47) 11 + 7j + (a - JlllOlji,ll) = l1(JlllOlji,ll)-l7j. 

Next we substitute 11 = r + JlllOlji,ll and obtain 

(48) 

Now (48) is satisfied by r = -Olji,ll; hence (47) is satisfied by 
11 = (Jlll - I)Olji,ll which is not o. Then ~ = 11-1 satisfies (46). 
Thus (44) holds and f31 and f32 are cogredient. This completes 
the proof. 

A 1-1 linear transformation U of 9? onto itself is said to be 
g-unitary if g(xU, y U) = g(x, y) holds for every pair of vectors 
x, y in 9? Evidently this condition is equivalent to the require­
ment that UU' = 1 where U' is the transpose of U relative to the 
scalar product. Now suppose again that ~1 and @52 are non-iso­
tropic spaces which are g-equivalent and let M be a g-equivalence 
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of ~I onto ~2. By Witt's theorem we can find an equivalence 
N of ~I.L onto ~2.L. Since m = ~I ffi ~I\ any vector x can be 
written in one and only one way as u + v where u e ~I and 
v e ~I.L. Then the mapping U: x ~ uM + vN is a 1-1 linear 
transformation of m onto itself. Moreover, making use of the 
fact that uM e ~2 and vN e ~2\ we can verify directly that U is 
g-unitary. Evidently U coincides with the given equivalence M 
on the subspace ~I. Thus we see that Witt's theorem implies 
that any g-equivalence between non-isotropic subspaces can be 
extended to a g-unitary transformation. We shall now show that 
this result holds also for isotropic subspaces of m. 

Consider first an arbitrary subspace ~ of m. If x is any vec­
tor in m, then the mapping Y ~ g.,(y) == g(y, x) of ~ into .Il is 
a linear function. It is easy to see that the linear functions thus 
obtained fill up the conjugate space ~* of ~ (Ex. 2, p. 56). 
Hence if (Yh Y2, ... , Ym) is any basis for ~, then we can find a 
vector VI such that 

(49) g(Yh VI) = 1, g(Yi, VI) = 0 for i > 1. 

Assume now that ~ is isotropic and that (Yh Y2, ... , Y.) is a 
basis for the radical of~. Then we can choose the vector VI so 
that in addition to (49) we have g(Vh VI) = o. This can be seen 
by an argument used in the proof of Witt's theorem. Thus if 
VI is not orthogonal to itself, then we can replace this vector by 
VI + XYI and choose X so that X + }.. + g(Vh VI) = O. We then 
denote this new vector as VI. 

Now the space [Yh vd is a two-dimensional non-isotropic sub­
space of m. Hence m = [Yh vd ffi [yt, vd.L. Also it is clear that 
[Y2, ... , Ym] C [Yh VI].L and that [Y2, ... , Y.] is the radical of 
[Y2, ... , Ym]. Hence we can use induction on p to prove the exist-
ence of a set of vectors (Vh V2, ••• , v.) such that 

(50) 

g(y;, Vi) = 1, j = 1, 2, ... , p 

g(y i, Vi) = 0 otherwise 

g(V;,Vk) =0 j,k=I,2,···,p. 

It is immediate that the vectors (Vh V2, ••• , v.) are linearly inde­
pendent and that the space 58 = [Vh V2, ••• , v.] is totally isotropic 
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and satisfies m n @5 = o. The matrix of gin @5 + m relative to 
the basis (yt, Y2, ... , Ym, Vh V2, ... , vv) is 

1 

o 0 

1 

(51) o B o 

1 

o 0 

1 

where B is the matrix relative to (Yv+h ... , Ym). Since [yt, 
... , Yv] is the radical of @5, B is non-singular. Hence (51) is non­
singular and so @5 + m is not isotropic. 

Now let U be an equivalence of @5 (onto f6U). Evidently 
[Yl U, ... , YvUJ is the radical of @5U. Hence we can find a set 
of vectors (Vb V2, •.. , vv) such that 

g(yjU, Vj) = 1, j = 1,2, ... , P 

g(yiU, Vj) = 0 otherwise 

g(vj, Vk) = 0, j, k = 1,2, ... , P. 

Then it is clear that the linear transformation that SE'tlds Vj into 
Vj and that coincides with U on @5 is an equivalence of @5 + m. 
Since @5 + m is not isotropic, this mapping can be extended to a 
g-unitary transformation. Hence we have proved the following 

Theorem 8. Any g-equivalence of a subspace oj m can be ex­
tended to a g-unitary transformation in m. * 

A hermitian scalar product is called totally regular if g(x, x) 
~ 0 for every x ~ 0 in m. This is equivalent to saying that 
every non-zero subspace of m is not isotropic. Hence if g is 

• Cf. Dieudonne, Sur les Groupes Classiques, p. 18. 
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totally regular and €5 is any subspace, then m = €5 ffi €5l.. We 
shall now show that the problem of cogredience of hermitian 
matrices can be reduced to the case in which the associated scalar 
products are totally regular. 

Let €5 be a totally isotropic subspace of m which is maximal 
in the sense that it cannot be imbedded in a larger subspace of 
this type. Write €5 = [Yb "', Y.] where the Yi are linearly in­
dependent. As before we determine a totally isotropic space 
m = [Ub "', u.] such that I = €5 + m = €5 ffi m and such that 
the matrix of g relative to the basis (Yb "', y., Ub "', u.) of 
I is 

1 

o 

1 
(52) 

1 

o 

1 

Since €5 is a maximal totally isotropic subspace and m = €5 ffi m ffi 
Il., g is totally regular in Il.. We can choose a basis for m so that 
the matrix of g has the form 

1 

o o 

1 

(53) 1 

o 0 

1 

o o B 
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where B is a matrix of g in xl.. Thus any hermitian matrix is co­
gredient to one of the form (53) in which B is totally regular 
(that is, the associated scalar product is totally regular). 

Conversely suppose that we have any matrix of g of the form 
(53) where B is totally regular. Let (Yh •.• , Yv, Vh ••• , VV , 

Zh .•• , Zn-2v) be a basis such that the matrix of g relative to 
this basis is the given matrix (53). Then @:i = [Yh ••• , Yv] is 
totally isotropic. Moreover, @:i is maximal totally isotropic; for, 
if there is a larger totally isotropic subspace containing @:i, then 
it contains a non-zero vector of the form v + z where v e [Vh 

... , vv] and z e [Zh ••. , Zn-2v]. Then g(v + z, v + z) = g(z, z) 
= 0 so that z = o. If v = ];'YiVi, g(v, Yi) = 'Yi. Hence also 
v = 0 contrary to v + z ~ o. 

We are now in a position to show that two matrices of the form 
(53) in which the B's are totally regular are cogredient if and 
only if the matrices Bare cogredient. The "if' part is, of course, 
trivial, and the foregoing discussion shows that the "only if" 
part is equivalent to the statement that the spaces xl. deter­
mined as above by a maximal totally isotropic subspace @:i are 
g-equivalent. 

We observe first that any two maximal totally isotropic sub­
spaces have the same dimensionality. Thus let @:i l and @:i2 be 
of this type and assume that dim ®l ~ dim @:i2. Then we can 
find a subspace UI of @:il such that dim UI = dim @:i2. Since UI 

and ®2 are totally isotropic, any 1-1 linear transformation of 
UI onto @:i2 is a g-equivalence; hence it can be extended to a uni­
tary transformation U. Then @:il U is totally isotropic and con­
tains UI U = @:i2. By the maximality of @:i2 this implies that UI 

= @:il and that dim @:i l = dim @:i2• 

Now let @:it = [YI (il , .•. , y. (il], i = 1,2, and determine m. = 
[VI (i), ••• , v. (il] as above so that the matrix of g in Xi = @:ii + mi 
is (52). Then Xl and X2 are g-equivalent; hence also Xll. and X2l. 
are g-equivalent. We have therefore established the following 

Theorem 9. Any non-singular hermitian matrix is cogredient 
to one of the form (53) in which B is totally regular; two matrices 
of the form (53) in which B is totally regular are cogredient if and 
only if the submatrices Bare cogredient. 
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The number of rows and columns of the matrix B is, of course, 
an invariant of the cogredience class. This number is the di­
mensionality of the spaces xl. and is also n - 2v where v is the 
maximum dimensionality of totally isotropic subspaces relative 
to g. We shall call this non-negative integer the Witt signature 
of g or of the associated matrices. It can be seen (Ex. 1 below) 
that for symmetric matrices over the real field or for hermitian 
matrices over the complex field or over real quaternions the Witt 
signature is the absolute value of the ordinary signature which 
we defined before. 

EXERCISES 

1. Prove the foregoing statement on signatures. 
2. If g is an alternate non-degenerate scalar product, a 1-1 linear transforma­

tion S of m such that g(xS,yS) = g(x,y) is called a symplectic transformation. 
Prove the following analogue of Theorem 8: Any g-equivalence oj a subspace oj 
m can be extended to a symplectic transformation. 

*12. Non-alternate skew-symmetric forms. We suppose finally 
that g(x, y) is a skew symmetric scalar product that is not alter­
nate. Then cI> has characteristic two and g(x, y) may also be re­
garded as symmetric. Moreover, we have seen that, if (et, e2, 
... , en) is a basis for m, then g(ei' ei) ~ ° for some i. We shall 
now show that it is possible to choose a basis (Ub U2, .•. , U r , 

Zl> Z2, ••• , zn-r) for m such that the matrix determined by this 
basis is 

{iShiS2, ···,iSr,O,O, ···,O}, 

iSi ~ 0. Evidently Ul can be chosen so that (Ub Ul) = iSl ~ 0. 
Now suppose that Ub U2, ••. , Uk have already been found such 
that g(Ui, Ul) = OiliSi, iSi ~ 0. As in the proof of Theorem 3 we 
can write m = @5k ffi mFk where @5k = [Uh U2, .•. , Uk] and mFk 

c @5kl.. If g(x, y) is identically ° in mFk, we set k = r and choose 
a basis (Zh Z2, ••. , Zn_r) in mFk • If g(x,y) is not alternate in 
mFk, then we choose a vector Uk+l in this subspace so that 
g(Uk+h Uk+l) = iSk+l ~ 0. We then repeat the argument with 
the k + 1 u's. It remains to consider now the case in which 
g(x, y) is not identically ° and alternate in mFk• Here we can 
find two linearly independent vectors 0, w such that 

(0,0) = ° = (w, w), (0, w) = 1 = (w,o). 
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vVe now set U = Uk, (3 = (3k and we consider the scalar product 
in the three-dimensional space [u, u, w]. Using these vectors as 
basis we obtain the matrix 

[~ ~ l 
Thus ify = ~u + 7]V + rw andy' = ~'u + 7]'V + r'w, theng(y,y') 
= (3~~' + 7]r' + 7]'r. Hence the following vectors 

Yl = U + V 

Y2 = U + (3w 

Ya = U + u + (3w 

are orthogonal in pairs and satisfy g(Yi, Yi) = (3. It follows that, 
if we replace the original Uk by Yl and call this vector Uk again, 
then Uh U2, "', Uk, Uk+l = Y2, Uk+2 = Ya satisfy g(Ui, Uj) 
Oij(3i, (3i ~ O. This proves 

Theorem 10. If q, has characteristic two and g(x, y) is a non­
alternate symmetric scalar product in jR over q" then there exists a 
basis of jR relative to which the matrix of g(x, y) is a diagonal 
matrix. * 

The argument used in the proof of the preceding theorem shows 
that the matrices. 

[~ 
0 

l [~ 
0 

~l 0 1 
1 0 

are cogredien t. On the other hand these submatrices 

[~ ~J' [~ ~J 
are not cogredient. These observations show that Witt's theo­
rem does not hold in the characteristic two case. 

* The canonical form given in this theorem is useful in that it simplifies matrix calcula­
tions with symmetric matrices over a field of characteristic two. A more geometric dis­
cussion of symmetric scalar products in the characteristic two case has been indicated by 
Dieudonne, Sur les Groupe! C/assiques, p. 62. 
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EUCLIDEAN AND UNITARY SPACES 

As we have pointed out at the beginning of these Lectures, 
Euclidean geometry is concerned with the study of a real vector 

n 

space relative to the scalar product L ~il1i determined by writ-
1 

ing x = ~~iUi, Y = ~l1iUi in terms of basic unit vectors that are 
mutually orthogonal. Since this scalar product is fixed, it is cus­
tomary to denote it simply as (x, y) instead of g(x, y) as in the 
preceding chapter. The geometric meaning of (x, y) is clear. It 
gives the product of the cosine of the angle between x and y by 
the lengths of the two vectors. The length of x can also be ex­
pressed in terms of the scalar product, namely, I x I = (x, x)~. 

From our point of view the characteristic properties of (x,y) 
can be stated by saying that this function is positive definite in 
the sense that (x, x) > 0 for all x ~ O. In fact, it is customary 
nowadays to axiomatize Euclidean geometry in the following 
way. We suppose ~ is a finite dimensional vector space over the 
field of real numbers, and we take in ~ a positive definite sym­
metric scalar product (x, y). The space ~ over <P, together with 
the fundamental scalar product, constitutes a Euclidean space. In 
a similar manner we define the complex analogue of a Euclidean 
space as a vector space over the field of complex numbers to­
gether with a positive definite hermitian scalar product defined 
in this space. In this chapter we shall study properties of these 
spaces and of certain special types of linear transformations in 
these spaces. We shall also consider briefly the theory of analytic 
functions of matrices (or linear transformations). 

172 
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1. Cartesian bases. Let ~ be a Euclidean space in the sense 
that ~ is an n-dimensional vector space over the field if> of real 
numbers in which a positive definite symmetric scalar product 
(x, y) is defined. Thus the basic properties of this real valued 
function are 

(1) 

(2) 

(3) 

(4) 

(Xl + X2, y) = (Xh y) + (X2' y), 

(X, Yl + Y2) = (X, Yl) + (X, Y2) 

(ax, y) = a(x, y) = (x, ay) 

(x, y) = (y, x) 

(x, x) > 0 if x ~ o. 
Now we know that, if (x, y) is any symmetric scalar product in 
a real vector space, then there exists a basis (Uh U2, ... , un) 
such that (Ui, Ui) = ~ii{3i where the {3i are either 1, -1, or o. If 
(x, y) is positive definite, clearly every {3. = 1. Thus we see that 
there exists a basis (Uh U2, ... , Un) for ~ such that 

(5) 

Then if x = 2;~iUi, Y = 2;'1/iUi, 

(x, y) = 2;~.""i 
as usual. 

A basis which satisfies (5) will now be called a Cartesian basis 
for the Euclidean space. The method of Lagrange for determin­
ing such a basis is capable of some refinements which we now in­
dicate. Let (eh e2, ..• , en) be any basis for~. Then (eh el) > O. 
Hence if Ul = (eh el)-~eh (Uh Ul) = 1. We next apply La­
grange's reduction and set 

Then (/2, Ul) = (e2, Ul) - (e2' Ul)(Uh Ul) = O. Hence Ul and 
U2 = (/2, 12) -~12 satisfy 

(Uh Ul) = 1 = (U2' U2), (Uh U2) = 0 = (U2' Ul). 



174 EUCLIDEAN AND UNITARY SPACES 

Suppose now that CUI, U2, "', Uk) have already been deter­
mined so that CUi, Uj) = Oij and [UI, U2, .. " uil = [eh e2, .. " eil 
for i ~ k. Let 

Then Ch+I, Ui) = 0 for i = 1, 2, "', k. Hence if we set Uk+l 
= Ch+I, h+l) -~Yk+I, then (Ub U2, "', Uk+l) satisfy the condi­
tion stated for (Ub U2, .. " Uk). Repetition of this method leads 
at length to a Cartesian basis for m. The process we have given 
for "orthogonalizing" the basis (eb e2, "', en) is often called 
E. Schmidt's orthogonalization process. 

It is worth noting that the matrix of (Ub U2, "', Un) relative 
to (eb e2, "', en) is triangular; for [Ub U2, "', uil = [eb e2, 
.. " eil. Hence Ui is a linear combination of the ej with j ~ i. 

i 

Thus Ui = L 7ijej, and the matrix of the u's relative to the e's is 
.j=l 

711 0 

(6) (7) 

7nl 7n2 7nn 

If ({3) is the matrix of (x, y) relative to the originally chosen 
basis (eb e2, "', en), then we know that the matrix of (Ub U2, 
"', Un) is (7)({3)(7)'. On the other hand, by (5) the latter matrix 
is the identity. Hence (7)({3)(r)' = 1. The inverse (/I) of (r) is 
also triangular of the same form as (r) and ((3) = (/I) (/I)'. This 
proves the following 

Theorem 1. Let ({3) be a matrix of a positive definite symmetric 
scalar product. Then there exists a triangular matrix (/I) such that 
({3) = (/1)(/1)'. 

We consider now the relation between Cartesian bases and 
matrices. Let (Vb V2, •• " vn ) be a definite Cartesian basis. Then 
if CUI, U2, "', un) is a second such basis, the matrices of (x, y) 
relative to these bases is 1. Hence if (<1) is the matrix of (Ub U2, 
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"', Un) relative to (Vb V2, "', vn), then (0")(0")' = 1. A matrix 
satisfying this condition: 

(7) (0")(0")' = 1 

is called an orthogonal matrix. Conversely, if (0") is any orthogonal 
matrix and Ui = 'l:,O"iiV;, then the matrix of (x, y) relative to 
(Ub U2, "', un) is (0")1(0")' = 1. Hence the u's form a Cartesian 
basis. Thus we see that, if one Cartesian basis is known, all 
others can be obtained from it by applying orthogonal matrices. 
We have a 1-1 correspondence between the Cartesian bases and 
the orthogonal matrices. 

If (0") is orthogonal, then (det (0"»2 = 1. Hence det (0") = ±1. 
If det (0") = 1, we shall say that (0") is proper, otherwise (0") is 
improper. It is readily verified that the orthogonal matrices con­
stitute a subgroup 0(1f?, n) of the group L(If?, n). The proper or­
thogonal matrices form an invariant subgroup 01(1f?, n) in 0(1f?, n) 
and the index of 0 1 in 0 is two. 

If two Cartesian bases are related by a proper orthogonal ma­
trix, then we say that the bases have the same orientation and, 
if the matrix relating the bases is improper, we say that the bases 
have opposite orientation. Thus the Cartesian bases fall into two 
mutually exclusive classes, namely, those that have the same 
orientation and those that have opposite orientation to a par­
ticular Cartesian basis (Vb V2, "', Vn). We note that a change 
of sign of one vector or an odd permutation of the vectors changes 
the orientation. 

Suppose again that (eb e2, "', en) is any basis and let (-y) be 
the matrix of this basis relative to the Cartesian basis (Vb V2, 
"', Vn). Since the e's form an arbitrary basis, the matrix ('Y) is 
an arbitrary matrix in L(If?, n). Now we have seen that there 
exists a Cartesian basis (Ub U2, "', un) whose matrix relative to 
(eb e2, "', en) is a triangular matrix (T). The matrix of (Ub U2, 
"', Un) relative to (Vb V2, "', Vn) is the product (T)('Y). Since 
(Ub U2, "', un) is Cartesian, (T)('Y) = (0") is orthogonal. Hence 
we have the following 

Theorem 2. If ('Y) e L(If?, n), If? the field of real numbers, then 
('Y) may be factored as (v)(O") where (v) is triangular and (0") is 
orthogonal. 
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EXERCISES 

1. Show that the matrix (/I) in the preceding theorem can be taken to have 
positive diagonal elements. Show that, if this normalization is made, then (/I) and 
(IT) are uniquely determined by ('Y). 

2. Decompose 

[-1 0 2 -2] 
3 4 -1 7 
1 2 1-1 
o 2 0 1 

as a product of a triangular matrix and an orthogonal matrix. 
3. Show that, if (f3) is the matrix of a positive definite symmetric scalar 

product, then det (fJ) > o. Generalize this to prove that every diagonal minor 
of (f3) is positive. 

4. Prove that, if (x,y) isa positive definite symmetric scalar product, then (u, V)2 

:::;; (u, u)(v, v) for any u and v and that equality holds only if u and v are linearly 
dependent. 

5. Prove the triangle inequality for lengths of vectors: 

(u + v, u + v)%:::;; (u, u)% + (v, v)%. 

2. Linear transformations and scalar products. If A is a 
linear transformation of m over <I> into itself, then g(x, y) = 
(xA, y) is a second scalar product in the space. Conversely let 
g(x, y) be any scalar product in m. Then if we hold x fixed, the 
function g(x,y) is linear iny. Hence, as we have shown in Chap­
ter V, there is a uniquely determined vector xA in m such that 
g(x,y) = (xA,y) for all y. The mapping A is linear. This 
shows that any scalar product in m can be obtained from the fun­
damental scalar product (x,y) by applying a linear transformation 
A in the above manner. The theory of scalar products in m is 
therefore equivalent to the theory of linear transformations in m. 

For the most part we shall adopt the linear transformation 
point of view. We recall first the definition of the transpose A' 
relative to (x, y) of the linear transformation A: A' is the linear 
transformation in m which satisfies the condition 

(8) (x,yA') = (xA,y) 

for all x, y in m. There is only one linear transformation that 
satisfies this condition, and the requirement (8) can be reduced 
to the n2 equations 

(Ui, ujA') = (uiA, Uj), i, j = 1, 2, ... , n 



EUCLIDEAN AND UNITARY SPACES 177 

for a basis (Ub U2, "', un). If the basis is Cartesian these con­
ditions imply that A' is the linear transformation whose matrix 
relative to (Ul, U2, .. " un) is the transpose of that of A. If 

then 
(Ui, UjA') = ~(3jl(Ui' Ul) = {3ji 

(UiA, Uj) = ~aik(Uk' Uj) = aij. 

Hence ({3) = (a)'. (Cf. p. 145.) 
We recall the fundamental algebraic properties of the mapping 

A ~ A': 
(A + B)' = A' + B', (AB)' = B' A'. 

Also it is clear from (8) and the symmetry of (x, y) that 

A" = A. 

3. Orthogonal complete reducibility. If @5 is any subspace 
~ 0 of m, (x, y) is non-degenerate in (6. In fact, (x, x) ~ 0 if 
x ~ O. It follows from this that the orthogonal complement 
@5..L of @:) is a true complement, that is, m = @:) EEl @:)..L (cf. p. 151). 
It is easy to determine a basis for @5..L. For this purpose one 
needs to have a Cartesian basis (Ub U2, "', u T ) for @5. This can 
be supplemented to a basis (Ub U2, "', Ur; er+b "', en) for m. 
Then Schmidt's orthogonalization process yields the Cartesian 
basis (Ub U2, "', Un), and it is clear that @5..L = (Ur+b UT +2, 
.. " Un). 

Suppose now that Q is an arbitrary set of linear transformations 
in mover <P. We shall call Q orthogonally completely reducible if 
the orthogonal complement @5..L of any subspace @5 invariant 
under Q is also invariant under Q. Since m = @5 EEl @5\ it is clear 
that orthogonal complete reducibility implies ordinary complete 
reducibility. We shall see that this property is enjoyed by many 
important types of linear transformations in m. If Q is orthogo­
nally completely reducible, we can decompose m as a direct sum 
m1 EEl m2 EEl ... EEl mt of subspaces that are invariant and irreduci­
ble relative to Q and that are, moreover, mutually orthogonal. 
Thus let m1 be an irreducible invariant subspace relative to Q. 
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Then ~1J. is invariant and ~ = ~1 EB ~1J.. Let ~2 be an irre­
ducible invariant subspace contained in ~1J.. Then ~1 + ~2 = 

~1 EB ~2 and these two spaces are orthogonal. Next we may 
write ~ = ~1 EB ~2 EB (~1 + ~2)1-. Continuing in this way we 
obtain the required decomposition. 

There is a very useful test for orthogonal complete reducibility 
which is based on the following 

Theorem 3. If Q is any set of linear transformations and ~ is 
invariant under Q, then the orthogonal complement ~1- is invariant 
under Q' the set of transposes of the linear transformations in Q. 

Proof. Let x to: 0 and y to: 01-. Then xA to: 0 for any A in Q. 

Hence (xA, y) = 0 and also (x, yA') = O. Since this holds for 
all x in ~,yA' to: 01-. Since y is arbitrary in 0\ this shows that 
~1- is invariant under Q'. 

We can now state the following important criterion. 

Corollary. A set Q is orthogonally completely reducible if and 
only if Q and Q' have the same invariant subspaces. 

4. Symmetric, skew and orthogonal linear transformations. 
Of special interest in Euclidean geometry are the following types 
of linear transformations: Symmetric, defined by the condition 
A' = A, skew defined by A' = - A and orthogonal defined by 
A' = A-I. These conditions can also be given in terms of the 
associated scalar products. Thus A is symmetric if and only if 
(xA, y) is symmetric. This is readily verified. Similarly A is 
skew if and only if (xA, y) is a skew scalar product in~. If (a) 
is the matrix of A relative to a Cartesian basis (Ub U2, "', un), 
then A is symmetric (skew) if and only if (a) is symmetric (skew). 

In order to see the geometric meaning of orthogonal linear 
transformations we must recall that (u, u) gives the square of 
the length of the vector u. The condition .£1.£1' = 1 = .£1'.£1 im­
plies that 

(9) (uA, uA) = (u, uAA') = (u, u). 

Hence A preserves the length of any vector. We now prove the 
converse, namely, if A is any linear transformation that leaves 
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the length of every vector unaltered, then A is orthogonal. For 
if (9) holds for all u, then 

«x + y)A, (x + y)A) = (x + y, x + y) 

for all x and y. Expanding and cancelling off equal terms, 

2 (xA, yA) = 2(x, y). 

Hence (x, yAA') = (x, y) for all x, y. Since (x, y) is non-degen­
erate this implies that £1£1' = 1. 

It is clear that A is orthogonal if and only if its matrix (a) 
relative to a Cartesian basis is orthogonal. Another way of stat­
ing this result is that A is orthogonal if and only if the transform 
(ulA, u2A, ... , unA) of a Cartesian basis is a Cartesian basis for 
m. The matrix (a) has determinant 1 or determinant -1. In 
the former case (ulA, u2A, ... , unA) has the same orientation 
as (Ui) U2, ••• , un). Then A is called a rotation in m. 

5. Canonical matrices for symmetric and skew linear trans­
formations. If @5 is a subspace invariant under a linear transfor­
mation A that is symmetric, then clearly @5 is invariant under A'. 
Hence the set consisting of A alone is orthogonally completely 
reducible. Our discussion of orthogonally completely reducible 
sets suggests the following procedure for obtaining a canonical 
matrix for A. 

Let x be a non-zero vector in m and let fJ../X) be its order (see 
p. 67). If 1I"(X) is an irreducible factor (leading coefficient 1) of 
fJ.z(,X) and fJ.z(X) = 1I"(X)v(X), then y = xv(A) has the order 1I"(X). 
Since tI> is the field of real numbers the irreducible polynomial 
1I"(X) is either linear or quadratic. We shall now show that the 
symmetry of A assures that 1I"(X) is linear. Otherwise (y, yA) 
is a basis for the cyclic space {y}, and this basis yields the matrix 

(10) 

where X2 - aX - (3 = 1I"(X). On the other hand, if we choose a 
Cartesian basis in {y}, then we obtain a symmetric matrix 

(11) 
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for A in {y}. Since (10) and (11) are similar, 

X2 - aX - {3 = x2 - ('Y + E)X + ('YE - c)2). 

The discriminant of this quadratic is 

('Y + E)2 - 4('YE - c52) = ('Y - E)2 + 4c52 ~ 0 

and this contradicts the irreducibility of ?r(X). Thus we see that 
?r(X) must be linear so that {y} = [y] is one dimensional and yA 
= py. 

We now replace y by a multiple Yl that has length 1. Then 
ylA = PlYh Pl == p. Also m = [Yd Ee [Yl]l. and A induces a sym­
metric transformation in [Ydl.. Hence we can find a Y2 of length 
1 in [Ydl. such that Y2A = P2Y2' Next we use the decomposition 
m = [Yh Y2] + [Yh Y2]1. to obtain aY3 oflength 1 in [Yh Y2]1. such 
that Y3A = P3Y3' We remark that the Yi thus obtained are or­
thogonal in pairs. Hence when we have finished our process, we 
get a Cartesian basis (Yh Y2, "', Yn)' The matrix of A deter­
mined by this basis is 

(12) 

If we recall that the passage from one Cartesian basis to another 
is given by an orthogonal matrix, we see that the following theo­
rem holds. 

Theorem 4. If (a) is a real symmetric matrix, then there exists 
a real orthogonal matrix (0") such that (O")(a)(O")-l is a diagonal 
matrix. 

We can also arrange to have (0") proper. This can be done by 
changing the sign, if necessary, of one of the Yi. We note also 
that the Pi in the canonical matrix (12) are the roots of the char­
acteristic polynomial of this matrix. Hence they are also the 
roots of the characteristic polynomial of (a). We have therefore 
proved incidentally the 

Corollary. The characteristic roots of a real symmetric matrix 
are real. 

We pass now to the theory of a skew linear transformation in 
Euclidean space. Let A be skew and, as above, let Y be a vec-
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tor ~ 0 whose order is an irreducible polynomial 11"(}.). If 11"(}.) 
is linear, then yA = py. Hence p(y,y) = (yA,y) = -(y,yA) 
= -p(y, y), and this implies that p = O. If 11"(}.) is quadratic, 
we choose a Cartesian basis in {y}. We then obtain a skew sym­
metric matrix 

The polynomial 11"(}.) is the characteristic polynomial of this ma­
trix. Hence 11"(}.) = }.2 + 02 where 0 ~ O. If we apply the 
method used above for symmetric mappings, we can decompose 
the space as a direct sum of mutually orthogonal spaces (f5i, i = 
1, 2, "', h, such that each (f5i = {Yi}, and the minimum poly­
nomiaI1l"i(}.) of Yi is either}. or it is of the form }.2 + Oi2, Oi ~ O. 
We can arrange the (f5i so that 1I"i(}.) = }.2 + ol for i = 1,2, "', 
k and 1I"i(}.) = }. for i > k. If we choose Cartesian bases in the 
(f5i, we obtain a Cartesian basis for m by stringing these bases 
together. The matrix of A relative to this basis is 

(13) 

o 

o 
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This proves the following 

Theorem 5. If (a) is a real skew symmetrix matrix, then there 
exists a real orthogonal matrix (u) such that (u)(a)(u)-l has the 
form (13). 

As for symmetric matrices the canonical form is completely de­
termined by the characteristic polynomial 

k 

Xn - 2k IT (X2 + c5l), c5 i ~ 0 
1 

of (a). We remark also that the characteristic roots are pure . . . 
Imagmarles. 

EXERCISES 
1. If 

[ 1 -2 0] 
(a) = -2 2 -2 , 

o -2 3 

find a proper orthogonal matrix (q) such that (q)(a)(q)-t is diagonal. 
2. Prove that, if g(x, y) is a symmetric scalar product in Euclidean space, then 

there exists a Cartesian basis for m relative to which the matrix of g is diagonal. 
3. Prove that, if (a) is a real symmetric or skew symmetric matrix of rank p, 

then there is a non-zero p-rowed diagonal minor in (a). 

6. Commutative symmetric and skew linear transformations. 
If p is a root of the characteristic polynomial l(X) of the sym­
metric linear transformation, A, then the subspace mx-p of vec­
tors y such that yA = py is ~ O. We call mx-p the characteristic 
space corresponding to the root p or to the factor X - p of l(X). 
If A is skew and X is a factor of l(X), we define in a similar man­
ner the characteristic space mx. The other irreducible factors of 
l(X) have the form lI'(X) = X2 + 15 2, 15 ~ O. Corresponding to 
such a factor we define the characteristic space m...(X) to be the to­
tality of vectors y such that Yll'(A) = O. As we have seen in the 
preceding section, mr(X) ~ O. 

If B is any linear transformation which commutes with A, it 
is clear that B maps each characteristic space of A into itself. 
For, evidently, Yll'(A) = 0 implies that Yll'(A)B = (yB)lI'(A) 
= 0.* 

• The ideas which occur here have been discussed in a more general form in § 9 of 
Chapter IV. 
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Now let 12 be a set of linear transformations such that 1) any 
two linear transformations of 12 commute, 2) every transforma­
tion of 12 is either symmetric or skew. In order to determine 
canonical matrices for the set 12, we consider first the case in 
which 12 is an irreducible set. The result that we shall establish 
is the following 

Theorem 6. Ij a Euclidean space m is irreducible relative to a 
commutative set oj linear transformations which are either sym­
metric or skew, then dim m ~ 2. 

Proof. Let ?rCA) be an irreducible factor of the characteristic 
polynomial of any A e 12. Then the characteristic space m".(>.) of 
A is invariant relative to 12. Hence m".(>.) = m so that ?rCA) = o. 

If A is symmetric, then we know that ?rCA) = A - p; hence, in 
this case, A is a scalar multiplication. If A is skew, either ?rCA) 
= A, in which case A = 0, or ?rCA) = A2 + 02, 0 ~ O. In the 
latter case A2 = - 021; hence A-I exists and is skew. Then if 
B is any other skew transformation in the set, 

is symmetric. Since M commutes with every member of 12, the 
argument used before shows that M is a scalar multiplication. 
Hence B = p,A. Thus we see that either the set 12 consists of 
scalar multiplications only, or 12 consists of scalar multiplications 
and multiples of a single skew A in this set. In the former case 
every subspace of m is invariant relative to 12. Hence by the 
irreducibility of m, dim m = 1. In the second case we can find 
a twa-dimensional subspace which is invariant and irreducible 
relative to the chosen skew transformation A. Clearly this space 
is also invariant relative to every member of 12. Hence, here 
dim m = 2. This completes the proof. 

Now suppose that 12 is an arbitrary commutative set of sym­
metric or skew linear transformations in a Euclidean space. It 
is clear by the Corollary to Theorem 3 that every set of sym­
metric and skew linear transformations is orthogonally com­
pletely reducible. This implies that we may write m = @3 1 E9 @32 

E9 ... E9 @3h where the ~i are mutually orthogonal and irreducible 
and invariant relative to 12. We can now apply Theorem 6 to 
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conclude that the spaces e5i are either one-dimensional or two­
dimensional. Moreover, the proof of Theorem 6 shows that the 
symmetric A are scalar multiplications in the e5i and that the 
skew A are multiples of a particular one. If we choose Cartesian 
bases in the e5i, we obtain a Cartesian basis for m relative to 
which the matrices of the A e n all have the form 

(14) 

where (f3i) is either a one- or two-rowed scalar matrix or 

(15) (f3i) = [ 0 Ei]. -Ei 0 

In matrix form our result is the following 

Theorem 7. Let (oJ be a set of commutative real matrices which 
are either symmetric or skew symmetric. Then there exists a real 
orthogonal matrix (u) such that, for each (a) e (oJ, (u)(a)(u)-l has 
the form (14). 

EXERCISES 

1. Prove that if A is symmetric, then any two distinct characteristic spaces 
of A are orthogonal. Also show that m is a direct sum of the characteristic sub­
spaces relative to A. 

2. Prove that, if w is a set of commutative real symmetric matrices, then there 
exists a real symmetric matrix (5) such that each (a) e w is a polynomial in (5). 

7. Normal and orthogonal linear transformations. A linear 
transformation A is called normal if it commutes with its transpose. 
Special cases of such mappings are the symmetric, skew and 
orthogonal linear transformations. If A is any linear transforma­
tion, we may write A = !CA + A') + !(A - A') = B + C 
where B = !(A + A') is symmetric and C = !CA - A') is 
skew. This decomposition into a symmetric and a skew part is 
unique. For if B + C = Bl + Cl where Bl' = Bl and Cl' = 
-Cl) then 
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Since B - B1 is symmetric and C1 - C is skew, B - Bl = 0 
= C1 - C. We may therefore call Band C respectively the sym­
metric and the skew part of A. We note now that A is normal if 
and only if Band C commute. This is clear since B = !(A + A'), 
C = !(A - A') and A = B + C, A' = B - C. This remark 
shows that the results on commutative symmetric and skew lin­
ear transformations can be applied to the study of normal linear 
transformations. Using this method we see that there exists a 
Cartesian basis relative to which Band C have matrices of the 
form (14). Since B is symmetric and C is skew we know that, 
if ({3i) is a one-rowed block, then it is 0 for C and if ({3i) is two­
rowed, then it has the form (15) for C and is scalar for B. The 
matrix of A = B + C is the sum of the matrices of B and of C. 
Hence it has the form (14) where each ({3i) is one-rowed or 

(16) 

Ei ~ o. 
A matrix is called normal if it commutes with its transposed. 

A linear transformation A is normal if and only if its matrix 
relative to a Cartesian basis is normal. Our discussion therefore 
yields the following 

Theorem 8. If (0:) is a real normal matrix, there exists an or­
thogonal matrix (0) such that (0-)(0:)(0-)-1 has the form (14) where 
each ({3i) is either one-rowed or is a two-rowed matrix of the form 
(16). 

We consider finally the special case of orthogonal transforma­
tions. Here the one-rowed blocks ({3i) are associated with vec­
tors Yi ~ 0 such that YiA = {3iYi. Since A does not change the 
length of vectors, {3i = ± 1. Also A is orthogonal in the two­
dimensional subspaces @5i. Hence the blocks (16) are orthogonal. 
Thus 

This reduces to the single condition 

(17) 
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We can determine a number 8i such that cos 8i = Pi, sin 8, = Ei. 

Theil (16) becomes 

(18) [
COS 8, sin 8,] 

-sin 8, cos 8, 

Theorem 9. Every real orthogonal matrix is conjugate in the 
group of orthogonal matrices to a matrix (14) in which the (~i) are 
either one-rowed matrices (± 1) or are of the form (18). 

EXERCISES 

1. Prove that an orthogonal linear transformation is proper or improper ac­
cording as the multiplicity of the root -1 of the characteristic polynomial is even 
or odd. 

2. Prove that, if A is a rotation in an odd-dimensional Euclidean space, then 
there exists a vector u :;o!: 0 such that uA = u. 

3. Prove that every set of orthogonal linear transformations is orthogonally 
completely reducible. 

4. Show that, if 0 is orthogonal and does not have -1 as a characteristic root, 
then 8 = (0 - 1)(0 + 1) -1 is skew and 0 = (1 + 8)(1 - 8) -1. Show that, if 0 
is orthogonal and 1 is not a characteristic root, then 8 = (0 + 1)(0 - 1) -1 is 
skew and 0 = (8 + 1)(8 - 1) -1. 

S. Semi-definite transformations. A linear transformation A 
is said to be positive definite if it is symmetric and if the asso­
ciated symmetric bilinear form (xA, y) is positive definite. This, 
of course, means simply that (xA, x) > 0 for all x ~ O. It is 
useful also to generalize this notion slightly by defining A to be 
(non-negative) semi-definite if (xA, x) ~ 0 for all x. It is evi­
dent from the definition that a positive definite transformation 
is semi-definite and 1-1. The converse holds also. This will 
follow from the following cri terion for definiteness and semi­
defini teness. 

Theorem 10. A symmetric transformation A is positive definite 
(semi-definite) if and only if its characteristic roots are all positive 
(non-negative) . 

Proof. We know that there exists a Cartesian basis (yt, Y2, 
... , Yn) for ~ such that each Yi is a characteristic vector in the 
sense that YiA = PiYi. The Pi are the characteristic roots. 
Now (y iA, Y i) = (PiY i, y,) = Pi(y i, Y i) has the same sign as Pi. 
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Hence if A is definite (semi-definite) each Pi is positive (non­
negative). Conversely suppose that Pi > 0 (~ 0) for all i and 
write x = ~~iYi. Then 

(xA, x) = (* ~iViA, * ~iYi) 

= (* ~iPiYi, * ~iYi) 
n 

= z:: Pi~l. 
1 

If all the Pi are > 0, this is > 0 unless each ~i = O. Hence Pi > 0 
insures definiteness. Also it is clear that, if the Pi ~ 0, then 
(xA, x) ~ O. 

If A is 1-1, then 0 is not a characteristic root of A. Hence if 
A is semi-definite and 1-1, all of its characteristic roots are posi­
tive. Theorem 10 then shows that A is definite. 

If A is an arbitrary linear transformation in Euclidean space, 
then B = AA' is semi-definite since (xB, x) = (xAA', x) = 

(xA, xA) ~ O. We note also that B and A have the same null­
space; for it is clear that, if zA = 0, then zB = O. On the other 
hand, if zB = 0, then 0 = (zB, z) = (zA, zA), and this implies 
that zA = O. As a consequence of this remark we see that B is 
positive definite if and only if A is I-I. 

We shall now prove the following useful result: 

Theorem 11. Any semi-definite transformation B has a semi­
definite square root P (that is, p2 = B), and P is unique. 

Proof. The determination of a semi-definite P such that 
p2 = B is easy. We choose a Cartesian basis (1) Y2, "', Yn) 
such that YiB = PiYi and we know that the Pi are ~ O. Hence 
we can define P to be the linear transformation such that YiP 
= p/~Yi. Clearly p2 = B. Also since the matrix of P relative 
to a Cartesian basis is symmetric, P is symmetric. Finally 
since the characteristic roots p/" of P are non-negative, P is semi­
definite. To prove the uniqueness of P we arrange the charac­
teristic vectors of B in groups in such a way that the first nl are 
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those that go with the root Ph the next n2 are those that go with 
P2 (~Pl)' etc. Also we introduce the spaces 

~l = [Yh Y2, ... , Y"l]' ~2 = [Ynl+b Y"1+2, ... , Ynl+n2]' ... 

so that ~ = ~l E9 ~2 E9 ... E9 ~h (h = number of distinct char­
acteristic roots). If Ui is any vector in ~i' clearly UiB = PiUi. 

On the other hand, let U = Ul + U2 + ... + Uh where Ui e ~i, be 
any characteristic vector belonging to the root Pi, that is, uB = 
PiU. Then 

PiU = uB = (Ul + U2 + ... + uh)B = ulB + U2B + ... + UhB 

= PlUl + P2U 2 + ... + PhUh. 

Hence Ui = 0 if j ~ i and U = Ui e ~i. Thus we see that the 
space ~i is just the characteristic subspace of ~ corresponding 
to the characteristic root Pi of B. As we have seen the charac­
teristic subspaces of a linear transformation B are invariant with 
respect to any linear transformation C that commutes with B. 
If P is any linear transformation such that p 2 = B, then BP 
= PB and ~iP C ~i. Thus if P is semi-definite, then P induces 
a semi-definite transformation in each ~i. Now we can find a 
Cartesian basis (Wl (i), W2 (i), ••• , Wn,<i») for ~i such that Pw/ i ) 

= "fiW/i). Then Bw/ i ) = P2W/i) = 'YlW/i). Hence 'Yl = Pi 
and 'Yi = Pi'A. This shows that P coincides with the scalar mul­
tiplication by pi'A in the space ~i. Hence P is the mapping we 
constructed before. 

EXERCISES 

1. Show that any symmetric A whose negative characteristic roots have even 
multiplicities has a square root. 

2. Prove that any symmetric A has a unique symmetr;c cube root. 

9. Polar factorization of an arbitrary linear transformation. 
Evidently any real number can be written as a product of a non­
negative real number by one of the numbers 1, -1. This result 
can be generalized to linear transformations in Euclidean space 
as follows 

Theorem 12. Every linear transformation A in Euclidean space 
can be written as a product A = PO where P is semi-definite and 
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o is orthogonal. P is uniquely determined while 0 is unique if and 
only if A is 1-I. 

Proof. The proof is somewhat simpler in the important case 
in which A is 1-1; hence we consider this case first. We form 
the positive definite transformation B = AA' and its positive 
definite square root P. Set 0 = P-lA. Then 

00' = P-lAA'P-l = P-lBP-l = p-lp2p-l = 1 

and this shows that 0 is orthogonal. Since A = PO, the exist­
ence of the representation is established for A 1-I. 

The proof in the general case is basically the same as the fore­
going. Again we define B = AA', and we take P to be the semi­
definite square root of B. Our task is to determine an orthogonal 
transformation 0 such that A = PO. We define first a mapping 
of the space @5 = ~p into the space @5 l = 'iRA by specifying that 
xP ~ xA. If xP = yP, (x - y)P = 0 and (x - y)B = o. 
Since B = AA', this implies that (x - y)A = 0 so that xA = 
yA. This shows that our correspondence is single-valued. It is 
now clear that it is linear. Also this mapping preserves lengths 
of vectors, since 

(xA, xA) = (xAA', x) = (xB, x) 
and 

(xP, xP) = (XP2, x) = (xB, x). 

Now A, Band P have the same null space; hence they have the 
same rank. It follows that the orthogonal complements @5L and 
el l L have the same dimensionality = h. Now let (Uh U2, ••• , Uh), 

(Vh V2, ••• , Vh) be Cartesian bases for these spaces. Then the 
linear transformation of @5L into @5lL that sends Ui into Vi pre­
serves lengths. It follows that the mapping 

is an orthogonal transformation. Clearly xPO = xA for all x so 
that A = PO as required. 

If A = PO, AA' = P2. Hence P is necessarily a square root 
of the semi-definite transformation B = AA'. -"~ence P is unique. 
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If A is 1-1, it follows that 0 = P-1A is also unique. On the 
other hand, if A is not 1-1, then h > 0 in the above notation. In 
this case there are many choices available for the transformation 
of <61.. into <6 11.. and these give different determinations of an or­
thogonal transformation O. This completes the proof. 

In a similar manner we can establish a factorization A = 01P1 
where 0 1 is orthogonal and PI is semi-definite. This can also 
be deduced by applying Theorem 12 to A'. 

EXERCISES 
1. Decompose 

[1 -1 2] 
213 
1 0-5 

as a product of a positive definite matrix and an orthogonal matrix. 
2. Show that A = PO is normal if and only if PO = OP. 

10. Unitary geometry. Unitary geometry is the study of a vec­
tor space over the field of complex numbers relative to a positive 
definite hermitian scalar product (x, y). It is evident at the out­
set that this geometry will have the essential features of Euclidean 
geometry. On the other hand, we can expect some simplifica­
tions here due to the fact that the underlying field is algebraically 
closed. Consequently the theory of canonical matrices will be 
simpler than in the real case. It is not necessary to duplicate 
our previous discussion in all detail. In the main we shall be 
content to state the principal results and will give proofs only 
when new methods yield simplifications over the corresponding 
proofs in the Euclidean case. 

We suppose now that q, is the field of complex numbers and 
that (x, y) is a hermitian scalar product relative to the usual 
mapping a ~ a. Then we know that (x, x) is real for any x. 
We shall assume, moreover, that (x, y) is positive definite in the 
sense that (x, x) > 0 if x ~ O. This assumption implies that 
there exists a basis (Uh U2, "', Un) that is unitary in the sense 
that (Ui' Uj) = Oij, i, j = 1, 2, "', n. The passage from one 
unitary basis to another is given by a matrix (cr) that is unitary 
in the sense that 

(cr)(o-)' = 1 = (o-)'(cr). 
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These matrices constitute the unitary subgroup U(iP, n) of L(iP, n), 
iP the complex field. The Schmidt orthogonalization process holds 
and this enables us to carryover all of the results of § 1. The 
analogue of Theorem 1 is that, if (f3) is the matrix of a positive 
definite hermitian scalar product, then ((3) has the form (v) (ii') for 
a suitable triangular matrix (v) with complex elements. The ana­
logue of Theorem 2 is obtained by replacing the word "real" by 
"complex" and "orthogonal" by "unitary" in its statement. 

The transpose of a linear transformation A is defined as usual. 
If (Uh U2, •.. , un) is a unitary basis, then the matrix of A' is 
the conjugate transpose (a)' of the matrix of A. Thus A is 
hermitian, A' = A, if and only if (a) is hermitian; A is skew her­
mitian, A' = -A, if and only if (a) is skew hermitian; A is unitary, 
A'A = 1 = AA', if and only if (a) is unitary; and A is normal, 
AA' = A'A, if and only if (a)(a)' = (a)'(a). Skew hermitian 
transformations need not be studied as a separate case since their 
theory can be reduced to that of hermitian transformations by 
observing that, if A is skew hermitian, then iA (i2 = -1) is her­
mitIan. This follows from the fact that the transpose of the 
scalar multiplication x ~ JlX is the scalar multiplication x ~ fiX. 

Hence x ~ ix is skew hermitian and, since it commutes with 
A, iA is hermitian. 

Suppose now that A is hermitian and let P be a root of the 
characteristic polynomial. Let y be a corresponding characteris­
tic vector. Then 

p(y, y) = (py, y) = (yA, y) = (y, yA) = (y, py) = (y, y)p. 

Since (y, y) ~ 0, this implies that p = P is real. We normalize 
y to obtain a multiple Y1 such that (Yh Y1) = 1. Then also Y1A 
= PlYh P = Pl· If @5 is any subspace, we denote the orthogonal 
complement consisting of the vectors y' such that (y, y') = 0 
for all y e @5 by @5l.. This space is a complement of @5 and, if @5 

is invariant under A, then so is @5l.. If we apply this remark to 
@5 = [Yd, then we see that m = [Yd EB [Y1]l. and that [ydl. A C 

[Y1]l.. Hence we can find a real number P2 and a vector Y2 in 
[Ydl. such that Y2A = P2Y2. Next we write m = [YhY2] EB 
[Yh Y2]\ and we repeat the argument with [Yh Y2]1". This leads 



192 EUCLIDEAN AND UNITARY SPACES 

finally to a unitary basis relative to which the matrix of A is 

where the Pi are real. 

Theorem 13. If (a) is a complex hermitian matrix, there exists 
a unitary matrix (0-) such that (q)(a)(q)-l is a real diagonal matrix. 

Evidently a similar result holds also for skew-hermitian matrices. 
As in the Euclidean case we may prove next that, if w is a set of 
commutative hermitian and skew-hermitian matrices, then there 
exists a single unitary matrix (q) such that every (q) (a) (q) -1 is 
diagonal for every a in w. This leads as before to Theorem 13, 
wi th the word "real" omitted, for normal rna trices and conse­
quently also for unitary matrices. For the latter the character­
istic roots are of absolute value 1. This follows from 

I P 12(y, y) = (yA, yA) = (y, y) 

if yA = py. The principal theorem on unitary matrices can 
also be derived directly by using the same argument that we 
used in the hermitian case. The important remark is that, if ~ 
is a subspace invariant under a unitary transformation, then the 
orthogonal complement ~.L is also invariant. 

If A is a hermitian linear transformation, the associated bi­
linear form (xA, y) is hermitian; for 

(yA, x) = (y, xA) (xA, y). 

It follows that (xA, x) is real for any x. Now as in the Euclidean 
case we define A to be positive definite (semi-definite) if (xA, x) 
> 0 (~o) for all x ~ o. The discussion that we gave in the 
Euclidean case can be carried over without change. Thus we 
can prove that any semi-definite transformation has a unique 
square root. As before, this can be used to establish the polar 
factorization. Every linear transformation in unitary space can be 
written as A = PU where P is semi-definite and U is unitary. P 
is unique and U is unique if and only if A is 1-1. 
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We shall prove now another theorem that is applicable to arbi­
trary linear transformations and matrices in a unitary space. 
This is the following 

Theorem 14. If (a) is a matrix with complex elements, then 
there exists a unitary matrix (0') such that (O')(a)(O')-l is triangular. 

Proof. In order to prove this we let A be the linear transfor­
mation whose matrix relative to some unitary basis (Vb V2, "', 

vn) is the given matrix (a). If P1 is a characteristic root, there 
exists a vector Y1 such that (Yb Y1) = 1 and Y1A = P1Y1' We 
can find a unitary basis (Yb Y2, "', Yn) that includes the vector 
Y1' Then, since Y1A = P1Yb the matrix of A relative to this 
basis is 

P1 0 0 

P21 P22 P2n 

(19) (fj) = 

Pnl Pn2 Pnn 

If ("") is the matrix of (Yb Y2, •. " Yn) relative to (Vb V2, "', vn), 

then ("") is unitary and ("")(a)(,,,,)-l is the matrix (m of (19). We 
may now assume that there exists a unitary matrix (p) of n - 1 
rows and columns such that 

[
P22 

(p) • 

Pn2 

fP2 P2n 

.J (p)-l = 

Pn.. l * 
Then the matrix (r) = [1 0] is unitary and o (p) 

Pl 

P2 

* 
where (0') = (r)(",,) is unitary. 

o 

Pn 

o 

Pn 
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EXERCISES 

1. Show that Theorem 14 holds for any set w of commutative complex ma­
trices. 

2. What is the analogue of Theorem 14 in the real case? 
3. Show that a triangular matrix is normal if and only if it is diagonal. Use 

this to prove the theorem on canonical forms for normal matrices with complex 
elements. 

11. Analytic functions of linear transformations. In treating 
analytic questions on matrices we shall take as our point of de­
parture the notion of convergence of sequences of matrices. If 
{ (a(k»)}, k = 1, 2, 3, "', is an infinite sequence of matrices in 
lPn, IP the field of complex numbers, we say that { (a(k»)} converges 
to (a), (a(k») ---+ (a), if the sequence of complex numbers ai/k) ---+ 
aij for every i, j = 1, 2, "', n. The limit matrix (a) is unique 
since this is the case for sequences of complex numbers. Using 
our definition of convergence it is clear that addition and multi­
plication of matrices are continuous functions, that is, if (a(k») 
---+ (a) and ({j(k») ---+ (m, then 

(20) 

(21) 

(a(k») + ({j(k») ---+ (a) + (m 

(a(k»)({j(k») ---+ (a)(m. 

To convince ourselves of the validity of these basic rules we have 
only to observe that the (i,j) element of the sum (product) of 
two matrices is a continuous function of the 2n2 coordinates 
aii> (jij. An important special case of (21) is that, if (a(k») ---+ (a) 
and (p.) is non-singular, then 

(22) 

The last result can be used to define convergence for linear 
transformations. Let {Ak }, k = 1, 2, .. " be an infinite sequence 
of linear transformations in mover IP and let (a(k») be the matrix 
of Ak relative to a basis (el) e2, .. " en) of m. We shall say that 
{Ak} converges to the linear transformation A, Ak ---+ A if 
(a(k») ---+ (a) where (a) is the matrix of A. Because of (22) it 
is clear that the condition Ak ---+ A is independent of the choice 
of basis in m. 



EUCLIDEAN AND UNITARY SPACES 195 

We shall now consider power series in a linear transformation. 
As for ordinary series, we assign a meaning to 

(23) 'Y01 + 'Yu1 + 'Y2A2 + .. " 'Yi in <1>, 

if the sequence of partial sums {S k}, 

Sk = 'Y01 + 'YIA + ... + 'YkAk 

converges. The limit of {Sd is called the sum of (23), and we 
write 

'Y01 + 'YIA + 'Y2A2 + ... = S. 

The principal result we wish to prove is the following 

Theorem 15. Let 'Yo + 'YIA + 'Y2A2 + ... be an ordinary power 
series with radius of convergence r. Then the power series (23) 
converges for every linear transformation A whose characteristic 
roots Pi satisfy I Pi I < r. 

Proof. We choose a coordinate system relative to which the 
matrix of A has the classical canonical form 

where each diagonal block has the form 

P 

1 P 

(24) 
1 P 

1 P 

P a characteristic root. Evidently the matrix of Am has the same 
block form as that of A. Moreover the block that is in the same 
position as (24) is 
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(7) pm-l pm 

(~) pm-2 (7) pm-l pm 

This is immediate if we write (24) as pI + z where 

zJ~ 0 

1 1 0 

J 1 

and we note that 

0 
0 

0 0 
0 0 

0 0 0 
Z2 = 

1 0 0 
Z3 = , 1 0 

0 1 

1 0 0 
0 0 

0 

0 1 0 0 0 

etc. Hence if Sk(X) denotes the kth partial sum of SeX) = 'Yo 
+ 'YIX + 'Y2X2 + .. " then a typical block of the matrix of 
Sk(A) is 
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If I P I < r, Sk(P), Sk'(p), ... converge to S(p), S'(p), ... , respec­
tively. Hence the matrix sequence determined by {Sk(A)} con­
verges to the matrix with typical diagonal block 

S(p) 0 

S'(p) S(p) 0 

(25) S"(p) 
S'(p) S(p) 

2! 

Consequently {Sk(A)} converges. 
An important special case is the exponential function 

exp A = 1 + A + A2/2! + ... 
which is defined for all A. A rna trix of exp A has the diagonal 
block form with blocks 

expp 

exp p exp p 

expp 

2! 
exp p exp p 

This formula can be used to calculate det (exp A). We find that 

det (exp A) = exp PI exp P2 ... exp Pn = exp (~Pi) 

where Ph P2, ... , Pn are the n characteristic roots. Hence 

(26) det (exp A) = exp (tr A) 

where tr A as usual denotes the trace of A. 
Power series in A are particularly easy to handle if A is a nor­

mal linear transformation; for in this case we can find a unitary 
basis for our vector space such that the matrix of A has the 
canonical form 

(27) 
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Then if SeX) = 'Yo + 'YIX + 'Y2X2 +. .. is a power series with 
radius of convergence r > 1 Pi I, i = 1, 2, ... , n, SeA) is defined 
and this linear transformation has the matrix 

relative to the given unitary basis. Since seA) has a diagonal 
matrix relative to a unitary basis, this transformation is normal. 

If U is unitary, the Pi in (27) are of absolute value 1. Hence 
Pi = exp -v=Ioi , Oi real. Let H be the linear transformation 
with matrix 

relative to our unitary basis. Then H is hermitian, and our con­
siderations show that 

(28) U = exp (iH). 

This result in conjunction with the polar factorization shows that 
every linear transformation has the form 

(29) A = P exp (iH) 

where P is a (positive) semi-definite hermitian transformation 
and H is hermitian. This factorization obviously generalizes the 
factorization a = 1 a 1 exp (iT]), T] real, of any complex number. 

EXERCISES 

1. Prove that a linear transformation A is positive definite hermitian if and 
only if A = exp H for some hermitian H. 

2. Show that, if the characteristic roots of A are of absolute value < 1, then 
log (1 + A) = A - A2/2 + £6/3-··· is defined. Prove that exp (log (1 + A)) 
= 1 +A. 

3. Prove that Ale ~ 0 if and only if all the characteristic roots of A are of 
absolute value less than 1. 

4. Prove that the sequence of powers {A"} of A possesses convergent sub­
sequences if and only if 1) I pi::; 1 for every characteristic root p and 2) the 
elementary divisors corresponding to the roots of absolute value 1 are simple. 



Chapter 1711 

PRODUCTS OF VECTOR SPACES 

In this chapter we consider a process for forming out of a pair 
consisting of a right vector space m' and a left vector space @:5, 

a group m' X @:5 called the direct product of the two spaces. The 
product m' X @:5 is a commutative group, but in general there is 
no natural way of regarding this group as a vector space. Our 
process does lead to a vector space if one of the factors is a two­
sided vector space. We define this concept here, and we remark 
that, if A = cp is a field, then any left or right space can be re­
garded, in a trivial fashion, as a two-sided space. This leads to 
the defini tion of the Kronecker product of two vector spaces over 
a field. We also discuss the elements of tensor algebra, and we 
consider the extension of a vector space over a field cP to a vec­
tor space over a field P containing CPo Finally we consider the 
concept of a (non-associative) algebra over a field, and we define 
the direct product of algebras. 

1. Product groups of vector spaces. A bilinear form g(x,y') 
connecting a left space and a right space may be regarded as a 
type of product of pairs of vectors, one chosen from each space, 
giving a result g(x, y') in A. The basic properties of this prod­
uct are the distributive laws and the homogeneity: 

(1) g(OI.X, y') = OI.g(x, y'), g(x, y' 01.) = g(x, y')OI.. 

The fundamental concept of the present chapter is that of another 
kind of a product that we shall now define. 

Let m' be a right vector space and @:5 a left vector space over 
the same division ring A. Let'.l3 be a commutative group (opera-
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200 PRODUCTS OF VECTOR SPACES 

tion written as +) and suppose that, for each pair of vectors 
x', y, x' e ln', y e @5, there is associated a unique element x' X 
y e 113. Then we shall say that 113 is a product group of ln' and @5 

relative to the product X if 

1. (Xl' + X2') X y = Xl' X Y + X2' X Y 
X' X (YI + Y2) = X' X YI + X' X Y2· 

2. x' a X Y = x' X ay. 
3. Every element of 113 has the form "1;x/ X Yi. 

We remark first that a non-zero bilinear form is a product of 
the present type if and only if A = <I> is commutative. Thus if 
we adopt the present notation and write x' X y for gCy, x'), then 
by (1), 

X' X ay = a(x' Xy), x'a Xy = (x' Xy)a. 

On the other hand, x' X ay = x' a X y. Hence 

a(x' X y) = (x' X y)a. 

Now if the form is not the zero form, then it takes on all values 
in A. Hence the above equation shows that A is commutative. 
The converse is clear. 

We shall give next a way of forming a product group for any 
pair of vector spaces ln' and 0. We take first a left vector space 
1n dual to ln', and we suppose that this duality is given by the 
non-degenerate bilinear form g(x, y'), X e ln, y' e In'. For value 
group 113 we take the group 2(ln, @5) of linear transformations of 
1n into @5. Finally we define x' X y for x' in ln' and y in @5 to 
be the linear transformation 

(2) X ~ g(x, x')y. 

Then 1. and 2. are immediate. Also we have seen (Chapter V, 
§ 5) that any linear mapping of 1n into @5 has the form 

(3) 

Hence according to our definition it is a sum "1;x/ X Yi. This 
proves 3. 
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For any product we can prove as usual the rules: 

o Xy = 0 = x' X 0 

(-x') Xy = -(x' XY) = x' X (-y). 

201 

Suppose next that Cit, f2' ... , f m) is a basis for ®. Then any 
y = T,f3di and hence x' X y = T,x' X f3di = T,x' f3i X fi. I t fol­
lows that any element of 113 can be written in the form T,x/ X fi. 
Similarly, if (e/, e2', ... , en') is a basis for m', then any element of 
113 can be written as T,e/ X Yi, Yi in ®. We shall call 113 a direct 
product of m' and ® if uniqueness holds for each of these ways of 
writing an element. A somewhat better way of putting this is 
the following. The group 113 is a direct product of m' and ~ rela­
tive to X if 

4. (a) T,x/ X Yi = 0 implies that either the Yi are linearly de­
pendent or that all the x/ = 0; 

(b) T,x/ X Yi = 0 implies that either the x/ are linearly de­
pendent or that all the Yi = o. 

The group ~(m, ®) is a direct product in this sense. Suppose 
that T,x/ X Yi = o. Then by definition of the product this 
means that T,g(x, X/)Yi = 0 for all x. If the Yi are linearly inde­
pendent, we have g(x, xl) = 0 for all x. Hence by the non­
degeneracy of the form, x/ = 0 for all i. On the other hand, 
suppose that the x/ are linearly independent. Then we know 
that we can find a set of Xi such that g(xj, x/) = Oji. Then every 

Yj = T,g(Xh X/)Yi = O. 

A direct product of m' and ® is the "most general" kind of 
product of these two spaces; for we have the following 

Theorem 1. Let 113 be a direct product of m' and ~ relative to 
X and let 1131 be any product of these same spaces relative to the 
multiplication X 1. Then the mapping T,x/ X Yi -7 T,x/ X 1 Yi is 
a homomorphism of 113 onto 1131. 

Proof. Suppose we have two ways of writing an element 
z e 113 as a sum of products. We can suppose that these are 

m q q 

Z = L: x/ X Yi = L: (-x/) X Yj· Then L: x/ X Yk = O. Let 
1 m+1 1 
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us express the Yi in terms of a set of linearly independent ele­
ments j1> j2, ... , jT (a basis, for example). Then Yk = "'J:.akdl 
and 

o = "'J:.Xk' X Yk = 1: Xk' X 1: akdl 
k I 

= ~ (~x/akz) Xjz. 

Hence "'J:.xk'akz = 0 for! = 1, 2, ... , r. This implies that in 1.j31 

we have the relation ~ (~xk'akZ) X IjZ = O. By retracing the 

steps we can conclude that "'J:.Xk' Xl Yk = 0 in 1.j31. Hence the 
m q 

two formally distinct images 1: x/ Xl Yi and 1: (-X/) Xl Yi of 
1 m+l 

Z are equal. This, of course, means that the correspondence 

"'J:.x/ X Yi ~ "'J:.x/ X1Yi 

is single-valued. It can now be verified directly that this map­
ping is a homomorphism of I.j3 onto 1.j31. 

Suppose now that 1.j31> too, is a direct product. Then the argu­
ment that we have given shows that "'J:.x/ Xl Yi = 0 implies that 
"'J:.x/ X Yi = o. Thus the kernel of the homomorphism is 0, and 
hence the homomorphism is an isomorphism. This proves 

Theorem 2. Ij I.j3 and 1.j31 are direct products oj lR' and 0, then 
the "natural" mapping "'J:.x/ X Yi ~ "'J:.x/ Xl Yi is an isomorphism. 

This result shows that there is essentially only one direct prod­
uct of two given vector spaces. We may therefore speak of the 
direct product and we denote this group as lR' X ~. 

EXERCISES 

1. Write any vector in lR' as an nl X 1 matrix and any vector in ~ as a 1 X n2 
matrix. Let scalar multiplication in lR' and 0 be respectively right and left 
multiplication of coordinates. Show that the group of nl X n2 matrices is a di­
rect product of lR' and 0 relative to x' X y = x'y the ordinary matrix product. 

2. Show that either of the conditions in 4. implies the other. [Hint: note that 
only one of these is used to prove Theorem 1.] 

2. Direct products of linear transformations. We shall now 
consider an important generalization of Theorem 1. As in that 
theorem we let I.j3 = lR' X 0, but for the second group we now 
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take any product ,01 of the right space U' by the left space 58 
(both over A). Suppose A' is a linear mapping of m' into U' and 
B is a linear mapping of ~ into 58. Then we assert that the 
mapp1ng 

(4) 

is a homomorphism of ~ into ,01. The proof is obtained by re­
peating the argument used to prove Theorem 1. Thus, we have 
to show that a relation ~x/ X Yk = 0 implies ~xk'A' Xl ykB = O. 
As before, we write Yk = ~akdl where the j's are independent. 
Then we obtain ~xk'akl = o. Hence also ~(xk'A')akz = 0 by the 
linearity of A'. Then 

o = L (xk'A')akl X1!IB = L Xk'A' Xl L akl(fzB) 
k k Z 

= L xk'A' Xl LykB 
k k 

by the linearity of B. The rest of the proof is an exact repetition 
of the previous one. 

Theorem 1 is obtained from the present result by specializing 
U' = m', 58 = ~, A' = 1, B = 1. Another important special 
case is that in which U' = m', 58 = ~ and ,01 =~. Here we see 
that, if A' is any linear transformation in m' and B is any linear 
transformation in ~, then the mapping defined by (4) is an endo­
morphism in the direct product~. We shall call this the direct 
product of A' and B, and we denote it as A' X B. It is immediate 
from the definition that the direct product A' X B is distributive: 

(5) (A1' + A2') X B = A 1' X B + A 2' X B 

A' X (B1 + B2) = A' X B1 + A' X B2, 
and that 

(6) (A' X B)(C' X D) = A'C' X BD. 

If we now use l' to denote the identity mapping in m' and 1 
that in ~, then clearly l' X 1 is the identity in~. We note also 
that by (6) any A' X B can be factored as 

(7) A' X B = (A' X 1)(1' X B) = (1' X B)(A' Xl). 
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EXERCISES 

1. Let \lOR, @5) be the group of linear mappings of minto @5 and regard \l as a 
product of m' and @5 in the manner defined in § 1. Show that, if A' is a linear 
transformation in m' and B is a linear transformation in @5, then the mapping 
A' X Bin \l = m' X @5 is identical with L ~ ALB where L is a general element 
of \l and A is the transpose in m of A'. 

2. Let ~ = lR' X @5 and let im be the totality of endomorphisms T,A/ X Bi 
where Ai' is a linear transformation in lR' and Bi is one in @5. Show that im is a 
subring of the ring of endomorphisms of ~ = m' X @5. 

3. Show that the subset of elements of the form I' X B is a subring ofim iso­
morphic to \l(@5, @5) and that the subset of elements of the form A' X 1 is a 
subring isomorphic to \l(lR', lR'). 

3. Two-sided vector spaces. The process that we have given 
of "pasting together" two vector spaces to form their direct 
product has the serious defect that the final result is not a vec­
tor space but only a group. To get around this difficulty we are 
led to consider two-sided vector spaces instead of the one-sided 
ones that we have studied hitherto. We define such a system to 
consist of a commutative group m, a division ring Ll, and two 
functions aX and xa which satisfy the conditions for left and 
right scalar multiplication respect:vely, and that, in addition, 
satisfy the associative law 

(8) (ax)f3 = a(x{3) 

for all a, f3 to Ll and all x to m. Thus our assumptions are that lR 
is at the same time a left and a right vector space and that any 
right (left) scalar multiplication is a linear transformation in m 
regarded as a left (right) vector space. 

If Ll = <P is a field, any right vector space can be regarded as 
a left vector space. One merely has to set Xa = aX. Hence in 
dealing with vector spaces over fields we can suppose that all of 
these are left vector spaces. On the other hand, we can also 
consider these vector spaces as special types of two-sided spaces 
in which the left multiplication and the right multiplication de­
termined by any a to Ll are identical. This "trivial" type of 
two-sided vector space is the one that will be our main concern 
in the remainder of this chapter. It is not difficult to construct 
other, non-trivial, types of two-sided vector spaces. We give one 
example here. 
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Example. Let m be an n-dimensional left vector space over a field til and let 
(el, e2, ... , en) be a (left) basis for m. Let SI, S2, ••• , Sn be automorphisms in 
til and define the right multiplication by a e til to be the linear transformation 
in the left space m defined by the matrix 

diag {aBl, a B2, ••. , a Bn}. 

Then e;a = aB"e; and (~~,ei)a = ~~iaB"ei. Since 

ei(a + (3) = (a + (3)B"ei = aB"e, + (3B;ei = eia + ei{3 

ei(a{3) = (a{3)B"ei = a B"{3B"e, = a B"(ei{3) 

= (aBie,){3 = (e.-a){3, 

eil = ei, 

m is a right vector space over til. Since the right multiplications are linear 
transformations in m as left space, (8) holds. Hence m is a two-sided vector 
space. 

Suppose now m is any two-sided vector space over a division 
ring d and @?S is a left vector space over d. We can form the 
direct product ~ = m X @?S obtained by regarding m as a right 
vector space. Since the mapping x -+ aX is a linear transfor­
mation in m regarded as a right vector space, we know that the 
mapping 2;Xi X Yi -+ 2;aXi X Yi, Xi e m, Yi e @?S, is an endomor­
phism in~. We now set 

(9) a2;Xi X Yi = 2;CXXi X Yi, 

and we can verify that, relative to this scalar multiplication, ~ 
is a left vector space over d. 

We shall now show that the (left) dimensionality dimz ~ is 
the product of the left dimensionality of m and the left dimen­
sionality of @?S. Thus, let (el) e2, ... , en) be a left basis for m and 
let (fh 12, ... , f m) be a left basis for @?S. Any X e m can be wri t­
ten as 2;~iei and any Y e @?S can be written as 2;Tlifi. Hence 

X X Y = 2;~iei X Tlifi = 2;(~iei)71i X 1i 

= 2: 2: (~iei)71i X fi' 
i i 

On the other hand, the vectors 2: (~iei)71i belong to m. Hence 
i 

we have 2: (~iei)71i = 2: JJ.jkek. Hence 
i k 

X X Y = 2: (2: JJ.ikek) Xfi = 2: JJ.jk(ek Xli)· 
i k i,k 
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This proves that any vector in $ is a left linear combination of 
the vectors ei X ij. Suppose next that ~'Yij(ei X ij) = o. Then 
o = ~('Yijei) Xij = ~ (~'Yijei) Xij. Since the j's are lin-

early independent, this gives L: 'Yijei = 0; j = 1, 2, ... , m. 
i 

Hence each 'Yij = O. 
A similar discussion applies if m is a right space over .6. and 

el is two-sided. Here $ = m X el can be turned into a right 
space over .6. by defining 

(to) 

Also the product relation for right dimension ali ties holds. 
If both m and 0 are two-sided vector spaces over .6., then by 

using (9) and (to) we can convert $ into a left and a right vec­
tor space over.6.. As we have seen, any left multiplication de­
fined in this way commutes with any right multiplication. Hence 
$ is a two-sided vector space. 

I t is natural to define a linear transformation of one two-sided 
vector space m into a second one el to be a mapping of minto 0 
which is linear for the left vector spaces m, el and is linear also 
for the right vector spaces m, 0. Similarly, m and 0 are con­
sidered as equivalent if there exists a 1-1 linear transformation of 
m onto el. 

Suppose now that m, el and ~ are three two-sided .6.-spaces 
and consider the two-sided space m X (el X ~) where the X here 
indicates the direct product regarded as a two-sided space in the 
manner indicated. It is clear that any element of this space has 
the form ~Xi X (Yi X Zi), Xi e m, Yi e el, Zi e ~. Similarly any 
element of (m X el) X ~ has the form ~(Xi X Yi) X Zi. We now 
wish to show that the rule ~Xi X (Yi X Zi) ~ ~(Xi X Yi) X Zi 
defines a 1-1 linear transformation ofm X (el X ~) onto (m X 0) 
X~. For this purpose assume that we have a relation ~Xi X 
(Yi X Zi) = 0 in m X (el X ~). Then we can write Xi = ~ejaji 
and Zi = ~{3ikgk where the e's are right linearly independent and 
the g's are left linearly independent. If we substitute in our rela­
tion we obtain 

o = L: ej X L: aji(Yi X Zi) = L: ej X L: (ajiYi X Zi). 
j i j i 
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Hence L OljiY. X Zi = 0 for j = 1,2, .... Then 
i 
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Hence L (OljiYi){3ik = 0 for all j, k. Thus L Olji(Yi{3ik) = 0 and 
i i 

this in turn implies that 

o = ~ ej X ~ Olii(Yi{3ik) = ~ (~ eiOlii) X Yi{3.k 
3' , 3 

= L Xi X Yi{3ik • 

• 
Similarly this relation yields the relation ~(Xi X Yi) X Zi = o. A 
direct verification now shows that the correspondence 

~Xi X (Yi X Zi) ~ ~(Xi X Yi) X Zi 

is a linear transformation of m X (~ X ~) onto (m X ~) X ~. 
Moreover, by symmetry, the kernel of this mapping is 0; hence 
it is an equivalence. Because of this equivalence we need not 
distinguish between the two direct products m X (~ X ~) and 
(m X ~) X~. We therefore use the notation m X ~ X ~ for 
either of these products, and we shall call this space the direct 
product of the three spaces m, ~,~. Also we write X X Y X Z 

for either of the products x X (y X z) or (x X y) X z. 
In a similar fashion we can define direct products of more than 

three two-sided spaces: Any two direct products obtained by 
taking m, ~, ... , U in this order and associating the factors are 
equivalent under a natural equivalence of the type given for three 
factors. We can therefore denote any of the resulting product 
spaces as m X ~ X ... X U. The product of vectors in this space 
will be written as x X Y X· .. X u. 

EXERCISES 

1. Let a ~ a 8 be an isomorphism of the field <I> into itself and let m be a left 
vector space over <1>. Define xa = a8x and verify that this turns m into a two­
sided vector space. Show that if the subfield <1>8 of image elements a 8 is properly 
contained in <1>, then the left and the right dimension ali ties of m over <I> are dif­
ferent. 

2. Let m be a two-sided vector space over t:.. such that the left and the right 
dimension ali ties over t:.. are finite and equal. Prove that there exists a set of 
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vectors f1, (2, "', en which is at the same time a left basis and a right basis for 
m averil, 

€; X m be defined a~ in Ex. 1 with S an automorphism in cP and let €; be a 
vector space of th is type defined by the <iutomorphi;m T. Show that, if ST ~ 

TS, then ~ X @5 is not equivalent to @5 X m. 
4. The Kronecker product. In the remainder of this chapter 

we shaH Suppose that Ll = ~ is a field. Moreover, we shall be 
interested. only in one-sided spaces and we shall write all of these 
as left spaces. The conjugate space of a space m will be denoted 
as usual as m*, but this, too, will be regarded as a left vector 
space. 

Suppose now that m and @5 are two spaces over~. We con­
sider m and @5 momentarily as two-sided vector spaces in the 
trivial \vay that exx = Xex for all ex and x, and we form the direct 
product m X @5. This is a two-sided vector space, too, but of the 
trivial sort since 

ex(~Xi X Yi) = ~exXi X Yi = ~Xiex X Yi = ~Xi X exYi 

= ~Xi X Yiex = ~(Xi X Yi)ex. 

Hence we may regard m X @5 simply as a left vector space. The 
(left) vector space thus obtained is called the Kronecker product 
of m and @5. Of the equations above, the significant ones from 
the point of view of left vector spaces are 

C«~Xi X Yi) = ~exXi X Yi = ~Xi X exYi. 

Thus, the space lIt X 0 is characterized by the following proper­
ties: There is defined a product x X Y em X @5 for every x e m 
and y e @5 such that 

1'. (Xl + X2) X Y = Xl X Y + X2 X Y 
X X (Y1 + Y2) = X X Yl + X X Y2' 

2'. ex(x Xy) = aX Xy = X X exy. 
3'. Every element of m X @5 is of the form ~Xi X Yi, Xi e m, 

Yi e @5. 

4'. (a) ~Xi X Yi = 0 implies that either the Yi are linearly 
dependent or all the Xi are O. 

(b) ~Xi X Yi = 0 implies that either the Xi are linearly 
dependen t or all the Y i are O. 
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The foregoing discussion has established the existence of the 
Kronecker product of any two (finite dimensional) vector spaces. * 
Most of the results which we have obtained are applicable in the 
present situation. In particular, we recall that dim (~ X @:l) = 
dim ~ dim @:l. We shall now show that this equation can be used 
as a substitute for the independence conditions 4'.; for we have 
the following 

Theorem 3. Let~, @:l and ~ be vector spaces over a field <I> and 
suppose that there is defined a product x X y, x e ~,Y e @:l, x X Y e ~, 
such that 1'., 2'. and 3'. hold. Then ~ is a Kronecker product of 
~ and @:l if and only if dim ~ = dim ~ dim @:l. 

Proof. The necessity of this condition has already been proved. 
Conversely, let dim ~ = dim ~ dim @:l. Let (el) e2, "', en) be 
a basis for ~ and let (ft, f2' "', f m) be a basis for @:l. Then it 
follows easily that the vectors ei X fi are generators of~. Since 
their number is nm, they constitute a basis. Now suppose that 
el) e2, "', er are any linearly independent vectors in~. Then 
we can suppose that these are part of a basis for~. If 2;ei X Yi 

= 0, we can write Yi = 2;{Ji;]i and we obtain 2;{Jiiei X fi = O. 
Hence each {Jii = 0, and this means that each Yi = O. In a simi­
lar manner we establish the second independence condition. 

We have seen that direct multiplication of two-sided vector 
spaces is associative and, in particular, this holds for Kronecker 
products. Thus, if ~, @:l and 1: are three vector spaces over a 
field, then we have the natural equivalence 2;Xi X (Yi X Zi) ~ 
2;(Xi X Yi) X Zi of ~ X (@:l X 1:) onto (~ X @:l) X 1:. We there­
fore identify these two spaces and we identify the elements 
2;Xi X (Yi X Zi) and 2;(Xi X Yi) X Zi. Also as before we may 
simplify our notation and write ~ X @:l X 1: and x X Y X z. 
More generally we can define the Kronecker product ~ X @:l X 
... X U of any finite number of spaces and denote its elements as 
2;x X Y X··· Xu. 

Direct multiplication of two-sided spaces is not in general com­
mutative (cf. Ex. 3, p. 208). However, in the special case of 
Kronecker products the commutative law does hold. In fact, we 

* As we shall see in Chapter IX, it is easy to carry this over to infinite dimensional 
spaces. 
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can show that the rule ~Xi X Yi ~ ~Yi X Xi defines an equiva­
lence of lR X 0 onto ® X lR. The proof of this result follows the 
pattern of our other proofs: By expressing the Xi and the Yi in 
terms of linearly independent elements we can show that ~Xi X 
Yi = ° holds if and only if ~Yi X Xi = 0. The remainder of the 
argument is a verification. More generally the Kronecker prod­
uct lR co X lR (2) X· .. X lR cs ) is equivalent to lR(i!) X lR(h) X· .. 
X lRu,) for any permutation UI,j2, .. ',js) of (1,2, "', s). The 
mapping ~x/o X xP) X··· X x/s) ~ ~XiUl) X Xi(2) X··· X 
x/i.) is an equivalence. 

The notion of the Kronecker product of vector spaces leads to 
the definition of the useful concept of a free (associative) algebra. 
To define this concept we begin with an arbitrary vector space 
lR over a field <I> and we introduce the Kronecker products lRoi 
= lR X lR X· .. X lR (i factors). Also we adopt the convention 
that lRol = lR and lRoo = <1>; hence lRoi is defined for all i = 0, 1, 
2, .... By the above remarks on associativity lRoi X lRi = 

lRoi+i if i, j ~ 1. Hence any xCi) e lRoi, x(j) e lRi determine a 
vector XCi) X XU) of lRoi+j. If either i = ° or j = 0, then we 
define XCi) X xCj) to be the product of xU) (or XCi» by the field 
element XCi) (or xU». We now form the direct sum tJ of the spaces 
lRoi. This space can be defined to be the set of sequences x = 
(x CO ), xCl), x (2 ), ... ) where XCi) e lRoi and XCi) = ° for i sufficiently 
large. We consider x = Y == (yC0l, yCll, y(2), ... ) if and only if 
XCi) = yCi) for all i. For arbitrary x and y we define 

x + y = (x CO) + yCO), xCl) + yCO, •.. ) 
(11) 

aX = (ax(O) axCl) ax (2 ) ••• ). , , , 

Then it is clear that tJ is a vector space. If we identify the vec­
tor (0 '" ° XCi) ° ... ) with XCi) then any vector in n: can be , "" , u 

00 

written in one and only one way as L XCi) where xCi) = ° for i 
i=O 

sufficiently large. If the ij are distinct and XCi;) ~ 0, then these 
vectors are linearly independent. It follows that, if m ~ 0, then 
tJ is infinite dimensional. 
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We now introduce a multiplication X in ~ by defining (~X(i» 
X (~y(j» = ~ZCk) where 

(12) ZCk) = xCO) X yCk) + xCI) X yCk-l) + ... + x Ck) X yeo). 

It is easy to verify that ~ is an associative algebra. We shall call 
this algebra the free (associative) algebra based on the vector 
space In. 

EXERCISES 

1. Show that, if In is a one-dimensional space, then ~ is essentially the poly­
nomial algebra in one indeterminate (transcendental element) over <P. 

2. Let ~ be the free algebra based on an n dimensional vector space In and let 
m be the (two-sided) ideal in ~ generated by the vectors x X y - y X x, x andy 
in In. Show that ~/m is essentially the polynomial algebra in n algebraically in­
dependent transcendental elements. 

3. Let ~ be as in Ex. 2. Assume the characteristic of <P :;t. 2 and let ~ be the 
ideal in ~ generated by the vectors x X y + y X x, x, y in In. Then ~/~ is 
called the Grassmann (or exterior) algebra based on In. Show that dim ~/~ = 2n. 

4. If In, 0, .. " U are vector spaces over <P, we define a multilinear Junction on 
In,0, .. " U as a functionJ(x, y, .. " u), x e In, y e 0, .. " u e U, with values in 
<P, such thatJ is a linear function of anyone of the arguments for fixed values of 
the remaining ones. Show that this concept is equivalent to that of linear func­
tion on In X 0 X· .. X U by proving: 1) if] is multilinear, then ~Xi X Yi X· .. X 
Ui -t ~J(Xi,Yi, .. " Ui) is an element of the conjugate space of In X 0 X· .. X U; 
and 2) if] is a linear function on In X 0 X· .. X U, then the con traction of J to 
the subset of vectors of the form x X y X·· . X u is a multilinear function. 

5. Let g(x), hey), "', k(u) e In*, 0*, "', U* respectively. Show that 
J(x,y, .. " u) == g(x)h(y) ... k(u) is multilinear. LetJ also denote the associated 
element of (In X 0 X· .. X U)* and show that the rule ~g X h X· .. X k -t ~J 
defines an equivalence of In* X 0* X· .. X U* onto (In X 0 X· .. X U)*. 

5. Kronecker products of linear transformations and of ma­
trices. If A is a linear transformation in In and B is one in 0, 
then we know that ~Xi X Yi ~ ~xiA X YiB is a group homo­
morphism in In X 0. It is evident also that this mapping com­
mutes with the scalar multiplications; hence it is linear. We 
shall call this mapping the Kronecker product A X B of A and B. 
In a similar manner we can define the Kronecker products A X 
B X· .. X D of a number of linear transformations. We shall 
now show that, relative to Kronecker multiplication, the vector 
space 2(ln X 0, In X 0) of linear transformations in In X 0 is a 
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Kronecker product ~(ln, In) X ~(~, 0). Equation (5) shows that 
the distributive laws hold. Also 

(x X y)(a(A X B)) = (xA X yB)a = (xA)a X yB 

= x(Aa) X yB. 

Hence a(A X B) = aA X B and similarly a(A X B) = A X aBo 
Next let (el) e2, ... , e,.) be a basis for In and (fl, j2, "', jm) a 
basis for~. Then the nm vectors ei X jj form a basis for In X ~. 
Let Eii' ,ii' be the linear transformation in In X 0 which sends 
ei X jj into ei' X jj' and sends the remaining ek X jl into O. Then 
we can verify that 

(13) 

where Eii' is the linear transformation in In which sends ei into 
ei' and the remaining e's into 0 and Fjj' is the linear transforma­
tion in 0 which sendsjj intojj' and the remainingj's into O. It 
follows that every element of ~(ln X 0, In X ~) has the form 
T-Ai X B i, Ai e ~(ln, In), Bi e ~(0, 0). Since dim ~(ln X 0, In 
X 0) = (mn)2 = dim ~(ln, In) dim ~(~, 0), our assertion follows 
from Theorem 3. We have therefore proved the following 

Theorem 4. If In and ~ are (finite dimensional) vector spaces, 
the space ~(ln X ~, In X 0) = ~(ln, In) X ~(0, ~) relative to Kro­
necker multiplication oj linear transjormations. 

Assume now that 

(14) 

so that (a) and ({1) are the matrices of A and B, respectively, rel­
ative to the chosen bases. Then we have 

(15) 

We shall arrange the vectors ei X h lexicographically as 

(el X jl) .. " el X jm; e2 X ft, .. " e2 X jm; ... ; "', en X jm) 

and we shall call this ordered basis the one associated with (el) e2, 
... , en) and (fl) j2, ... , jm). Equation (15) shows that the 
matrix of AX B relative to the associated basis is 
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CXl1fjl1 ... CXl1fjlm CX12fjl1 .. . CX12fjlm . .. CXlnfjlm 

. 

CXllfjml .. . CXl1fjmm CX12fjml .. . CX12fjmm ... CXlnfjmm 

CX21fjll .. . CX21fjlm CX22fjll ... CX22fjlm . .. CX2nfjlm 

. 

CX21fjml .. . CX21fjmm CX22fjml .. . CX22fjmm ... CX2nfjmm 

l 
We denote this matrix as (cx) X (m and we shall call it the 
Kronecker product of the two matrices (cx) and (m. 

The basic rules governing Kronecker multiplication of linear 
transformations have their counterparts for matrices. In par­
ticular the preceding theorem shows that the space of nm X nm 
matrices over II> is the Kronecker product of the space of n X n 
matrices and the space of m X m matrices relative to 11>. Also, 
we know that (.d X B) (C X D) = .dC X BD holds for linear 
transformations and this leads directly to the matrix rule 

(16) ((cx) X (fj))(('Y) X (5)) = (cx)('Y) X (m(5). 

EXERCISES 

1. Show that the matrix of A X B relative to the basis (e1 X iI, e2 X iI, ... , 
en XiI; e1 Xh, e2 Xh, "', en X/2; "'; "', en X!m) is ({3) X (ex). Hence 
prove that ({3) X (ex) is similar to (ex) X ({3). 

2. Prove that (ex) X «{3) X (y)) = «ex) X ({3)) X (y). 
3. Prove that if p is a root of the characteristic polynomial of A and CT has 

this property for B then pCT has the property for A X B. 
4. Prove that det (A X B) = (det A)m(det B)n. 

6. Tensor spaces. If 9l is a vector space and 9l* is the conju­
gate of 9l, then any Kronecker product space 9l X· .. X 9l X 9l* 
X ... X 9l* is called a tensor space based on the space 9l. The ele­
ments of such a space. are called tensors, and if there are r factors 
9l and s factors 9l*, then we say that these tensors are contra-
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variant oj rank r and covariant oj rank s. We shall use the abbrevi­
ated notation 9'V for the space. Also, as in § 4, it will be con­
venien t to regard <I> as the tensor space lno 0 of ranks O. 

If (el, e2, "', en) is a basis in the base space In and (e\ e2, 
.. " en) * is the complementary basis in In* in the sense that 

ei(ei) = 0/, 
the Kronecker delta, then the vectors 

(17) e· X e· X··· X e· X eil X ... X ej, II 1.2 tr 

constitute a basis in the tensor space. vVe can write any vector 
in this space as 

(18) ~I:il" 'i, j, X i. 
"''';'j,. "j,ei, X· .. X ei, X eX' . . e. 

I t is natural to give preference to bases of this type that are de­
termined by the basis (el, e2, "', en) in In. The element (18) of 
the tensor space will be called the tensor whose coordinates are 
~;::: :;: rela ti ve to the ( e)-basis in m. If (jl,j2, ... ,j n) is a second 
basis in m andji = Ip.{ej, then 

ej = I/I;j;, Ji = I/I;;, ; = Ip.{/ 

where (/I) is the inverse of the matrix ep.). Hence 

Il:i''''i'e. X··· X e· X ;1 X ... X ;. 
';)1 .. 0;' '1 "'r 

~ I:i ,· .. i, k, kr it i. I X X I X jlt X X jl, ""'<;,j,. "j,/I i, ... /I i,P.l, ••. P.l,J k1 • .. J k, . . • • 

Thus our tensor has the coordinates 

(19) 

relative to the (f) basis. 
We consider next a generalization of the concept of the transpose 

of a linear transformation. We recall that, if A is any linear 
transformation in In, then the transpose .1* of A is the mapping 
x* ~ y* in m* where y*(x) = x*(xA). We shall now associ-

ate with A the linear transformation Asr == A X· , ,X A X 
,...---s---, 

.1* X, , , X .1*, It is natural to consider this transformation to be 
the transformation induced by A in the tensor space In.r, We 

• This notation is somewhat more convenient than our former one: (e1*, e2*, ... , en *). 
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recall that, if (a) is the matrix of A relative to the basis (el) e2, 
... , en), then (a)' is the matrix of £1* relative to the complemen­
tary basis (et, e2, ••• , en). It follows that the matrix of £1/ rela­
tive to the natural basis (17) ordered lexicographically is the 

Kronecker product (a) X··· X (a) X (a)' X· .. X (a)'. 
There is an important process called contraction for associating 

with any tensor which is contravariant of rank r > 0 and co­
variant of rank s > 0 a tensor contravariant of rank r - 1 and 
covariant of rank s - 1. We recall first of all that, if x em and 
y* e lR*, then the mapping (x, y*) ~ y*(x) is a bilinear form 
connecting lR and m*. Since cI> is commutative, this form de­
fines a product of the vector spaces m and lR* in the sense of § 1. 
Hence by Theorem 1 we know that the mapping ~Xi X Yi* ~ 
~Yi*(Xi) is a homomorphism of lRll = lR X lR* onto the additive 
group cI>. Also it is immediate that our correspondence is a linear 
transformation of lRII onto the one-dimensional vector space cI> 
(= lRoO). 

The considerations of § 1 show also that, if@S is a second vector 
space, then the linear mapping of lRll onto lRoo can be combined 
with the identity mapping in @S to give a linear mapping of lRII 
X @5 onto lRoo X (0. The resulting mapping is defined by the 
following rule 

~Xi X Yi* X Zi ~ ~Y/(Xi) X Zi, 

Xi e lR, Yi* e lR*, Zi e @5. It is easy to see that the space lRoO X (0 

is equivalent to @S under the mapping ~ai X Zi ~ ~aizi. Hence 
we see that 

(20) 

is a linear transformation of lRII X @S onto @S. 
The process of contraction is obtained by specializing (0 to be 

the tensor space lRs_{-l. This specialization shows directly that 
the mapping 

~X XY* X Xl X···X Xr-l XYl* XY2* X·· ·XYa-l* 

~ ~Y*(X)Xl X··· X Xr_l X YI* X··· X Ys-I* t 
t We have omitted the summation subscript here. It is understood that we have a sum 

of terms of the type indicated. 



216 PRODUCTS OF VECTOR SPACES 

is a linear mapping of ffi l l X ffi S _ I r - 1 onto ffi.r. Now let k be 
chosen in 1, 2, ... , r and I in 1, ... , s. Then we know that the 
mappmg 

~XI X· .. X Xr X Yl * X··· X y. * ~ 
~Xk X YI* X Xl X··· X Xk_l X Xk+l X· .. X Xr X YI * X· .. 

X Yl-I* X YI+I* X··· X y.* 

is an equivalence offfis' onto ffi l l X ffi s _ I r - 1• Hence the mapping 

(21) ~XI X· .. X Xr X Yl * X· .. X Ys * ~ 
~YI*(Xk)XI X· .. X Xk-l X Xk+l X· .. X Xr X YI * X· .. 

X Yl-I* X YI+I* X··· X Ys* 

is a linear transformation of ffis' onto ms _ I r - l . This mapping is 
called contraction of ms' with respect to the kth contravariant index 
and the lth covariant index. 

We now employ a basis eil X· .. X ei, X eit X· .. X ei , in ffi/ 
and consider the tensor (18). Contraction with respect to the 
kth contravariant and the lth covariant index yields the tensor 

~I:i! ... i,. oil h 
<;jr •• . j, ikei! X· .. X eik_l X eik+l X· .. X ei, X eX· .. 

X eiz- l X /1+1 X· .. X /'. 

Hence the coordinates of the con tracted tensor rela ti ve to the 
basis determined by the (e)-basis in ffi are 

(22) 

The notion of contraction can be used to give a definition of 
the trace of a linear transformation which is independent of 
bases. We note first that the space ~(ffi, ffi) of linear transforma­
tions in ffi can be regarded as the tensor space ffi 11. This is clear 
from our construction of direct products, (§ 1). Thus, if x e l)? 

and y* e ffi*, then we have defined x X Y* to be the linear trans­
formation of ffi into itself that sends the vector u into y*(u)x. 
We know that, relative to this definition of X, ~(ffi, ffi) = ffi X ffi*. 
Any element of~ can be written in the form ~Xi X Y;*. Now the 
contraction which we have defined is a linear mapping of ~ into 
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<I> which sends ~Xi X Yi* into ~Yi*(Xi). We shall now show that 
this mapping coincides with the mapping A -? tr A defined by 
bases for~. 

To see this, let (el) e2, ... , en) be a basis for ~ and write A = 
~u/ X ei. Then 

ejA = L: ui*(ej)ei. 
i 

Hence the matrix of A relative to (el) e2, ... , en) is (a) = (ui*(ej)). 
Hence tr A = ~ui*(ei). This is the same result which is obtained 
by contraction. A change of basis yields a second matrix of A 
similar to (a). Its trace coincides with the contraction of the 
tensor. Thus, without verifying this fact by direct computation 
(as we have done previously) we see that similar matrices have 
the same trace. 

7. Symmetry classes of tensors. We consider in this section 
the space 910 r of contravariant tensors of rank r. The elements 
of this space are the tensors ~Xl X X2 X· .. X X r• Let i -? if 
be any permutation of the numbers 1, 2, ... , r. Then we know 
that the mapping 

is a (1-1) linear transformation in ~o r. We shall call this trans­
formation a symmetry in ~or. There is one of these associated 
with every element of the symmetric group @:ir on the r letters 
1, 2, ... , r. If u e @:ir, we denote the associated mapping in ~or 
by P(u). Then it is clear from our definition that 

(23) P(UT) = P(U)P(T). 

A linear transformation of the form ~a.,p(u) where au denotes 
the scalar multiplication by the element au is called a symmetry 
operator in ~or. Because of (23) these operators form a subaIgebra 
of the complete algebra of linear transformations in ~or. If Q is 
a symmetry operator, then the set of vectors annihilated by Q is 
a subspace; more generally if {Q} is any set of symmetry opera­
tors then the vectors z such that zQ = 0 for all Q is a subspace. 
We shall call such a subspace a symmetry class of tensors. For 
example, let the set {Q} be the totality of symmetry operators 
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P(u) - 1 = P(u) - P(l), u e @:Jr' A tensor in this symmetry 
class is symmetric in the sense that 

~Xl' X X2' X' .. X Xr' = ~Xl X X2 X ... X Xr 

for any permutation i ~ if of 1, 2, "', r. Similarly if {Q} is the 
set of symmetry operators P(u) - EIT where EIT = 1 if u is an even 
permutation and E" = -1 if u is odd, then the set {Q} determines 
the class of tensors which are skew symmetric in the sense that 

~Xl' X X2' X' .. X Xr' = EO"~Xl X X2 X' .. X Xr 

for u: i ~ if. 
The symmetry operators are of particular importance in study­

ing the linear transformations in mor which are induced by the 
linear transformations in the base space m. If A is such a map­
ping in m, we have defined the "induced" linear transformation 
A or = A X A X ... X A by the formula 

(~Xl X X2 X· .. X xr)Aor = ~xIA X X2A X· .. X xTA. 

Evidently we have the relation 

(24) 

Since lor = 1, if A has an inverse A-I, then AoT(A-l)or = loT 
= 1. Hence if A is non-singular, then AOT is non-singular in the 
ring 20r of linear transformations of moT. The equation (24) 
shows that the mapping A ~ AOT is a homomorphism of the 
units of 2 in the group of units of 20T. 

It is clear from the definition that AOT commutes with every 
symmetry and hence with every symmetry operator Q. If zQ 
= 0, then also (ZAOT)Q = 0. This remark shows that any sym­
metry class of tensors is an invariant subspace relative to the 
totality of mappings of the form AOT. If U(A) denotes the linear 
transformation induced by A or in a particular symmetry class, 
then by (24) we have the relation U(AB) = U(A) U(B). 

We shall consider now the special case of the symmetry class 
of skew symmetric tensors. We shall assume also that the char­
acteristic of <P is not two. We determine first a basis for our sym­
metry class. Let 
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be skew symmetric. Then 

(25) 

and, since f" -1 f", this implies that 

(26) 

Hence an interchange of any two subscripts changes the sign of 
the component ~i';2' "iT. As a corollary we see that ~ili2" ·iT = 0 if 
any two of the ij are equal. In particular, if r > n every t li2 " ·iT = 

0, that is, the only skew symmetric tensor of rank r > n is the ° 
tensor. Also we see that, whatever the value of r, the expression 
~~ili2" .iTCil X' .. X CiT for a skew symmetric tensor has zero co­
efficients for each term Cil X Ci2 X' .. X CiT in which two i j are 
equal. Hence these terms can be dropped. We suppose next 
that il < i2 < ... < i r• Then the coefficient ~il'i2""iT' = f,,~ili2' "iT. 

Hence the terms involving all the base tensors Cil' X Ci2' X ... 
X CiT' add up to 

(27) 

where 

(28) [Ci1Ci2 ••• CiJ = L f'/il' X Ci2' X ... X Cir" 
IT 

I t is clear that [Ci1Ci2 ••• CiJ is skew symmetric. Moreover, if 
jl < j2 < ... < jr and VI, j2, "', jr) ~ (ih i2, "', ir), then 
[eilch ••• CjJ involves a set of base tensors Cil, X Ch' X' .. X CiT' 

that has vacuous intersection with the set Cil' X Ci2' X' .. X CiT" 

I t follows that the vectors [CilCi2 ••• CiJ determined by all pos­
sible choices of the indices il < i2 < ... < ir from 1 to n are 
linearly independen t. Hence these tensors form a basis for the 
space of skew symmetric tensors. The number of elements in 
this basis is the same as the number of combinations of r distinct 
objects that can be selected from n distinct objects. This num-

ber (;) is the dimensionality of our space. 

We arrange the vectors [Ci1Ci2 ••• cir] lexicographically with re­
spect to the indices i h i2 , "', ir• For example, if n = 3 and 
r = 2, the order is [CIC2], [CICa], [C2Ca]. If Ca) is the matrix of a 
linear transformation A relative to the basis (Cl, C2, "', Cn), 
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then the matrix relative to the lexicographically ordered basis 
[eilei, ... eiJ, of the linear transformation induced by A in the 
space of skew symmetric tensors of rank r is called the rth com­
pound of (a). We denote this matrix as Cr(a). Evidently we 
have the relation 

(29) 

We shall now obtain the explicit form of Cr(a). Since eiA = 
~aiiej, 

[eilei, ... eirlAor 

(30) 

L: E~eil'A X ei"A X ... X eir,A 
~ 

L: L: E~ail'il'ai,'h- ... air'ir,eil' X eh' X . . . X eir' 
~ i 

L: L: E~ail'h,ai2'i2' ... air'ir,eh' X ei2' X ... X eir' 
i ~ 

L: I ailh,aiV2' ... airir' I (eh' X eh' X ... X eir') 
i 

where I aitil,ai,h' ... aidr' I denotes the determinant 

(31) 

If any twoj's are equal, this determinant is 0 and for unequalj's 

whereil < i2 < ... < ir. Hence (30) can be written as 

This shows that Cr(a) is the matrix whose elements are the r­
rowed minors I ailila iv2 ••• ai,-ir I of (a). 

If r = n, the skew symmetric tensors have the basis [ele2 ... enl. 

The matrix Cn(a) = det (a). Thus (29) specializes in this case 
to the multiplication rule for determinants. 



PRODUCTS OF VECTOR SPACES 221 

These remarks will serve as an introduction to the rich but 
somewhat involved theory of symmetry classes of tensors. A 
thorough treatment of this subject is given in Weyl's The Classi­
cal Groups, Chapters 3 and 4. (Cf. also Wedderburn's Lectures 
on Matrices, Chapter 5.) 

EXERCISES 

1. Show that [X1X2 '" xnl == ~E~Xl'X2' .•• X n' = I ~1l~22 •• , ~nn I [e1e2 ••• enl 

where I ~ll ••• ~nn I is the determinant of the coordinates of the x's relative to 
the e's. 

2. Show that, for the scalar matrix aI, CrCal) = a T 1. 
en-I) 

3. Prove that det Cr(a) = (det (a» T-l • 

8. Extension of the field of a vector space. If P is a field 
which contains <P as a subfield, then P can be regarded as a vec­
tor space over <P. The addition in the vector space is taken to 
be the field addition, and scalar multiplication ex~ for ex in <P and 
~ in P is defined to be the field product. The axioms of a vector 
space are immediate consequences of the associative and distribu­
tive laws and the fact that <P contains the identity of P. The vec­
tor space may be infinite dimensional or finite dimensional. For 
example, if P = <p(A) where A is an indeterminate, then P is in­
finite over <P. On the other hand, if P is the field of complex 
numbers and <P is the subfield of real numbers, then P is two­
dimensional over <P. 

Now let m be a vector space over <P and let '.l3 = P X m the 
Kronecker products of P regarded as a vector space over <P with 
the vector space m. * The elements of'.l3 have the form TtPi X Xi 

where Pi e P and Xi e m. Let (j be any element of P; then, since 
~ ~ (j~ is a linear transformation in P over <P, the mapping 

is an endomorphism. We use this to define a scalar multiplica­
tion in '.l3 by setting 

(32) 

* Strictly speaking the existence of the Kronecker product has thus far been proved only 
in the case in which P is finite over <P. The considerations of Chapter IX will enable us to 
extend our construction to the infini te case. 
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Then we have shown that the function CTZ is single-valued and 
that U(Zl + Z2) = UZl + UZ2. The other axioms for scalar mul­
tiplication can be verified directly. Hence I.l3 can be regarded as 
a vector space over P. We shall denote I.l3 as mp, and we call 
this space obtained from m by extending the base field <I> to the 
field P. 

I t is easy to see that the dimension ali ty of mp over P is the 
same as that of mover <1>. For let (et, e2, "', en) be a basis for 
m over <I> and let ei = 1 X ei. Then Pi X ei = Pi(1 X ei) = piei 
and, since any Z e mp has the form '1;Pi X ei, it also has the form 
'1;pih Similarly, if '1;Piei = 0, then '1;Pi X ei = ° and, since the 
ei are linearly independent over <1>, every Pi = 0. 

For each x e m we set x = 1 X x. Then it is easy to check 
that the correspondence x -7 X is an equivalence between the 
vector space m over <I> and a subspace In of mp over <1>. If we like 
we can replace the space m by the subset In of mp. The relation 
between mp and In can be described by the following statements: 

1. Any vector in mp has the form '1;PiXi where Pi e P and Xi e In. 
2. If the vectors (et, e2, .. " en) are in In and are linearly inde­

pendent over <1>, then they are also linearly independent over P. 

Suppose now that A is a linear transformation in mover <1>; 
then we know that the mapping '1;Pi X Xi -7 '1;Pi X XiA is an en­
domorphism in mp. It is also immediate that it is a linear trans­
formation in mp over P. We shall call this mapping the extension 
of A in mp. We use the same letter to denote a mapping and its 
extension. If (a) is a matrix of A relative to the basis (el) e2, 
.. " en) of m, then 

eiA = (1 X ei)A = 1 X eiA = '1;1 X aijej 

= '1;aij(l X ej) = '1;aijej. 

Hence the matrix of the extension A relative to the basis (el) e2, 
.. " en) is (a) also. 

9. A theorem on similarity of sets of matrices. In this sec­
tion we shall prove a theorem on sets of matrices which is of 
interest in itself and which illustrates a useful method in the 
theory of matrices and of algebras. The idea of this method is 
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that it is sometimes easier to prove a result if the base field is 
"sufficiently large" (e.g., algebraically closed). We can, there­
fore, extend the base field to obtain one which has the necessary 
properties and then we are confronted with the problem of show­
ing that the final result is valid in the original field. 

The particular problem we shall consider is the following. Let 
"'1 and "'2 be two sets of matrices with elements in <I? Suppose 
they are similar by means of a matrix whose elements belong to 
an extension field P. Then can we conclude that the sets are 
similar by a matrix with elements in <I?? 

More precisely, we begin with a set n oflinear transformations 
in ~ over <I?, and we consider their extensions in ~ over P. Let 
'" be the set of matrices determined by these extensions relative 
to a basis (e1) e2, "', en), ej = 1 X ej. As we have seen, the 
matrices in '" all have elements in the field <I? If (Uh U2, "', un) 
is any basis in ~p over P and Uj = };p.jjej, then the set of matrices 
of n relative to this basis is (p.)",(p.) -1. In general some of these 
matrices will have elements which do not belong to <I? How­
ever, it may happen that even though (p.) ¢ <I?n the set (p.)",(p.)-1 
C <I?n. We shall now show that, if this is the case, then there 
exists a matrix ('Y) in L(<I?, n) such that for every (a) e '" 

('Y)(a)('Y)-1 = (p.)(a)(p.)-1. 

We shall prove this result under the assumption that <I? has an in­
finite number of elements. * 

Theorem 5. Let <I? be infinite and let", be a set of matrices with 
elements in <I? Suppose that (p.) is a matrix in L(P, n), P an ex­
tension of <I?, such that (p.)",(p.) -1 C <I?n. Then there exists a matrix 
('Y) e L(<I?, n) such that ('Y)(a)('Y)-1 = (p.)(a)(p.)-1 for every (a) 
e "'. 

Proof. Denote (p.)(a)(p.)-1 as (a),.. Then 

(p.)(a) = (a),.(p.) 

and these equations are equivalent to a system (possibly infinite) 
of homogeneous linear equations for the elements p.ij of (p.). 

* A proof for the finite case is given in Deuring, Ga/oische Theorie und Darsle//ungslheoril, 
Math. Annalen, v. 107, pp. 140-144. 
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Moreover, these equations have coefficients in <P, that IS, they 
have the form 

'2;(3ijILij = 0, (3ij in <P. 

We regard the set {((3)} first as a subset of <Pn , and we suppose 
that r is the rank of this set in the sense that this is the largest 
number of linearly independent (relative to <p) matrices in {((3) l. 
Then the equations '2;(3ij~ij = 0 have n 2 - r linearly independent 
solutions for ~ij in <P such that every solution is a linear combina­
tion of these. Let ('YiP»), ('Yi/2»), "', ('Yi/ h»), h = n2 - r, be 
such a set of solutions. 

We remark next that a set of matrices with coefficients in <P 
that are linearly independent over <P are also linearly independent 
over P. This is clear since the space P n is the extension space <PnP' 

Hence the matrices ('YiP»), .. " ('Yi/ h» are P independent. We 
now note that r is also the rank of the set {((3)} relative to P and 
that the maximum number of linearly independent solutions of 
the equations ~(3ij~ij in P is also n 2 - r. Hence the particular 
solutions ('YiP»), ('YiP»), "', ('Yi/h» which we selected form a 
basic set for the solutions in P. In particular 

ILij = Vl'Yi/1) + V2'Yi/ 2 ) + ... + Vh'Yi/h) 

where the v's are in P. 
We now replace the Vi by independent indeterminates Ai, and 

we consider the polynomial 

det (f Ak'YiP»)-

This polynomial in <P[Al) A2, .. " Ak] is not the 0 polynomial since 
its value det (IL) for Ak = ILk is not O. Since <P is infinite, we can 
select values Ak = (3k in <P such that det (~(3k'YiP» ~ O. * Let 
'Yij = ~(3k'YiP) and let ('Y) = ('Yij). Then ('Y) (; L(<p, n) and 
~(3ij'Yij = 0 for all (3. Hence 

('Y)(a) = (a)!'('Y) 

for all (a), and ('Y) satisfies the requirements of the theorem. 

EXERCISE 

1. Prove Theorem 5 for w a set consisting of a single matrix without any re­
striction on <I>. 

* See Theorem 10, p. 112, of Volume I of these Lectures. 
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10. Alternative definition of an algebra. Kronecker product 
of algebras. The concept of an associative algebra has been in­
troduced in Chapter II. We shall now see that a simple alterna­
tive definition can be given in terms of the notion of the Kro­
necker product. We find it convenient to generalize the former 
discussion by dropping the associative law. Then our previous 
definition takes the following form: A (not necessarily associative) 
algebra ~ is a vector space over a field <P together with a binary 
multiplication xy in ~ such that 

(33) (Xl + X2)Y = XIY + X2Y, X(YI + Y2) = XYI + XY2 

(34) a(xy) = (ax)y = x(ay). 

Conditions (33) and the last equality in (34) state that ~ is a 
product space of~ and ~ relative to the multiplication xy. Hence 
we know that the mapping ~x X y ---+ ~xy is a linear transfor­
mation of the Kronecker product ~ X ~ into ~. 

This remark serves as a basis for our second definition of an 
algebra. According to it we define an algebra to be a vector 
space ~ over a field <P together with a linear transformation P of 
~ X ~ into~. In an algebra defined in this way we can introduce 
a binary product by means of the formula 

(35) xy = (x Xy)P. 

Then it is easy to see that (33) and (34) hold. Hence it is clear 
that this procedure leads to the same concept as the former 
definition. 

Suppose next that ~l and ~2 are arbitrary algebras over the 
same field <P. Let Pi be the linear mapping of ~i X ~i into ~i. 
Thus XiYi = (Xi X Yi)Pi• We now form the Kronecker product 
~ = ~l X ~2 and we consider the Kronecker product ~ X ~ of 
this space with itself. We know that, if Xh Yl are in ~l and X2, 
Y2 are in ~2' then the mapping 

(36) ~XI X X2 X Yl X Y2 ---+ ~Xl X YI X X2 X Y2 

is an equivalence of ~ X ~ = ~l X ~2 X ~l X ~2 onto ~l X ~l 
X ~2 X ~2. Also 

(37) ~Xl X YI X X2 X Y2 ---+ ~(Xl X Yl)P 1 X (X2 X Y2)P2 

IS a linear mapping of ~l X ~l X ~2 X ~2 into ~ = ~1 X ~2. 
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Combining (36) and (37) we obtain a linear mapping P of 2I X 2I 
into 2I. Thus 2I, together with the mapping P, constitutes an 
algebra over the field cI>. If ~Xl X X2 and ~Yl X Y2 are two ele­
ments of 2I, then their product in 2I is 

(38) (~Xl X X2)(~Yl X Y2) = ~XIYl X X2Y2; 

for, by definition 

(~Xl X X2 X Yl X Y2)P = ~(Xl X Yl)P1 X (X2 X Y2)P2 

= ~XIYl X X2Y2' 

The algebra 2I thus defined is called the Kronecker or direct prod­
uct of 2Il and 2I2. It is an immediate consequence of (38) that, if 
2Il and 2I2 are associative algebras, then the Kronecker product 
2I = 2Il X 2I2 is associative. 

As an illustration of the concept of the Kronecker product of 
algebras we note the following extension of Theorem 4. 

Theorem 6. The algebra ~(m X @5, m X @5) = ~(m, m) X 
~(@5, @5). 

Proof. We have already seen that this relation holds in the 
vector space sense. Also we have the relation (Li X B)(C X D) 
= LiC X BD, and this shows that the ordinary product in 
~(m X @5, m X @5) coincides with the composition defined in the 
Kronecker product of the two algebras. 

A slightly different form of our result is given in the 

Corollary. cI>mn = cI>m X cI>n. 

EXERCISES 

1. Let a be an element of an algebra 2I and let Ra denote the mapping x ~ xa 
determined by a. Show that Ra is a linear transformation in 2I. Also show that 
the mapping a ~ Ra is a linear transformation of 2I into the space ~ consisting 
of all the linear transformations in 2I. 

2. Let La denote the mapping x ~ ax. Show that La is a linear transforma­
tion in 2I and that a ~ La is linear. 

3. Prove that 2I is associative if and only if LaRb = RbLa for all a, b. Also 
prove that 2I is associative if and only if RaRb = Rab (LaLb = L ba). 

4. Let 2I be the algebra of real quaternions with basis 1, i,j, k where 

i2 = j2 = k2 = -1, ij = -ji = k, jk = -kj = i, ki = -ik = j. 
Show that 2I X 2I ~ <P4. 



Chapter PIlI 

THE RING OF LINEAR TRANSFORMATIONS 

In this chapter we obtain the basic properties of the ring ~ of 
all the linear transformations in a finite dimensional vector space. 
We determine the ideals, two-sided, left and right, of this ring. 
Also we show that two rings ~l and ~2 determined respectively 
by the vector spaces ~l and ~2 are not isomorphic unless the 
spaces in which they act are isomorphic. In studying the auto­
morphisms of ~ we are led to consider an important type of trans­
formation called semi-linear which generalizes the concept of a 
linear transformation. 

1. Simplicity of~. As we shall see, there are a number of 
ways of studying the ring ~ of all the linear transformations in a 
vector space ~ over a division ring A. The first of these that we 
consider consists in treating ~ as a matrix ring. We introduce a 
set of "matrix units" Eij determined by a particular basis (el, e2, 
.. " en) for~. We define Eij to be the linear mapping such that 

(1) 

By checking for the base vectors we verify that 

(2) EijE"z = tJj"Eil, 

'I-Eii = 1. 

Next we introduce a set Ll of linear transformations which 
correspond to the set of matrices diag {a, a, "', a}. These are 
obtained by associating with each a e A the linear mapping Ii 
such that 

(3) 
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It should be noted that, although a has the same effect on the ei 
as the scalar multiplication ai, these transformations are not in 
general identical; for if x = 1;~iei' then aX = 1;(a~i)ei, while xa 
= 1;(~iei)a = 1;~i(eia) = 1;(~ia)ei. Hence a = al if and only if 
a is in the center of..1. We remark also that a depends on the 
choice of the basis as well as on a. For the most part we shall 
stick to a single basis; hence the dependence on the basis need 
not be indicated. 

The fundamen tal correspondence between linear transforma­
tions and matrices associates with a the matrix diag {a, a, ... , 
a}. Clearly the totality of these matrices is a subring of ..1 n iso­
morphic to..1. Hence ~ is a subring of 2 which is isomorphic to 
..1, the correspondence a ~ a being an isomorphism. 

I t is easy to verify that 

(4) 

(5) 

Thus any A e 2 can be written as a linear combination with co­
efficients in ~ of the E ij. Also we have the important formula 

(6) 

for the coefficients in the expression A = 1;aijE ij. 
This formula yields a simple proof of the fact that 2 is a simple 

ring. By this we mean that the only two-sided ideals in 2 are ° 
and 2 itself. Thus let Q) be a two-sided ideal ~ ° in 2 and let 
B = 1;SijE ij be an element ~ 0 in Q). Then each Sij = 1;EkiBEjk 

is in Q). If Spq ~ 0, then 1 = SpqSpq -1 is also in Q), and this im­
plies that every A e 2 is contained in Q). Hence Q) = 2. 

Theorem 1. The ring 2 of linear transformations In a finite 
dimensional vector space is simple. 

EXERCISE 

1. Prove that ::l is the totality of linear transformations that commute with 
the Eii. 
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2. Operator methods. We shall now give a second proof of 
the simplicity of 2 using operator methods. Let 58 be a two­
sided ideal c/: 0 in 2. We show first that, if [x] is any one-dimen­
sional subspace of m, then 58 contains a projection E of m on [x]. 
Let B c/: 0 belong to 58 and let mB = [Yt, Y2, ... , Yr] where the 
Yi are linearly independent. Let Xl be a vector such that xlB 
= YI. We can find a linear transformation Al such that ylAI 
= Xl andYiAI = 0 for i > 1. Then xlBAI = ylAI = Xl. Hence 
El == BAI is a projection of m on [xrJ. Now let C and D be linear 
transformations such that xC = Xl and xlD = x. Then if E = 
CEID, mE = mCEID = [xrJD = [x] and xE = xCEID = xlEID 
= xlD = x. Hence E is a projection of m on [x]. Since E = 

CEID, E 858. 
Now let E be a projection of maximum rank in 58. We assert 

that E = 1. Otherwise (f5 = mE c m, and there is a vector 
z c/: 0 such that zE = O. As we have seen, 58 contains a projec­
tion F of m on [z]. Now set G = E + F - EF. If X 8 ~, 

xG = xE + xF - xEF = X + xF - xF = x. 

Moreover, 

zG = zE + zF - zEF = zF = z. 

Thus G acts as the identity in @5 + [z]. Then mG::J mE + mF 
= @5 + [z]. It follows that G is a projection of greater rank than 
E. Since G 858, this contradicts the choice of E. Hence we see 
that E = 1 858. Clearly this means that 58 = 2. 

We use a similar method to prove the following 

Theorem 2. If 2 is the ring of linear transformations in m 
over ~, then reciprocally ~ is the complete set of endomorphisms in 
m which commute with all the transformations contained in 2. 

Proof. Let C be an endomorphism in m which commutes with 
every element of 2. If X is any vector in m, then x and xC are 
linearly dependent. Otherwise there exists an A 8 2 such that 
:>.:A = 0, but (xC)A c/: o. This contradicts 0 = (xA)C = xCA. 
Thus for each x c/: 0, xC = 'YxX. Now let x and Y be any two 
non-zero vectors. Then 

xC = 'YxX, yC = 'YlIY. 



230 THE RING OF LINEAR TRANSFORMATIONS 

On the other hand, there exists aBe ~ such that xB = y. Hence 

yC = xBC = xCB = 'Yz(xB) = 'Yxy. 

Hence 'Yz = 'Yy. This proves that xC = 'Yx for all x ~ 0. Since 
this holds also for x = 0, C is the scalar multiplication 'YI. 

3. The left ideals of~. In order to determine the one-sided 
ideals of ~ we shall make use of still another technique, namely, 
we consider ~ as a product group. Let~' be a right vector space 
dual to ~ relative to the bilinear form g(x, x'). As in the preced­
ing chapter we define x' X y for x' e ~' and y e ~ to be the map­
ping x ~ g(x, x')y. Then we know that ~ is a direct product 
~' X ~ relative to this multiplication. 

We consider now the representation of the product (resultant) 
of the two mappings x' X y and u' X v. We have the following 
equations: 

x[(x' X y)(u' X v)] = g(x, x')y(u' X v) = g(g(x, x')y, u')v 

= g(x, x')g(y, u')v 

= g(x, x'g(y, u'))v 
which show that 

(x' X y)(u' X v) = x'g(y, u') X v = x' X g(y, u')v. 

More generally, if we use the distributive laws, we see that 

(7) C1:.x/ X Yi)(1:.U/ X Vj) = "1;X/g(Yi, u/) X Vj 

= "1;x/ X g(Yi, u/)Vj. 

This fundamental multiplication rule shows us how to con­
struct one-sided ideals in ~ = ~' X~. Let ~ be any subspace 
in ~ and set 3' = ~' X ~ the totality of linear transformations 
of the form "1;u/ X Vj where u/ e~' and Vj e ~. Clearly 3' is 
closed under addition and subtraction. Moreover, by (7), 3' is 
closed under left multiplication by arbitrary elements of~. Thus 
3' is a left ideal. In a similar fashion we see that, if ~' is a sub­
space of ~', then 3 = ~' X ~ the totality of mappings "1;x/ X Yi 
where x/ e ~' and Yi e ~ is a right ideal in ~. 

The main result we shall establish is that the ideals ~' X <§3, 

<§3' X ~ are the only one-sided ideals in~. We consider left ideals 
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first. Let 3' be any left ideal ~ 0 in ~ and let ~ be the join of 
all the rank subspaces ~B for B in 3'. If B ~ 0, we can write 

r 

B = L: u/ X Vj where r is the rank of B. Then it is easily seen 
I 

that the set (VI, V2, "', vr) is a basis for ~B and (UI', U2', "', 

u/) is one for ~' B', B' the transpose of B (cf. Chapter V, § 5). 
Since the Vj e ~B c ~, B e ~' X @5. Hence 3' c ~' X~. Next 
let YI, Y2, "', Yr be vectors such that g(Yi, u/) = Oij and let Xl" 

X2', .. " X/ be arbitrary in ~'. Set A = ~x/ X Yi. Then by (7) 

(8) AB = ~X/g(Yi' u/) X Vj = ~x/ X Vi 

and this linear transformation is in 3'. This shows that, if v = 

~(3iVi is any vector in ~B and x' is arbitrary in ~', then the map­
ping x' X v = ~X'{3i X Vi e 3'. It follows also that, if Bl) B2, 

... are any linear transformations in 3' and V(k) is any vector in 
~Bk' then ~Xk' X V(k) is in 3'. Thus~' X ~ c 3' and this proves 
the following 

Theorem 3. Every left ideal 3' in ~ has the form m' X ~ where 
~ is a subspace of~. The subspace ~ is in fact the join of all the 
rank spaces ~B, B in 3'. 

This result can also be formulated in another way. Let ~ be 
any subspace of m. Define 3'(~) to be the totality of B e ~ such 
that ~B c~. Clearly 3'(~) is a left ideal in~. On the other 
hand, let 3' be any left ideal in ~ and, as before, let ~ be the join 
of all the subspaces ~B, B in 3'. Obviously 3' c 3'(@5), and 
Theorem 3 shows that 3' = ~' X~. Now let B e 3'(~). Then 
~B c ~ and, if ~B = [VI, V2, •• " vr ] where the Vi are linearly in­
dependent, B = ~u/ X Vj. Hence the Vi e ~ and B em' X ~ = 
3'. Thus 3' = 3'(~). We therefore have the following alter­
nate form of Theorem 3. 

Theorem 4. Every left ideal 3' in ~ has the form 3'(~), the 
totality of linear transformations which map ~ into a subspace ~. 
The space ~ is the join of the rank spaces of the mappings belonging 
to 3'. 

Theorem 3 (or 4) establishes a 1-1 correspondence ~ ~ ~' X 
~ (3'(~» between the set of subspaces of ~ and the set of left 
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ideals of~. Clearly this correspondence preserves order: if 10 1 ;;;;2 

iSz, then :-R' X 101 :::J :-R' X 102 , It follows that we have a lattice 
isomorphism of the lattice of subspaces of :-R onto the lattice of 
left ideals of ~. 

EXERCISES 

1. A left (right, two-sided) ideal S' is called minimal if S' ¢ 0 and there exists 
no left (right, two-sided) ideal S" such that S' ::J S" ::J O. Show that ~ pos­
sesses minimal left ideals and find their form. 

2. A left (right, two-sided) ideal S' is called maximal if S' ¢ ~ and there exists 
no left (right, two-sided) ideal S" such that S' C S" c~. Show that ~ pos­
sesses maximal left ideals and find their form. 

3. Prove that, if S' is a left ideal in the matrix ring Lln, Ll a division ring, then 
there exists a matrix (J.I.) in L(Ll, n) such that (J.I.)S'(JJ.)-I is the set of matrices of 
the form 

[ :~~ :~: : :: :~: ~ ::: ~l 
(Xnl a n 2 ••• anr 0 ... 0 

(Xii arbitrary. 
4. Prove that every left ideal of ~ is a principal ideal ~E generated by an 

idempotent element E. 

4. Right ideals. If S is a right ideal in ~, the set 3' of transposes 
B', B e S, is a left ideal in ~', the ring of linear transformations 
in the dual space :-R'. Moreover, 3 is the set of transposes of the 
mappings in 3'. We can therefore deduce the form of 3 from 
that of S'. If we apply Theorem 3 to S', we see that S' = 10' 
X':-R, the totality of mappings ~x/ X' Yi where x/ e 10' and Yi 
e :-R and where ~x / X' Y i denotes the mapping 

(9) x' ~ ~X/g(Yi' x'). 

Hence S is the totality of mappings 

(10) x ~ ~g(x, X/)Yi 

in~. Thus 3 = is' X:-R. We therefore have the following 

Theorem 5. Every right ideal 3 in 2 has the form is' X :-R where 
is' is a subspace of :-R'. 

vVe can obtain a correspondence also between subspaces of :-R 
and right ideals of 2. For this purpose we consider the subspace 
is = j(10') of vectors Y in :-R such that g(y, y') = 0 for all y' in 
is'. If y e is and B e 3, then, by (10), yB = O. Also if z is any 
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vector such that zB = 0 for all B in 3, then 2:g(z, X/)Yi = 0 for 
all xi' e ® and all Yi e m. If the Yi are chosen to be linearly inde­
pendent, then this implies that g(z, xl) = o. Thus z e ®. Hence 
® can be characterized as the totality of vectors annihilated by 
every B in 3. Suppose next that C is any linear transformation 
such that yC = 0 for all y e ®. We write C = 2:x/ X Yi where 
the Yi are linearly independent. Then 0.= yC = 2:g(y, X/)Yi, 
and so g(y, xl) = 0 for ally e ®. Hence the x/ ej(®) = j(j(®')) 
= @:i' and C e 3. We therefore see also that 3 is the totality, 
denoted as .8(®), of linear transformations which annihilate every 
vector in ®. This proves 

Theorem 6. Every right ideal, 3 in 2 has the form .8(®), the 
set of linear transformations which annihilate a subspace ®. The 
subspace ® is the totality of vectors annihilated by every Be 3. 

Since ®' is arbitrary in m', ® is arbitrary in m. If ® is any sub­
space of m, it is clear at the start that the totality 3 = .8(®) of 
linear transformations which annihilate ® is a right ideal in 2. 
The above argument shows that the only vectors annihilated by 
every mapping in.8(®) are those in ®. Moreover, we have proved 
that every right ideal has the form .8(®). Thus the correspond­
ence ® -+ .8(®) is 1-1 between the set of subspaces of m and the 
set of right ideals in 2. Clearly this correspondence reverses 
order: if ®l ::::> ®2, then .8(®1) c .8(®2). 

EXERCISES 

1. State and prove the analogues of Exs. 1,2, 3, 4 of p. 232 for right ideals. 
2. Prove that, if 3' is a left ideal ~ 0, then the only vector which is annihi­

lated by all the linear transformations in 3' is z = o. 
3. Use Theorem 6 and Ex. 2 to prove that 2 is simple. 

5. Isomorphisms of rings of linear transformations. Let 3 be 
a right ideal ~ 0 in 2. Then there exists a vector x such that x3, 
the set of images xB, B in 3, is not o. If Bl and B2 are in 3, 
then 

(11) 

Hence the mapping B -+ xB is a homomorphism of the additive 
group of 3 into m. It follows that the image x3 under this homo-
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morphism is a subgroup of the group In. We shall now show that 
x3 is in fact the whole of In. We note first that x3 is mapped 
into itself by every A e~; for if y e x3, y = xB for some Be 3, 
and yA = xBA = xB' where B' = BA is in 3. Hence yA e x3. 

We note next that x3 is closed under scalar multiplication. If 
a e d there exists an A in ~ such that yA = ay. Then ay = yA 
is in x3. Thus we see that x3 is a non-zero subspace invariant 
under~. We have seen (Chapter IV, p. 116) that the only such 
subspace is ln itself. Hence we have the following 

Lemma 1. Ij 3 is a right ideal ~ ° and x is a vector such that 
x3 ~ 0, then x3 = In. 

We observe next that the mapping B ~ xB is more than a 
group homomorphism, namely, it is an operator or module ho­
momorphism. This means simply that 

(12) BA ~ (xB)A, 

which is clear since (xB)A = x(BA). Thus if we denote our 
mapping as x, then (12) reads 

(13) (BA)x = (Bx)A, 

an equation which holds for all B in 3 and all A in ~. 
Equation (13) shows that the kernel of the homomorphism X 

is not merely a subgroup of the additive group of 3 but a right 
ideal of the ring ~; for if Bx = 0, then (BAh = (Bx)A = OA 
= 0. It follows that, if 3 is a minimal right ideal, then the ker­
nel of X is 0. This, of course, means that X is an isomorphism. 

Lemma 2. Ij 3 is a minimal right ideal and x3 ~ 0, then the 
homomorphism X : B ~ xB is an isomorphism oj 3 onto x3 = In. 

If X-I denotes the inverse mapping of ln onto 3 and Ar denotes 
the right multiplication B ~ BA in 3, then, by (13), Arx = xA 
so that 

(13') 

This relation between the vector space and any minimal right 
ideal of ~ gives the underlying reason for some remarkable re-
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sults on rings of linear transformations which we shall now de­
rive. The first of these is the following 

Theorem 7. Let 9ri, i = 1, 2, be a vector space over a division 
ring ili, and let 2i be the ring of linear transformations in 9ri over 
ili. Then if 21 is isomorphic to 22, ill is isomorphic to il2 and the 
two spaces have the same dimensionality. 

Proof. Let if> be an isomorphism of 21 onto 22 and let 31 be a 
minimal right ideal in 21• Then the image 32 = 31if> is a mini­
mal right ideal in 22. Let Xi be an isomorphism of 3i onto :Ri de­
fined as above. Thus 

(14) 

if Ai e 2i. Also (B 1A 1)if> = (B1if»(Al if» if Bl e 31. Hence AlTif> 

= if>(Alif»r where, as throughout this proof, Alif> denotes the 
image of Al under if>. Thus 

(15) 

Combining (14) and (15) we obtain 

Alif> = X2 -I (Alif»rX2 = X2 -1if>-lAlrif>X2 

= (X2 -1if>-lXl)Al (Xl-1if>X2). 

Since Xl -1 is an isomorphism of :R, onto 3b if> an isomorphism ot 
31 onto 32 and X2 an isomorphism of 32 onto :R2, the mapping 
U = Xl-lif>X2 is an isomorphism of :RI onto 9r2• Moreover, we 
have proved that 

(16) 

Now let all denote a scalar multiplication on :R l • Since all com­
mutes with every Al e 2b U-1allU commutes with every (Alif»; 

hence with every A2 e 22 • By Theorem 2 this implies that 
U-IallU is a scalar multiplication in :R2 • Similarly if a21 is any 
scalar multiplication in :R2, then all = Ua21U-1 is a scalar mul­
tiplication in :R I • Clearly U-1allU = a21. Hence the mapping 
all ~ U-IallU is an isomorphism of the ring il ll of scalar mul­
tiplications in :R1 onto the ring il21 of scalar multiplications in V?2. 

Now let al U denote the element in il2 such that 

(al U)l = U-IallU. 
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Then the mapping u thus determined is an isomorphism of ~l 
onto ~2. For any Xl in ~l and any al in ~l) we have 

(alxl)U = (xlall)U = (x1U)(U-1allU) 

= (xlU)(al")z, 
or 

(17) (alxl) U = al "(Xl U). 

This equation shows that ~l and ~2 have the same dimension­
ality. Let (el) e2, ... , en) be a basis for ~l over~. Then any 
X = ~~iei' ~i in ~l. Hence by (17) xU = ~(~iei) U = ~~iU(eiU) 
so that the vectors eiU are generators of ~2. Moreover, if we 
have a relation between the eiU, then we can write it in the form 
~~i"(eiU) = 0. Then (~~iei) U = ° and the ~i and ~i'U are all 0. 
This completes the proof. 

In reality we have proved a good deal more than we set out 
to prove. In order to state the precise result we shall make use 
of an important generalization of the concept of a linear trans­
formation which we define as follows: A mapping U of a vector 
space ~l over ~l into a vector space ~2 over ~2 is called a semi­
linear transformation if 1) U is a homomorphism of the additive 
groups and 2) there exists an isomorphism u of ~l onto ~2 such 
that 

(ax) U = a'U(xU) 

for all X e ~l and all a e ~l. If U' is a second isomorphism such 
that the above equation holds, then (aU - aU')(xU) = ° for all 
x. Hence, if U ~ 0, aU = aU' and u = u'. Thus if U ~ 0, u is 
uniquely determined by U and in this case u will be called the 
associated isomorphism of U. 

Let U l be a semi-linear transformation of ~l into ~2 and U2 

a semi-linear transformation of ~2 into a third vector space ~3. 
Let Ul and U2 be the isomorphisms of Ul and U2 respectively. 
Then 

Hence Ul U2 is a semi-linear transformation of ~l into ~3 with 
associated isomorphism UlU2. Suppose next that U l is 1-1 of 
~l onto ~2 and let Ul-l denote the inverse. Then from (ax) Ul 

= aU1 (xUl) we obtain ax = (aU1(xU1)) Ul-l. Replacing xUl by 
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x, a UI by a, this becomes (ax) UI -1 = aU1-1(xUI -1). Hence UI-I 
is semi-linear with isomorphism UI- I • 

These remarks show that, if Al e ~I and U is a 1-1 semi-linear 
transformation of ~I onto ~2' then U-IAI U e ~2' It is clear 
that Al ~ U-IAI U is an isomorphism of ~I onto ~2' This is, of 
course, rather trivial, but it is striking that the converse holds 
and this is what equations (16) and (17) show. 

Theorem 8. Any isomorphism Al ~ Alcj> of ~I onto ~2 is given 
by a 1-1 semi-linear transformation U oj ~l onto ~2 in the sense 
that Alcj> = U-IAI U. 

This, of course, gives the following 

Corollary. Any automorphism oj ~ is given by a 1-1 semi-linear 
transjormation oj ~ onto itself. 

EXERCISES 

1. Let (el, e2, .. " en) be a basis for ~ and let U be a semi-linear transformation 
of ~ into itself. If eiU = :z:.aijej, then (a) is the matrix of U (relative to the given 
basis). Show that U is completely determined by (a) and the associated auto­
morphism. Find the transformation formula giving the matrix of U relative to 
a second basis. Show that to any pair «a), u), (a) a matrix and u an automorph­
ism, there corresponds a semi-linear transformation whose matrix relative to 
(el, e2, "', en) is (a) and whose automorphism is u. 

2. If U is semi-linear with matrix (a) and automorphism u, we write 
U ~ «a), u). Show that, if U ~ «a), u) and V ~ «(13), v), then 
UV ~ «a)"(13), uu), (a)" == (ai/). 

3. Prove that the image @5U of a subspace under a semi-linear transformation 
U is a subspace. Prove that the set.8 of vectors mapped into 0 by U is a sub­
space. Prove the dimensionality relation dim ~U + dim B = n. 

4. Show that the scalar multiplications are semi-linear transformations. 
5. Let ~ be the ring of linear transformations in a vector space over a field <I>. 

Prove that every automorphism of ~ which leaves the elements of the center 
fixed is inner, that is, has the form A ~ U-l AU where U e ~. 



Chapter IX 

INFINITE DIMENSIONAL VECTOR SPACES 

Up to this point we have directed our attention to the considera­
tion of finite dimensional vector spaces exclusively. While it is 
true that the basic concepts of the finite case are applicable fOl 
arbitrary spaces, it is not obvious that all of these are significant 
for spaces without finite bases. 

In this chapter we give an introduction to the study of arbi­
trary vector spaces. The study of such spaces constitutes a com­
paratively new field of research whose development has been in­
fluenced to a considerable degree by demands of analysis. The 
most important applications make use of topological notions as 
well as of algebraic notions. The point of departure for these 
applications is the concept of a topological vector space. On the 
other hand, a number of interesting results have been found 
which deal with arbitrary (discrete) vector spaces and it is these 
which we shall discuss here. Notions from topology do not ap­
pear at the beginning of our discussion, but we shall encounter 
these in the consideration of certain natural topologies for sets of 
linear transformations. These will serve to give simple descrip­
tions of purely algebraic results. 

Many of the results which we shall give are direct generaliza­
tions of results in the finite case. However, there are some essen­
tial differences. The most important of these is the fact that the 
conjugate space of the conjugate space of a vector space cannot 
be identified with the original space. In fact, if 9l is infinite di­
mensional, then dim 9l* > dim 9l, and this precludes the equa­
tion 9l** = 9l. 

238 
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In the last part of this chapter we shall take up again the study 
of sets of linear transformations. As we shall see, a fundamental 
lemma of Schur permits the reduction of the theory of irreducible 
sets of endomorphisms to that of irreducible sets of linear trans­
formations. In addition to this lemma we shall prove a density 
theorem for irreducible sets of linear transformations which gen­
eralizes a classical theorem of Burnside. 

Naturally, the present considerations will require more power­
fullogical tools than those which served in the finite case. Among 
these we mention particularly Zorn's lemma and the theory of 
cardinal numbers. We shall assume a familiarity with these no­
tions as well as with the elements of topology. 

1. Existence of a basis. Let m be an arbitrary vector space 
over a division ring.::1. We recall that a subset S of m is a set of 
generators of m if every vector in m is a (finite) linear combina­
tion of the vectors belonging to S. The set S is linearly independent 
if every finite subset F of S is linearly independent. A subset B 
which is linearly independent and a set of generators is a basis 
in the sense that every vector can be written in one and only 
one way as a linear combination of elements in B. 

We shall now prove the following two basic results: 1) any set 
of generators contains a basis for m and 2) any linearly inde­
pendent set of elements can be supplemented by elements from 
any basis to give a basis. For both of these results we shall use 
Zorn's lemma in the following form: 

Let P be a partially ordered set which has the property that every 
linearly ordered subset has an upper bound. Then P possesses a 
maximal element. * 

The concept of a partially ordered set has been defined in 
Chapter I. We recall that this is a set in which a binary relation 
a ~ b is defined such that: (i) a ~ a, (ii) if a ~ band b ~ a, 
then a = b; and (iii) if a ~ band b ~ c, then a ~ c. A linearly 
ordered set (or a chain) is a partially ordered set with the property 
that any two elements are comparable in the sense that either 

• This maximum principle seems to have been discovered first by Hausdorff. Its im­
portance in algebra was first recognized by Zorn. An adequate discussion of the principle 
can be found in Birkho/f's Lattice Theory, 2nd edition, p. 42. 
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a ~ b or b < a. An upper bound of a subset S of a partially 
ordered set is an element u e P such that s ~ u for every s in S. 
An element m of a subset S is maxima! if no s ~ m in S has the 
property m ~ s. 

We give now the proof of statement 1) above. Let S be a set 
of generators for m. Let P be the collection of linearly independ­
ent subsets of S. Then P is a partially ordered set relative to the 
relation of inclusion. Let L be a linearly ordered subcollection 
of P, and let U be the logical sum of the sets belonging to L. 
We assert that U is linearly independent. Otherwise U contains 
a dependent set Ut, U2, ... , Urn- Now Ui e Ai e L. Also for any 
i, j either Ai C Aj or Aj C Ai. Hence one of the A's, say Am, 

contains all the others. Thus every Ui e Am and Am contains a 
finite linearly dependent subset. This contradicts the assump­
tion that Am e P; hence U e P. It is clear that this element 
serves as an upper bound for all the A e L. We can now apply 
Zorn's lemma to conclude that P contains a maximal element, 
and this means that the set of generators S contains a maximal 
linearly independent subset B. It is now easy to see that B is a 
basis for m. If y is any member of S not contained in B, then the 
set BUy is a dependent set. This implies that y is a linear 
combination of elements of B (Lemma 1 on p. 11). Hence every 
s e S is a linear combination of elements of B. It follows that B 
is a set of generators and, since B is a linearly independent set, 
B is, in fact, a basis for m. 

The proof of 2) is similar to the foregoing. Here let S be a 
linearly independent set and let B be a basis. Let P be the col­
lection of linearly independent sets containing S and contained 
in SUB. Then a repetition of the above argument shows that 
P contains a maximal element C. It follows easily that C is a 
basis for m. 

2. Invariance of dimensionality. We wish to prove next that 
the cardinal numbers of any two bases for m are equal. 

Let Band C be two bases for m. We label the elements of B 
by subscripts i belonging to a set I and the elements of C by 
subscripts k in a set K. If, say, B (or 1) is finite, then m has a 
finite basis. Then we know that C is also finite, and its cardinal 
number is the same as that of B (Theorems 2 and 3, Chapter I). 



INFINITE DIMENSIONAL VECTOR SPACES 241 

I t therefore suffices to consider the case in which both Band C 
are infinite. Here the following argument due to Lowig can be 
applied. Express each ei of B in terms of thefk of C as, say, 

where the (3j ~ O. Now every h occurs in some such expression; 
for if a particular h does not occur, then, since this fk is a linear 
combination of the e's and each e is a linear combination of j's 
~ fk,h is a linear combination ofj's ~ h. This contradicts the 
linear independence of the j's. 

We can now define a single-valued mapping c/> of the set C into 
the set B. Let fk E C and let ei == c/>(fk) be one of the e's in B 
whose expression involves h. We thus obtain a single-valued 
mapping of the whole of C into B. Let B' = f(C) be the image 
set. If ei' E B', the inverse image c/>-l(ei') consists of fk which 
occur in the expression for ei'. Thus c/>-l(ei') is a finite set. Now 
we have a 1-1 correspondence between the set B' and the col­
lection r of inverse images c/>-l(ei'). The collection r gives a de­
composition of the set C into non-overlapping finite sets. More­
over, since C is infinite, r is infinite. It follows easily from stand­
ard theorems in the theory of cardinal numbers that C and r 
have the same cardinal number. * Hence the cardinal number of 
B' is the same as that of C and so the cardinal number of B is 
greater than or equal to that of C. If we reverse the roles of B 
and C, we see that the cardinal number of B does not exceed that 
of C. Hence by Bernstein's theorem these two sets have the 
same cardinal number. 

As in the finite case we shall call the cardinal number of any 
basis the dimensionality of m over~. Also as in the finite case 
we can construct a vector space over any given ~ with dimen­
sionality any given cardinal number. For this purpose let I be 
a set having the given cardinal number. Let m be the set of 
functions defined on I with values xCi) in ~ such that xCi) = 0 
for all but a finite number of i E I. We define the sum of two such 
functions by addition of coordinates and scalar product by 
left multiplication of the coordinates by the given element of ~. 

* Consult for example, Sierpinski, Lefons sur ies Nombres Transfinis, Paris, 1928. 
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These compositions yield results in m, and it is clear that the 
postulates for a vector space are fulfilled. We now determine a 
special basis for m. For each i e I, we define ei to be the vector 
such that 

(1) 

I t is easy to see that these vectors are linearly independent. If 
x is any vector, let i h i 2 , ••• , im be the i for which xCi) ~ o. 
Then if xCij) = ~h it is clear that x = hei! + ~2ei2 + ... + ~meim. 
Hence the ei form a basis. Since i ~ ei is a 1-1 correspondence, 
this basis has the same cardinal number as I. 

We remark also that, as in the fini te case, any two vector spaces 
which have the same dimensionality are equivalent. In particu­
lar, any vector space is equivalent to a space of functions of the 
type just constructed. 

3. Subspaces. Almost all the properties, noted in Chapter I, 
of the lattice of subspaces of a finite dimensional vector space 
hold also in the infinite case. Exception must be made for the 
chain conditions. In fact, it is clear that neither of these condi­
tions holds for vector spaces wi th infini te bases. 

Our former considerations made use of bases only in the proof 
of the existence of a complement of a subspace. Property 2) can 
now be used to carryover the argumen t used to prove this resul t. 
Let 0 be a subspace of m. Then we know that 0 has a basis S. 
Since S is a linearly independent set, it can be imbedded in a 
basis B of m. We write B = S U T where S nTis vacuous, and 
we let 0' be the space spanned by the vectors in T. It is immedi­
ate that m = @5 + @5' and that @5 n @5' = o. Hence 0' is a 
complement of 0. 

The argument which we have used here can also be used to 
prove the existence of a special type of basis for any subspace of 
m. The result is the following 

Theorem 1. Let m have a basis B = (ei). Then if 0 is any 
subspace of m, we can divide B into two non-overlapping subsets 
C = (ej), D = (ek) such that @5 has a basis of the form li = ej + Uj 

where the Uj are in the space spanned by D and fj ~ ej is a 1-1 
mapping onto C. 
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Proof. There exists a complement @5' of @5 spanned by a sub­
set D = (Ck) of B. Let C = (Cj) be the complement of D in B. 
Then each Cj = fj - Uj where]; e @5 and Uj e @5' and, as we pro­
ceed to show, (fj) is a basis for @5. The set (fj) is linearly inde­
pendent, for let X{3j]; = o. Then X{3jCj + X{3jUj = 0; hence every 
{3j = 0 by the linear independence of the Cj. The set (fj) gen­
erates @5; for if y e @5, then y = X{3jCj + X'YkCk = X{3;]j - X{3jUj 
+ X'YkCk. Then y - X{3;]j e @5', and hence y - X{3;]j = o. We 
note finally that, if Cj and Cj' are distinct elements in C, then 
fi =;t. fj'. Otherwise Cj - Cj' e @5', contrary to the fact that B is 
a basis. We therefore see that the mapping Cj ~ fj is 1-1 and 
this concludes the proof. 

Theorem 1 is due to Emmy Noether. It is therefore appropri­
ate to call a basis of the type described a Nocthcr basis for the 
subspace @5 relative to the basis B of m. 

4. Linear transformations and matrices. The connection be­
tween linear transformations of finite dimensional vector spaces 
and finite matrices can be carried over directly to the infinite 
case. 

Let m and @5 be vector spaces over A and let B = (e,) be a 
basis for m. Then we note first that any mapping Ci ~ Yi of B 
into @5 can be extended in one and only one way to a linear trans­
formation of minto @5. As is easily verified, this extension maps 
m m 

L: ~jCi' into L: ~iYi;.* Next let C = (lk) be a basis for @5 and 
l' 1 

write the image of Ci relative to the linear transformation A as 

(2) 

where the sum is finite. Thus the matrix (aik) is row finitc in the 
sense that for a fixed i aik =;t. 0 for only a finite number of k. 
In general, if I and] are any two sets, then a function on the 
product set I X] into A is called an I X ] matrix over A. Thus 
we have established a correspondence between linear transforma­
tions ofm into @5 and row finite I X ] matrices over A. Of course, 
this correspondence depends on the choice of basis. In the special 
case m = @5 it is natural to take C to be the same as the basis B. 

• This establishes the existence of non-trivial linear transformations of minto @5. It 
seems to be impossible to do this without using bases. 
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We then obtain an I X I "square" matrix as the matrix of A 
relative to the basis B. 

We can verify easily as in the finite case that the correspondence 
A ~ (a) determined by (2) is 1-1 of the set ~(~, @5) of linear 
transformations onto the set of row finite I X ] matrices. The 
matrix corresponding to the sum of two transformations is ob­
tained from the two matrices by adding components aii', {3ii'. It 
follows that the row finite matrices form a group relative to this 
operation. 

If ~ = ~(~, ~) and the matrix of A is determined by a single 
basis, then it can be seen that the element 'Yi"A of the matrix AB is 

(3) 

where A ~ (a) and B ~ ((3) in our correspondence. The sum 
in (3) is finite, and the product matrix ("I) = (a)({3) is row finite. 
It follows now that the set .11 of I X I row finite matrices to­
gether with the indicated addition and multiplication is a ring 
isomorphic to the ring ~. 

Changes of bases can also be discussed as in the fini te case. 
If we have a second basis for ~, we can suppose that it has been 
put into 1-1 correspondence with the same set of indices I. If 
we denote the v~ctors in this basis by fi' then we can write 

(4) 

where (J.L) and (v) are row fini te I X I matrices. It follows easily 
that (J.L)(v) = 1 = (v)(J.L) where 1 is the matrix with elements Oik. 

Thus (J.L) is a unit in .11 in the sense that is has a two-sided in­
verse (v) = (J.L) -1. Conversely if (J.L) is any unit, then thefk de­
fined by the first set of equations in (4) is a basis for ~. 

If A is a linear transformation with matrix (a) relative to the 
basis (ei), then one verifies directly that the matrix of A relative 
to (ji) is (J.L)(a)(J.L)-1. 

5. Dimensionality of the conjugate space. If ~ is a fini te di­
mensional vector space, then we know that the right vector 
space ~* of linear functions on ~ has the same dimensionality 
as~. A fundamental difference between the finite and the infi­
nite theories is that this does not hold for ~ infinite dimensional. 
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In this case we shall show that dim m* > dim m. More precisely 
we shall show that if the cardinal number of .:1 is d and the di­
mensionality of m is b, then the dimensionality of m* is db, the 
cardinal number of the set of mappings of a set of cardinal num­
ber b into one of cardinal number d. We prove first the following 

Lemma 1. Ij dim m = b is infinite and the cardinal number oj 
.:1 is d, then the cardinal number oj m is bd. 

Proof. If (ei) is a basis for m, every non-zero vector x in m 
has a unique representation as 

N 

x = L ~ilij' ~ij ~ o. 
;=1 

Thus with each x ~ 0 we can associate a uniquely determined 
subset eil' ei2' ... , eiN and a unique N-tuple (~il' ~i2' ... , ~iN) with 
non-zero components in.:1. Since (ei) is infinite, the cardinal 
number of the set of subsets containing N elements of (ei) equals 
b. * On the other hand, the cardinal number of the set of N­
tuples (~il' ~i2' ... , ~iN) is either d( = dN ) or it is finite. In either 
case the cardinal number of the set of pairs consisting of the set 
eil' ei2' ... , eiN and the N-tuple (~il' ~i2' ... , ~iN) is db. It follows 
that the cardinal number of m is db + db + ... ; hence it is 
simply db. 

Any linear function on m is determined by its values on the 
basis (ei) of m and there exists a linear function such that j(ei) 
is any element of.:1. Thus we have a 1-1 correspondence be­
tween m* and the set of mappings of (ei) into.:1. It follows that 
the cardinal number of m* is db. On the other hand, if b* = 

dim m*, then Lemma 1 shows that the cardinal number of m* 
is db*. Hence db* = db. Since db* is the maximum of d and b*, 
the relation b* = db will follow if we can show that b* 2:: d. 
Since it is clear that b* is infinite, the relation b* 2:: d holds if 
d ::; aleph null. Hence we shall assume from now on that d > 
aleph null. In order to establish the required inequality in this 
case, we consider collections of denumerable sequences (1'1> 1'2, 
... ) with 'Yi in.:1. A collection F of such sequences will be called 

* This follows from the well-known result that bN = b. See Sierpinski, Lefons sur Its 
Nombres Transfinis, p. 217. 
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strongly independent if every finite square matrix chosen from the 
collection is non-singular. We choose a finite square matrix from 
F by selecting first a finite set of sequences 

and then a set it, i2 , "', in of indices, obtaining the matrix 

'V. (1) 'V. (1) 
I 1.1 "2 

'Yil (n) 'Yit (n) 

We now prove the following 

Lemma 2. There exists a strongly independent collection of se­
quences with cardinal number ~ d. * 

Proof. We partially order the strongly independent collections 
F by inclusion. If a set {F} of these collections is linearly ordered, 
clearly U F is strongly independent. By Zorn's lemma, there 
exists a maximal strongly independent collection M. We shall 
prove, by induction, that if the cardinal number of M is less than 
d, then we can construct a sequence X ¢ M such that M U {X} 
is strongly independent, thereby contradicting the maximality of 
M. Suppose that we have found the first p elements ~h ~2' "', 

~p of X so that every q X q matrix, q :::; p, chosen from M U (~h 
~2' "', ~p) is non-singular. We shall determine ~p+l so that 
every r X r matrix, r :::; p + 1, chosen from M U (~h "', ~p+l) 
is non-singular. The conditions that this imposes on ~P+l are 
that every matrix of the form 

* 

(5) 
A 

* 

* This lemma was communicated to the author by I. Kaplansky. It was proved by 
Kaplansky in collaboration with P. ErdOs. 
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where the A is an r -1 X r - 1 matrix determined by M, be 
non-singular. Now for each matrix of the form (5), in which 
~p+l is regarded as an indeterminate, there is just one choice of 
~p+l in .!l making (5) singular. Thus, A is a non-singular matrix; 
hence its row vectors are left linearly independent. It follows 
that the row vector (~il' ~i2' ••. , ~ir_l) can be written in one and 
only one way as a linear combination of the rows of A. Then if 
J1- represents the same linear combination of the elements of the 
last column of (5), (5) is non-singular, provided that ~p+l ~ J1-. 

We note next that the cardinal number of the collection of ma­
trices (5) in which ~p+l is an indeterminate is less than d. By our 
assumption the cardinal number of M is less than d. The cardi­
nal number of the set of matrices under consideration is the prod­
uct of the cardinal number of sets of r - 1 sequences chosen 
from M times the cardinal number of r - 1 elements chosen in 
the integers 1, 2, ... , p. The result is either finite or the cardi­
nal number of M. In either case it is less than d. Since the 
cardinal number of .!l is d, we can choose a ~p+l so that all the 
matrices (5) are non-singular. This completes the proof by in­
duction of the existence of X such that M U {X} is strongly in­
dependent. We have therefore contradicted the maximality of 
M and established the lemma. 

We can now prove the main result. 

Theorem 2. If m is a vector space of infinite dimensionality b 
and the cardinal number of the division ring .!l is d, then the dimen­
sionality b* of m* is db. 

Proof. We have seen that it suffices to prove that b* :?: d, and 
we may assume that d exceeds aleph null. Let (ei) be a basis for 
m and select a denumerable set (ej) in (ei). Let M be a strongly 
independent collection of denumerable sequences. For each ('Yt, 

'Y2, ... ) £ M, we can define a linear functionf such thatf(ej) = 'Yj. 
The collection of linear functions thus obtained from the ele­
ments of M is a linearly independent one. Its cardinal number 
is the same as that of M. Hence by Lemma 2 we may suppose 
that it is :?: d. This proves that there exist at least d linearly in­
dependent elements in m*; hence b* :?: d as required and b* = db. 
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The relation b* = db implies, of course, that b* > b. More­
over, if b** = dim ~**, then b** > b* > b. This result shows 
that ~ cannot be identified with the space of linear functions on 
~*. 

EXERCISE 

1. (Mackey) Let ~ be a vector space over a field 'P. Prove that the collection 
of sequences ~"y = ('Y, 'Y2, 'Y3, ••• ), 'Y 7"" 0 in 'P, is linearly independent. (Note: 
This leads to an elementary proof of Theorem 2 for the commutative case.) 

6. Finite topology for linear transformations. We shall now 
introduce a certain topology in the set ~(~, ~) of linear transfor­
mations of the vector space ~ in to the vector space @5. Our 
topology will be a trivial (i.e., discrete) one if and only if ~ is 
finite dimensional. Hence this gives another important point of 
difference between the finite and the infinite theories. 

We recall that a topological space consists of a set E and a col-
lection of subsets of E, called open sets, such that 

1. The logical sum of any collection of open sets is open. 
2. The intersection of any finite number of open sets is open. 
3. The set E and the vacuous set are open. * 

A subcollection 58 of the set of open sets is called a basis if every 
open set is a logical sum of members of 58. If 58 is a basis, then 
the intersection of any two elements of 58 is a logical sum of ele­
ments of 58. Conversely, if E is any set and 58 is a collection of 
its subsets such that their logical sum is E and the intersection of 
any two elements of 58 is a logical sum of elements of 58, then we 
can specify as open sets the logical sums of elements of 58. The re­
sulting collection satisfies 1.-3.; hence it and the set E define a 
topological space. A set E is topologized if a collection of its sub­
sets satisfying the above conditions is given. The collection of 
open sets is called a topology for E. 

Now consider the set ~(~, ~). If Xl, X2, ... , Xm and Yh Y2, 
... , Ym are finite subsets of ~ and ~ respectively, then we define 
O(Xi; Yi) to be the set oflinear mappings A of ~ into ~ such that 
XiA = Yi, i = 1, 2, ... , m. It is clear that the intersection of 
any two O(Xi; Yi) is another one. Hence this collection serves as 

* Throughout our discussion we shall follow the terminology of Lefschetz' Algebraic 
Topology, Chapter 1. 
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a basis for a topology in ~(~, 10). We shall call this topology the 
finite topology of ~(~, 10). We note now that any open set O(Xi; 
Yi) is either vacuous or it coincides with an open set O(Xj; Yj) where 
the Xj are linearly independent. Thus, suppose Xl, X2, "', Xr 
is a maximal linearly independent subset of Xl, X2, "', Xm and 

T 

let Xk = L {3kjXj hold for k = r + 1, "', m. Then, unless Yk 
j=1 

= ~(3kjYh O(Xi; Yi) is vacuous. On the other hand, if the condi­
tions do hold, then O(Xi; Yi) = O(Xj; Yi), j = 1, "', r. This re­
mark shows that the sets O(Xj; Yj), Xi linearly independent, con­
stitute a basis for our topology. 

We can now see that the topological space ~(~, 10) (endowed 
with the finite topology) is discrete in the sense that every subset 
is open, if and only if ~ is finite dimensional. First, let ~ have 
the finite basis el, e2, "', en and let A e ~(~, (3). Then O(ei; 
eiA) = (A) so that A is an open set. It follows from 1. that every 
subset of ~(~, (3) is open. Next let dim ~ be infinite. Then if 
Xl, X2, "', Xr is a linearly independent set, O(Xj; Yj) is a non­
denumerable set; for we can supplement the Xj to a basis and 
there exists a linear transformation mapping the elements of a 
basis into arbitrary elements of 10. It follows now that every 
open set of ~(~, 10) is non-denumerable; hence the topology is 
not discrete. 

We shall show next that ~(~, 10) is a topological group, that is, 
that A - B is a continuous function of the two variables A, B 
in ~(~, 10). Finally, if ~ = @3 so that ~ = ~(~, ~) is a ring, then 
~ is a topological ring in the sense that in addition to the con­
tinuity of A - B we have the continuity of the multiplication 
composition. Let A and B be fixed elements of ~(~, 10) and let 
O(Xi; Yi) be a member of the basis containing A-B. Such a 
set will be called a neighborhood of the point. Since A - Be 
O(Xi; Yi), we can write Yi = xi(A - B) so that O(Xi; Yi) = O(Xi; 
xi(A - B)). Now O(Xi; x.A) and O(Xi; xiB) are neighborhoods 
of A and B respectively and it is clear that if X e O(Xi; XiA) and 
Ye O(Xi; XiB), then X - Ye O(Xi; x.(A - B)). This proves 
that the difference composition is continuous. 

Next let ~ = 10 and let O(Xi; xiAB) be any neighborhood of 
AB. Then O(Xi; XiA) and O(XiA; xiAB) are neighborhoods of A 
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and B respectively. Moreover, if X e O(Xi; xiA) and Ye O(XiA; 
xiAB), then XYe O(Xi; xiAB). Hence multiplication is a con­
tinuous composition. 

We recall that a subset of a topological space E is called closed 
if its complement is open. The closed sets satisfy conditions dual 
to 1.-3. In particular, the intersection of any number of closed 
sets is closed. Hence any subset S of E has a closure Cl S defined to 
be the intersection of all the closed sets containing S. (Since E 
itself is closed, there exist closed sets containing S.) The closure 
of S can also be defined as the totali ty of poin ts p (elemen ts of E) 
with the property that every neighborhood of p has non-vacuous 
intersection with S. We shall now illustrate these concepts in 
the finite topology for linear transformations by considering the 
following 

Example. Let In be a vector space with a denumerable basis (ei) over an in­
finite field <1>. Let (ai) be a denumerable set of distinct elements in <I> and let A 
be the linear transformation such that eiA = aiei. We wish to determine the 
closure Cl <I>[Al of the set <I>[Al of polynomials in A. We observe first that the sets 
o(r)(B) = O(ej; ejB),j = 1,2, ... , r, r = 1,2, ... , form a complete set of neigh­
borhoods of the point B, that is, any open set containing B contains one of these 
sets. Let O(Xk; xkB), Xk linearly independent, be a neighborhood of B. Then 
there exists an r such that the given Xk e [el, e2, ... , erl. It follows that o(r)(B) 
C O(Xk; xkB) and this proves our assertion. It is now clear that an element B is 
in the closure of a set M if and only if every set O(ej; ejB) meets M. Now let 
Be Cl <I>[A]. If cf>(A) is a polynomial, then eicf>(A) = cf>(ai)ei. Thus if cf>(A) e o(r)(B), 
then ejB = ejcf>(A) = cf>(aj)ej for j = 1, ... , r. This shows that B is a diagonal 
linear transformation in the sense that eiB = (3iei, i = 1, 2, .... We wish to 
show that Cl <I>[Al is identical with the set of diagonal linear transformations. 
Let B be any diagonal linear transformation and let r be any integer. Consider 
the transformations induced by B and by the polynomials cf>(A) in [el, e2, ... , erl. 
Since the ai are distinct, it is easy to see that the cf>(A) induce every diagonal 
transformation in our subspace. Hence there exists a cf>(A) such that ejB = 
ejcf>(A) holds for j = 1,2, ... , r. This shows that Be Cl <I>[A]. Thus Cl <I>[A] 
is the set of diagonal transformations. 

EXERCISES 

1. Let In be a vector space with a denumerable basis (ei) over a field. Deter­
mine Cl <I>[A] where (a) eiA = ei+l, i = 1, 2, ... , and (b) elA = 0, ei+1A = ei, 
i = 1,2, .... 

2. Show that the basic open sets O(Xi; Yi) are also closed. (This implies that 
~(ln, @5) is a totally disconnected space in the sense that the only connected sub­
sets of ~(ln, @5) are points.) 

3. Prove that every finite dimensional subspace of linear transformations in a 
vector space over a field is closed in the finite topology. 
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7. Total subspaces of m*. Consider the subset mo* of m* of 
linear functions! whose matrices relative to the basis (Ci) are 
column finite in the sense thatf(ci) r!= 0 for only a finite number 
of i. Evidently this collection of linear functions constitutes a 
subspace of the conjugate space. For each i we define a linear 
function Ci* by the conditions 

(6) 

Thus Ci* is the linear function whose matrix relative to the bases 
(Ci) has a 1 in the i place and O's elsewhere. Hence it is clear 
that the Ci* form a basis for mo*. Consequently dim mo* = 
dim m. We now observe that mo* is a total subspacc of m* in 
the sense that, if u is any vector r!= 0 in m, then there exists an 
element! e mo* such thatf(u) r!= O. Write u = fllCil + fl2Ci2 + ... 
+ flmCim where fll r!= O. Then Cil *(u) = fll r!= 0 as required. 

We recall that a subset S of a topological space is dcnsc (in the 
space) if its closure CI S is the whole space. We shall now show 
that a subspace m' of m* is dense in the finite topology of m* = 
~(m, .o!l) if and only if m' is total. First, it is clear that, if m' is 
dense in m*, then m' is total. Otherwise there exists a vector 
u r!= 0 in m such that g(u) = 0 for all gem'. Thenf(u) = 0 for 
allf in CI m' = m*. On the other hand, we can use u as a vector 
in a basis, and then it is clear that there exists a linear function 
f such thatf(u) r!= O. 

To prove the converse we make use of the following criterion 
for density of a subset of ~(m, @5): A subset ~ of ~(m, @5) is dense 
in the finite topology if and only if for every ordered set (Xl) X2, 
.. " xm) of linearly independent vectors in m and every ordered 
set (yl) Y2, "', Ym) in @5, there exists an A e ~ such that xiA = 
Yi for i = 1, 2, "', m. The sufficiency of this criterion is clear 
from the fact that the sets O(Xi; xiB) form a basis for the neigh­
borhoods of B. The necessity follows from the fact that the com­
plete set of linear transformations has the property stated in the 
criterion. If m' is a subspace of m*, we can simplify the criterion 
further and show that m' is dense if, for any linearly independent 
finite set Xl, X2, .. " Xm of vectors in m, there exists a complcmen­
tary sct of vectors Xl *, X2*' .. " Xm * in m' such that 

Xi*(Xj) = 6i ;, i, j = 1, "', m. 
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If this is the case and the (ji, i = 1, .. " m, are arbitrary elements 
of d, then the function f = ~Xi*{ji em' and f(Xi) = (ji. Hence 
m' is dense by the foregoing cri terion. We now prove the fol­
lowing 

Lemma. If~' is a total subspace of m* and Xh X2, "', Xm are 
any linearly independent vectors in ~, then ~' contains a set of vec­
tors Xl *, .. " Xm * complementary to the Xi. 

Proof. If m = 1, this is clear; for, in this case, we can find an 
f in ~' such that f(Xl) = (jl =F- O. Then Xl * = f{jl -1 satisfies 
Xl *(Xl) = 1. Assume the result for m - 1 vectors. Then, for 
Xh X2, "', Xm-l we can find fh f2' "', f m-l in ~' such that 
fk(Xl) = Okl holds for k, I = 1, 2, "', m - 1. For any f e ~' we 
define 

m-1 
g(x) = f(x) - "Eh(X)!(Xk). 

1 

Then g e~' and g(Xl) = 0 for I = 1, 2, "', m - 1. Also there 
exists an f in ~' such that the corresponding g has the property 
g(xm) =F- O. Otherwise we have 

m-1 
o = g(Xm) = f(xm) - "Eh(xm)f(Xk) 

1 

m-1 
= f(xm - "Eh(Xm)Xk) 

1 

m-l 

for all f in ~'. This implies that Xm = "Efk(Xm)Xk and contra-
1 

dicts the linear independence of the x's. Now choose f so that 
g(xm) = 'Y =F- 0 and define 

Xm *(x) = g(X)-y-1 

Xk *(x) = hex) - Xm * (X)fk (Xm) , k = 1, 2, .. " m - 1. 

Then we can verify that the Xj* are complementary to the Xj. 
This lemma completes the proof of the following 

Theorem 3. A necessary and sufficient condition that a subspace 
~' of ~* is total is that ~' is dense in the finite topology. 
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If ~ is finite dimensional, the finite topology in ~* is discrete. 
Hence the closure Cl ~' = ~' for every su bspace ~' of ~ *. It fol­
lows that the only total subspace of ~* is ~* itself. On the other 
hand, the example given at the beginning of this section shows 
that, for infinite dimensional ~, ~* contains proper total sub­
spaces. 

EXERCISES 

1. Let ~ have a denumerable basis and let ~' be a total subspace of ~*. 
Show that there exists a basis (Ui) for ~ which has a complementary set of vectors 
(Ui*) in ~' in the sense that Ui*(Uj) = Oij holds for i, j = 1, 2, .... 

2. (Mackey) Let ~ and ~' be as in 1. Assume, moreover, that ~' has a de­
numerable basis. Prove that ~ and ~' have complementary bases. 

3. Let ~ and ~' be as in 2., and let (Ci), (Ci*) be complementary bases. Show 
that the basis Ui) whereJI = C1 and!. = c. + C;_1 for i > 1 has no complemen­
tary set in ~'. 

8. Dual spaces. Kronecker products. Let~' be a total sub­
space of ~* and let x e~. Then the mapping j ~ xU) = j(x) 
is a linear function on ~', that is, it is an element of the conju­
gate space ~'* of ~'. The mapping x ~ xC/) is a linear trans­
formation of ~ into ~'* and, since ~' is total, this linear trans­
formation is 1-1. Moreover, the image space is a total subspace 
of ~'*. Hence in a certain sense ~ and ~' are interchangeable 
in our discussion. As in the finite case the symmetry which is 
implicit in this situation can be made explicit by introducing the 
notions of a bilinear form and of duality between a left vector 
space and a right vector space. Thus, we shall say that the left 
vector space ~ and the right vector space ~' are dual relative to 
the bilinear jorm g(x, y') if this form is non-degenerate in the 
sense that g(z, y') = 0 for all y' e ~' implies that z = 0 and g(x, 
z') = 0 for all x e ~ implies that z' = o. If~' is a total subspace 
of ~*, then m and ~' are dual relative to the bilinear form sex, j) 
= j(x) = xU). On the other hand, if ~ and ~' are dual relative 
to g(x, y'), then each y' e~' defines a linear function gy,(x) on ~ 
and the mapping y' ~ gy' is 1-1 linear transformation of ~' 
onto a total subspace of ~*. Similarly, g(x, y') can be used to 
define a 1-1 linear mapping of ~ onto a total subspace of ~'*. 

The results on total subspaces can be carried over directly to 
dual spaces. In particular, each member of a pair of dual spaces 
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defines a topology in the other which corresponds to the finite 
topology in the conjugate space. Thus let lR and lR' be dual and 
let ¢(lR') be the total subspace of lR* corresponding to lR'. Then 
¢(lR') has a topology which is inheri ted from lR *: the open sets 
of ¢(lR') are the intersections of the open sets of lR* with the set 
¢(lR'). (This is the standard subspace topology.) We can now 
use the 1-1 correspondence between ¢(lR') and lR' to transfer the 
topology of ¢(lR') to a topology in lR'. The result that we obtain 
is that the open sets of lR' are the logical sums of the basic open 
sets O(Xi; (Ji), i = 1, "., r, where O(Xi; (Ji) is the totality of 
y' e lR' such that g(Xi, y') = (Ji. We shall refer to this topology 
of lR' as the lR-topology. In a similar fashion we can define an 
lR'-topology for lR. 

Let lR and lR' be dual relative to g(x, y'). As in the finite di­
mensional case, if 0 is a subspace of lR, we denote by j(0) the 
subspace of lR' of vectors y' which are incident to every x e 0 in 
the sense that g(x, y') = O. In a similar manner we can associate 
with every subspace @3' of lR' a subspace of j(0') of lR. It is 
easy to establish the following rules: 

(i) If 0 1 :::J @32, thenj(@31) Cj(02 ), 

(ii) j(j(01)):::J 01) 
(iii) j(j(j(01))) = j(01). 

The first two of these are evident. To prove (iii) we use (ii) for 
@31 replaced by j(@31)' This gives j(j(j(@31))) :::J j(01). On the 
other hand, since j(j(01)) :::J 01) (i) implies that j(j(j(01))) C 

j(@31). If lR (and hence lR') is finite dimensional, then the map­
ping 0 ~ j(0) is 1-1 of the lattice of subs paces of lR onto the 
lattice of subspaces of lR'. This need not hold for infinite di­
mensional spaces. For example, let lR' = lR*, the complete con­
jugate space. Then if lR' is a total subspace of lR* distinct from 
lR*, then j(lR') = 0 = j(lR*) in spite of lR' ~ lR*. We shall show 
that the j-mapping induces a 1-1 mapping of the set of closed 
subspaces of lR onto the set of closed subs paces of lR'. 

We observe first that, if @3 is any subspace of lR, then the bi­
linear form g defines a bilinear form g connecting the space 0 
and the factor space lR' - j(0). We define g(x, y'), where y' = 
y' + j(@3), by g(x, y') = g(x, y'). Since any two choices of y' are 
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congruent modulo j(0), it is clear that we obtain in this way a 
single-valued mapping of the set of pairs (x, )i') into~. We can 
verify directly that g is a bilinear form. If x ~ 0 in 0, then we 
know that there exists a y' such that g(x, y') ~ O. Then g(x, )i') 
~ O. On the other hand, assume that)i' is a vector in m' - j(0) 
such that g(x, )i') = 0 holds for all x in 0. Then g(x, y') = 0 
for all x, and y' ej(0). Thus)i' = O. These remarks show that 
the pair of vector spaces ®, m' - j(0) are dual relative to the bi­
linear form g. We can now prove the following 

Theorem 4. Ij 0' is a subspace oj m', then j(j(0')) is the closure 
oj 0' in the m-topology oj m'; in particular, 0' is closed if and only 
if j(j(0')) = 0'. 

Proof. It follows directly from the definition of the topologies 
that subspaces of the form j(0), j(®') are closed. Since j(j(®')) 
::) 0',j(j(®')) ::) Cl ®'. Conversely, let u' ej(j(0')) and consider 
any neighborhood O(Xi; g(Xi, u')) of u'. Let x be the finite di­
mensional space spanned by the Xi and let (Yh Y2, "', Yr) be a 
basis for this space such that (yt, Y2, "', Y.) is a basis for j(®') 
n x. The cosets)ik = Yk + j(0'), k = s + 1, .. " r, are linearly 
independent in m - j(®'). Since 0' and m - j(0') are dual rel­
ative to g(x + j(®'), y') = g(x, y'), we can conclude from the 
lemma of the preceding section that there exists a v' e 0' such 
that g(Yk + j(®'), v') = g(Yk, u') holds for k = s + 1, "', r. 
Thus g(Yk, v') = g(Yk, u'). On the other hand, g(y;, v') = 0 = 
g(Yh u') for j = 1, "', s. Hence v' e O(Yi; g(Yi, u')). Now 
O(Yi; g(Yi, u')) = O(Xi; g(Xi, u')), i = 1, "', r. Hence v' is in 
the given neighborhood O(Xi; g(Xi' u')) of u'. This shows that 
u' e Cl ®'; hence Cl 0' = j(j(0')) as we wished to prove. 

Now consider the mapping 0 ~ j(0) where ® ranges over 
the set of closed subspaces of m. Since j(j(®)) = ® for closed 
0, it is clear that our mapping is 1-1. Since every closed sub­
space of m' has the form ®' = j(j(0')), the mapping is a mapping 
onto the set of closed subspaces of m'. This proves the assertion 
that we made before. 

The existence of a dual for any given vector space enables us 
to carryover the proof given in the finite case for the existence 
of a direct product group for any right vector space m' and any 
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left vector space e; (§ 1, Chapter VII). As before, let m be dual to 
m' relative to the bilinear form g. Consider the set Ij3 of linear 
transformations of minto e; which have the form 

m 

X ---* L g(x, X/)Yi, 
I 

where the x/ em' and the Yi e 10. It is immediate that Ij3 is a 
subgroup of ~(m, e;). If x' e m' and Y e e;, then we define x' X Y 
to be the linear transformation x ---* g(x, x')y belonging to the 
group 1j3. Then we can verify as in the finite case that Ij3 is a di­
rect product group, Ij3 = m' X 10, of m' and 10. 

This basic definition permits us to carryover much of our 
previous discussion of direct products. In particular we can use 
it to define the Kronecker product of arbitrary vector spaces 
over a field and the Kronecker product of arbitrary (non-associa­
tive) algebras. Also we can define the extension space m2: for m 
arbitrary and ~ any extension field of the base field <P of m. The 
proofs of the elementary properties such as commutativity and 
associativity of Kronecker multiplication made no use of finite­
ness; hence these hold in the general case. 

EXERCISES 

1. Prove that, if 0 is a closed subspace of m (in the m'-topology) and \:5' is 
finite dimensional, then 10 + \:5' is closed. 

2. Let \:5' be a finite dimensional vector space over a field <P and let m be an 
arbitrary vector space over <P. Show that ~(m X \:5', m X m is the Kronecker 
product of ~(m, m) and ~m, m relative to .d X B defined as on p. 211. 

3. Show that the result of Ex. 2 does not hold for infinite dimensional m, \:5'. 
4. Let {ma l be a collection of subspaces of a vector space m over a field <P and 

let ~ be an extension field of <P. Prove that (n mah: = n ma2: holds in m2:. 

9. Two-sided ideals in the ring of linear transformations. As 
in the finite case we define the rank peA) of a linear transforma­
tion A as the dimensionality of the image space mAo Similarly 
the nullity v(A) is the dimensionality of the null space ?RA of 
vectors z such that zA = o. If ml is a complement of ?RA so 
that m = ml EB ?R .. b then A is a 1-1 mapping of ml onto mlA = 
mAo Hence dim mA = dim mb and this implies, as before, that 
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peA) + peA) = dim~. Also we can easily prove the following 
important relations: 

1. peA + B) ~ peA) + pCB). 
2. p(AB) ~ min (p(A), pCB)). 

These formulas allow us to define certain proper two-sided 
ideals in the ring ~ of linear transformations of an infinite di­
mensional vector space. Let e be any infinite cardinal such that 
e ~ b = dim ~ and let ~e be the set of linear transformations A e 

such that 
p(Ae) < e. 

Since p( -Ae) = p(Ae), ~e contains the negative of every linear 
transformation in this set. Also since the sum of two cardinals, 
one of which is infinite, is the larger of the two cardinals we see, 
using 1., that ~e is closed under addition. Finally 2. shows that 
~e is closed under multiplication by arbitrary elements of ~. 
Hence ~e is a two-sided ideal. 

If e and e' are two infinite cardinals ~ band e < e', then 
~e c ~e'; for evidently ~e c ~e'. Moreover, there exist linear 
transformations of any given rank ~ b; for we can obtain such 
transformations by choosing a basis (ei) of ~ and a subset (ek) 
which has the given cardinal number. Then the linear transfor­
mation such that ek --+ ek and ei --+ 0 for i ~ k has the required 
rank. Now the linear transformations of rank e are in ~e' but 
not in ~e. Hence ~e ~ ~e' and ~e C ~e'. Thus we see that the 
correspondence e --+ ~e is 1-1. 

The main result on two-sided ideals of ~ is that the ideals ~e 
are the only proper two-sided ideals in~. For the proof of this 
fact we require the following 

Lemma. If A and B e ~ and pCB) ~ peA), then there exist P 
and Q in ~ such that B = P AQ. 

Proof. We write ~ = ~l EEl WA where WA is the null space of 
A and similarly ~ = ~2 EEl WB. Let (Xk) be a basis for ~l and 
(Y>.) be a basis for ~2. Since dim ~l = dim ~A ;::: dim ~B = 
dim ~2' we can set up a 1-1 correspondence Y>. --+ x>. of (Y>.) into 
(Xk). Let P be the linear transformation which maps y>. into X>. 
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and maps SRB into o. Since the vectors X),A form a linearly inde­
pendent set, there exists a linear transformation Q such that 
(xxA)Q = yxB. Then 

yxP AQ = xxAQ = yxB, 

zp AQ = 0 if z e WB. 

Hence P AQ = B as required. 
Suppose now .$S is any proper two-sided ideal in~. Let e be 

the smallest infinite cardinal number such that e > pCB) for all 
B e.$S. If.$S contains a linear transformation B of rank b = 
dim m and A is any linear transformation of m, then rank A ~ 
rank B. Hence by the preceding lemma, A = PBQ dB. Thus 
.$S = ~ contrary to hypothesis. Thus b > pCB) for every Be.$S 
and therefore e ~ b. Since e ~ b, the definitions show that 
.$S c ~e. On the other hand, let C be any element of ~e. Then 
p(C) <.e and if p(C) is infinite there must exist a B e.$S such that 
pCB) ;::: p(C). By the lemma this implies that C e.$S. If p(C) is 
finite, we can argue in the same way that C is in .$S unless p( C) 
> pCB), for every B. At any rate we can conclude that .$S con­
tains every linear transformation of rank one. We shall now 
show that any transformation of finite rank is a sum of transfor­
mations of rank 1. To prove this we write mc = [Yh Y2, ... , Ym] 
where the Yi are linearly independent. Then for any x 

xC = ifJl(X)Yl + ifJ2(X)Y2 + ... + ifJm(x)Ym. 

It is clear that the ifJi(X) are linear functions and that the map­
ping Ci such that XCi = ifJi(X)Yi is a linear transformation of rank 
one. Evidently C = C1 + C2 + ... + Cm and, since we know 
that the Ci e.$S, we see that C e.$S. Thus every C in ~e is in .$S 
and .$S = ~e. This proves 

Theorem 5. Let ~ be the ring of linear transformations in an 
infinite dimensional uector space m. For each infinite cardinal e ~ 
dim m define ~e to be the totality of linear transformations of rank 
< e. Then ~e is a proper two-sided ideal in ~ and any proper two­
sided ideal coincides with one of the ~e. 

We have seen that, if e and e' are two infinite cardinals ~ b 
and e < e', then ~e c ~e'. Theorem 5 therefore shows that the 
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correspondence e ~ ~e is a lattice isomorphism of the set of in­
fini te cardinals < b on the set of proper ideals in~. In particular 
we see that ~ has at least one proper two-sided ideal, ~e where e 
is aleph null. This ideal consists of the transformations of finite 
rank and in the sequel we denote it as \J. Clearly \J is contained 
in every two-sided ideal r" 0 of ~. 

10. Dense rings of linear transformations. Some of the results 
on the ring of linear transformations of a finite dimensional vec­
tor space can be extended to arbitrary dense rings of linear trans­
formations. We recall that a set ~ of linear transformations is 
dense in the finite topology if and only if for any two ordered 
finite sets of vectors (Xl, X2, ... , xm), (yI, Y2, ... , Ym) such that 
the x's are linearly independent, there exists an A e ~ such that 
XiA =Yi, i = 1,2, ... , m. 

We note first that any dense ring ~ of linear transformations 
is an irreducible set oj endomorphisms. By this we mean that 
the only subgroups of the additive group W which are mapped 
into themselves by ~ are Wand o. Thus, let e; be such a sub­
group. If @5 r" 0, it contains a vector x r" o. Then if Y is any 
vector in W, we can find an A e ~ such that xA = y. Hence 
Y e @5. Since y is arbitrary this shows that @5 = W. 

Another noteworthy result on dense rings is that the only endo­
morphisms of the group W which commute with every A e ~ are 
the scalar multiplications. This is an extension of Theorem 2 of 
the preceding chapter. The proof of the earlier result carries 
over word for word to the present situation. 

It appears to be very difficult to construct and to classify all 
dense rings of linear transformations. However, a good deal can 
be done for an important subclass of the class of dense rings, 
namely, those which contain non-zero transformations of finite 
rank. In the remainder of this section and the next two sections 
we shall be concerned with the theory of rings of this type. 

We give first a method for constructing such rings which will 
turn out to be completely general. We begin with a total sub­
space W' of the conjugate space W* and we let ~(W' I W) denote the 
totality of linear transformations A whose transposes A* map W' 
into itself. We recall that A* is the linear transformationJ ~ JA* 
where JA*(x) = J(xA). Now let cf>b cf>2, ••• , cf>m be arbitrary 
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elements of m', Ur, U2, "', Um arbitrary vectors in m and let 
m 

F = L cf>i X Ui. We recall that this means that F is the linear 
1 m 

transformation x ~ L cf>i(X)Ui' Thus F is of finite rank. More-
l 

over, ifj is any linear function, thenjF*(x) = ~cf>i(X)j(Ui)' Thus 
jF* is a linear combination of cf>l, cf>2, "', cf>m and hence F* e 
2(m' I m). This shows that 2(m' I m) contains non-zero transfor­
mations of finite rank. Let l)'(m' I m) = l)' n 2(m' I m) the to­
tality of finite rank transformations contained in 2(m' 1m). 

We prove next that l)'(m' I m) is dense in 2. Thus let (yr, Y2, 
.. " Ym) be linearly independent and let (UI, U2, .. " Um) be arbi­
trary in m. Since m' is total, it contains linear functions cf>i such 
that cf>i(Yj) = (jij, i,j = 1,2, "', m. Then the linear transforma­
tion F = ~cf>i X Ui e l)'(m' I m) and YiF = Ui, i = 1, "', m, as 
required. 

It is clear from the definition of 2(m' I m) that this set is a sub­
ring of 2 = 2(m, m) (= 2(m* I m)). Likewise l)'(m' I m) is a sub­
ring of 2. Now let ~ be any subring of 2(m' I m) which contains 
l)'(m' I m). Then since l)'(m' I m) is dense, ~ is dense. Also obvi­
ously ~ contains non-zero transformations of finite rank. 

Conversely, let ~ be any dense ring of linear transformations 
such that ~ n l)' ~ O. Let m' be the subspace of m* defined by 

(7) m' = L m*F*, 
Fe&n\5 

that is, m' is the smallest subspace of m* containing the spaces 
m*F* where F e ~ n l)'. Then we shall show that m' is total and 
that l)'(m' I m) c ~ c 2(m' I m). The totality of m' will follow 
from the following lemma which is of interest in itself. 

Lemma 1. Ij ~ is an irreducible ring oj endomorphisms, any 
non-zero two-sided ideal m oj ~ is irreducible. 

Proof. If x is a non-zero element of the group m in which ~ 
acts, then the set xm of elements xB, B in m, is a subgroup in­
variant relative to~. Hence either xm = m or xm = o. If xm 
= 0, then the collection 0 of x's with this property is not O. 
But @5 is a subgroup invariant relative to ~ also. Hence 0 = m. 
Thus mm = 0 contrary to m ~ o. We have therefore proved 
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that x5S = m holds for every non-zero x. The irreducibility of m 
relative to 5S is an immediate consequence of this result. 

We can now prove that the space m' defined by (7) is total. 
We know that lJ is a two-sided ideal in~. Hence lJ n ~ is a non­
zero two-sided ideal in ~ so that by Lemma 1 lJ n ~ is irreducible. 
If x ~ 0 is in m, then we can find an Fe lJ n ~ such that xF ~ O. 
Also we can find a linear function f such that f(xF) ~ O. Then 
fF*(x) ~ 0 andfF* em'. Hence m' is total. 

Now let A e~. Then we have the following relations 

m'A* = '2;m*F*A* = '2;m*(AF) * em', 

since lJ n ~ is an ideal in~. Hence we have proved that ~ c 
~(m' I m). In order to prove the other inclusion relation lJ(m' I m) 
c ~ we require the following 

Lemma 2. Let F be a transformation of finite rank and let 
mF = [u!) U2, .. " uml where the Ui are linearly independent. Then 

m 

F can be written in one and only one way as L: cf>i X Ui where the 
1 

cf>i e m*. Moreover, the cf>i are linearly independent and m'F* = 
[cf>t, cf>2, .. " cf>ml holds for every total subspace m' of m*. 

Proof. We have seen before (p. 258) that F has the form 
m 

L: cf>i X Ui. The uniqueness has also been noted previously in 
1 

our discussion of direct products (p. 201 and p. 256). Thus the 
first statement of the lemma holds. Now let f e m*. Then 
fF* = '2;cf>d(Ui); hence m* F* c [cf>!) cf>2, "', cf>ml. On the other 
hand, if m' is dense, then we can find gi in m' such that gi(Ui) = 
5ii' Then giF* = cf>i so that [cf>!) cf>2, "', cf>ml c m'F*. This com­
pletes the proof. 

Now let Fe lJ(m' I m) and write F = '2;cf>i X Ui where the Ui 
form a basis for mF. Then m' F* = [cf>!) cf>2, "', cf>ml so that the 
cf>iem'. Thus all the cf>iem*F1* + m*F2* + ... + m*Fn* for 
suitable Fi e ~ n lJ. We apply the preceding lemma to the Fi 
and write Fi = L: Y;ik X Vik where the Vik form a basis for mFi 

k 

and the Y;ik form a basis for m*Fi*' Then cf>i = L: Y;ikJLik,i for 
1,k 
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suitable J.Lik,i in A. Since ~ is dense and the Vik for fixed j are 
linearly independent, we can find Aii e ~ such that 

(8) 

for k = 1, 2, ... , i = 1, 2, ... , m. Now the transformation 
L FiAii e lJ n ~ and 
i,i f. FiAii = it (~t/lik X Vik) Aii = fu t/lik X VikAii 

L t/lik X J.Lik,iUi = L (L t/likJ.Lik'i) X Ui 
i,i,k i i,k 

= "1;rf>i X Ui = F. 

Thus Fe lJ n~. This completes the proof of the following struc­
ture theorem. 

Theorem 6. Let m' be a total subspace of m* and let ~(m' I m) 
be the totality of linear transformations A whose transposes map m' 
into itself. Then any subring~ of~(m' I m) which contains lJ(m' I m) 
= lJ n ~(m' I m) is a dense ring of linear transformations contain­
ing non-zero transformations of finite rank. Conversely, any dense 
ring of linear transformations which contains non-zero finite rank 
transformations can be obtained in this way. 

Our arguments actually establish somewhat more than we have 
stated in the theorem. Thus we have the formula (7) for the 
total subspace m' determined by the given ring~. Moreover, it 
is easy to see from our discussion that lJ(m' I m) = m' X m the 
totality of mappings "1;rf>i X Ui, rf>i em', Ui e m. If we begin with 
a ring between ~(m' I m) and lJ(m' I m), then the space determined 
by (7) is m' itself. We leave the verification of these statements 
to the reader. 

The main theorem can also be formulated in a more symmetric 
fashion in terms of dual spaces. For this purpose let m and m' 
be dual relative to the bilinear form g. Then we have the natural 
equivalence R of m' onto a total subspace @;* of m*: If y' em', 
then y'R is the linear function gy'(x) = g(y', x) (cf. p. 137). If 
A e ~(@;* I m), then A' = RA*R-l is a linear transformation of 
m' into itself. We shall call A' the transpose of A relative to g. As 
in the finite dimensional case, A' satisfies the condition 

(9) g(xA, y') = g(x, y' A') 
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for all x e m and all y' em'. Conversely, let A be any linear 
transformation in m for which there exists a linear transformation 
A' in m' such that (9) holds. Then gu,A* = gu'A' e @;* so that 
A e ~(@;* I m). It follows that A' is the transpose of A relative to 
g. It is now natural to denote ~(@;* I m) also as ~(m' I m). The 
transformations of finite rank in this ring have the form "j;y/ X Xi 
where, as usual, this denotes the mapping x ~ "j;g(x, Y/)Xi. The 
transpose in m' of "j;y/ X Xi is "j;y/ X' Xi where y'("j;y/ X Xi) = 

"j;y/g(Xi, y'). Hence the sets ty(m'l m) = ty n ~(m' I m) and 
ty(m I m') (defined in the same way) correspond in the mapping 
A ~ A'. 

The dual space formulation of Theorem 6 can now be given. 

Theorem 6'. Let m and m' be dual vector spaces and let ~(m' I m) 
denote the totality of linear transformations in m which have trans­
poses in m'. Then any subring of~(m' I m) which contains ty(m' I m) 
= ty n ~(m' I m) is a dense ring of linear transformations in m con-
taining non-zero transformations of finite rank. Conversely, any 
dense ring of linear transformations which contains non-zero finite 
rank transformations can be obtained in this way. 

I t is clear from this formulation that the set ~' of transposes A' 
in m' is a dense ring in m' containing transformations of finite 
rank. The mapping A ~ A' is an anti-isomorphism of ~ onto 
~'. 

EXERCISES 

1. Let m have a denumerable basis over .!l and let ~ be the totality of linear 
transformations whose matrices relative to this basis have the form 

where A is a finite matrix. Show that ~ is a dense ring. 
2. Let m be as in 1. and let m' be the total subspace [4>1, 4>2, .•• J where 4>i(Ci) 

= ~ii for (Ci) a basis. Show that A e ~(m' I m) if and only if its matrix relative to 
(co) is both row finite and column finite. 

3. Let U and V be the linear transformations in mover 4> whose matrices are 

o 1 
o 0 

o 1 1. 
... J 

o 
1 0 
010 
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Show that the algebra <I>[U, V] generated by U and Vis dense and contains trans_ 
formations of finite rank. 

4. Verify that, if the vectors (ei) and (r/Ji) are complementary (r/J;(ek) = Oik), 
then the linear transformations eil. = r/Ji X ek satisfy the multiplication table for 
matrix units. 

5. (Litoff) Prove that any finite subset of B=(9t' 19t) can be imbedded in a sub­
ring which is isomorphic to a finite matrix ring An. 

6. Prove that any right ideal of B=(9t' 19t) = 9t' X 9t has the form @5' X 9t 
where @5' is a subspace of 9t' and that any left ideal has the form 9t' X @5, @5 a 
subspace of 9t. (Cf. § 3-4 of Chapter VIII.) 

7. Prove that B=(9t' 19t) is simple. 
8. Prove that A has a transpose in 9t' if and only if A is a continuous mapping 

of 9t, endowed with the 9t'-topology, into itself. 

11. Isomorphism theorems. We take up now the question of 
isomorphism of dense rings of linear transformations containing 
non-zero transformations of finite rank. For this purpose we 
shall use the structure theorem in its original form, namely, that 
~ can be sandwiched in as \!(9t' I 9t) ::J ~ ::J B=(9t' I 9t) where 9t' is 
a total subspace of 9t*. We have seen (Ex. 6) that every right 
ideal of B=(9t' I 9t) has the form @5' X 9t where @5' is a subspace of 
9t'. Now if A is any linear transformation in 9t, then C~1/;i X xi)A 
= It1/;i X XiA. Hence @5' X 9t is in reality a right ideal in \! and 
a fortiori in~. If @5' = [1/;] is a one-dimensional subspace of 9t', 

then it is clear that @5' X 9t is a minimal right ideal of B=(9t' I 9t). 

Since it is clear that any right ideal of ~ contained in B=(9t' I 9t) is 
a right ideal of B=(9t' I 9t), our remark shows that [1/;] X 9t is a 
minimal right ideal of~. 

We can now list the following facts about~: 1) ~ is an irreduci­
ble ring of endormophisms in 9t, 2) the set of endomorphisms 
which commute with every A in ~ is the set of scalar multiplica­
tions, and 3) ~ possesses minimal right ideals. These results en­
able us to carryover the discussion in § 5 of Chapter VIII on the 
isomorphism of rings of linear transformations of finite dimen­
sional vector spaces. 

We sketch the argument that we used before. Let 3 be a 
minimal right ideal in ~ and let x be a vector such that x3 ~ o. 
Then x3 is a subgroup of 9t mapped into itself by~. Hence x3 
= 9t. We can conclude as before that the mapping x: B ~ xB 
is an operator isomorphism of 3 onto 9t. 
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We now consider two isomorphic rings ~i, i = 1, 2, where 
2(m/ I mi) =:l ~i =:l ~(m/ I mi) and mi is a vector space over Lli' m/ 
a total subspace of linear functions in mi. Let .,,11 ---7 A 1ep be an 
isomorphism of ~1 onto ~2. Choose a minimal right ideal 31 in 
~1 and let 32 = 31ep. Let..pi be an operator isomorphism of 3i 
into mi determined as above. Then by the argument of § 5, 
Chapter VIII, the mapping U = ifi1-1epifi2 is a 1-1 semi-linear 
transformation of m1 onto m2 and 

(10) 

holds for all A 1 in ~1. In particular we see as before that the 
base division rings are isomorphic and m1 and m2 have the same 
dimensionality. 

In the finite case this is all one needs to say. In the infinite 
case, however, there is an important additional remark which 
should be made. This concerns the transpose of the semi-linear 
transformation U. We proceed to define this concept for any 
semi-linear transformation. 

Let 8 be any semi-linear transformation of m1 into m2 and let 
s be the isomorphism of Ll1 onto Ll2 associated with 8. Then 
(ax1)8 = a'(x18) for any Xl in m1. Now let!(x2) be any linear 
function in m2 and set 

Then it is clear that g is a linear function on m1. Also it can be 
verified directly that the mapping 8*: ! ---7 g is a semi-linear 
transformation of m2 * into m1 * with associated isomorphism 
S-l. We call 8* the transpose of 8. As for linear transformations 

(11) 

This implies that, if 8 has the inverse 8-1 (a semi-linear transfor­
mation of m2 onto m1 with isomorphism S-l) so that 88-1 = 1 
= 8-18, then 8*(8-1)* = 1 = (8-1)*8*. Hence 8* also has an 
inverse. This is equivalent to saying that, if 8 is a 1-1 mapping 
of m1 onto m2, then 8* is 1-1 of m2* onto m1 *. We observe that 
F1 is a transformation of finite rank in m1 if and only if U-1 F1 U 
is of finite rank in m2. It follows that ep maps ~(m1' I m1) onto 
~(m2' I m2). If we refer to formula (7) for the m/, we can verify 
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that U* maps ffi2 ' onto ffi l '. Thus, 

ffi2'U* = kffi2*F2*U* = kffi2*U*FI* 

= kffil*FI* = ffi/. 

\Ve can therefore state the following isomorphism theorem: 

Theorem 7. Let ffii, i = 1, 2, be a vector space over di and let 
ffi/ be a total subspace of linear functions on ffi. Suppose that ~i is 
a subring of ~(ffi/ I ffi i ) containing ~(ffi/ I ffi i ) and let e/> be an iso­
morphism of ~l onto ~2. Then there exists a 1-1 semi-linear trans-
formation U of ffi l onto ffi2 , whose transpose maps ffi 2 ' onto ffi l ', such 
that Ale/> = U-lA I U holds jor all Al in ~l. 

This theorem has a number of interesting consequences. vVe 
give one of these here, a generalization of Ex. 5, p. 237. 

Corollary 1. Let ffi be a vector space over a field <P and let ffi' be 
a total subspace of ffi*. Then every automorphism of ~(ffi' I ffi) 
which leaves the elements oj the center fixed is inner. 

Proof. Evidently ~(ffi' I ffi) contains the set <Pz of scalar multi­
plications. Also since the only endomorphisms which commute 
with all the elements of ~(ffi' I ffi) are the scalar multiplications, 
the set <Pz is the center of ~(ffi' I ffi). If A -+ Ae/> is an automor­
phism in ~(ffi' I ffi), then there is a semi-linear transformation U 
such that Ae/> = U-lAU. If u is the associated automorphism 
in <Pz, then U-lal U = (aU) I. Assume now that air/> = al for all 
a. Then U-laiU = air/> = al. Hence al = (aU) I and so u = 1. 
Thus U is linear. Since U* maps ffi' into itself, U e ~(ffi' I ffi) by 
definition. Thus e/> is inner. 

This result includes, of course, the following special case: 

Corollary 2. Every automorphism of the ring ~ oj linear trans­
formations of a vector space over a field which leaves the elements of 
the center fixed is inner. 

EXERCISE 

1. Let ~ be any division ring with the property that the only automorphisms 
in ~ leaving the elements of the center fixed are inner. Prove that, if ffi is a vec­
tor space over ~, then every automorphism of a ring ~(ffi/l ffi) which leaves the 
elements of the center fixed is inner. 
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12. Anti-automorphisms and scalar products. We consider now 
the problem of finding conditions that a dense ring of linear 
transformations containing non-zero transformations of finite 
rank possess an anti-automorphism. It is convenient to assume 
here the second formulation of the structure theorem, that is, 
that ~ is given as a subring of \l(m' I m) containing ~(m' I m) 
where m and m' are dual relative to a bilinear form g. We intro­
duce the division ring .1' anti-isomorphic to .1 and let a ~ at 
be a fixed anti-isomorphism of .1 onto .1'. Then we can regard m 
as a right vector space over .1' if we take xat = ax. Similarly, 
m' is a left vector space over .1' if atx' = x' a. 

Now suppose that A ~ A'P is an anti-automorphism in~. If 
A' denotes the transpose of A relative to g, then A ~ A' is an anti­
isomorphism of ~ onto a ring ~' and \l(m 1m') ~ ~'~ ~(m 1m'). 
It follows that the mapping A' ~ A'P is an isomorphism of~' 
onto~. Hence by the isomorphism theorem there exists a semi­
linear transformation V of the left vector space m' (over .1') onto 
the left vector space m such that 

(12) A'P = V-IA'V 

holds for all A F ~. The semi-linear transformation V can be 
used to define a scalar product in m; for we can put 

(13) hex, y) = g(x, yV-l). 

Then it is clear that 

Moreover, 

h(xl + X2, y) = hex!) y) + h(x2, y) 

hex, Yl + Y2) = hex, Yl) + hex, Y2) 

h(ax, y) = ah(x, y). 

hex, ay) = g(x, (ay)V-l) = g(x, aV-\yV-1» 

= g(x, (yV-l)aV- 1t-1) = g(x, yV-l)aV- 1t-1 

h( ) .-It-1 
= x,ya 

where v is the isomorphism of .1' onto .1 associated with V. Since 
V-I is an isomorphism of .1 onto .1' and /-1 is an anti-isomorphism 
of .1' onto .1, V- 1/- 1 is an anti-automorphism in.1. We write 
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a = a·-It-I; hence hex, ay) = hex, y)a and h is a scalar product in 
m relative to a ~ a. 

It is easy to see that the non-degeneracy of g and the proper­
ties of V imply the non-degeneracy of h. Hence if we regard m 
as a right vector space over A by taking xa = ax, then m is dual 
with itself relative to h. We prove next that ~ is a subring of 
2(m I m) containing (J(m I m). Thus if A e~, then 

h(xA, y) = g(xA, yV-I) = g(x, yV-IA') = g(x, yV-1A' VV-I) 

= g(x, yA'l!V-l) = hex, yA'l!). 

Thus A e 2(m I m) and its transpose relative to h is the image 
A'l! under the given anti-isomorphism. On the other hand, let 
Fe (J(m I m). Then 

g(xF, y') = h(xF, y'V) = hex, y'VF'l!) = hex, y' VF'l! V-I V) 

= g(x, y'VF'l!V-I); 

hence F has a transpose relative to g and F e~. We have there­
fore proved that 2(m I m) ~ ~ ~ (J(m I m) and that A ~ A'l! is 
the transpose mapping relative to h. 

We have not yet fully exploited the fact that A'l! e~. We 
shall show next that this condition implies that hex, y) is a weakly 
hermitian scalar product in the sense that there exists a 1-1 semi­
linear transformation Q of m onto itself such that 

(14) hex, y) = hey, xQ) 

holds for all x, y em. Consider the mapping Yl X Xl> that is, 
x ~ hex, YI)XI. We know that this belongs to (J(m I m) and 
that its transpose isy ~ y1h(XbY) = h(x!)y)aYl where a ~ aa is 
the inverse of a ~ a. Since the transpose mapping sends ~ into 
itself, y ~ h(xb y)aYl coincides with a linear transformation 
~Ui X Vi. A simple argument shows that in reality our transfor­
mation has the form Zl X Yl' It follows that hex!) y)a = hey, Zl) 

holds for all y. If we take the bar of both sides, we obtain h(xb y) 

= hey, Zl)' Thus for each x there exists a Z such that hex, y) 
= hey, z) holds for all y. Now the non-degeneracy of h implies 
that Z is uniquely determined by x; hence x ~ z is a mapping 
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Q of m into itself. Clearly Q is an endomorphism. Moreover, 

h(ax, y) = ah(x, y) = ah(y, xQ) = hey, xQ)aa 

= hey, aa2(xQ)); 

hence (ax)Q = aa\xQ) and Q is semi-linear with associated auto­
morphism a 2 • The non-degeneracy of h implies that Q is I-I. 
Finally, since every element ofg:(m I m) is a transpose, Q is a map­
ping onto m. This proves that h is weakly hermitian. 

Conversely, assume that h is a non-degenerate weakly her­
mitian scalar product in mover Ll. Let A e 2(m I m) and let A' 
now denote its transpose relative to h. Then, 

h(xA', y) = h(yQ-I, xA') = h(yQ-IA, x) 

= hex, yQ-IAQ). 

Hence h(xA', y) = hex, yQ-IAQ). This shows that A' e 2(m I m) 
and that A" = Q-IAQ. Hence A ~ A' is an anti-automor­
phism oH(m I m). We can summarize our results as follows: 

Theorem 8. Let ~ be a dense ring of linear transformations in 
mover Ll containing non-zero transformations of finite rank. As­
sume that ~ possesses an anti-automorphism A ~ A'lt. Then Ll 
has an anti-automorphism a ~ Ii and there exists a non-degenerate 
weakly hermitian scalar product in m such that ~ is included between 
2(m I m) and g:(m I m) and such that A ~ A'lt coincides with the 
transpose mapping relative to h. Conversely, if m has a non-degen­
erate weakly hermitian scalar product, then the transpose mapping in 
2(m I m) is an anti-automorphism. 

We impose next the condition that A ~ A' (= A'lt) is involu­
torial, that is, that A" = A holds for all A e~. By the relation 
A" = Q-IAQ derived above, our condition is equivalent to 
Q-IAQ = A for all A e~. The latter holds if and only if Q = 

J.l.z a scalar multiplication. Thus A ~ A' is involutorial if and 
only if 

(15) hex, y) = ph(y, x) 

for a fixed p( = fl) and all x, y. We shall now show that we can 
replace h by a suitable multiple sex, y) = hex, y)T which is either 



270 INFINITE DIMENSIONAL VECTOR SPACES 

hermitian or skew hermitian. We note first that iteration of (15) 
gives 

(16) hex, y) = vh(x, y)ii. 

If we choose x, y so that hex, y) = 1, this gives ii = v-I. If 
v = -1, h is skew hermitian and there is nothing to prove. If 
v ~ -1, then we set r = (v + 1) -1 and we verify that 

r-1'f = (v + 1)(ii + 1)-1 = (v + 1)(v-1 + 1)-1 = v. 

Then if sex, y) = hex, y)r, we can verify that s is a scalar product 
whose anti-automorphism is a - a* == r-1ii:T. Also 

s(y, x)* = r-1s(y, x)r = r-1'fh(y, X)T 

= vh(y, x)r = h(x,y)r = s(x,y); 

hence s is hermitian. We have therefore proved the following 

Theorem 9. Let ~ and'lF be as in Theorem 8, and assume that 
'lF2 = 1. Then d has an involutorial anti-automorphism and there 
exists a non-degenerate hermitian or skew hermitian scalar product 
s in ~ such that A - A'lF coincides with the transpose mapping rela­
tive to h. Conversely, if ~ has a non-degenerate hermitian or skew 
hermitian scalar product, then the transpose mapping in ~(~ I ~) is 
an anti-automorphism. 

We remark also that in view of Ex. 4, page 151, we can sup­
pose that our scalar product is either hermitian or skew symmetric. 
The latter possibility can hold only if d = <I> a field. 

EXERCISES 

1. Let h be a non-degenerate hermitian or skew hermitian scalar product in 
~. Prove that, if @3 is a finite dimensional non-isotropic subspace of ~, then 
~ = @3 EEl @3' where @3' is the orthogonal complement of@3. (@3 is non-isotropic 
if@3 n @3' = 0, see page 151.) 

2. (Rickart) A linear transformation U is h unitary if h(xU,yU) = h(x,y) 
holds for all x, y in~. A unitary transformation 1 such that 12 = 1 is called an 
involution. Assume the characteristic of ~ is ~ 2 and prove that, if I is an in­
volution, then there exists a decomposition 1R = ~+ EEl 1R_ where 1R+ and 1R_ 
are non-isotropic and orthogonal and xl = x for x in ~+ and xl = -x for x 
in ~_. 
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13. Schur's lemma. A general density theorem. The range 
of applications of the results which we obtained for dense rings 
oflinear transformations can be considerably broadened. We are 
going to show that these results apply to arbitrary irreducible 
rings of endomorphisms; for we shall prove that the two concepts 
-dense ring of linear transformations and irreducible ring of en­
domorphisms-are fully equivalent. We have seen that every 
dense ring of linear transformations is an irreducible set of endo­
morphisms. It remains to prove the converse. 

Thus suppose that ~ is an irreducible ring of endomorphisms 
of a commutative group m. Our first step is to introduce a divi­
sion ring A relative to which m is a vector space and ~ is a set 
of linear transformations. This step can be taken because of the 
following fundamental lemma. 

Schur's lemma. If ~ is an irreducible ring of endomorphisms 
in a commutative group m, then the ring m of endomorphisms that 
commute with every A e ~ is a division ring. 

Proof. Let B be any non-zero element in m. The image group 
mB is invariant relative to~. This is immediate from the commu­
tativity of B with the elements of~. Since mB =/= 0, the irreduci­
bility of~ implies that mB = m. Next let m be the kernel of the 
endomorphism B. Again we can verify that m is an ~-subgroup. 
Also m =/= m since B =/= o. Hence m = o. This means that B is 
1-1. Thus we see that B is an automorphism of m (onto itself). 
The inverse mapping B-1 is also an endomorphism. Clearly B-1 
commutes with every A in~. Hence B-1 em. We have there­
fore proved that every B =/= 0 of m has an inverse in m. Thus m 
is a division ring. 

Since the ring of endomorphisms m is a division ring containing 
the identity endomorphism, the group m together with m con­
stitutes a right vector space. Here, of course, the scalar product 
xB, x in m, B in m is simply the image of x under B. In conformity 
with our consistent emphasis on left vector spaces we shall now 
regard m as a left vector space. We let A denote a division ring 
anti-isomorphic to m. Then if {3 ---+ B is a definite anti-isomor­
phism of A onto m, the product {3x = xB turns m into a left vector 
space over A. Evidently the elements of~ are linear transforma-
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tions in lR over Ll (or lR over 5S). Also we know that the only 
endomorphisms that commute with every A e l'l are the scalar 
multiplications. 

From now on we assume that l'l ~ o. Then if 91 denotes the 
set of z such that zA = 0 for all A, 91 ~ lR. But 91 is a subgroup 
invariant relative to l'l. Hence 91 = o. This result means that, 
if x is any vector ~ 0, then there exists an A e l'l such that xA 
~ O. Moreover, it is clear that the set xl'l of images xA of the 
fixed vector x is an l'l-subgroup. Again by the irreducibility of 
l'l we conclude that xl'l = lR. Thus if x ~ 0 and Y is any vector, 
then there exists an A in l'l such that xA = y. \eVe have therefore 
proved that A is I-fold transitive in the sense of the following 
defini tion. 

A set l'l of linear transformations in lR is k-Jold transitive if, 
given any two ordered sets of 1 .::; k vectors (XI, X2, ... , Xl), 
(YI, Y2, ... , Yl) such that the x's are linearly independent, there 
exists an A e l'l such that XiA = Yi for i = 1, 2, ... 1. 

We continue our analysis of irreducible sets of endomorphisms 
by proving next that l'l is two-fold transitive. Here we shall make 
use of the fact that the scalar multiplications are the only endo­
morphisms which commute with all the A in l'l. As a preliminary 
to the proof we note that a ring of linear transformations is k-fold 
transitive if 1) l'l is I-fold transitive, and 2) if (XI, X2, ... , Xl) are 
1 .::; k linearly independent vectors, then for any i = 1, 2, .. " I, 
there exists a linear transformation Ei in l'l such that 

For if E i, i = 1,2, ... , I, exists, then we can find a Bi in l'l such 
that X;EiBi = Yi. Then A = '1;EiBi has the required properties 
XiA = Yi, i = 1, 2, ... , 1. Now take 1 = 2 and suppose on the 
contrary that there is no E in l'l such that xlE = 0 but X2E ~ o. 
Then if B is any element of l'l such that xlB = 0 also X2B = o. 
This fact implies that the correspondence xlA ---7 X2A, A vary­
ing in l'l is single-valued. For if xlA = x1A', A and A' in l'l, then 
xlB = 0 for B = A - A'. Hence 0 = X2B = x2(A - A') and 
X2A = x2A'. Now we know that the set of images x1l'l is the 
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whole space~. Also it is clear that our mapping is a homomor­
phism. Hence it is an endomorphism of~. If C is any linear 
transformation in ~, then 

and this shows that the mapping xlA ~ X2A commutes with C. 
It follows that this mapping is a scalar multiplication, that is, 
there exists a {j e A such that X2A = (j(xIA) holds for all A. Thus 
(X2 - {jxI)A = 0 for all A. Hence X2 = (jIXI and this contra­
dicts the linear independence of Xl and X2. 

Our final step is to show that ~ is dense in ~ or, what is the same 
thing, ~ is k-fold transitive for all k. We shall, in fact, prove 
somewhat more, namely, we shall show that any two-fold transi­
tive ring of linear transformations is dense. Suppose ~ has this 
property and assume that we know already that ~ is k-fold transi­
tive for a particular k. Then the result will follow by induction 
if we can show that, if Xl) X2, ... , Xk+l are linearly independent 
vectors, then there exists a transformation F in ~ such that 
x£ = 0 for i :::;; k but Xk+lF :;C O. By the induction assumption 
we know that there exist Ej in ~ such that 

k 

We set E = LEi and we consider first the case in which Xk+IE 
I 

:;C Xk+l. Then Xk+IE - Xk+l :;C 0 and there exists an A in ~ 
such that (Xk+IE - Xk+I)A :;C o. Then if F = EA - A 

Xk+IF = Xk+I(EA - A) = (Xk+IE - Xk+I)A :;C O. 

On the other hand, XiE = Xi for i :::;; k; hence xiEA = XiA and 
XiF = O. Suppose next that Xk+IE = Xk+l. Then we assert 
that there is an i ::; k such that Xk+IEi' Xi are linearly independ­
ent; for, otherwise, Xk+IEi = {jiXi and 

contrary to the linear independence of XI, X2, ... , Xk+l. Now 
let Xk+IEi and Xi be linearly independent for a particular i. Then 
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SInce ~ is two-fold transitive, there exists a B £ ~ such that 
Xk+lEiB ~ 0 but xiB = o. If we set F = EiB, we find that 
xjF = XjEiB = 0 for j ~ i and ~ k and x;F = 0 but Xk+lF ~ o. 
This proves our assertion and completes the proof of the following 

General density theorem. Let ~ be any irreducible ring of endo­
morphisms ~ 0 in a commutative group lR and regard lR as a left 
vector space over a division ring Ll anti-isomorphic to the division 
ring oj endomorphisms which commute with every A in~. Then ~ 
is a dense ring oj linear transjormations in lR over Ll. 

14. Irreducible algebras of linear transformations. The theo­
rems of the preceding section can also be applied to irreducible 
algebras of linear transformations, and in this form they give 
some results which are fundamen tal in the theory of group repre­
sentations. We proceed to derive these results. Thus we begin 
with a vector space lR over a field cI> and with an algebra ~ of 
linear transformations in lR over cI>. The assumption that ~ is 
an algebra means that ~ is closed under the compositions of ad­
dition and multiplication and under multiplication by elements of 
cI> (or cI>1). 

Assume now that ~ is irreducible as a set of linear transforma­
tions (cf. § 1, Chapter IV). Thus we are assuming that the only 
subspaces of lR which are invariant relative to ~ are lR and 0 or, 
equivalently, that the set (~, cI>1) is an irreducible set of endo­
morphisms. We shall now show that, if ~ ~ 0, then ~ itself is 
irreducible as a set of endomorphisms. To prove this let x be 
any vector ~ 0 in lR. Consider the set X~ of vectors xA. Since 
~ is an algebra, x~ is a subspace. Also it is clear that x~ is ~­
invariant. Hence, either x~ = lR or x~ = o. If the second alter­
native holds, then the set 91 of vectors z such that z~ = 0 con­
tains non-zero vectors. Clearly 91 is a subspace and 91 is ~ in­
variant also. Hence 91 = lR and ~ = 0 contrary to assumption. 
We therefore have x~ = lR for any non-zero x and this implies 
directly that ~ is an irreducible set of endomorphisms. 

We can now apply the results of the preceding section. For 
this purpose we consider the ring 58 of endomorphisms which 
commute with every A £~. Evidently 58:::) cI>1. We observe next 



INFINITE DIMENSIONAL VECTOR SPACES 275 

that the elements of.$B are linear transformations. Thus let az e 
cJ>1, B e.$B. Then for any A e ~ we have 

o = B(azA) - (azA)B = (Baz)A - az(AB) 

= (Baz)A - az(BA) = (Baz)A - (azB)A 

= (Baz - azB)A. 

Now, if Baz - alB ;;z6 0, then we can find a vector x such that 
y = X(Bal - alB) ;;z6 o. Then yA = 0 for all A, and this con­
tradicts the irreducibility of~. Thus Bal = alB for every az, 
and B is a linear transformation. We have therefore proved that 
.$B is also the totality of linear transformations which commute 
with the elements of~. Clearly.$B is an algebra of linear trans­
formations. By Schur's lemma.$B is a division algebra. 

We now follow the procedure of the preceding section and in­
troduce the division algebra ~ anti-isomorphic to.$B. Since.$B 
contains cJ>1 we can suppose that ~:::> cJ>. Also it is easy to see 
that we can regard ~ as a left vector space over ~ in such a way 
that the scalar multiplication by the elements of the subset cJ> is 
the original scalar multiplication. The main density theorem 
now states that ~ is a dense set of linear transformations of ~ 
over ~. 

We shall now specialize our results to obtain some classical 
theorems on algebras of linear transformations. We assume that 
cJ> is algebraically closed and that ~ is finite dimensional over cJ>. 
Let ~ be an irreducible algebra of linear transformations in ~ 
over cJ>. Let B be a linear transformation which commutes with 
every element of~. Then B is an endomorphism that commutes 
with every element of the irreducible set (~, cJ>1). Hence by 
Schur's lemma either B is 0 or B is non-singular. Now let P be 
a root of the characteristic polynomial of B. Then C = B - PI 

commutes with every A e~. But det C = 0 so that C is singular. 
Hence C = 0 and B = Pl. We have therefore proved that the 
only linear transformations which commute with every A e ~ are 
the scalar multiplications. The same result can also be estab­
lished for irreducible sets of linear transformations. Thus if n 
is such a set, then the enveloping algebra ~ (cf. § 6 of Chapter IV) 
of n is an irreducible algebra of linear transformations. More-
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over, if B is a linear transformation which commutes with every 
A e Q, then B commutes with every A e~. Hence we can state 
the following theorem which is one of the most useful special 
cases of Schur's lemma. 

Theorem 10. Let Q be an irreducible set of linear transformations 
in a finite dimensional vector space m over an algebraically closed 
field. Then the only linear transformations which commute with 
every A e Q are the scalar multiplications. 

An immediate consequence of this result and of the density 
theorem is 

Burnside's theorem. If~ is an irreducible algebra 7'" 0 of linear 
transformations in a finite dimensional vector space over an alge­
braically closed field, then ~ = ~ the complete algebra of linear 
transformations. 

Proof. By Theorem 10 the division algebra of linear transfor­
mations commuting with the A e ~ is Pl. Hence by the density 
theorem, ~ is a dense set of linear transformations of mover P. 
Since m has a finite basis over P, this implies that ~ = ~. 
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