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Preface to the First Edition 

This textbook covers the basic properties of elliptic curves and modular 
forms, with emphasis on certain connections with number theory. The ancient 
"congruent number problem" is the central motivating example for most of 
the book. 

My purpose is to make the subject accessible to those who find it hard to 
read more advanced or more algebraically oriented treatments. At the same 
time I want to introduce topics which are at the forefront of current research. 
Down-to-earth examples are given in the text and exercises, with the aim of 
making the material readable and interesting to mathematicians in fields far 
removed from the subject of the book. 

With numerous exercises (and answers) included, the textbook is also 
intended for graduate students who have completed the standard first-year 
courses in real and complex analysis and algebra. Such students would learn 
applications of techniques from those courses. thereby solidifying their under­
standing of some basic tools used throughout mathematics. Graduate stu­
dents wanting to work in number theory or algebraic geometry would get a 
motivational, example-oriented introduction. In addition, advanced under­
graduates could use the book for independent study projects, senior theses, 
and seminar work. 

This book grew out of lecture notes for a course I gave at the University of 
Washington in 1981-1982, and from a series of lectures at the Hanoi 
Mathematical Institute in April, 1983. I would like to thank the auditors of 
both courses for their interest and suggestions. My special gratitude is due to 
Gary Nelson for his thorough reading of the manuscript and his detailed 
comments and corrections. I would also like to thank Professors 1. Buhler, B. 
Mazur, B. H. Gross, and Huynh Mui for their interest, advice and 
encouragement. 



VI Preface to the First Edition 

The frontispiece was drawn by Professor A. T. Fomenko of Moscow State 
University to illustrate the theme of this book. It depicts the family of elliptic 
curves (tori) that arises in the congruent number problem. The elliptic curve 
corresponding to a natural number n has branch points at 0, 00, nand -no In 
the drawing we see how the elliptic curves interlock and deform as the branch 
points ± n go to infinity. 

Note: References are given in the form [Author year]; in case of multiple 
works by the same author in the same year, we use a, b, ... after the date to 
indicate the order in which they are listed in the Bibliography. 

Seatt/c. Washington NEAL KOBLITZ 



Preface to the Second Edition 

The decade since the appearance of the first edition has seen some major 
progress in the resolution of outstanding theoretical questions concerning 
elliptic curves. The most dramatic of these developments have been in the 
direction of proving the Birch and Swinnerton-Dyer conjecture. Thus, one 
of the changes in the second edition is to update the bibliography and the 
discussions of the current state of knowledge of elliptic curves. 

It was also during the 1980s that, for the first time, several important 
practical applications were found for elliptic curves. In the first place, the 
algebraic geometry of elliptic curves (and other algebraic curves, especially 
the curves that parametrize modular forms) were found to provide a source 
of new error-correcting codes which sometimes are better in certain respects 
than all previously known ones (see [van Lint 1988]). In the second place, 
H.W. Lenstra's unexpected discovery of an improved method of factoring 
integers based on elliptic curves over finite fields (see [Lenstra 1987]) led to a 
sudden interest in elliptic curves among researchers in cryptography. Further 
cryptographic applications arose as the groups of elliptic curves were used as 
the "site" of so-called "public key" encryption and key exchange schemes (see 
[Koblitz 1987], [Miller 1986], [Menezes and Vanstone 1990]). 

Thus, to a much greater extent than I would have expected when I wrote this 
book, readers of the first edition came from applied areas of the mathematical 
sciences as well as the more traditional fields for the study of elliptic curves, 
such as algebraic geometry and algebraic number theory. 

I would like to thank the many readers who suggested corrections and 
improvements that have been incorporated into the second edition. 
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CHAPTER I 

From Congruent Numbers to Elliptic 
Curves 

The theory of elliptic curves and modular forms is one subject where the 
most diverse branches of mathematics come together: complex analysis, 
algebraic geometry, representation theory, number theory. While our point 
of view will be number theoretic, we shall find ourselves using the type of 
techniques that one learns in basic courses in complex variables, real var­
iables, and algebra. A well-known feature of number theory is the abundance 
of conjectures and theorems whose statements are accessible to high school 
students but whose proofs either are unknown or, in some cases, are the 
culmination of decades of research using some of the most powerful tools 
of twentieth century mathematics. 

We shall motivate our choice of topics by one such theorem: an elegant 
characterization of so-called "congruent numbers" that was proved by J. 
Tunnell [Tunnell 1983]. A few of the proofs of necessary results go beyond 
our scope, but many of the ingredients in the proof of Tunnell's theorem will 
be developed in complete detail. 

Tunnell's theorem gives an almost complete answer to an ancient problem: 
find a simple test to determine whether or not a given integer n is the area 
of some right triangle all of whose sides are rational numbers. A natural 
number n is called "congruent" if there exists a right triangle with all three 
sides rational and area n. For example, 6 is the area of the 3-4-5 right 
triangle, and so is a congruent number. 

Right triangles whose sides are integers X, Y, Z (a "Pythagorean triple") 
were studied in ancient Greece by Pythagoras, Euclid, Diophantus, and 
others. Their central discovery was that there is an easy way to generate all 
such triangles. Namely, take any two positive integers a and b with a > b, 
draw the line in the uv-plane through the point ( - 1, 0) with slope bla. Let 
(u, v) be the second point of intersection of this line with the unit circle 
(see Fig. I.l). It is not hard to show that 
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Figure I.1 

Then the integers X = a 2 - b2 , Y = 2ab, Z = a2 + b2 are the sides of a 
right triangle; the fact that X 2 + y2 = Z2 follows because u2 + v2 = 1. By 
letting a and b range through all positive integers with a> b, one gets all 
possible Pythagorean triples (see Problem 1 below). 

Although the problem of studying numbers n which occur as areas of 
rational right triangles was of interest to the Greeks in special cases, it 
seems that the congruent number problem was first discussed systematically 
by Arab scholars of the tenth century. (For a detailed history of the problem 
of determining which numbers are "congruent", see [L. E. Dickson 1952, 
Ch. XVI]; see also [Guy 1981, Section D27].) The Arab investigators 
preferred to rephrase the problem in the following equivalent form: given n, 
can one find a rational number x such that x 2 + nand x 2 - n are both 
squares of rational numbers? (The equivalence of these two forms of the 
congruent number problem was known to the Greeks and to the Arabs; for 
a proof of this elementary fact, see Proposition 1 below.) 

Since that time, some well-known mathematicians have devoted consid­
erable energy to special cases of the congruent number problem. For 
example, Euler was the first to show that n = 7 is a congruent number. 
Fermat showed that n = 1 is not; this result is essentially equivalent to 
Fermat's Last Theorem for the exponent 4 (i.e., the fact that X 4 + y4 = Z4 
has no nontrivial integer solutions). 

It eventually became known that the numbers 1,2,3,4 are not congruent 
numbers, but 5, 6, 7 are. However, it looked hopeless to find a straight­
forward criterion to tell whether or not a given n is congruent. A major 
advance in the twentieth century was to place this problem in the context of 
the arithmetic theory of elliptic curves. I t was in this context that Tunnell 
was able to prove his remarkable theorem. 
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Here is part of what Tunnell's theorem says (the full statement will be 
given later): 

Theorem (Tunnell). Let n be an odd squarefree natural number. Consider the 
two conditions: 

(A) n is congruent; 
(B) the number of triples of integers (x, y, z) satisfying 2X2 -+ y2 -+ 8z2 = n 

is equal to twice the number of triples satisfying 2x2 -+ y2 -+ 32z2 = n. 

Then (A) implies (B); and, if a weak form of the so-called Birch-Swinnerton­
Dyer conjecture is true, then (B) also implies (A). 

The central concepts in the proof of Tunnell's theorem-the Hasse-Weil 
L-function of an elliptic curve, the Birch-Swinnerton-Dyer conjecture, 
modular forms of half integer weight-will be discussed in later chapters. 
Our concern in this chapter will be to establish the connection between 
congruent numbers and a certain family of elliptic curves, in the process 
giving the definition and some basic properties of elliptic curves. 

§ 1. Congruent numbers 

Let us first make a more general definition of a congruent number. A 
positive rational number r E i[JI is called a "congruent number" if it is the 
area of some right triangle with rational sides. Suppose r is congruent, and 
X, Y, Z E i[JI are the sides of a triangle with area r. For any nonzero r E i[JI we 
can find some s E i[JI such that S2 r is a squarefree integer. But the triangle 
with sides sX, s Y, sZ has area s2r. Thus, without loss of generality we may 
assume that r = n is a squarefree natural number. Expressed in group 
language, we can say that whether or not a number r in the multiplicative 
group i[JI + of positive rational numbers has the congruent property depends 
only on its coset modulo the subgroup (i[JI+)2 consisting of the squares of 
rational numbers; and each coset in i[JI+ /(i[JI+)2 contains a unique squarefree 
natural number r = n. In what follows, when speaking of congruent numbers, 
we shall always assume that the number is a squarefree positive integer. 

Notice that the definition of a congruent number does not require the 
sides of the triangle to be integral, only rational. While n = 6 is the smallest 
possible area of a right triangle with integer sides, one can find right triangles 
with rational sides having area n = 5. The right triangle with sides It 6~, 6~ 
is such a triangle (see Fig. I.2). It turns out that n = 5 is the smallest congruent 
number (recall that we are using "congruent number" to mean "congruent 
squarefree natural number"). 

There is a simple algorithm using Pythagorean triples (see the problems 
below) that will eventually list all congruent numbers. Unfortunately, given 
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Figure 1.2 

n, one cannot tell how long one must wait to get n if it is congruent; thus, 
if n has not appeared we do not know whether this means that n is not a 
congruent number or that we have simply not waited long enough. From a 
practical point of view, the beauty of Tunnell's theorem is that his condition 
(B) can be easily and rapidly verified by an effective algorithm. Thus, his 
theorem almost settles the congruent number problem, i.e., the problem of 
finding a verifiable criterion for whether a given n is congruent. We must 
say "almost settles" because in one direction the criterion is only known to 
work in all cases if one assumes a conjecture about elliptic curves. 

Now suppose that X, Y, Z are the sides of a right triangle with area n. 
This means: X 2 + y2 = Z2, and 1XY = n. Thus, algebraically speaking, 
the condition that n be a congruent number says that these two equations 
have a simultaneous solution X, Y, Z E IO!. In the proposition that follows, 
we derive an alternate condition for n to be a congruent number. In listing 
triangles with sides X, Y, Z, we shall not want to list X, Y, Z and Y, X, Z 
separately. So for now let us fix the ordering by requiring that X < Y < Z 
(Z is the hypotenuse). 

Proposition 1. Let n be a fixed square free positive integer. Let X, Y, Z, x always 
denote positive rational numbers, with X < Y < Z. There is a one-to-one 
correspondence between right triangles with legs X and Y, hypotenuse Z, and 
area n; and numbers x for which x, x + n, and x - n are each the square of a 
rational number. The correspondence is: 

X, Y, Z -> x = (Z/2)2 

X -> X = .Jx + n -.jX=fi, Y = JX+fl +.jX=fi, Z = 2Jx. 

In particular, n is a congruent number if and only if there exists x such that x, 
x + n, and x - n are squares of rational numbers. 

PROOF. First suppose that X, Y, Z is a triple with the desired properties: 
X 2 + y2 = Z2, 1XY = n. Ifwe add or subtract four times the second equa­
tion from the first, we obtain: (X ± Y)2 = Z 2 ± 4n. If we then divide both 
sides by four, we see that x = (Z/2)2 has the property that the numbers 
x ± n are the squares of (X ± Y)/2. Conversely, given x with the desired 
properties, it is easy to see that the three positive rational numbers X < Y < Z 
given by the formulas in the proposition satisfy: XY = 2n, and X 2 + y2 = 
4x = Z 2. Finally, to establish the one-to-one correspondence, it only remains 
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to verify that no two distinct triples X, Y, Z can lead to the same x. We leave 
this to the reader (see the problems below). 0 

PROBLEMS 

I. Recall that a Pythagorean triple is a solution (X, Y, Z) in positive integers to the 
equation X 2 + y2 = Z2. It is called "primitive" if X, Y, Z have no common factor. 
Suppose that a > b are two relatively prime positive integers .. not both odd. Show 
that X = a2 - b2 , Y = 2ab, Z = a2 + b2 form a primitive Pythagorean triple, and 
that all primitive Pythagorean triples are obtained in this way. 

2. Use Problem I to write a flowchart for an algorithm that lists all squarefree con­
gruent numbers (of course, not in increasing order). List the first twelve distinct 
congruent numbers your algorithm gives. Note that there is no way of knowing 
when a given congruent number n will appear in the list. For example, 101 is a 
congruent number, but the first Pythagorean triple which leads to an area S2 101 
involves twenty-two-digit numbers (see [Guy 1981, p. 106J). One hundred fifty-seven 
is even worse (see Fig. 1.3). One cannot use this algorithm to establish that some n 
is not a congruent number. Technically, it is not a real algorithm, only a "semi­
algorithm". 

3. (a) Show that if I were a congruent number, then the equation X4 - y4 = u2 would 
have an integer solution with u odd. 

(b) Prove that I is not a congruent number. (Note: A consequence is Fermat's 
Last Theorem for the exponent 4.) 

4. Finish the proof of Proposition I by showing that no two triples X, Y, Z can lead 
to the same x. 

5. (a) FindxE(llJn2 suchthatx±5E(iI)+)2. 
(b) Find XE(iI)+)2 such that x ± 6E(iI)+)2. 

6803298487826435051217540 
411340519227716149383203 

224403517704336969924557513090674863160948472041 
8912332268928859588025535178967163570016480830 

411340519227716149383203 
21666555693714761309610 

Figure 1.3. The Simplest Rational Right Triangle with Area 157 (computed by D. 
Zagier). 
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(c) Find two values XE«(j)+)2 such that x ± 21OE«(j)+)2. At the end of this chapter 
we shall prove that if there is one such x, then there are infinitely many. Equiva­
lently (by Proposition 1), if there exists one right triangle with rational sides 
and area n, then there exist infinitely many. 

6. (a) Show that condition (B) in Tunnell's theorem is equivalent to the condition that 
the number of ways n can be written in the form 2X2 + y2 + 8z2 with x, y, z 
integers and z odd, be equal to the number of ways n can be written in this form 
with z even. 

(b) Write a flowchart for an algorithm that tests condition (B) in Tunnell's theorem 
for a given n. 

7. (a) Prove that condition (B) in Tunnell's theorem always holds if n is congruent 
to 5 or 7 modulo 8. 

(b) Check condition (B) for all squarefree n == 1 or 3 (mod 8) until you find such 
an n for which condition (B) holds. 

(c) By Tunnell's theorem, the number you found in part (b) should be the smallest 
congruent number congruent to I or 3 modulo 8. Use the algorithm in Problem 2 
to find a right triangle with rational sides and area equal to the number you 
found in part (b). 

§2. A certain cubic equation 

In this section we find yet another equivalent characterization of congruent 
numbers. 

In the proof of Proposition I in the last section, we arrived at the equations 
«X ± Y)/2)Z = (Z/2)Z ± n whenever X, Y, Z are the sides of a triangle with 
area n. Ifwe multiply together these two equations, we obtain «XZ - yZ)/4)Z 
= (Z/2)4 - n Z • This shows that the equation u4 - n Z = VZ has a rational 
solution, namely, U = Z/2 and v = (Xz - yZ)/4. We next multiply through 
by UZ to obtain u6 - nZuz = (uv)z. Ifwe set x = UZ = (Z/2)Z (this is the same 
x as in Proposition 1) and further set y = uv = (XZ - yZ)Z/8, then we have 
a pair of rational numbers (x, y) satisfying the cubic equation: 

yZ = x 3 _ nZx. 

Thus, given a right triangle with rational sides X, Y, Z and area n, we 
obtain a point (x, y) in the xy-plane having rational coordinates and lying 
on the curve yZ = x 3 - nZx. Conversely, can we say that any point (x, y) 
with x, y E iIJ which lies on the cubic curve must necessarily come from such 
a right triangle? Obviously not, because in the first place the x-coordinate 
x = UZ = (Z/2)Z must lie in (iIJ+)z if the point (x, y) can be obtained as in 
the last paragraph. In the second place, we can see that the x-coordinate of 
such a point must have its denominator divisible by 2. To see this, notice that 
the triangle X, Y, Z can be obtained starting with a primitive Pythagorean 
triple X', Y', Z' corresponding to a right triangle with integral sides X', Y', Z' 
and area s2n, and then dividing the sides by s to get X, Y, Z. But in a primitive 
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Pythagorean triple X' and Y' have different parity, and Z' is odd. We 
conclude that (1) x = (Z/2)2 = (Z'/2S)2 has denominator divisible by 2 and 
(2) the power of 2 dividing the denominator of Z is equal to the power of 2 
dividing the denominator of one of the other two sides, while a strictly lower 
power of 2 divides the denominator of the third side. (For example, in the 
triangle in Fig. 1.2 with area 5, the hypotenuse and the shorter side have a 2 in 
the denominator, while the other leg does not.) We conclude that a necessary 
condition for the point (x, y) with rational coordinates on the curve y2 = 
x 3 - n2 x to come from a right triangle is that x be a square and that its 
denominator be divisible by 2. For example, when n = 31, the point (412/72, 
29520/73) on the curve y2 = x 3 - 31 2 x does not come from a triangle, even 
though its x-coordinate is a square. 

Finally, a third necessary condition is that the numerator of x have no 
common factor with n. To see this, suppose that p > 2 is a prime dividing 
both n and the numerator of x. Then p divides the numerator of x ± n = 

«X ± Y)/2)2, and so it also divides the numerators of (X + Y)/2 and 
(X - Y)/2. Then p divides the numerators of the sum X and the difference Y. 
Hence p2 divides n = tXY. But n was assumed to be squarefree. This contra­
diction shows that x must be a square with even denominator and numerator 
prime to n. A numerical example (for which I thank Clas L6fwall) showing 
that the first two conditions alone are not sufficient is provided by the point 
(x, y) = (25/4, 75/8) on the curve y2 = x3 - n2x, n = 5. 

We next prove that these three conditions are not only necessary but also 
sufficient for a point on the curve to come from a triangle. 

Proposition 2. Let (x, y) be a point with rational coordinates on the curve 
y2 = x 3 - n2 x. Suppose that x satisfies the three conditions: (i) it is the square 
of a rational number, (ii) its denominator is even, and (iii) its numerator has no 
common factor with n. Then there exists a right triangle with rational sides and 
area n which corresponds to x under the correspondence in Proposition 1. 

PROOF. Let u = Jx E (Il +. We work backwards through the sequence of steps 
at the beginning of this section. That is, set v = y/u, so that v2 = y2/X = 

x2 - ni, i.e., v2 + n2 = x 2. Now let t be the denominator of u, i.e., the smallest 
positive integer such that tu E 71. By assumption, t is even. Notice that the 
denominators of v2 and x2 are the same (because n is an integer, and v2 + n2 = 

x 2), and this denominator is t4. Thus, t 2v, t2n, t 2x is a primitive Pythagorean 
triple, with t 2 n even. (Here the primitivity of the triple follows from condition 
(iii).) By Problem 1 of §1, there exist integers a and b such that: t 2n = 2ab, 
t2v = a2 - b2, t2x = a2 + b2. Then the right triangle with sides 2a/t, 2b/t, 2u 
has area 2ab/t2 = n, as desired. The image of this triangle X = 2a/t, Y = 2b/t, 
Z = 2u under the correspondence in Proposition 1 is x =, (Z/2)2 = u2. This 
proves Proposition 2. 0 

We shall later prove another characterization of the points P = (x, y) on 
the curve y2 = x 3 - n2x which correspond to rational right triangles of 
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Figure I.4 

area n. Namely, they are the points P = (x, y) which are "twice" a rational 
point P' = (x', y'). That is, P' + P' = P, where" +" is an addition law for 
points on our curve, which we shall define later. 

PROBLEMS 

I. Find a simple linear change of variables that gives a one-to-one correspondence 
between points on ny2 = x 3 + ax2 + bx + e and points on y2 = x 3 + anx2 + 
bn 2 x + en 3 . For example, an alternate form of the equation y2 = x 3 - n2 x is the 
equation ny2 = x 3 - x. 

2. Another correspondence between rational right triangles X, Y, Z with area tXY = n 
and rational solutions to y2 = x 3 - n 2 x can be constructed as follows. 

(a) Parametrize all right triangles by letting the point u = X/Z, v = Y/Z on the unit 
circle correspond to the slope t of the line joining (-1,0) to this point (see 
Fig. 1.4). Show that 

2t 
v=--

I + (2' 

(Note: This is the usual way to parametrize a conic. If ( = alb is rational, then 
the point (u, v) corresponds to the Pythagorean triple constructed by the method 
at the beginning of the chapter.) 

(b) If we want the triangle X, Y, Z to have area n, express n/Z 2 in terms of t. 
(c) Show that the point x = - nt, y = n2 (1 + t2)/Z is on the curve y2 = x 3 - n2 x. 

Express (x, y) in terms of X, Y, Z. 
(d) Conversely, show that any point (x, y) on the curve y2 = x 3 - n2 x with y¥-O 

comes from a triangle, except that to get points with positive x, we must allow 
triangles with negative X and Y (but positive area tXY = n), and to get points 
with negative y we must allow negative Z (see Fig. I.5). Later in this chapter we 
shall show the connection between this correspondence and the one given in the 
text above. 

(e) Find the points on y2 = x 3 - 36x coming from the 3-4-5 right triangle and all 
equivalent triangles (4-3-5, (- 3)-( - 4)-5, etc.). 

3. Generalize the congruent number problem as follows. Fix an angle e not necessarily 
90°. But suppose that A = cos e and B = sin e are both rational. Let n be a square-
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Figure I.5 

free natural number. One can then ask whether n is the area of any triangle with 
rational sides one of whose angles is e. 
(a) Show that the answer to this question is equivalent to a question about rational 

solutions to a certain cubic equation (whose coefficients depend on e as well 
as n). 

(b) Suppose that the line joining the point (-1,0) to the point (A, B) on the unit 
circle has slope A. Show that the cubic in part (a) is equivalent (by a linear 
change of variables) to the cubic ny2 = x(x - A)(X + (I/A». The classical con­
gruent number problem is, of course, the case A = I. 

§3. Elliptic curves 

The locus of points P = (x, y) satisfying y2 = x 3 - n2 x is a special case of 
what's called an "elliptic curve". More generally, let K be any field, and let 
J(x) E K[ x] be a cubic polynomial with coefficients in K which has distinct 
roots (perhaps in some extension of K). We shall suppose that K does not 
have characteristic 2. Then the solutions to the equation 

y2 =J(x), (3.1) 

where x and yare in some extension K' of K, are called the K'-points oJ the 
elliptic curve defined by (3.1). We have just been dealing with the example 
K = K' = Q, J(x) = x 3 - n2 x. Note that this example y2 = x 3 - n2 x 
satisfies the condition for an elliptic curve over any field K of characteristic 
p, as long asp does not divide 2n, since the three roots 0, ±n ofJ(x) = x 3 -

n2 x are then distinct. 
In general, if x o, YoEK' are the coordinates of a point on a curve C 

defined by an equation F(x, y) = 0, we say that C is "smooth" at (xo, Yo) if 
the two partial derivatives of/ox and of/oy are not both zero at (xo, Yo). 
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This is the definition regardless of the ground field (the partial derivative 
of a polynomial F(x, y) is defined by the usual formula, which makes sense 
over any field). If K' is the field IR of real numbers, this agrees with the usual 
condition for C to have a tangent line. In the case F(x, y) = y2 - f(x) , the 
partial derivatives are 2yo and - r (xo). Since K' is not a field of characteristic 
2, these vanish simultaneously if and only if Yo = 0 and Xo is a multiple root 
of f(x). Thus, the curve has a non-smooth point if and only if f(x) has a 
multiple root. It is for this reason that we assumed distinct roots in the 
definition of an elliptic curve: an elliptic curve is smooth at all of its points. 

In addition to the points (x, y) on an elliptic curve (3.1), there is a very 
important "point at infinity" that we would like to consider as being on 
the curve, much as in complex variable theory in addition to the points on 
the complex plane one throws in a point at infinity, thereby forming the 
"Riemann sphere". To do this precisely, we now introduce projective 
coordinates. 

By the "total degree" of a monomial xiyi we mean i + j. By the "total 
degree" of a polynomial F(x, y) we mean the maximum total degree of the 
monomials that occur with nonzero coefficients. If F(x, y) has total degree 
n, we define the corresponding homogeneous polynomial F(x, y, z) of three 
variables to be what you get by multiplying each monomial xiyi in F(x, y) 
by Z"-i- j to bring its total degree in the variables x, y, Z up to n; in other 
words, 

- (x y) F(x, y, z) = z"F -;' ~ . 

In our example F(x, y) = y2 - (x 3 - n2x), we have F(x, y, z) = y2z - x 3 + 
n 2 xz 2 . Notice that F(x, y) = F(x, y, I). 

Suppose that our polynomials have coefficients in a field K, and we are 
interested in triples x, y, ZE K such that F(x, y, z) = O. Notice that: 

(1) for any ).EK, F(Ax, AY, AZ) = A"F(x, y, z) (n = total degree of F); 
(2) for any nonzero ). E K, F(Ax, ).y, AZ) = 0 if and only if F(x, y, z) = O. In 

particular, for Z "# 0 we have F(x, y, z) = 0 if and only if F(x/z, y/z) = O. 

Because of (2), it is natural to look at equivalence classes of triples x, y, 
z E K, where we say that two triples (x, y, z) and (x', y', z') are equivalent if 
there exists a nonzero AEK such that (x', y', z') = A(X, y, z). We omit the 
trivial triple (0, 0, 0), and then we define the "projective plane !Pi" to be 
the set of all equivalence classes of nontrivial triples. 

No normal person likes to think in terms of "equivalence classes", and 
fortunately there are more visual ways to think of the projective plane. 
Suppose that K is the field IR of real numbers. Then the triples (x, y, z) in 
an equivalence class all correspond to points in three-dimensional Euclidean 
space lying on a line through the origin. Thus, !P~ can be thought of geo­
metrically as the set of lines through the origin in three-dimensional space. 

Another way to visualize !P~ is to place a plane at a distance from the 
origin in three-dimensional space, for example, take the plane parallel to the 
xy-plane and at a distance I from it, i.e., the plane with equation z = 1. All 
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lines through the origin, except for those lying in the xy-plane, have a unique 
point of intersection with this plane. That is, every equivalence class of 
triples (x, y, z) with nonzero z-coordinate has a unique triple of the form 
(x, y, 1). So we think of such equivalence classes as points in the ordinary 
xy-plane. The remaining triples, those of the form (x, y, 0), make up the 
"line at infinity". 

The line at infinity, in turn, can be visualized as an ordinary line (say, 
the line y = 1 in the xy-plane) consisting of the equivalence classes with 
nonzero y-coordinate and hence containing a unique triple of the form 
(x, 1, 0), together with a single "point at infinity" (1, 0, 0). That is, we define 
the projective line [Pi over a field K to be the set of equivalence classes of 
pairs (x, y) with (x, y) - (Ax, Ay). Then [Pi can be thought of as an ordinary 
plane (x, y, 1) together with a projective line at infinity, which, in turn, 
consists of an ordinary line (x, 1, 0) together with its point at infinity (1, 0, 0). 

More generally, n-dimensional projective space [Pl'c is defined using 
equivalence classes of (n + I)-tuples, and can be visualized as the usual 
space of n-tuples (Xl' ... , x n , 1) together with a [Pl'c- l at infinity. But we 
shall only have need of [Pi and [Pi. 

Given a homogeneous polynomial F(x, y, z) with coefficients in K, we 
can look at the solution set consisting of points (x, y, z) in [Pi (actually, 
equivalence classes of (x, y, z» for which F(x, y, z) = O. The points of this 
solution set where z ¥ 0 are the points (x, y, 1) for which F(x, y, 1) = 

F(x, y) = O. The remaining points are on the line at infinity. The solution 
set of F(x, y, z) = 0 is called the "projective completion" of the curve 
F(x, y) = O. From now on, when we speak of a "line", a "conic section", 
an "elliptic curve", etc., we shall usually be working in a projective plane 
[Pi, in which case these terms will always denote the projective completion 
of the usual curve in the xy-plane. For example, the line y = mx + b will 
really mean the solution set to y = mx + bz in [pi; and the elliptic curve 
y2 = x 3 - n2 x will now mean the solution set to y2 z = );"3 - n2 XZ2 in [pi. 

Let us look more closely at our favorite example: F(x, y) = y2 - x 3 + n2 x, 
F(x, y, z) = y2 Z - x 3 + n2 xz2. The points at infinity on this elliptic curve 
are the equivalence classes (x, y, 0) such that 0 = F(x, y, 0) = -x3 • i.e., 
x = O. There is only one such equivalence class (0, 1,0). Intuitively, if we 
take K = IR, we can think of the curve y2 = x 3 - n2 x heading off in an 
increasingly vertical direction as it approaches the line at infinity (see Fig. 
1.6). The points on the line at infinity correspond to the lines through the 
origin in the xy-plane, i.e., there is one for every possible slope y/x of such 
a line. As we move far out along our elliptic curve, we approach slope 
y/x = 00, corresponding to the single point (0, 1,0) on the line at infinity. 
Notice that any elliptic curve y2 = f(x) similarly contains exactly one point 
at infinity (0, 1, 0). 

All of the usual concepts of calculus on curves F(x, y) = 0 in the xy-plane 
carryover to the corresponding projective curve F(x, y, z) = o. Such notions 
as the tangent line at a point, points of inflection, smooth and singular 
points all depend only upon what is happening in a neighborhood of the 
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Figure 1.6 

point in question. And any point in IP'~ has a large neighborhood which 
looks like an ordinary plane. More precisely, if we are interested in a point 
with nonzero z-coordinate, we can work in the usual xy-plane, where the 
curve has equation F(x, y) = F(x, y, I) = 0. If we want to examine a point 
on the line z = 0, however, we put the triple in either the form (x, 1, 0) or 
(1, y, 0). In the former case, we think of it as a point on the curve F(x, 1, z) = ° 
in the xz-plane; and in the latter case as a point on the curve F(1, y, z) = ° 
in the yz-plane. 

F or example, near the point at infinity (0, 1, 0) on the elliptic curve 
y2 z - x 3 + n2 XZ2 = 0, all points have theform (x, 1, z) with z - x 3 + n2xz2 = 

0. The latter equation, in fact, gives us all points on the elliptic curve except 
for the three points (0, 0,1), (±n, 0,1) having zero y-coordinate (these are 
the three "points at infinity" if we think in terms of xz-coordinates). 

PROBLEMS 

1. Prove that if K is an infinite field and F(x, y, z) E K[x, y, zJ satisfies F().x, AY, AZ) = 
A" F(x, y, z) for all )., x, y, Z E K, then F is homogeneous, i.e., each monomial has 
total degree n. Give a counterexample if K is finite. 

2. By a "line" in [pi we mean either the projective completion of a line in the xy-plane 
or the line at infinity. Show that a line in [pi has equation of the form ax + by + cz = 
0, with a, b, c E K not all zero; and that two such equations determine the same line 
if and only if the two triples (a, b, c) differ by a multiple. Construct a I-to-I cor­
respondence between lines in a copy of [Pi with coordinates (x, y, z) and points in 
another copy of [Pi with coordinates (a, b, c) and between points in the xyz-projec­
tive plane and lines in the abc-projective plane, such that a bunch of points are on 
the same line in the first projective plane if and only if the lines that correspond to 
them in the second projective plane all meet in the same point. The xyz-projective 
plane and the abc-projective plane are called the "duals" of each other. 
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3. How many points at infinity are on a parabola in !P~? an ellipse? a hyperbola? 

4. Prove that any two nondegenerate conic sections in !P~ are equivalent to one another 
by some linear change of variables. 

5. (a) If F(x,y, z)EK[x,y, z] is homogeneous ofdegreen, show that 

aF aF aF -
x-+ y-+z-= nF. 

ax ay az 

(b) If K has characteristic zero, show that a point (x, y, z) E!Pi is a non-smooth 
point on the curve C: F(x, y, z) = ° if and only if the triple (aF/ax, aF/ay, 
aF/az) is (0, 0, 0) at our particular (x, y, z). Give a counterexample if char K"# 0. 
In what follows, suppose that char K = 0, e.g., K = IR. 

(c) Show that the tangent line to C at a smooth point (xo, Yo, zo) has equation 
ax + by + cz = 0, where 

(d) Prove that the condition that (x, y, z) be a smooth point on C does not depend 
upon the choice of coordinates, i.e., it does not change if we shift to x' y' z'­
coordinates, where (x' y' z') = (x Y z)A with A an invertible 3 x 3 matrix. 
For example, if more than one of the coordinates are nonzero, it makes no 
difference which we choose to regard as the "z-coordinate", i.e., whether we 
look at C in the xy-plane, the xz-plane, or the yz-plane. 

(e) Prove that the condition that a given line I be tangent to C at a smooth point 
(x, y, z) does not depend upon the choice of coordinates. 

6. (a) Let PI = (x I, YI' z I) and P2 = (X2' Y2' Z2) be two distinct points in !pi. Show 
that the line joining PI and P2 can be given in parametrized form as sPI + tP2 , 

i.e., {(SXI + tx2 , SYI + tYz, SZI + tz2)ls, tEK}. Check that this linear map takes 
!Pi (with coordinates s, t) bijectively onto the line PI P2 in !Pi. What part of the 
line do you get by taking s = I and letting t vary? 

(b) Suppose that K = IR or C. If the curve F(x, y) = ° in the xy-plane is smooth at 
PI = (x I' y I) with nonvertical tangent line, then we can expand the implicit 
function y = 1(x) in a Taylor series about x = XI. The linear term gives 
the tangent line. If we subtract off the linear term, we obtain f(x) - YI -

F(x I)(X - x I) = am(x - xl)m + ... , where am "# 0, m ~ 2. m is called the "order 
of tangency". We say that (xl> YI) is a point of inflection ifm > 2, i.e.,f"(x I ) = 0. 
(In the case K = IR, note that we are not requiring a change in concavity with 
this definition, e.g., y = X4 has a point of inflection at x = 0.) Let PI = (XI' 
YI, z I), z I "# 0, and let 1= PI P2 be tangent to the curve F(x, y) = F(x, y, 1) at 
the smooth point PI' Let Pz = (xz, Yz, zz). Show that m is the lowest power of 
t that occurs in F(xi + tx2, YI + tY2' Zl + tZz)EK[t]. 

(c) Show that m does not change if we make a linear change of variables in !pi. 
For example, suppose that YI and Zl are both nonzero, and we use the xz-plane 
instead of the xy-plane in parts (a) and (b). 

7. Show that the line at infinity (with equation z = 0) is tangent to the elliptic curve 
y2 = f(x) at (0, 1, 0), and that the point (0, 1, 0) is a point of inflection on the curve. 
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§4. Doubly periodic functions 

Let L be a lattice in the complex plane, by which we mean the set of all 
integral linear combinations of two given complex numbers WI and W 2 , 

where WI and W 2 do not lie on the same line through the origin. For example, 
if WI = i and W2 = 1, we get the lattice of Gaussian integers {mi + nim, 
n E Z}. It will turn out that the example of the lattice of Gaussian integers 
is intimately related to the elliptic curves y2 = x 3 - n2 x that come from the 
congruent number problem. 

The fundamental parallelogram for WI' w 2 is defined as 

n = {awl + bw2iO :$; a :$; 1, ° :$; b :$; I}. 

Since WI' w 2 form a basis for Cover IR, any number x E C can be written in 
the form x = aWl + bW2 for some a, bE IR. Then x can be written as the 
sum of an element in the lattice L = {mwi + nW2} and an element in n, and 
in only one way unless a or b happens to be an integer, i.e., the element of 
n happens to lie on the boundary an. 

We shall always take WI' w 2 in clockwise order; that is, we shall assume 
that WdW2 has positive imaginary part. 

Notice that the choice of WI' w2 giving the lattice L is not unique. For 
example, w~ = WI + W 2 and W 2 give the same lattice. More generally, we 
can obtain new bases w~, w; for the lattice L by applying a matrix with 
integer entries and determinant 1 (see Problem 1 below). 

For a given laVice L, a meromorphic function on C is said to be an elliptic 
Junction relative to L if J(z + I) = J(z) for alII E L. Notice that it suffices to 
check this property for I = WI and 1= W2. In other words, an elliptic func­
tion is periodic with two periods WI and W2. Such a function is determined 
by its values on the fundamental parallelogram n; and its values on opposite 
points of the boundary of n are the same, i.e., J(aw l + w2) = J(aw l), 
J(w l + bW2) = J(bw2). Thus, we can think of an elliptic function J(z) as a 
function on the set n with opposite sides glued together. This set (more 
precisely, "complex manifold") is known as a "torus". It looks like a donut. 

Doubly periodic functions on the complex numbers are directly analogous 
to singly periodic functions on the real numbers. A functionJ(x) on IR which 
satisfiesJ(x + nw) = J(x) is determined by its values on the interval [0, W]. 
Its values at ° and ware the same, so it can be thought of as a function on 
the interval [0, w] with the endpoints glued together. The "real manifold" 
obtained by gluing the endpoints is simply a circle (see Fig. I. 7). 

Returning now to elliptic functions for a lattice L, we let tffL denote the 
set of such functions. We immediately see that tffL is a subfield of the field 
of all meromorphic functions, i.e., the sum, difference, product, or quotient 
of two elliptic functions is elliptic. In addition, the subfield tffL is closed under 
differentiation. We now prove a sequence of propositions giving some very 
special properties which any elliptic function must have. The condition that 
a meromorphic function be doubly periodic turns out to be much more 
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Figure I.7 

restrictive than the analogous condition in the real case. The set of real­
analytic periodic functions with given period is much "larger" than the set 
CL of elliptic functions for a given period lattice L. 

Proposition 3. A functionf(z)ECL , L = {mwl + nW2}' which has no pole in 
the fundamental parallelogram II must be a constant. 

PROOF. Since II is compact, any such function must be bounded on II, say 
by a constant M. But then 1 f(z) 1 < M for all z, since the values of fez) are 
determined by the values on II. By Liouville's theorem, a meromorphic 
function which is bounded on all of C must be a constant. 0 

Proposition 4. With the same notation as above, let a + II denote the translate 
of II by the complex number a, i.e., {a + zlzE II}. Suppose thatf(z)ECL has 
no poles on the boundary C ofa + II. Then the sum of the residues off(z) in 
a + II is zero. 

PROOF. By the residue theorem, this sum is equal to 

_1 . r f(z)dz. 2mJc 
But the integral over opposite sides cancel, since the values of fez) at corre­
sponding points are the same, while dz has opposite signs, because the path 
of integration is in opposite directions on opposite sides (see Fig. 1.8). Thus, 
the integral is zero, and so the sum of residues is zero. 0 

Notice that, since a meromorphic function can only have finitely many 
poles in a bounded region, it is always possible to choose an a such that the 
boundary of a + II misses the poles of fez). Also note that Proposition 4 
immediately implies that a nonconstant fez) E CL must have at least two 
poles (or a multiple pole), since if it had a single simple pole, then the sum 
of residues would not be zero. 
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Figure 1.8 

Proposition 5. Under the conditions of Proposition 4, suppose that fez) has no 
zeros or poles on the boundary of a + II. Let {mJ be the orders of the various 
zeros in a + n, and let {nJ be the orders of the various poles. Then Lm; = Lnj . 

PROOF. Apply Proposition 4 to the elliptic function/, (z)lf(z). Recall that the 
logarithmic derivative /' (z)lf(z) has a pole precisely where fez) has a zero 
or pole, such a pole is simple, and the residue there is equal to the order of 
zero or pole of the originalf(z) (negative if a pole). (Recall the argument: If 
fez) = cm(z - a)m + ... , then/,(z) = cmm(z - ar- I + ... , and so/,(z)lf(z) 
= m(z - a)-I + .... ) Thus, the sum of the residues of /,(z)lf(z) is Lm;-
Lnj=O. 0 

We now define what will turn out to be a key example of an elliptic 
function relative to the lattice L = {mwI + nW2}. This function is called the 
Weierstrass p-function. It is denoted p(z; L) or p(z; WI, W2), or simply 
p(z) if the lattice is fixed throughout the discussion. We set 

p(z) = p(z; L) ckf z12 + I~L Cz ~ 1)2 - /2). (4.1) 
1*0 

Proposition 6. The sum in (4.1) converges absolutely and uniformly for z in 
any compact subset ofT - L. 

PROOF. The sum in question is taken over a two-dimensional lattice. The 
proof of convergence will be rather routine if we keep in mind a one­
dimensional analog. If instead of L we take the integers Z, and instead of 
reciprocal squares we take reciprocals, we obtain a real function f(x) = 
~ + L x~1 + t, where the sum is over nonzero IEZ. To prove absolute and 
uniform convergence in any compact subset of IR - Z, first write the sum­
mand as xl(l(x - I», and then use a comparison test, showing that the series 
in question basically has the same behavior as 1- 2 . More precisely, use the 
following lemma: ifLbJ is a convergent sum of positive terms (all our sums 
being over nonzero lEZ), and if Lft(X) has the property that Ift(x)lbd 
approaches a finite limit as 1-. ± 00, uniformly for x in some set, then the 
sum LJ;(X) converges absolutely and uniformly for x in that set. The details 
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are easy to fill in. (By the way, our particular example ofJ(x) can be shown 
to be the function n cot nx; just take the logarithmic derivative of both 
sides of the infinite product for the sine function: sin nx = nxII::'=1 (l -
x 2/n 2 ).) 

The proof of Proposition 6 proceeds in the same way. First write the 
summand over a common denominator: 

2z - z2/1 
(z_/)2/2 (z_/)2/' 

Then show absolute and uniform convergence by comparison with 1/1-3, 
where the sum is taken over all nonzero IE L. More precisely, Proposition 6 
will follow from the following two lemmas. 

Lemma 1. /f"L bi is a convergent sum oj positive terms, where the sum is taken 
over all nonzero elements in the lattice L, and if"L .t;(z) has the property that 
I.t;(z)/bil approaches a Jinite limit as 1/1-+ 00, uniformly Jor z in some subset 
ofC, then the sum "L.t;(z) converges absolutely and uniformly Jor z in that set. 

Lemma 2. "L I Ws converges if s > 2. 

The proof of Lemma 1 is routine, and will be omitted. We give a sketch 
of the proof of Lemma 2. We split the sum into sums over I satisfying 
n - 1 < III .::;; n, as n = 1,2, .... It is not hard to show that the number of I 
in that annulus has order of magnitude n. Thus, the sum in the lemma is 
bounded by a constant times "L::'=ln'n-S="Ln1-s, and the latter sum 
converges for s - 1 > 1. 

This concludes the proof of Proposition 6. 0 

Proposition 7. f,J (z) E IffL' and its only pole is a double pole at each lattice point. 

PROOF. The same argument as in the proof of Proposition 6 shows that for 
any fixed IEL, the function f,J(z) - (z _1)-2 is continuous at z = I. Thus, 
f,J (z) is a meromorphic function with a double pole at all lattice points and 
no other poles. Next, note that f,J(z) = f,J( -z), because the right side of 
(4.1) remains unchanged if z is replaced by - z and I is replaced by -I; but 
summing over / E L is the same as summing over -/ E L. 

To prove double periodicity, we look at the derivative. Differentiating 
(4.1) term-by-term, we obtain: 

f,J'(z) = -2 I ( ~ 1)3' 
IEL Z 

Now f,J'(z) is obviously doubly periodic, since replacing z by z + 10 for 
some fixed 10EL merely rearranges the terms in the sum. Thus, f,J'(z)EIffL. 
To prove that f,J(z)EIffL' it suffices to show that f,J(z + w;) - f,J(z) = 0 for 
i = 1,2. We prove this for i = 1; the identical argument applies to i = 2. 
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Since the derivative of the function t-J(z + ( 1) - t-J(z) is t-J'(z + ( 1) -
t-J'(z) = 0, we must have t-J(z + ( 1) - t-J(z) = C for some constant C. But 
substituting z = -!w1 and using the fact that t-J(z) is an even function, we 
conclude that C = t-J(!W1) - t-J( -!(1) = 0. This concludes the proof. 0 

Notice that the double periodicity of t-J(z) was not immediately obvious 
from the definition (4.1). 

Since t-J(z) has exactly one double pole in a fundamental domain of the 
form IY. + II, by Proposition 5 it has exactly two zeros there (or one double 
zero). The same is true of any elliptic function of the form t-J(z) - u, where 
u is a constant. It is not hard to show (see the problems below) that t-J(z) 
takes every value UE C U {oo} exactly twice on the torus (i.e., a fundamental 
parallelogram with opposite sides glued together), counting multiplicity 
(which means the order of zero of t-J(z) - u); and that the values as­
sumed with multiplicity two are 00, e1.kf t-J(wt/2), e2.kf t-J(w2/2), and e3.kf 
t-J«w1 + ( 2)/2). Namely, t-J(z) has a double pole at 0, while the other three 
points are the zeros of t-J'(z). 

§5. The field of elliptic functions 

Proposition 7 gives us a concrete example of an elliptic function. Just as 
sin x and cos x playa basic role in the theory of periodic functions on IR, 
because of Fourier expansion, similarly the functions t-J (z) and t-J' (z) playa 
fundamental role in the study of elliptic functions. But unlike in the real 
case, we do not even need infinite series to express an arbitrary elliptic 
function in terms of these two basic ones. 

Proposition 8. tffL = C(t-J, t-J'), i.e., any elliptic Junction Jor L is a rational 
expression in t-J(z; L) and t-J'(z; L). More precisely, given J(Z)Etffu there 
exist two rational Junctions g(X), h(X) such that J(z) = g(t-J(z)) + 
t-J' (z)h(t-J (z)). 

PROOF. IfJ(z) is an elliptic function for L, then so are the two even functions 

J(z) + J( -z) d J(z) - J( -z) 
2 an 2t-J'(z)· 

SinceJ(z) is equal to the first of these functions plus t-J'(z) times the second, 
to prove Proposition 8 it suffices to prove 

Proposition 9. The subJield tffL+ c tffL oj even ellipticJunctionsJor L is generated 
by t-J(z), i.e., tffi = C(t-J). 

PROOF. The idea of the proof is to cook up a function which has the same 
zeros and poles as J(z) using only functions of the form t-J(z) - u with u a 
constant. 
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The ratio off(z) to such a function is an elliptic function with no poles, and 
so must be a constant, by Proposition 3. 

Letf(z) Etffi.. We first list the zeros and poles off(z). But we must do this 
carefully, in a special way. Let II' be a fundamental parallelogram with two 
sides removed: II' = {awl + bw 2 lO:s; a < 1,0:s; b < l}. Then every point 
in C differs by a lattice element from exactly one point in II'; that is, II' is 
a set of coset representatives for the additive group of complex numbers 
modulo the subgroup L. We will list zeros and poles in II', omitting 0 from 
our list (even if it happens to be a zero or pole of fez)). Each zero or pole 
will be listed as many times as its multiplicity. However, only "half" will 
be listed; that is, they will be arranged in pairs, with only one taken from 
each pair. We now give the details. We describe the method of listing zeros; 
the method of listing poles is exactly analogous. 

First suppose that a E II', a i= 0, is a zero of fez) which is not half of a 
lattice point, i.e., a i= w 1/2, w 2 /2, or (WI + w 2 )/2. Let a* E II' be the point 
"symmetric" to a, i.e., a* = WI + W2 - a if a is in the interior of II', while 
a* = WI - a or a* = W2 - a if a is on one of the two sides (see Fig. 1.9). If a 
is a zero of order m, we claim that the symmetric point a* is also a zero of 
order m. This follows from the double periodicity and the evenness of fez). 
Namely, we have f(a* - z) = f( -a -z) by double periodicity, and this is 
equal tof(a + z) becausef(z) is an even function. Thus, iff(a + z) = amzm + 
higher terms, it follows thatf(a* + z) = am( _z)m + higher terms, i.e., a* is 
a zero of order m. 

Now suppose that a E II' is a zero of j(z) which is half of a lattice point; 
for example, suppose that a = wd2. In this case we claim that the order of 
zero m is even. If f(a + z) = f(1WI + z) = amzm + higher terms, then 
f(1wI - z) = f( -1WI + z) = f(1wI + z) by double periodicity and evenness. 
Thus, am~ + higher terms = am ( - zr + higher terms, and so m is even. 

We are now ready to list the zeros and poles of fez). Let {a;} be a list of 
the zeros of fez) in II' which are not half-lattice points, each taken as many 
times as the multiplicity of zero there, but only one taken from each pair of 
symmetrical zeros a, a* ; in addition, if one of the three nonzero half-lattice 
points in II' is a zero of f(z) , include it in the list half as many times as its 
multiplicity. Let {bj } be a list of the nonzero poles of fez) in II', counted in 
the same way as the zeros (i.e., "only half" of them appear). 
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Since all of the ai and bj are nonzero, the values g;J(a;) and g;J(b) are finite, 
and it makes sense to define the elliptic function 

g(z) = IIi(g;J(z) - g;J(a;)). 
II/g;J(z) - g;J(b)) 

We claim that g(z) has the same zeros and poles asf(z) (counting multiplic­
ity), from which it will follow thatf(z) = c· g(z) for some constant c. Since 
g(z) is a rational function of g;J(z), this will complete the proof. 

To prove this claim, we first examine nonzero points in II'. Since 0 is the 
only pole in the numerator or denominator of g(z), it follows that the 
nonzero zeros of g(z) must come from the zeros of g;J(z) - g;J(a;), while the 
nonzero poles of g(z) must come from the zeros of g;J(z) - g;J(b} But we 
know (see problems below) that g;J(z) - u (for constant u) has a double zero 
at z = u if u is a half-lattice point, and otherwise has a pair of simple zeros 
at u and the symmetric point u*. These are the only zeros of g;J(z) - u in II'. 
By our construction of the ai and bi , we see that g(z) and fez) have the same 
order of zero or pole everywhere in II', with the possible exception of the 
point o. So it merely remains to show that they have the same order of zero 
or pole at O. But this will follow automatically by Proposition 5. Namely, 
choose rx so that no lattice point and no zero or pole of fez) or g(z) is on the 
boundary of rx + II. Then rx + II will contain precisely one lattice point I. 
We know thatf(z) and g(z) have the same orders of zeros and poles every­
where in rx + II with the possible exception of I. Let mf denote the order of 
zero off(z) at 1 (mf is negative if there is a pole), and let mg denote the anal­
ogous order for g(z). Then 

mf + (total of orders of zeros of f) - (total of orders of poles off) 

= mg + (total of orders of zeros of g) - (total of orders of poles of g). 

Since the corresponding terms in parentheses on both sides of the equality 
are equal, we conclude that mf = mg. Thus, Proposition 5 tells us that when 
we know that two elliptic functions have the same order of zero or pole 
everywhere but possibly at one point in the fundamental parallelogram, then 
that one point is carried along automatically. This concludes the proof of 
Proposition 9. 0 

The proof of Propositions 8 and 9 was constructive, i.e., it gives us a 
prescription for expressing a given elliptic function in terms of g;J(z) once 
we know its zeros and poles. Without doing any more work, for example, 
we can immediately conclude that: 

(1) the even elliptic function g;J'(Z)2 is a cubic polynomial in g;J(z) (because 
g;J' (z) has a triple pole at 0 and three simple zeros, hence there are three 
a;'s and no b/s); 

(2) the even elliptic function g;J(Nz) (for any fixed positive integer N) is a 
rational function in g;J(z). 
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Both of these facts will playa fundamental role in what follows. The first 
tells us that the Weierstrass f.]-function satisfies a differential equation of a 
very special type. This equation will give the connection with elliptic curves. 
The second fact is the starting point for studying points of finite order on 
elliptic curves. Both facts will be given a more precise form, and the connec­
tion with elliptic curves will be developed, in the sections that follow. 

PROBLEMS 

1. Prove that the lattice L = {rnw I + nwz} and the lattice L' = {rnw~ + nw;} are the 
same if and only if there is a 2 x 2 matrix A with integer entries and determinant 
± I such that w' = Aw (where w denotes the column vector with entries WI' w z). 
If the pairs WI. W z and w~. w; are each listed in clockwise order, show that det A = 
+1. 

2. Let CIL denote the quotient of the additive group of complex numbers by the 
subgroup L = {rnwI + nwz}. Then CIL is in one-to-one correspondence with the 
fundamental parallelogram II with opposite sides glued together. 
(a) Let C be the circle group (the unit circle in the complex plane). Give a continuous 

group isomorphism from CIL to the product of C with itself. 
(b) How many points of order N or a divisor of N are there in the group C/ L? 
(c) Show that the set of subgroups of prime order pin C/L is in one-to-one corre­

spondence with the points of IP}p (where IFp = 7Llp7L). How many are there? 

3. Let s = 2, 3,4, .... Fix a positive integer N, and letf: 7L x 7L -+ C be any function 
of period N, i.e., f(rn + N, n) = f(rn, n) and f(rn, n + N) = j(rn, n). Suppose that 
f(O, 0) = O. If s = 2, further suppose that "Lf(rn, n) = 0, where the sum is over 
o :S rn, n < N. Define a function 

F( ) _ '" f(rn, n) 
s(01,(02 - ~ 

m.nd' (rnwI + nwzY 

(a) Prove that this sum converges absolutely if s > 2 and conditionally if s = 2 
(in the latter case, take the sum over rn and n in nondecreasing order of IrnwI + 
nwzl)· 

(b) Express F,(w l , wz) in terms of the values of p(z; WI' w z) or a suitable derivative 
evaluated at values of ZE II for which NZEL (see Problem 2(b». 

4. Show that for any fixed u, the elliptic function p(z) - u has exactly two zeros (or a 
single double zero). Use the fact that p'(z) is odd to show that the zeros of p'(z) 
are precisely wl/2, w2/2. and (WI + wz)/2, and that the values e l = p(wd2), e2 = 
p(wzI2), e3 = p«w l + w z)/2) are the values of u for which p(z) - u has a double 
zero. Why do you know that e l , e2 , e 3 are distinct? Thus, the Weierstrass p-function 
gives a two-to-one map from the torus (the fundamental parallelogram II with 
opposite sides glued together) to the Riemann sphere C u { 00 } except over the four 
"branch points" e l , e2 , e 3 , 00, each of which has a single preimage in CIL. 

5. Using the proof of Proposition 9, without doing any computations, what can you 
say about how the second derivative p"(z) can be expressed in terms of p(z)? 
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§6. Elliptic curves in Weierstrass form 

As remarked at the end of the last section, from the proof of Proposition 9 
we can immediately conclude that the square of &o'(z) is equal to a cubic 
polynomial in &o(z). More precisely, we know that &o'(Z)2 has a double zero 
at w l /2, w 2 /2, and (WI + w 2)/2 (see Problem 4 of §5). Hence, these three 
numbers are the a/s, and we have 

&o'(Z)2 = C(&o(z) - &o(wd2»(&o(z) - &0 (w2/2» (&o(z) - &o«w l + w2)/2» 

= C(&o(z) - el)(&o(z) - e2)(&o(z) - e3), 

where C is some constant. It is easy to find C by comparing the coefficients 
of the lowest power of z in the Laurent expansion at the origin. Recall that 
&o(z) - Z-2 is continuous at the origin, as is &o'(z) + 2z- 3. Thus, the leading 
term on the left is (_2Z- 3)2 = 4z- 6 , while on the right it is C(Z-2)3 = Cz- 6 • 

We conclude that C = 4. That is, &o(z) satisfies the differential equation 

where lex) = 4(x - el)(x - e2)(x - e3)EC[x]. 
(6.1) 

Notice that the cubic polynomial/has distinct roots (see Problem 4 of §5). 
We now give another independent derivation of the differential equation 

for &o(z) which uses only Proposition 3 from §4. Suppose that we can find a 
cubic polynomial/(x) = ax3 + bx2 + ex + d such that the Laurent expansion 
at 0 of the elliptic function /(&0 (z» agrees with the Laurent expansion of 
&o'(Z)2 through the negative powers of z. Then the difference &o'(Z)2 - /(&o(z» 
would be an elliptic function with no pole at zero, or in fact anywhere else 
(since &o(z) and &o'(z) have a pole only at zero). By Proposition 3, this differ­
ence is a constant; and if we suitably choose d, the constant term in /(x) , 
we can make this constant zero. 

To carry out this plan, we must expand &o(z) and &o'(Z)2 near the origin. 
Since both are even functions, only even powers of z will appear. 

Let e be the minimum absolute value of nonzero lattice points I. We shall 
take r < I, and assume that z is in the disc of radius re about the origin. 
F or each nonzero 1 E L, we expand the term corresponding to 1 in the 
definition (4.1) of &0 (z). We do this by differentiating the geometric series 
1/(1 - x) = 1 + x + x 2 + ... and then substituting z/I for x: 

If we now subtract 1 from both sides, divide both sides by 12 , and then 
substitute in (4.1), we obtain 

1 z Z2 Z3 Zk-2 
&o(z) = - + L 2- + 3- + 4- + ... + (k - 1)~ + ... 

Z2 1 E L 13 /4 15 Ik ' 
1*0 
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We claim that this double series is absolutely conv(!rgent for Izl < re, 
in which case the following reversal of the order of summation will be 
justified: 

(6.2) 

where for k > 2 we denote 

(notice that the Gk are zero for odd k, since the term for I cancels the term 
for -I; as we expect, only even powers of z occur in the expansion (6.2)). 
To check the claim of absolute convergence of the double series, we write 
the sum of the absolute values of the terms in the inner sum in the form 
(recall: Izl < rill): 

2Izl.IW 3 . (1 + 1r + ~r2 + ~r3 + ... ) < ~~_1_ 2 2 2 (1 -- r)2 IW' 
and then use Lemma 2 from the proof of Proposition 6. 

We now use (6.2) to compute the first few terms in the expansions of 
SO (z), SO (Z)2, SO (Z)3, SO'(z), and SO'(Z)2, as follows: 

SO'(z) = - ~ + 6G4 z + 20G6z 3 + 42Gsz 5 + ... ; (6.4) 
z 

SO'(Z)2 = ~ - 24G4 ~ - 80G6 + (36G; - 168Gs)Z2 + ... ; (6.5) 
z z 

3 1 1 2 -, soCz) ="""6 + 9G42 + 15G6 + (21Gs + 27G4 )z·· + .... (6.7) 
z z 

Recall that we are interested in finding coefficients a, b, e, d of a cubic 
f(x) = ax3 + bx2 + ex + d such that 

SO'(Z)2 = aso(z)3 + bSO(Z)2 + eso(z) + d, 

and we saw that it suffices to show that both sides agree in their expansion 
through the constant term. If we multiply equation (6.7) by a, equation (6.6) 
by b, equation (6.2) bye, and then add them all to the constant d, and finally 
equate the coefficients of Z-6, Z-4, Z-2 and the constant term to the corre­
sponding coefficients in (6.5), we obtain successively: 

a= 4; b = 0; 

Thus, e = - 60G4 , d = -140G6 • It is traditional to denote 
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g2 = g2(L) ~f 60G4 = 60 L 1-4 ; 
IEL 
1*0 

g3 = g3(L) ~f 140G6 = 140 L 1-6 • 
IEL 
1*0 

(6.8) 

We have thereby derived a second form for the differential equation (6.1): 

p'(Z)2=J(p(Z», where J(x)=4x3 -g2x-g3EC[X]. (6.9) 

Notice that if we were to continue comparing coefficients of higher powers 
of z in the expansion of both sides of(6.9), we would obtain relations between 
the various Gk (see Problems 4-5 below). 

The differential equation (6.9) has an elegant and basic geometric inter­
pretation. Suppose that we take the function from the torus C/L (i.e., the 
fundamental parallelogram II with opposite sides glued) to IP~ defined by 

z~(p(z), p'(z), I) for z #- 0; 

O~(O, 1,0). 
(6.10) 

The image of any nonzero point z of C/L is a point in the xy-plane (with 
complex coordinates) whose x- and y-coordinates satisfy the relationship 
y2 =J(x) because of (6.9). Here J(x) EC[X] is a cubic polynomial with 
distinct roots. Thus, every point z in C/L maps to a point on the elliptic 
curve y2 = J(x) in IP~. It is not hard to see that this map is a one-to-one 
correspondence between C/L and the elliptic curve (including its point at 
infinity). Namely, every x-value except for the roots of J(x) (and infinity) 
has precisely two z's such that p(z) = x (see Problem 4 of §5). The 
y-coordinates y = p'(z) coming from these two z's are the two square roots 
of J(x) = J(p(z». If, however, x happens to be a root of J(x) , then there is 
only one z value such that p(z) = x, and the corresponding y-coordinate is 
y = p'(z) = 0, so that again we are getting the solutions to y2 = J(x) for our 
given x. 

Moreover, the map from C/ L to our elliptic curve in IP~ is analytic, meaning 
that near any point of C/L it can be given by a triple of analytic functions. 
Near non-lattice points of C the map is given by z~(p(z), p'(z), I); and 
near lattice points the map is given by z~(p(z)/p'(z), I, I/p'(z», which is 
a triple of analytic functions near L. 

We have proved the following proposition. 

Proposition 10. The map (6.10) is an analytic one-to-one correspondence 
between C/L and the elliptic curve y2 = 4x3 - g2(L)x - g3(L) in IP~. 

One might be interested in how the inverse map from the elliptic curve 
to C/L can be constructed. This can be done by taking path integrals of 
dx/y = (4x3 - g2X - g3)-1/2dx from a fixed starting point to a variable 
endpoint. The resulting integral depends on the path, but only changes by 



9<). Elliptic curves in Weierstrass form 25 

00 

Figure 1.10 

a "period", i.e., a lattice element, if we change the path. We hence obtain 
a well-defined map to CjL. See the exercises below for more details. 

We conclude this section with a few words about an algebraic picture 
that is closely connected with the geometric setting of our elliptic curve. 
Recall from Proposition 8 that any elliptic function (meromorphic function 
on the torus CIL) is a rational expression in g;J(z) and g;J'(z). Under our 
one-to-one correspondence in Proposition 10, such a function is carried over 
to a rational expression in x and y on the elliptic curve in the xy-plane 
(actually, in IP'D. Thus, the field C(x, y) of rational functions on the xy-plane, 
when we restrict its elements to the elliptic curve y2 = J(x), and then "pull 
back" to the torus CIL by substituting x = g;J(z), y = g;J'(z), give us precisely 
the elliptic functions tffL. Since the restriction of y2 is the same as the restric­
tion ofJ(x), the field of functions obtained by restricting the rational func­
tions in C(x, y) to the elliptic curve is the following quadratic extension of 
C(x): C(x)[yJ/(y2 - (4x 3 - g2X - g3»' Algebraically speaking, we form 
the quotient ring of C(x) [yJ by the principal ideal corresponding to the 
equation y2 = J(x). 

Geometrically, projection onto the x-coordinate gives us Fig. 1.10. Two 
points on the elliptic curve map to one point on the projective line, except 
at four points (the point at infinity and the three points where y = 0), where 
the two "branches" are "pinched" together. 

In algebraic geometry, one lets the field F = C(x) correspond to the com­
plex line IP'L and the field K = C(x, y)/(y2 - (4x 3 - g2X - g3» correspond 
to the elliptic curve in IP'~. The rings A = C[xJ and B = ([[x, yJ/(y2 - f(x» 
are the "rings of integers" in these fields. The maximal ideals in A are of 
the form (x - a)A; they are in one-to-one correspondence with a E C. A 
maximal ideal in B is of the form (x - a)B + (y - b)B (where b is a square 
root of J(a», and it corresponds to the point (a, b) on the: elliptic curve. 

K ::J B::J (x - a)B + (y - b)B 
I I 

(b = .JI(a» 
: : (x - a)B + (y + b)B 
I I I 
I I I 

F::J A ::J (x - a)A 
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The maximal ideal (x - a)A, when "lifted up" to the ring B, is no longer 
prime. That is, the ideal (x - a)B factors into the product of the two ideals: 

(x - a)B = «x - a)B + (y - b)B) «x - a)B + (y + b)B). 

The maximal ideal corresponding to the point a on the x-line splits into 
two maximal ideals corresponding to two points on the elliptic curve. If it 
so happens that b = 0, i.e., a is a root off(x), then both of the ideals are the 
same, i.e., (x - a)B is the square of the ideal «x - a)B + yB). In that case 
we say that the ideal (x - a)A "ramifies" in B. This happens at values a 
of the x-coordinate which come from only one point (a, 0) on the elliptic 
curve. Thus, the above algebraic diagram of fields, rings and ideals is an 
exact mirror of the preceding geometric diagram. 

We shall not go further than these ad hoc comments, since we shall not 
be using algebra geometric techniques in which follows. For a systematic 
introduction to algebraic geometry, see the textbooks by Shafarevich, 
Mumford, or Hartshorne. 

PROBLEMS 

l. (a) Let L = Z[i] be the lattice of Gaussian integers. Show that g3(L) = 0 but that 
g2(L) is a nonzero real number. 

(b) Let L = Z[w], where w = tc -1 + i.J'3), be the lattice of integers in the qua­
dratic imaginary field O(R). Show that g2(L) = 0 but that g3(L) is a 
nonzero real number. 

(c) For any nonzero complex number c, let cL denote the lattice obtained by 
muItiplying alllattice elements by c. Show that g2(cL) = C- 4g2(L), andg3(cL) = 

C- 6g3(L). 
(d) Prove that any elliptic curve y2 = 4x3 - g2X - g3 with either g2 or g3 equal 

to zero, is of the form yZ = 4x3 - gz(L)x - g3(L) for some lattice L. It can 
be shown that any elliptic curve is of that form for some lattice L. See, for 
example, [Whittaker & Watson 1958, §21. 73]; also, we shall prove this much 
later as a corollary in our treatment of modular forms. 

2. Recall that the discriminant of a polynomial/(x) = aoxn + a1Xn- 1 + ... + an = 
ao(x - e1))x - e2)·· ·(x - en) is ao-1II;<j(e; - e)2. It is nonzero if and only if 
the roots are distinct. Since it is a symmetric homogeneous polynomial of degree 
n(n - 1) in the e;s, it can be written as a polynomial in the elementary symmetric 
polynomials in the e;s, which are (- Va;/ao. Moreover, each monomial term 
II; (a;/ao)m; has total "weight" m1 + 2m2 + ... + nmn equal to n(n - 1). Applying 
this to/ex) = 4x3 - g2x - g3, we see that the discriminant is equal to a polynomial 
in g2, g3 of weight six, i.e., it must be of the form exg~ + f3g~. Find ex and f3 by com­
puting 42(e 1 - ez)2(e1 - e3)2(e2 - e3)2 directly in the case gz = 4, g3 = 0 and the 
case g2 = 0, g3 = 4. 

3. Since the even elliptic function foJ"(z) has a quadruple pole at zero and no other 
pole, you know in advance that it is equal to a quadratic polynomial in foJ(z). 
Find this polynomial in two ways: (a) comparing coefficients of powers of z; 
(b) differentiating foJ'2 = 4foJ3 - g2foJ - g3' Check that your answers agree. 
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4. Use either the equation for p'l or the equation for gJ" to prove that Gs = ~Gi. 

5. Prove by induction that all G;.\· can be expressed as polynomials in G4 and G6 

with rational coefficients, i.e., Gk Eir:Ji[G4 , Go]. We shall later derive this fact again 
when we study modular forms (of which the Gk turn out to be examples). 

6. Let WI = it be purely imaginary, and let W 2 = n. Show that as t approaches infinity, 
Gk(il, n) approaches 2n- k(k), where (5) is the Riemann zeta-function. Suppose 
we know that ~(2) = n1 j6, ~(4) = n4j90, ~(6) = n6 /945. Use Problem 4 to find 
~(8). Use Problem 5 to show that n-k~(k) E iIJ for all positive even integers k. 

7. Find the limit of gland 9 3 for the lattice L = {mil + nn} as I -->x. 

8. Show that v = cscz z satisfies the differential equation V'l = 4rz(v - I), and that 
the function 

satisfies the differential equation [.'2 = 4v·1 -}v - Z87 • What is the discriminant 
of the polynomial on the right') Now start with the infinite product formula for 
sin(nz), replace z by z/n, and take the logarithmic derivative and then the derivative 
once again to obtain an infinite sum for csc z z. Then prove that 

lim p(::; iI, n) = csc z z - *' 
t~oc 

9. The purpose of this problem is to review the function z = log L' for v complex, 
in the process providing a "dry run" for the problems that follow. 
(a) For v in a simply connected region of the complex plane that does not include 

the origin, define a function z of v by: 

- = ft ~ 
- I I' 

where the path from I to v is chosen arbitrarily, except that the same choice 
is made for all points in the region. (In other words, fix any path from 1 to 
vo, and then to go to other v's use a path from ro to v that stays in the region.) 
Call this function z = log r. Show that if a different path is chosen, the function 
changes by a constant value in the "lattice" L = {2nim}; and that any lattice 
element can be added to the function by a suitable change of path. (L is actually 
only a lattice in the imaginary axis lRi, not a lattice in IC.) 

(b) Express dz/dr and dv/d:: in terms of v. 
(c) If the function !' = c' is defined by the usual series, use part (b) to show that 

c= is the inverse function of z = log v. 

(d) Show that the map e' gives a one-to-one correspondence between Cj Land 
C - {OJ. Under this one-to-one correspondence, the additive group law in 
CjL becomes what group law in C - {OJ? 

10. Let L be a fixed lattice, set g2 = gl(L), g3 = g3(L), tJ(z) = g-J(z; L). Let u = fez) be a 
non-constant function on a connected open region R c: C which satisfies the differ­
ential equation U'2 = 4u 3 - g2 U - g3' Prove that u = tJ(z + (X) for some constant oc 

II. Let L = {mwi + nco 2 ] be a fixed lattice, and set g2 = g2(L)., g3 = g3(L), gJ(z) = 
V(z; L). Let RI be an unbounded simply connected open region in the complex 
plane which does not contain the roots 1.'1' 1.'2' c3 of the cubic 4x 3 - gzx - g3' 
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o 

Figure 1.11 

For U E R I , define a function z = g(u) by 

z = g(u) = fOO 3 dt , 
u -./4t -g2t-g3 

where a fixed branch of the square root is chosen as t varies in R I . Note that the 
integral converges and is independent of the path in RI from u to 00, since RI is 
simply connected. The function z = g(u) can be analytically continued by letting 
R2 be a simply connected region in C - {e l , e2, e3} which overlaps with R I . If 
uER2, then choose uI ER l nR2, and set z=g(u)=g(uI)+S~'(4t3_g2t­
g3)-1/2dt. This definition clearly does not depend on our choice of UI E RI n R2 or 
our path from u to UI in R 2 . Continuing in this way, we obtain an analytic function 
which is multivalued, because our sequence of regions R I, R2, R 3, ... can wind 
around e l , e2, or e3. 
(a) Express (dz/du)2 and (du/dz)2 in terms of u. 
(b) Show that u = f.](z). In particular, when we wind around e l , e2, or e3 the 

value of z can only change by something in L. Thus, z = g(u) is well defined 
as an element in C/L for UEC - {e l , e2, e3}. The function z = g(u) then 
extends by continuity to e l , e2, e3. 

(c) Let CI be the path in the complex u-plane from e2 to 00 that is traced by u = 

f.](z) as z goes from W2/2 to 0 along the side of II (see Fig. 1.11). Show that 
SCI (4t 3 - g2 t - g3)-1/2dt = - W2/2 for a suitable branch of the square root. 

(d) Let C2 be the path that goes from 00 to e2 along CI , winds once around e2 , 

and then returns along CI to 00. Take the same branch of the square root as 
in part (c), and show that Sc2 (4t 3 - g2t - g3)-1/2dt = W2. 

(e) Describe how the function z = g(u) can be made to give all preimages of u 
under u = f.](z). 

12. (a) Prove that all of the roots e l , e2, e3 of 4x3 - g2X - g3 are real if and only 
if g2 and g3 are real and d = g~ - 27g~ > o. 

(b) Suppose that the conditions in part (a) are met, and we order the ei so that 
e 2 > e 3 > e I. Show that we can choose the periods of L to be given by 

-WI = i and -W2 = , 
1 fe, dt 1 foo dt 
2 -00 -./g3 + g2t - 4t 3 2 e2 -./4t 3 - g2 t - g3 

where we take the positive branch of the square root, and integrate along the 
real axis. 

(c) With these assumptions about the location of the ei on the real axis, describe 
how to change the path of integration and the branch of the square root in 
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Problem 11 so as to get the other values of Z for which u = SO(z), namely 
±z + mW I + nw2. 

13. Suppose that gz = 4n 2 , g3 = O. Take e l , ez, e3 so that ez > e3 > e l . What are 
e l , e2 , e3 in this case? Show that WI = iwz, i.e., the lattice L is the Gaussian integer 
rattice expanded by a factor of W z. Show that as Z travels along the straight line 
from wd2 to wd2 + W 2 the point (x, y) = (SO(z), SO'(z» moves around the real 
points of the elliptic curve yZ = 4(x 3 - nZx) between -n and 0; and as z travels 
along the straight line from 0 to W z the point (x, y) = (SO(z), t<J'(z» travels through 
all the real points of this elliptic curve which are to the right of (n, 0). Think of 
the "open" appearance of the latter path to be an optical illusion: the two ends are 
really "tied together" at the point at infinity (0, 1, 0). 

14. (a) Show that = -'-'-'- ... n - - for n = 0, 1,2, .... J I t"dt n 1 3 5 ( 1) 
o Jl(T=t) n! 2 2 2 2 

(b) Under the conditions of Problem 12, with ez > e3 > el , set Je = e3 - el E(O, 1). 
ez - e l 

Derive the formula: 

1 e dt 
Wz = ~ Jo y't(l- t)(1 - ),t)' 

(c) Derive the formula Wz = n(ez - el)-I/zF(Je), where 

F(Je) = I -'-'- ... n-- 2' 00 [1 3 5 ( 1 )~Z A" 
"~o 2 2 2 2 n! 

The function F(Je) is called a "hypergeometric series". 
(d) Show that the hypergeometric series in part (c) satisfies the differential equa­

tion: Je(l - Je)F'().) + (1 - 2A)F(Je) - ±F(Je) = O. 

§7. The addition law 

In the last section we showed how the Weierstrass g.)-function gives a 
correspondence between the points of Cj L and the points on the elliptic 
curve yZ = f(x) = 4x 3 - gz(L)x - g3(L) in IP~. We have an obvious addition 
law for points in Cj L, obtained from ordinary addition of complex numbers 
by dividing by the additive subgroup L, i.e., ordinary addition "modulo L". 
This is the two-dimensional analog of "addition modulo one" in the group 
[Rj.£:. 

We can use the correspondence between CjL and the elliptic curve to 
carryover the addition law to the points on the elliptic curve. That is, to 
add two points PI = (XI' YI) and Pz = (xz, Yz), by definition what we do is 
go back to the z-plane, find Zl and Z2 such that PI = (o\O(ZI)' o\O'(ZI» and 
Pz = (f,)(Z 2), g.)' (z z», and then set PI + Pz = (o\O(z I + Z 2), 0\0' (z I + Z z». This 
is just a case of the general principle: whenever we have a one-to-one corre­
spondence between elements of a commutative group and elements of some 



30 I. From Congruent Numbers to Elliptic Curves 

Figure I.12 

other set, we can use this correspondence to define a commutative group 
law on that other set. 

But the remarkable thing about the addition law we obtain in this way is 
that (1) there is a simple geometric interpretation of "adding" the points on 
the elliptic curve, and (2) the coordinates of PI + Pz can be expressed 
directly in terms of XI' XZ, YI' Yz by rather simple rational functions. The 
purpose of this section is to show how this is done. 

We first prove a general lemma about elliptic functions. 

Lemma. Letf(z)ElffL' Let fl = {awl + bwzlO::;; a, b::;; 1} be a fundamental 
parallelogram for the lattice L, and choose rx so that fez) has no zeros or poles 
on the boundary ofrx + fl. Let {aJ be the zeros off(z) in rx + fl, each repeated 
as many times as its multiplicity, and let {bJ be the poles, each occurring as 
many times as its multiplicity. Then L ai - L bj E L. 

PROOF. Recall that the function f(z)/f(z) has poles at the zeros and poles 
of f(z) , and its expansion near a zero a of order m is m/(z - a) + ... (and 
near a pole b of order -m the expansion is -m/(z - b) + ... ). Then the 
function zf(z)/f(z) has the same poles, but, writing z = a + (z - a), we see 
that the expansion starts out am/(z - a). We conclude that L ai - L bj is 
the sum of the residues of zf(z)/f(z) inside rx + fl. Let C be the boundary 
of rx + fl. By the residue theorem, 

I 1 zf(z) 
Iai - Ibj = 2ni c fez) dz. 

We first take the integral over the pair of opposite sides from rx to rx + W z 
and from rx + WI to rx + WI + W z (see Fig. 1.12). This part is equal to 

- z--dz - z--dz I (i~+W2 fez) J'+WI+W2 fez) ) 
2ni" fez) '+WI fez) 

I (i"+W2 fez) J"+W2 fez) ) = - z--dz - (z + wl)--dz 
2ni fez) fez) 

" a 
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Now make the change of variables u = J(z) , so thatj'(z)dz/J(z) = du/u. Let 
CI be the closed path fromJ(O() to J(O( + wz) = J(O() traced by u = J(z) as z 
goes from 0( to 0( + Wz. Then 

_1 ia+w2 j'(z) dz = _1 i du 
21T.i J(z) 21T.i c u' 

a , 

and this is some integer n, namely the number of times the closed path C I 
winds around the origin (counterclockwise). Thus, we obtain -wIn for this 
part of our original integral. In the same way, we find that the integral over 
the remaining two sides of C is equal to -wzm for some integer m. Thus, 
L ai - L bj = - nw I - mwz E L, as desired. This proves the lemma. 0 

We are now ready to derive the geometrical procedure for adding two 
points on the elliptic curve yZ = f(x) = 4x3 - gz(L)x - g3(L). For z in CjL, 
let Pz be the corresponding point Pz = (f,J(z), f,J'(z), 1), Po = (0, 1,0) on the 
elliptic curve. Suppose we want to add Pz , = (XI'YI) to PZ2 = (xz,Yz) to 
obtain the sum PZ ,+Z2 = (x3, Y3). We would like to know how to go from 
the two points to their sum directly, without tracing the points back to the 
z-plane. 

We first treat some special cases. The additive identity is, of course, the 
image of z = 0. Let ° denote the point at infinity (0, 1,0), i.e., the additive 
identity of our group of points. The addition is trivial if one of the points 
is 0, i.e., if ZI or Zz is zero. Next, suppose that Pz , and PZ2 have the same 
x-coordinate but are not the same point. This means that x z = X I, Y z = - Y I· 
In this case z z = - Z I' because only "symmetric" values of z (values which 
are the negatives of each other modulo the lattice L) can have the same 
f,J-value. In this case, Pz , + Pz , = Po =' 0, i.e., the two points are additive 
inverses of one another. Speaking geometrically, we say that two points of 
the curve which are on the same vertical line have sum O. We further note 
that in the special situation of a point Pz , = PZ2 on the x-axis, we have 
Yz = - YI = 0, and it is easy to check that we still have Pz , + PZ2 = 2Pz , = O. 
We have proved: 

Proposition 11. The additive inverse oj (x, y) is (x, - y). 

Given two points PI = Pz , = (XI' YI) and Pz = PZ2 = (xz,Yz)ontheelliptic 
curve yZ = 4x3 - gzx - g3 (neither the point at infinity 0), there is a line 
I = PI Pz joining them. If PI = Pz , we take I to be the tangent line to the 
elliptic curve at PI. If I is a vertical line, then we saw that PI + Pz = O. 
Suppose that I is not a vertical line, and we want to find PI + Pz = P3 = 

(x3,Y3)· Our basic claim is that -P3 = (x3, -Y3) is the third point of 
intersection of the elliptic curve with I. 

Write the equation of 1 = PI Pz in the form Y = mx + b. A point (x, y) on 
1 is on the elliptic curve if and only if (mx + bf = J(x) := 4x3 - gzx - g3' 
that is, if and only if x is a root of the cubic J(x) - (mx + b)z. This cubic 
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has three roots, each of which gives a point of intersection. If x is a double 
root or triple root, then I intersects the curve with multiplicity two or three 
at the point (x, y) (see Problem 6 of §I.3). In any case, the total number of 
points of intersection (counting multiplicity) is three. 

Notice that vertical lines also intersect the curve in three points, including 
the point at infinity 0; and the line at infinity has a triple intersection at ° 
(see Problem 7 of §I.3). Thus, any line in IP~ intersects the curve in three 
points. This is a special case of 

Bezout's Theorem. Let F(x, y, z) and G(x, y, z) be homogeneous polynomials 
of degree m and n, respectively, over an algebraically closed field K. Suppose 
that F and G have no common polynomial factor. Then the curves in [pi defined 
by F and G have mn points of intersection, counting multiplicities. 

F or a more detailed discussion of multiplicity of intersection and a proof 
of Bezout's theorem, see, for example, Walker's book an algebraic curves 
[Walker 1978]. 

In our case F(x, y, z) = yZz - 4x3 + gzxzZ + g3z3 and G(x, y, z) = 
y - mx - bz. 

Proposition 12. If PI + Pz = P3, then - P3 is the third point of intersection 
of I = PI Pz with the elliptic curve. If PI = Pz, then by PI Pz we mean the 
tangent line at PI . 

PROOF. We have already treated the case when PI or Pz is the point at infinity 
0, and when P2 = - PI' So suppose that 1= PI P2 has the form y = mx + b. 
Let PI = PZ1 ' Pz = PZ2 ' To say that a point Pz = (p(z), p'(z)) is on I means 
that p'(z) = mp(z) + b. The elliptic function p'(z) - mp(z) - b has three 
poles and hence three zeros in Cj L. Both z I and z 2 are zeros. According to 
the lemma proved above, the sum of the three zeros and three poles is equal 
to zero modulo the lattice L. But the three poles are all at zero (where p'(z) 
has a triple pole); thus, the third zero is -(Zl + zz) modulo the lattice. 
Hence, the third point of intersection of I with the curve is P-(Zl +Z2) = - P Z3 ' 

as claimed. 
The argument in the last paragraph is rigorous only if the three points 

of intersection of I with the elliptic curve are distinct, in which case a zero 
of p'(z) - mp(z) - b corresponds exactly to a point of intersection Pz . 

Otherwise, we must show that a double or triple zero of the elliptic function 
always corresponds to a double or triple intersection, respectively, of I 
with the curve. That is, we must show that the two meanings of the term 
"multiplicity" agree: multiplicity of zero of the elliptic function of the 
variable z, and multiplicity of intersection in the xy-plane. 

Let Zl, zz, -Z3 be the three zeros of p'(z) - mp(z) - b, listed as many 
times as their multiplicity. Note that none of these three points is the negative 
of another one, since I is not a vertical line. Since - z I, - Z 2, Z 3 are the three 
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Figure 1.13 

zeros of f.J'(z) + mf.J(z) + b, it follows that ±Zl' ±Z2' ±Z3 are the six 
zeros of f.J'(Z)2 - (mf.J(z) + b)2 = f(f.J(z» - (mf.J(z) + b)2 = 4(f.J(z) - Xl) 
(f.J(z) - X2)(f.J(Z) - x 3), where Xl' X2, X3 are the roots of/ex) - (mx + b)2. 
If, say, f.J(Zl) = Xl' then the multiplicity of Xl depends upon the number 
of ± Z 2' ± Z 3 which equal ± Z l' But this is precisely the number of Z 2, - Z 3 
which equal Z l' Hence "multiplicity" has the same meaning in both cases. 

This concludes the proof of Proposition 12. 0 

Proposition 12 gives us Fig. 1.13, which illustrates the group of real points 
on the elliptic curve y2 = X3 - X. To add two points Pl and P2, we draw the 
line joining them, find the third point of intersection of that line with the 
curve, and then take the symmetric point on the other side of the x-axis. 

It would have been possible to define the group law in this geometrical 
manner in the first place, and prove directly that the axioms of an abelian 
group are satisfied. The hardest part would have been the associative law, 
which would have necessitated a deeper investigation of intersections of 
curves. In turns out that there is some flexibility in defining the group law. 
For example, anyone of the eight points of inflection besides the point at 
infinity could equally well have been chosen as the identity. For details of 
this alternate approach, see [Walker 1978J. 

One disadvantage of our approach using f.J (z) is that a priori it only applies 
to elliptic curves of the form y2 = 4X3 - g2(L)x - g3(L) or curves that can 
be transformed to that form by a linear change of variables. (Note that the 
geometrical description of the group law will still give an abelian group law 
after a linear change of variables.) In actual fact, as was mentioned earlier 
and will be proved later, any elliptic curve over the complex numbers can 
be transformed to the Weierstrass form for some lattice L. We already know 
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that our favorite example yZ = X3 - nZx corresp<?nds to a multiple of the 
Gaussian integer lattice. In the exercises for this section and the next, we 
shall allow ourselves to use the fact that the group law works for any elliptic 
curve. 

It is not hard to translate this geometrical procedure into formulas 
expressing the coordinates (X3' Y3) of the sum of PI = (x I, YI) and Pz = 
(x z, Yz) in terms of x I' X z, Y1, Y2 and the coefficients of the equation of the 
elliptic curve. Although, strictly speaking, our derivation was for elliptic 
curves in the form yZ = f(x) = 4X3 - gz(L)x - g3(L) for some lattice L, the 
procedure gives an abelian group law for any elliptic curve yZ = f(x) , as 
remarked above. So let us takef(x) = ax3 + bxz + ex + dEC[X] to be any 
cubic with distinct roots. 

In what follows, we shall assume that neither PI nor Pz is the point at 
infinity 0, and that PI of- - Pz. Then the line through PI and Pz (the tangent 
line at PI if PI = Pz) can be written in the form y = mx + [3, where m = 
(yz - YI)/(X Z - Xl) if PI of- Pz and m = dy/dxl(xl'Yl if PI = Pz. In the latter 
case we can express m in terms of Xl and YI by implicitly differentiating 
yZ =f(x); we find that m =!'(x l )/2YI. In both cases the y-intercept is 
[3=YI-mx l · 

Then x 3 , the x-coordinate of the sum, is the third root of the cubic 
f(x) - (mx + [3)Z, two of whose roots are Xl' xz. Since the sum of the three 
roots is equal to minus the coefficient of X Z divided by the leading coefficient, 
we have: Xl + Xz + X3 = -(b - mZ)/a, and hence: 

X = - X _ X _ ~ + l (Y z - Y I)Z 
3 I Z a a X z - Xl ' 

The y-coordinate Y3 is the negative of the value y = mX3 + [3, i.e., 

Y3= -YI +m(x l -x3), 

where X3 is given by (7.1) and (7.2), and 

m = (yz - YI)/(X Z - Xl) if PI of- Pz ; 

m = !'(x l )/2YI if PI = Pz· 

(7.1) 

(7.2) 

(7.3) 

(7.4) 

If our elliptic curve is in Weierstrass form yZ = 4X3 - gzx - g3' then 
we have a = 4, b = 0, and !,(xd = 12xi - gz in the addition formulas 
(7.1)-(7.4). 

In principle, we could have simply defined the group law by means of 
these formulas, and then verified algebraically that the axioms of a commu­
tative group are satisfied. The hardest axiom to verify would be associativity. 
Tedious as this procedure would be, it would have one key advantage over 
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either the complex-analytic procedure (using ,\D (z)) or the geometrical pro­
cedure. Namely, we would never have to use the fact that our field Kover 
which the elliptic curve is defined is the complex numbers, or even that it has 
characteristic zero. That is, we would find that our formulas, which make 
sense over any field K of characteristic not equal to 2, give an abelian group 
law. That is, if y2 = f(x) = ax 3 + bx2 + ex + dE K[ x ] is the equation of 
an elliptic curve over K, and if we define f(x) = 3ax2 + 2bx + e, then any 
two points having coordinates in some extension of K can be added using 
the formulas (7.1)-(7.4). We shall make use of this fact in what follows, 
even though, strictly speaking, we have not gone through the tedious purely 
algebraic verification of the group laws. 

PROBLEMS 

1. Let L c IR1 be the additive subgroup {mw} of multiples of a fixed nonzero real 
number w. Then the function z~(cos(2nz/w), sin(2nz/w)) gives a one-to-one 
analytic map of IR1/L onto the curve Xl + yl = I in the real xy-plane. Show that 
ordinary addition in IR1/L carries over to a rational (actually polynomial) law for 
"adding" two points (x 1, Yl) and (Xl' yz) on the unit circle; that is, the coordinates 
of the "sum" are polynomials in Xl' Xl, Yl , Yz. Thus, the rational addition law on 
an elliptic curve can be thought of as a generalization of the: formulas for the sine 
and cosine of the sum of two angles. 

2. (a) Simplify the expression for the x-coordinate of 2P in the case of the elliptic 
curve y2 = x 3 _ n2x. 

(b) Let X, Y, Z be a rational right triangle with area n. Let P be the corresponding 
point on the curve yZ = x 3 - nZx constructed in the text in §I.2. Let Q be the 
point constructed in Problem 2 of §I.2. Show that P = 2Q. 

(c) Prove that, if P is a point not of order 2 with rational coordinates on the curve 
yZ = x 3 - nZ x, then the x-coordinate of 2P is the square of a rational number 
having even denominator. For example, the point Q ,= «41(7)z, 720· 41/73 ) 

on the curve yZ = x 3 - 31 zx is not equal to twice a point P having rational 
coordinates. (In this problem, recall: n is always squarefree.) 

3. Describe geometrically: (a) the four points of order two on an elliptic curve; (b) 
the nine points of order three; (c) how to find the twelve points of order four which 
are not of order two; (d) what the associative law of addition says about a certain 
configuration of lines joining points on the elliptic curve (draw a picture). 

4. (a) How many points of inflection are there on an elliptic curve besides the point 
at infinity? Notice that they occur in symmetric pairs. Find an equation for 
their x-coordinates. 

(b) In the case of the elliptic curve yZ = x 3 - nZx find an explicit formula for 
these x-coordinates. Show that they are never rational (for any n). 

5. Given a point Q on an elliptic curve, how many points P are there such that 2P = Q? 
Describe geometrically how to find them. 

6. Show that if K is any subfield of C containing gz and g3, then the points on the 
elliptic curve y2 = 4x3 - g2X - g3 whose coordinates are in K form a subgroup 
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of the group of all points. More generally, show that this is true for the elliptic 
curve/ =J(x) ifj(x)EK[xJ. 

7. Consider the subgroup of all points on y2 = x 3 - n2x with real coordinates. How 
many points in this subgroup are of order 2? 3? 4? Describe geometrically where 
these points are located. 

8. Same as Problem 7 for the elliptic curve y2 = x 3 - a, a E IR. 

9. If y2 = J(x) is an elliptic curve in which J(x) has real coefficients, show that the 
group of points with real coordinates is isomorphic to (a) 1R/1' if J(x) has only 
one real root; (b) 1R/1' x 1'/21' ifJ(x) has three real roots. 

10. Letting a approach zero in Problem 8, show that for the curve yZ = x 3 the same 
geometric procedure for finding PI + P2 as for elliptic curves makes the smooth 
points of the curve (i.e., P =I (0, 0), but including the point at infinity) into an 
abelian group. Show that the map which takes P = (x, y) to x/y (and takes the 
point at infinity to zero) gives an isomorphism with the additive group of complex 
numbers. This is called "additive degeneracy" of an elliptic curve. One way to 
think of this is to imagine both WI and W z approaching infinity (in different direc­
tions). Then gz and g3 both approach zero, so the equation of the corresponding 
elliptic curve approaches yZ = 4x3 . Meanwhile, the additive group C/L, where 
L = {mw I + nw2 }, approaches the additive group C, i.e., the fundamental par­
allelogram becomes all of C-

11. Let a ~ ° in the elliptic curve y2 = (x2 - a) (x + I). Show that for the curve y2 = 
x 2 (x + 1) the same geometric procedure for finding PI + P2 as for elliptic curves 
makes the smooth points of the curve into an abelian group. Show that the map 
which takes P = (x, y) to (y - x)/(y + x) (and takes the point at infinity to 1) 
gives an isomorphism with the multiplicative group C* of nonzero complex num­
bers. This is called "multiplicative degeneracy" of an elliptic curve. Draw the 
graph of the real points of y2 = x 2(x + I), and show where the various sections 
go under the isomorphism with C*. One way to think of multiplicative degeneracy 
is to make the linear change of variables yf-+~y, Xf-+ - X - t so that the equation 
becomes yZ = 4x3 -1X - fr (compare with Problem 8 of §J.6). So we are dealing 
with the limit as t approaches infinity of the group C/{mit + nn}, i.e., with the 
vertical strip C/{nn} (rather, a cylinder, since opposite sides are glued together), 
and this is isomorphic to C* under the map zf-+e 2iz . 

§8. Points of finite order 

In any group, there is a basic distinction between elements of finite order 
and elements of infinite order. In an abelian group, the set of elements of 
finite order form a subgroup, called the "torsion subgroup". In the case of 
the group of points in iP'~ on the elliptic curve yZ = f(x), we immediately see 
that a point Pz = (x, y) has finite order if and only if NZEL for some N, 
i.e., if and only if Z is a rational linear combination of WI and w z . In that 
case, the least such N (which is the least common denominator of the 
coefficients of WI and wz) is the exact order of Pz . Under the isomorphism 
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from ~/7L x ~/7L to the elliptic curve given by (a, b) H Paw +bw , it is the 
1 2 

image of Q/7L x Q/7L which is the torsion subgroup of the elliptic curve. 
This situation is the two-dimensional analog of the circle group, whose 

torsion subgroup is precisely the group of all roots of unity, i.e., all e21tiz 

for Z E Q/7L. Just as the cyclotomic fields-the field extensions of Q generated 
by the roots of unity-are central to algebraic number theory, we would 
expect that the fields obtained by adjoining the coordinates of points 
P = (x, y) of order N on an elliptic curve should have interesting special 
properties. We shall soon see that these coordinates are algebraic (if the 
coefficients of f(x) are). This analogy between cyclotomic fields and fields 
formed from points of finite order on elliptic curves is actually much deeper 
than one might have guessed. In fact, a major area of research in algebraic 
number theory today consists in finding and proving analogs for such fields 
of the rich results one has for cyclotomic fields. 

Let N be a fixed positive integer. Let f(x) = ax3 + bx2 + cx + d = 
a(x - el)(x - ez)(x - e 3 ) be a cubic polynomial with coefficients in a field 
K of characteristic =1= 2 and with distinct roots (perhaps in some extension 
of K). We are interested in describing the coordinates of the points of order 
N (i.e., exact order a divisor of N) on the elliptic curve y2 = f(x) , where 
these coordinates may lie in an extension of K. If N = 2, the points of order 
N are the point at infinity 0 and (e i , 0), i = 1,2,3. Now suppose that N > 2. 
If N is odd, by a "nontrivial" point of order N we mean a point P =1= 0 such 
that NP = O. If N is even, by a "nontrivial" point of order N we mean a 
point P such that NP = 0 but 2P =1= O. 

Proposition 13. Let K' be any field extension ofK (not necessarily algebraic), 
and let (T: K' ---> (TK' be any field isomorphism which leaves fixed all elements 
of K. Let P E Pl. be a point of exact order N on the elliptic curve y2 = f(x) , 
where f(x) E K[x]. Then (Tp has exact order N (where for P = (x, y, z) E Pl. 
we denote (Tp .kf «(TX, (TY, (Tz) E P;K')' 

PROOF. It follows from the addition formulas that (TPl + (TP2 = (T(Pl + Pz), 
and hence N«(TP) = (T(NP) = (TO = 0 (since (T(O, 1,0) = (0, 1,0)). Hence (Tp 
has order N. It must have exact order N, since if N'(TP = 0, we would have 
(T(N' P) = 0 = (0, 1,0), and hence N' P = O. This proves the proposition. D 

Proposition 14. In the situation of Proposition 13, with K a subfield of C, let 
KN c C denote the field obtained by adjoining to K the x- and y-coordinates 
of all points of order N. Let K; denote the field obtained by adjoining just 
their x-coordinates. Then both KN and K; are finite galois extensions ofK. 

PROOF. In each case KN and K;, we are adjoining a finite set of complex 
numbers which are permuted by any automorphism of C which fixes K. 
This immediately implies the proposition. D 

As an example, if N = 2, then K z = K; is the splitting field of/ex) over K. 
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Recall that the group of points of order N on an elliptic curve in IP~ is 
isomorphic to (lLl NlL) x (lLl NlL). Because any G E Gal(KNI K) respects addi­
tion of points, i.e., G(PI + P2) = GPI + GP2, it follows that each G gives an 
invertible linear map of (lLl NlL)2 to itself. 

If R is any commutative ring, we let GLn(R) denote the group (under 
matrix multiplication) of all n x n invertible matrices with entries in R. Here 
invertibility of a matrix A is equivalent to det A E R *, where R * is the 
multiplicative group of invertible elements of the ring. For example: 

(I) GL I (R) = R*; 
(2) GL2(lLINlL) = {(~ ~)Ia, b, c, dElLlNlL, ad - bCE(lLINlL)*}. 

It is easy to construct a natural one-to-one correspondence between invertible 
linear maps R n ~ R n and elements of GLn(R). There is no difference with 
the more familiar case when R is a field. 

In our situation of points of order N on an elliptic curve, we have seen 
that Gal(KNIK) is isomorphic to a subgroup of the group of all invertible 
linear maps (lLINlL)2 ~(lLINlL)2. Thus, any GEGal(KNIK) corresponds to 
a matrix (~ ~) E G L z (lLl NlL). The matrix entries can be found by writing 

Notice that this is a direct generalization of the situation with the 
N-th cyclotomic field ON,kf 0(11). Recall that Gal(ONIO) ~ (lLINlL)* = 

GL 1 (lLINlL) , with the element a which corresponds to G determined by 

G(e21ti/N) = e21tia/N. 

But one difference in our two-dimensional case of division points on elliptic 
curves is that, in general, Gal(KNIK) ~ GLz(lLINlL) is only an injection, not 
an isomorphism. 

In the case K c C, say K = O(gz, g3), where y2 = I(x) = 4x3 - gzx - g3 
is in Weierstrass form, we shall now use the gD-function to determine the 
polynomial whose roots are the x-coordinates of the points of order N. That 
is, K~ will be the splitting field of such a polynomial. 

We first construct an elliptic functionj~(z) whose zeros are precisely the 
nonzero values of z such that Pz is a point of order N. We follow the prescrip­
tion in the proof of Proposition 9 of §I.5. If U E CI L is a point of order N, 
then so is the symmetric point - u (which we denoted u* when we were 
thinking in terms of points in a fundamental parallelogram). We consider 
two cases: 

(i) N is odd. Then the points u and - u are always distinct modulo L. In 
other words, u cannot be w1/2, wzl2 or (WI + w z)/2 if u has odd order N. 
We define 

(8.1) 
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where the product is taken over nonzero uEC/L such that NUEL, with 
one U taken from each pair u, -u. Theni,,(z) = F,,,Cf,) (z)), where F,,,(X)E 
C [x] is a polynomial of degree (N 2 - 1 )/2. The even elliptic function 
.f,,(z) has N 2 - 1 simple zeros and a single pole at (I of order N 2 - 1. 
Its leading term at z = 0 is N/ZNLI. 

(ii) N is even. Now let U range over uEC/L such that NUEL but U is not of 
order 2, i.e., U i= 0, w l /2, w 2/2, (WI + (2)/2. Define.f~r(z) by the product 
in (8.1). Thenf~(z) = 1\,,(\-1(z», where I\,,(X)EC[X] is a polynomial of 
degree (N 2 - 4)/2. The even elliptic function f~(:) has N 2 - 4 simple 
zeros and a single pole at 0 of order N 2 - 4. Its leading term at z = 0 is 
N/ZNL4. 

If N is odd, the function.f~(z) has the property that 

f~(Z)2 = N 2 I1 (gJ"(z) - fJ(u». 

If N is even, then the function ];N(Z) = - t f,)'(Z)iN(Z) has the property that 
der 

.f,,(z)2 = hJ'(Z)2.f~(Z)2 

= N2(g;J(Z) - ('1 )(f,)(Z) - ('2)(&;7(Z) - ('3) I1 U·J(Z) - t·J(U» 
UE C/LI\luE L 2Uf L 

I1 (g;J(Z) -f,)(U». 

We see that a point (x, y) = (g;)(z), &;)'(z)) has odd order N if and only if 
FN(x) = O. It has even order N if and only if either y = 0 (i.e., it is a point of 
order 2) or else F,,(x) = O. 

Because of Propositions 13 and 14, we know that any automorphism of 
C fixing K = i(JI(g2' g3) permutes the roots of FN. Hence, the coefficients of 
F" are in K = i(JI(g2' g3)' 

If we started with an elliptic curve not in Weierstrass form, say y2 = 

j(x) = ax 3 + hx2 + ex + d, and if we wanted to avoid using thef,)-function, 
then we could repeatedly apply the addition formulas (7.1)-(7.4) to compute 
the rational function of x and y which is the x-coordinate of N P, where 
P = (x. y). We would simplify algebraically as we go, making use of the 
relation y2 =f(x), and would end up with an expression in the denominator 
which vanishes if and only if NP is the point at infinity, i.e., if and only if 
P has order N (recall: "order N" means "exact order N or a divisor of N"). 

What type of an expression would we have to get in the denominator of 
the x-coordinate of N P? Suppose, for example, that N is odd. Then this 
denominator would be an expression in K[x, y] (with y occurring at most to 
the first power), where K = i(JI(a. h, e, d), which vanishes if and only if x is 
one of the (N 2 - 1 )/2 values of x-coordinates of nontrivial points of order N. 
Thus, the expression must be a polynomial in x alone with (N 2 - 1 )/2 roots. 
Similarly, we find that when N is even, this denominator has the form 
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y·(polynomial in x alone), where the polynomial in K[x] has (N 2 - 4)/2 
roots. 

It is important to note that the algebraic procedure described in the last 
two paragraphs applies for any elliptic curve y2 = f(x) over any field K of 
characteristic #- 2, not only over subfields of the complex numbers. Thus, 
for any K we end up with an expression in the denominator of the x­
coordinate of NP that vanishes for at most N 2 - 1 values of (x, y). 

For a general field K, however, we do not necessarily get exactly N 2 - I 
nontrivial points of order N. Of course, if K is not algebraically closed, the 
coordinates of points of order N may lie only in some extension of K. 
Moreover, if Khas characteristic p, then there might be fewer points of order 
N for another reason: the leading coefficient of the expression in the denom­
inator vanishes modulo p, and so the degree of that polynomial drops. We 
shall soon see examples where there are fewer than N 2 points of order N 
even if we allow coordinates in Ka1g c1. 

This discussion has led to the following proposition. 

Proposition 15. Let y2 = f(x) be an elliptic curve over any field K of characteris­
tic not equal to 2. Then there are at most N 2 points of order N over any exten­
sion K' of K. 

Now let us turn our attention briefly to the case of K a finite field, in 
order to illustrate one application of Proposition 15. We shall later return 
to elliptic curves over finite fields in more detail. 

Since there are only finitely many points in IFD; (namely, q2 + q + 1), 
there are certainly only finitely many IFq-points on anqelliptic curve y2 = f(x) , 
where f(x) E IFq[ x]. So the group of IFq-points is afinite abelian group. 

By the "type" of a finite abelian group, we mean its expression as a 
product of cyclic groups of prime power order. We list the orders of all 
of the cyclic groups that appear in the form: 2~2, 2P>, 2Y>, ... , 3~3, 3P" 3Y3 , 

... , 5~" 5P', •••• But Proposition 15 implies that only certain types can 
occur in the case of the group of IFq-points on y2 = f(x). Namely, for each 
prime I there are at most two l-th power components l~l, lPI, since otherwise 
we would have more than 12 points of order I. And of course l~I+Pl must equal 
the power of 1 dividing the order of the group. 

As an example of how this works, let us consider the elliptic curve y2 = 
x 3 - n2 x over K = IFq (the finite field of q = pI elements), where we must 
assume that p does not divide 2n. In the case when q == 3 (mod 4), it is 
particularly easy to count the number of IFq-points. 

Proposition 16. Let q = pI,p{2n. Suppose that q == 3 (mod 4). Then there are 
q + 1 IFq-points on the elliptic curve y2 = x 3 - n2 x. 

PROOF. First, there are four points of order 2: the point at infinity, (0,0), 
and (± n, 0). We now count all pairs (x, y) where x #- 0, n, - n. We arrange 
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these q - 3 x's in pairs {x, -x}. Sincef(x) = x 3 - n2 x is an odd function, 
and -1 is not a square in IFq (here's where we use the assumption that q == 3 
(mod 4)), it follows that exactly one of the two elementsf(x) andf( -x) = 
- f(x) is a square in IFq. (Recall: In the multiplicative group of a finite field, 
the squares are a subgroup of index 2, and so the product of two nonsquares 
is a square, while the product of a square and a nonsquare is a nonsquare.) 
Whichever of the pair x, -x gives a square, we obtain exactly two points 
(x, ±)f(x)) or else (-x, ±)j{ -x)). Thus, the (q - 3)/2 pairs give us 
q - 3 points. Along with the four points of order two, we have q + 1 IFq­
points in all, as claimed. 0 

Notice that when q == 3 (mod 4), the number of IFq-points on the elliptic 
curve y2 = x 3 - n2 x does not depend on n. This is not true if q == 1 (mod 4). 

As an example, Proposition 16 tells us that for q = 73 there are 344 = 
23 . 43 points. Since there are four points of order two, the type of the group 
of 1F343-points on y2 = x 3 - n2 x must be (2, 22 , 43). 

As a more interesting example, let q = p = 107. Then there are 108 = 
22 . 33 points. The group is either of type (2, 2, 33) or of type (2, 2, 3, Y). 
To resolve the question, we must determine whether there are 3 or 9 points 
of order three. (There must be nontrivial points of order 3, since 3 divides 
the order of the group.) Recall the equation for the x-coordinates of points 
of order three (see Problem 4 of §7): - 3x4 + 6n 2 x 2 - n4 = 0, i.e., x = 
±n) 1 ± 2)3/3. Then the corresponding y-coordinates are found by taking 
±-./f(x). We want to know how many of these points have both coordinates 
in IFl07 , rather than an extension of IFl07 ' We could compute explicitly, using 
)3 = ± 18 in IF l07 ' so that x = ± JTI, ±.j=TI, etc. But even before doing 
those computations, we can see that not all 9 points have coordinates in 
IFl 07' This is because, if (x, y) is in IFl 07, then ( - x, J=1y) is another point 
of order three, and its coordinates are not in IFl07 ' Thus, there are only 3 
points of order three, and the type of the group is (2, 2, 33). 

Notice that if K is any field of characteristic 3, then the group of K-points 
has no nontrivial point of order three, because - 3x4 + 6n 2 x 2 + n4 = n4 #- O. 
This is an example of the "dropping degree" phenomenon mentioned above. 
It turns out that the same is true for any p == 3 (mod 4), namely, there are no 
points of order p over a field of characteristic p in that case. This is related 
to the fact that such p remain prime in the ring of Gaussian integers £'[i], 
a ring which is intimately related to our particular elliptic curve (see Problem 
l3 of §6). But we will not go further into that now. 

PROBLEMS 

1. For the elliptic curve y2 = 4x 3 - g2X - g3' express f.J(Nz) as a rational function 
of f.J(z) when N = 2. 

2. Let j;;(z) be the elliptic functions defined above. Express 13(;:) as a polynomial in 
f.J(z). 
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3. Set j; (z) = 1. Prove that for N = 2, 3, 4, ... we have: 

t.J(Nz) = tJ(z) - j~_1 (z)j~+1 (z)/j~(Z)2. 

4. In the notation of Proposition 14, suppose that lIE Gal (KN/ K) fixes all x-coordinates 
of points of order N. That is, II I Kf.j = identity. Show that the image of II in GLz(71../N 71..) 
is ± 1. Conclude that Gal(KN/K,n = {± I} n G, where G is the image of Gal(KN/K) 
in G L z (71../ N 71..). What is the analogous situation for cyclotomic fields? 

5. Let L = {mwi + nwz}, and let E be the elliptic curve yZ = 4x3 - gz(L)x - g3(L). 
Notice that E does not change if we replace the basis {WI' w z} of L by another 
basis {w;, w;}. However, the group isomorphism C/L:::; ~/71.. x ~/71.. changes, and 
so does the isomorphism from the points of order Non E to 71../N71.. x 71../N71... For 
example, the point (tJ(w;/N), tJ'(w;/N)), rather than (tJ(wl/N), tJ'(wl/N)), corre­
sponds to (I, 0)E71../N71.. x 71../N71... What effect does the change of basis from Wi to 
w; have on the image of Gal (KN/K) in GLz(71../N71..)? 

6. Show that the group GL2 (71../271..) is isomorphic to S3' the group of permutations of 
{l, 2, 3}. For each of the following elliptic curves, describe the image in GLz (71../271..) 
of the galois group over ilJ of the field generated by the coordinates of the points 
of order 2. 
(a) yZ = x 3 - nx (n not a perfect square) 
(b) yZ = x 3 - nZx 
(c) yZ = x 3 - n (n not a perfect cube) 
(d) yZ = x 3 _ n3 

7. (a) How many elements are in GLz(71../371..)? 
(b) Describe the field extension K3 of K = ilJ generated by the coordinates of all 

points of order 3 on the elliptic curve yZ = x 3 - nZx. 
(c) Find [K3 : ilJ]. What subgroup of GLz(71../371..) is isomorphic to Gal(K3/ilJ)? 
(d) Give a simple example of an element in GLz(71../371..) that is not in the image of 

Gal(K3/ilJ); in other words, find a pair of elements Zl = (miw i +n lwz)/3, 
Zz = (rrlzw i + nzwz)/3 which generate all (mwi + nW2)/3 but such that PZt ' Pz , 

cannot be obtained from Pwd3 , Pw ,/3 by applying an automorphism to the 
coordinates of the latter pair of points. 

8. In Problem 13 of §I.6, we saw that the lattice corresponding to the curve y2 = 
x 3 - nZ x is the lattice L of Gaussian integers expanded by a factor W z E ~: L = 
{miw z + nw 2 } = w z71..[i]. 
(a) Show that the map z r-. iz gives an analytic automorphism of the additive group 

C/L; and, more generally, for any Gaussian integer a + hiE 71..[iJ we have a 
corresponding analytic endomorphism ofClL induced by zr-.(a + bOzo 

(b) Notice that if h = 0, this is the map zr-.z + z + ... + z (a times) which gives 
cPa: Pr-.aP on the elliptic curve. By looking at the definition of tJ(z), tJ'(z), 
show that the map zr-.iz gives the automorphism cPi: (x,y)r-.(-x, iy) on the 
elliptic curve. This is an example of what's called "complex multiplication". 
Show that cPi 0 cPi = cP-I' and in fact the map a + hi r-. cPa+bi is an injection of 
the ring 71..[iJ into the ring of endomorphisms of the group of points on the 
elliptic curve. 

(c) If L is a lattice in C and if there exists a complex number IX = a + hi, b #- 0, 
such that 'Y.L c L, show that 'Y. is a quadratic imaginary algebraic integer, and 
that L contains a sublattice of finite index of the form w z71.. ['Y. J. 
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9. Each of the following points has finite order N on the given elliptic curve. In each 
case, find its order. 
(a) P = (0, 4) on y2 = 4x 3 + 16 
(b) P = (2, 8) on y2 = 4x3 + 16x 
(c) P = (2, 3) on y2 = x 3 + I 
(d) P = (3, 8) on y2 = x 3 - 43x + 166 
(e) P = (3, 12) on y2 = x 3 - 14x2 + 81x 
(f) P = (0, 0) on y2 + y = x 3 - x 2 

(g) P = (I, 0) on y2 + xy + y = x 3 - x 2 - 3x + 3. 

§9. Points over finite fields, and the congruent 
number problem 

We have mainly been interested in elliptic curves E over {Ji, particularly the 
elliptic curve y2 = x 3 - n2 x, which we shall denote En. But if K is any field 
whose characteristic p does not divide 2n, the same equation (where we 
consider n modulo p) is an elliptic curve over K. We shall let En(K) denote 
the set of points on the curve with coordinates in K. Thus, Proposition 16 
in the last section can be stated: If q == 3 (mod 4), then # En(lFq) = q + l. 

The elliptic curve En considered as being defined over IFp, is called the 
"reduction" modulo p, and we say that En has "good re:duction" if p does 
not divide 2n, i.e., if y2 = x 3 - n2 x gives an elliptic curve over IFp. More 
generally, if y2 = f(x) is an elliptic curve E defined over an algebraic number 
field, and if p is a prime ideal of the number field which does not divide the 
denominators of the coefficients of f(x) or the discriminant of f(x) , then by 
reduction modulo p we obtain an elliptic curve defined over the (finite) 
residue field of p. 

At first glance, it may seem that the elliptic curves over finite fields­
which lead only to finite abelian groups-are not a serious business, and 
that reduction modulo p is a frivolous game that will not help us in our 
original objective of studying {Ji-points on y2 = x 3 - n2 x. However, this is 
far from the case. Often information from the various reductions modulo p 
can be pieced together to yield information about the (Ji-points. This is 
usually a subtle and difficult procedure, replete with conjectures and unsolved 
problems. However, there is one result of this type which is simple enough 
to give right now. Namely, we shall use reduction modulo p for various 
primes p to determine the torsion subgroup of En({Ji), the group of (Ji-points 
ony2 = x 3 - n2x. 

In any abelian group, the elements of finite order form a subgroup, 
called the "torsion subgroup". For example, the group E(C) of complex 
points on an elliptic curve is isomorphic to ejL, which for any lattice L is 
isomorphic to ~j71. x ~j71. (see Problem 2 of §I.5). Its torsion subgroup 
corresponds to the subgroup {Jij71. x (Jij71. c ~j71. x ~j7!.., i.e., in CfL it 
consists of all rational linear combinations of Wi and W 2 . 

A basic theorem of Mordell states that the group E({Ji) of {Ji-points on an 
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elliptic curve E defined over iQ is a finitely generated abelian group. This 
means that (1) the torsion subgroup E(iQ)tors is finite, and (2) E(iQ) is iso­
morphic to the direct sum of E(iQ)tors and a finite number of copies of 
71.: E(iQ) ~ E(iQ)tors EB 7l.r • The nonnegative integer r is called the "rank" of 
E(iQ). It is greater than zero if and only if E has infinitely many iQ-points. 
Mordell's theorem is also true, by the way, if iQ is replaced by any algebraic 
number field. This generalization, proved by Andre Weil, is known as the 
Mordell-Weil theorem. We shall not need this theorem for our purposes, 
even in the form proved by Mordell. For a proof, the reader is referred to 
[Husemoller 1987] or [Lang 1978b]. 

We shall now prove that the only rational points of finite order on En are 
the four points of order 2: 0 (the point at infinity), (0, 0), (± n, 0). 

Proposition 17. # En(iQ)tors = 4. 

PROOF. The idea of the proof is to construct a group homomorphism from 
En(iQ)tors to En(lFp) which is injective for most p. That will imply that the 
order of En(iQ)tors divides the order of En(lFp) for such p. But no number 
greater than 4 could divide all such numbers #En(lFp), because we at least 
know that # En(lFp) runs through all integers of the formp + 1 for p a prime 
congruent to 3 modulo 4 (see Proposition 16). 

We begin the proof of Proposition 17 by constructing the homomorphism 
from the group of iQ-points on En to the group of IFp-points. More generally, 
we simply construct a map from IP>~ to IP>; . In what follows, we shall always 

p 

choose a triple (x, y, z) for a point in IP>~ in such a way that x, y, and z are 
integers with no common factor. Up to multiplication by ± I, there is a 
unique such triple in the equivalence class. For any fixed prime p, we define 
the image P of P = (x, y, z) E IP>~ to be the point P = (x, y, Z) E IP>: , where 

- p 
the bar denotes reduction of an integer modulo p. Note that P is not the 
identically zero triple, because p does not divide all three integers x, y, z. 
Also note that we could have replaced the triple (x, y, z) by any multiple 
by an integer prime to p without affecting P. 

It is easy to see that if P = (x, y, z) happens to be in En(iQ), i.e., if y2 z = 

x 3 - n2 xz z, then P is in En(lFp). Moreover, the image of P1 + P2 under this 
map is P1 + P2 , because it makes no difference whether we use the addition 
formulas (7.1)-(7.4) to find the sum and then reduce mod p, or whether we 
first reduce mod p and then use the addition formulas. In other words, our 
map is a homomorphism from En(iQ) to En(lFp), for any prime p not dividing 
2n. 

We now determine when this map is not injective, i.e., when two points 
P1 = (X1'Y1' Zl) and P2 = (xz,Yz, Z2) in IP>~ have the same image P1 = Pz 
in IP>; . 

p 

Lemma. P1 = P2 if and only if the cross-product of P1 and Pz (considered as 
vectors in 1R3 ) is divisible by p, i.e., ifand only ifp divides Y1 Z Z - YZ Z 1' XZz 1 -

x 1Z Z, and x 1Yz - XZY1' 
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PROOF OF LEMMA. First suppose thatp divides the cross-product. We consider 
two cases: 

(i) p divides Xl' Then p divides XZZ1 and XZY1' and therefore divides Xz, 
because it cannot divide Xl' Y1 and Z l' Suppose, for example, that p {Y1 
(an analogous argument will apply ifp{zl)' Then Pz == (0, Y1YZ' Y1 ZZ) = 
(0, Y1YZ, YzZ1) = (0, Y1' Zl) = PI (where we have used the fact that p 
divides Y1 Z z - YzZ 1)' 

(ii) p does not divide Xl....:. Then Pz = (X1 X2 , x 1Yz, x 1ZZ) = (x1XZ, XZYlo 

XZz1) = (Xl' Y1' Zl) = Pl' 

Conversely, suppose that PI = Pz. Without loss of generality, suppose 
~at p l' X 1 (an analogous argument will apply if p {Y1 or p {z 1)' Then, since 
PI = Pz = (xz' Yz, Zz), we also have p{xz· Hence, (x1XZ ' x 1Yz, x 1ZZ) = 

Pz = PI = (XZX1, x ZY1' X2Z1). Since the first coordinates are the same, these 
two points can be equal only if the second and third coordinates are equal, 
i.e., if p divides X1Y2 - X2y! and X1Z2 - X2Z1. Finally, we must show thatp 
divides Y 1 Z 2 - Y z Z l' If both Y 1 and Z 1 are divisible by p, then this is trivial. 
Otherwise, the conclusion will follow by repeating the above argument with 
Xl' X 2 replaced by Y l' Yz or by Z l' Z 2' This concludes the proof of the lemma. 

We are now ready to prove Proposition 17. Suppose that the proposition 
is false, i.e., that En(iQ) contains a point of finite order greater than 2. Then 
either it contains an element of odd order, or else the group of points of 
order 4 (or a divisor of 4) contains either 8 or 16 elements. In either case we 
have a subgroup S = {PI' P2, ... , Pm} C En(iQ)tor" where m = # S is either 
8 or else an odd number. 

Let us write all of the points Pi' i = 1, .. " m, in the form in the lemma: 
Pi = (Xi' Yi' zJ For each pair of points Pi' Ij, consider the cross-product 
vector (YiZj - YjZi, XjZi - xizj , XiYj - xjyJ E ~3. Since Pi and Ij are distinct 
points, as vectors in ~3 they are not proportional, and so their cross-product 
is not the zero vector. Let nij be the greatest common divisor of the coor­
dinates of this cross-product. According to the lemma, the points Pi and Ij 
have the same image P; = ~ in En(lFp) if and only if p divides nij' Thus, if p 
is a prime of good reduction which is greater than all of the nij , it follows 
that all images are distinct, i.e., the map reduction modulo p gives an injection 
of S in En(lFp). 

But this means that for all but finitely many p the number m must divide 
# En (lFp) , because the image of S is a subgroup of order m. Then for all but 
finitely many primes congruent to 3 modulo 4, by Proposition 16 we must 
have p == -1 (mod m). But this contradicts Dirichlet's theorem on primes 
in an arithmetic progression. Namely, if m = 8 this would mean that there 
are only finitely many primes of the form 8k + 3. If m is odd, it would 
mean that there are only finitely many primes of the form 4mk + 3 (if 3{m), 
and that there are only finitely many primes of the form 12k + 7 if 31m. In 
all cases, Dirichlet's theorem tells us that there are infinitely many primes of 
the given type. This concludes the proof of Proposition 17. 0 
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Notice how the technique of reduction modulo p (more precisely, the use 
of Proposition 16 for infinitely many primes p) led to a rather painless proof 
of a strong fact: There are no "non-obvious" rational points of finite order 
on En" As we shall soon see, this fact is useful for the congruent number 
problem. But a far more interesting and difficult question is the existence 
of points of infinite order, i.e., whether the rank r of En(iQI) is nonzero. As 
we shall see in a moment, that question is actually equivalent to the question 
of whether or not n is a congruent number. 

So it is natural to ask whether mod p information can somehow be put 
together to yield information about the rank of an elliptic curve. This 
subtle question will lead us in later chapters to consideration of the Birch­
Swinnerton-Dyer conjecture for elliptic curves. 

For further general motivational discussion of elliptic curves over finite 
fields, see [Koblitz 1982]. 

We now prove the promised corollary of Proposition 17. 

Proposition 18. n is a congruent number if and only if En(iQI) has nonzero 
rank r. 

PROOF. First suppose that n is a congruent number. At the beginning of §2, 
we saw that the existence of a right triangle with rational sides and area n 
leads to a rational point on En whose x-coordinate lies in (iQI+)2. Since the 
x-coordinates of the three nontrivial points of order 2 are 0, ± n, this means 
that there must be a rational point not of order 2. By Proposition 17, such a 
point has infinite order, i.e., I' ;::::: 1. 

Conversely, suppose that P is a point of infinite order. By Problem 2(c) 
of §I.7, the x-coordinate of the point 2P is the square of a rational number 
having even denominator. Now by Proposition 2 in §I.2, the point 2P 
corresponds to a right triangle with rational sides and area n (under the 
correspondence in Proposition 1). This proves Proposition 18. 0 

Notice the role of Proposition 17 in the proof of Proposition 18. It tells 
us that the only way to get nontrivial rational points of the form 2P is from 
points of infinite order. Let 2En(iQI) denote the subgroup of En(iQI) consisting 
of the doubles of rational points. Then Proposition 17 is equivalent to the 
assertion that 2En(iQI) is a torsion-free abelian group, i.e., it is isomorphic 
to a certain number of copies (namely, 1') of 71.. The set 2En(iQI) - 0 (0 denotes 
the point at infinity) is empty if and only if I' = o. 

We saw that points in the set 2En(iQI) - 0 lead to right triangles with 
rational sides and area n under the correspondence in Proposition 1. It is 
natural to ask whether all points meeting the conditions in Proposition 2, 
i.e., corresponding to triangles, are doubles of points. We now prove that 
the answer is yes. At the same time, we give another verification of Proposi­
tion 18 (not relying on the homework problem 2(c) of §I.7). 

Proposition 19. There is a one-lo-one correspondence between right triangles 
with rational sides X < Y < Z and area n, and pairs of points (x, ±y) E 
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2En(lI) - O. The correspondence is: 

(x, ±y) 1-+ Jx + n - Jx - n, Jx + n + JX=n, 2J"X; 

X, Y, ZI-+(Z2/4, ±(y2 - X2)Z/8). 
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In light of Proposition 1 of §I.l, Proposition 19 is an immediate conse­
quence of the following general characterization of the doubles of points on 
elliptic curves. 

Proposition 20. Let E be the elliptic curve y2 = (x - el)(x - e2)(x - e3 ) with 
e l , e2, e3 E 11). Let P = (xo, Yo) EE(O) - O. Then PE 2E(0) - 0 if and only if 
Xo - e l , Xo - e2, Xo - e3 are all squares of rational numbers. 

PROOF. We first note that, without loss of generality, we may assume that 
Xo = O. To see this, make the change of variables x' = x - xo. By simply 
translating the geometrical picture for adding points, we see that the point 
P' = (0, Yo) on the curve E' with equation y2 = (x - e;) (x - e;)(x - e;), 
where e; = e; - x o, is in 2E'(0) - 0 if and only if our original P were in 
2E(0) - O. And trivially, the Xo - e; are all squares if and only if the (0 - e;) 
are. So it suffices to prove the proposition with Xo = O. 

Next, note that if there exists Q E E(O) such that 2Q == P, then there are 
exactly four such points Q, Ql' Q2' Q3 EE(O) with 2Q; = P. To obtain Q;, 
simply add to Q the point of order two (e;, 0) EE(O) (see Problem 5 in §1.7). 

Choose a point Q = (x, y) such that 2Q = P = (0, Yo). We want to find 
conditions for the coordinates of one such Q (and hence all four) to be 
rational. Now a point Q on the elliptic curve satisfies 2Q = P if and only if 
the tangent line to the curve at Q passes through - P = (0, - Yo). That is, 
the four possible points Q are obtained geometrically by drawing the four 
distinct lines emanating from - P which are tangent to the curve. 

We readily verify that the coordinates (x, y) are rational if and only if the 
slope of the line from - P to Q is rational. The "only if" is immediate. 
Conversely, if this slope m is rational, then the x-coordinate of Q, which is 
the double root of the cubic (mx - YO)2 = (x - el)(x - e2)(x - e3), must 
also be rational. (Explicitly, x = (e l + e2 + e3 + m 2)/2.) In this case the 
y-coordinate of Q is also rational: y = mx - Yo' Thus, we want to know 
when one (and hence all four) slopes of lines from - P which are tangent to 
E are rational. 

A number mE IC is the slope of a line from - P which is tangent to E if 
and only if the following equation has a double root: 

(mx - YO)2 = (x - el)(x - e2)(x - e3) = x 3 + ax2 + bx + c, (9.1) 

with 

c == -el e2e 3 = Y5, 
(9.2) 

where the last equality c = Y5 comes from the fact that (0, Yo) is on the curve 
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y2 = X3 + ax2 + bx + c. Now if we simplify (9.1) and factor out x, our 
condition becomes: the following quadratic equation has a double root: 

X2 + (a - m 2)x + (b + 2myo) = o. 

This is equivalent to saying that its discriminant must vanish, i.e., 

(a - m 2)2 - 4(b + 2myo) = O. (9.3) 

Thus, our task is to determine when one (and hence all four) roots of this 
quartic polynomial in m are rational. 

We want to find a condition in terms of the e;'s (namely, our claim is that 
an equivalent condition is: - ei E C)l2). In (9.3), the a and b are symmetric 
polynomials in the ei , but the Yo is not. However, Yo is a symmetric polyno­
mial in the Je;. That is, we in troduce}; satisfying}; 2 = - ei . There are two 
possible choices for L unless ei = O. Choose the}; in any of the possible 
ways, subject to the condition that Yo = f1f2f3' If all of the ei are nonzero, 
this means that the sign off1 andf2 are arbitrary, and then the sign off3 is 
chosen so that Yo andf1f2f3 are the same square root of -e1e2e3' If, say, 
e3 = 0, then either choice can be made for the sign of f1' f2' and of course 
f3 = O. In all cases there are four possible choices of the /;'s consistent with 
the requirement that Yo = fJz.f~. Once we fix one such choice f1 , f~'/3' we 
can list the four choices as follows (here we're supposing that C 1 and C2 are 
nonzero) : 

The advantage of going from the e;'s to the};'s is that now the coefficients 
of our equation (9.3) are symmetric functions of f1' f2' f3' More precisely, 
if we set Sl = f1 + f2 + f3' S2 = fd2 + fd3 + fzf3, S3 = hfd3, the elemen­
tary symmetric functions, then 

a = f12 + fl + f32 = sf - 2s 2 ; 

b = f12fl + f?fl + flf32 = s~ - 2S1S3 ; 

Thus, equation (9.3) becomes 

0= (m 2 - sf + 2S2)2 - 4(s~ - 2S 1S3 + 2ms3) 

= (m 2 - si)2 + 4s2(m 2 - sf) - 8s3(m - Sl)' 
(9.5) 

We see at a glance that the polynomial in (9.5) is divisible by m - s 1, i.e., 
m = s 1 = f1 + f2 + f3 is a root. Since we could have made three other 
choices for the signs of the};, the other roots must correspond to these 
choices, i.e., the four solutions of equation (9.3) are: 

m1=f1+f2+f3' 

m3= -f~+f2-f3' 

m2 = h - f~ - f~, 

m 4 = -f1 - f2 + f3' 
(9.6) 
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We want to know whether the four values in (9.6) are rational. Clearly, 
if all of the j; are rational, then so are the mi' Conversely, suppose the m i 

are rational. ThenJ; = (m! + m 1 )/2,12 = (m! + m 3)/2, and!3 = (m! + m4)/2 
are rational. The conclusion of this string of equivalent conditions is: the 
coordinates (x, y) of a point Q for which 2Q = P are rational if and only 
if the /; = Fe: are rational. This proves Proposition 20. 0 

Finally, we note that Proposition 20 holds with Ql replaced by any field 
K not of characteristic 2. Essentially the same proof applies. (We need only 
take care to use algebraic rather than geometric arguments, for example, 
when reducing to the case P = (0, Yo).) 

PROBLEMS 

1. Prove that forf odd. any IFpJ-point of order 3 on the elliptic curve En: y2 = x 3 - n2x 
is actually an IFp-point; prove that there are at most three such points if p == 3 
(mod 4); and find a fairly good sufficient condition on p and f which ensures nine 
IFpJ-points of order 3. 

2. For each of the following values of q, find the order and type of the group of 
IFq-points on the elliptic curve E! : y2 = x 3 - x. In all cases, hind the type directly, 
if necessary checking how many points have order 3 or 4. Don't "peek" at the 
later problems. 
(a) All odd primes from 3 to 23. 
(b) 9 
(c) 27 
(d) 71 
(e) 11 3 

3. Find the type of the group of IFp-points on the elliptic curv,e E5: y2 = x 3 - 25x 
for all odd primes p of good reduction up to 23. 

4. Prove that for nonzero a E I!) the equation y2 = x 3 - a determines an elliptic curve 
over any field K whose characteristic p does not divide 6 or the numerator or 
denominator of a; and that it has q + 1 IFq-points if q == 2 (mod 3). 

5. Prove that there are exactly 3 IFq-points of order 3 on the elliptic curve in Problem 4 
if q == 2 (mod 3). 

6. For all odd primes p from 5 to 23, find the order and type of the group of IFp-points 
on the elliptic curve y2 = x 3 - I. 

7. Prove that the torsion subgroup of the group of I!)-points on the elliptic curve 
y2 = x 3 - a has order dividing 6 and that its order is equal to: 
(a) 6ifa= _b6 for some bEl!); 
(b) 2 if a = c3 for some CE I!) with C not of the form _b2 ; 

(c) 3 if either a = _d 2 for some dEl!) with d not of the form b3 , or if a = 432b 6 

for some bEl!); 
(d) I otherwise. 

8. Show that the correspondence constructed in Problem 2 of §I.2 gives a one-to-one 
correspondence between right triangles as in Proposition 19 and pairs ± P of 
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non-identity elements of the quotient group En(I[Ji)/En(l[Ji)torsion, which is isomorphic 
to 2En(l[Ji) under the map PI--->2P. See Problem 2(b) of§I.7. 

In the problems below, we illustrate how more information can be obtained 
using two additional tools: (1) the complex multiplication automorphism 
(x, y) 1--+ ( - x, Ry) of the group of K-points of the elliptic curve y2 = 

x 3 - n2 x if K contains a square root of - 1 ; (2) the action of Gal(Kalg ell K) 
on the coordinates of the Ka1gel_points. 

9. Suppose that q == 3 (mod 4), and I is an odd prime. Prove that: 
(a) there are at most I IFq-points of order I on the elliptic curve y2 = X3 - n2x, 

and there are at most eight IFq-points of order 4; 
(b) the group of IFq-points is the product of a group of order 2 and a cyclic group 

of order (q + 1)/2. 

10. Suppose that q == 2 (mod 3), 2~ N, 3~ N. Prove that there are at most N IFq-points 
of order N on the elliptic curve y2 = x 3 - a. 

11. Suppose that q == I (mod 4), and I == 3 (mod 4) is a prime not equal to p. Let 
(1', IP) be the I-part of the type of the group of IFq-points on the elliptic curve y2 = 

x 3 - n2 x. Prove that rx = {3. If 1= 2, prove that rx = {3 or rx = {3 ± 1. 

12. The group of K-points on an elliptic curve is analogous to the multiplicative group 
K*. In Problem II of §I.7, we saw that for K = C, as a -> 0 the elliptic curve y2 = 
(x 2 - alex + I) "becomes" the multiplicative group C*. Now let K be the finite 
field IFq. In this problem we work with K*, and in the next problem we work with 
the group of K-points on an elliptic curve. Let I be a prime not equal to p, and 
suppose that IFq contains ail/-th roots of I, i.e., q = pI == I (mod I). 
(a) Show that the splitting field of Xl - a, where a E IFq, has degree either 1 or I 

over IFq. 
(b) Show that the subfield of 1F:lg cl generated by all 1M + I_th roots of I is IFql ", 

where M' S; M. 
(c) (For readers who know about I-adic numbers.) Construct an isomorphism 

between the additive group 1'1 of I-adic integers and the galois group over IFq 
of the field extension generated by ail/-th power division points (i.e., I-th power 
roots of unity). 

13. Now let E be an elliptic curve defined over IFq. Suppose that there are 12 IFq-points 
of order I. 
(a) Let A be an IFq-point, and let IFqr be the extension of IFq generated by the co­

ordinates of a solution rx to the equation Irx = A (i.e., IFqr is the smallest extension 
of IFq containing such an rx). Show that there are 12 IFqr-points rx i such that 
Irxi = A. 

(b) Fix an IFqr-point rx such that Irx = A. Prove that the map 0"1---> O"(rx) - rx gives an 
imbedding of Gal (lFqr/lFq) into the group of points of order Ion E. 

(c) Show that r = I or I. 
(d) What is the field extension of IFq generated by all points of order 1M, M = I, 

2, ... ? What is its galois group? 



CHAPTER II 

The Hasse-Wei! L-Function of an 
Elli ptic Curve 

At the end of the last chapter, we used reduction modulo p to find some 
useful information about the elliptic curves En: y2 = X3 -- n2 X and the con­
gruent number problem. We considered En as a curve over the prime field 
IFp where p{2n; used the easily proved equality #En(lFp) = P + 1 when 
p == 3 (mod 4); and, by making use of infinitely many such p, were able 
to conclude that the only rational points of finite order on En are the four 
obvious points of order two. This then reduced the congruent number 
problem to the determination of whether r, the rank of En(!Q), is zero or 
greater than zero. 

Determining r is much more difficult than finding the torsion group. Some 
progress can be made using the number of IFq-points. But the progress does 
not come cheaply. First of all, we will derive a formula for # En(lFq) for any 
prime power q = pro Next, we will combine these numbers Nr = Nr.p = 

#En(lFpr) into a function which is analogous to the Riemann zeta-function 
(but more complicated). The behavior of this complex-analytic function 
near the point 1 is intimately related to the group of rational points. 

Before introducing this complex-analytic function, which is defined using 
all of the Nr,p, we introduce a much simpler function, called the "congruence 
zeta-function", which is built up from the N,. = N,..P for a fixed prime p. 

§1. The congruence zeta-function 

Given any sequence N" r = 1,2,3, ... , we define the corresponding "zeta­
function" by the formal power series 

(
00 Tr) 

Z(T).kf exp IN,., , where (1.1) 
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At first glance, it might seem simpler to define Z(T) as L NrTr; however, 
the above definition has crucial properties which make it the most useful 
one (see the problems below). 

Let K be a field. Let A~ denote the set of m-tuples of elements of K. 
By an "affine algebraic variety in m-dimensional space over K" we mean 
a system of polynomial equations of the form Jj(x 1, ... , Xm) = 0, where 
Jj E K[ Xl' ... , Xm]. For example, a conic section is a system of two equations 

j~ (x, y, z) = X2 + y2 - Z2 = 0; j~(x, y, z) = ax + by + cz + d = 0 

in 3-dimensional space over IRL If L is any field extension of K, the "L-points" 
of the variety are the m-tuples (x 1, ... , Xm) E AZ for which all of the poly­
nomials Jj vanish. 

Bya "projective variety in m-dimensional space over K" we mean a system 
of homogeneous polynomial equationsJj(xo, Xl' ... , xm) in m + I variables. 
If L is a field extension of K, the" L-points" of the projective variety are the 
points in !PZ (i.e., equivalence classes of m + I-tuples (x o, ... , x m), where 
(xo, ... , xm) ~ (AXo, ... , AXm), lEL*) at which all of the Jj vanish. For 
example, in the last chapter we studied the IF q-points of the elliptic curve 
defined in !P~ by the single equation f(x, y, z) = y2z - X3 + n2xz2 = O. 
(Note: Here ':0 = Z, Xl = x, Xl = yare variables for a projective variety 
in !p.L while in the last paragraph x, = x, Xl = y, X3 = Z were variables for 
an affine variety in AI.) 

If we have a projective variety, by setting Xo = 1 in the Jj we obtain an 
affine variety whose L-points correspond to the m + I-tuples with nonzero 
first coordinate. The remaining L-points of the projective variety will be 
the projective variety in !p~-l obtained by setting Xo = 0 in all of the equa­
tions and considering the equivalence classes ofm-tuples (x" ... , xm) which 
satisfy the resulting equations. For example, the elliptic curve with equation 
ylz - X3 + nlxzl consists of the affine points-the solutions of y2 = X3 -
n2x-and the points (x, y) of !Pi for which _X3 = 0, i.e., the single point 
(0, I) on the line at infinity z = O. 

Let V be an affine or projective variety defined over IFq • For any field 
K:::J IFq, we let V(K) denote the set of K-points of V. By the "congruence 
zeta-function of V over IFq" we mean the zeta-function corresponding to the 
sequence Nr = # V(lFqr). That is, we define 

Z(V/lFq; T),kfexp (%:, # V(lFqr) Tr/r} (1.2) 

Of course, N,. is finite, in fact, less than the total number of points in A;, 
q 

(in the affine case) or !P; Jin the projective case). 
We shall be especially interested in the situation when V is an elliptic 

curve defined over IFq. This is a special case of a smooth projective plane 
curve. A projective plane curve defined over a field K is a projective variety 
given in !P~ by one homogeneous equation f(x, y, z) = O. Such a curve is 
said to be "smooth" if there is no K a,gc1_point at which all partial derivatives 
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vanish. This agrees with the usual definition when K = C ("has a tangent 
line at every point"). 

It turns out that the congruence zeta-function of any elliptic curve E 
defined over IFq has the form 

. _ 1 - 2aE T + qT2 
Z(E/lFq, T) - (1 _ T)(1 _ qT)' (1.3) 

where only the integer 2aE depends on E. We shall soon prove this in the 
case of the elliptic curve En: y2 = X3 - n2 x. Let CI. be a reciprocal root of 
the numerator; then 1 - 2aE T + qT2 = (1 - Cl.T)(1 - ~T). If one takes the 
logarithmic derivative of both sides of (1.3) and uses the definition (1.1), 
one easily finds (see problems below) that the equality (1.3) is equivalent 
to the following formula for N,. = #E(lFqr): 

Nr = qr + 1 - Cl.r - (q/Cl.Y. (1.4) 

As a special case of (1.4) we have 

Nl = #E(lFq) = q + 1 - CI. - q = q + 1 - 2aE • (1.5) 
CI. 

Thus, if we know that Z(E/lFq; T) must have the form (1.3), then we can 
determine aE merely by counting the number of IFq-points. This will give us 
Z(E/lFq; T), the value of CI., and all of the values N,. = #E(lFqr) by (1.4). 
In other words, in the case of an elliptic curve, the number of IFq-points 
determines the number of IFqr-points for all r. This is an important property 
of elliptic curves defined over finite fields. We shall prove it in the special 
case y2 = X3 - n2x. 

It will also turn out that CI. is a quadratic imaginary algebraic integer whose 
complex absolute value is Jq. In the case y2 = X3 - n2x, it will turn out 
that CI. is a square root of -q if q == 3 (mod 4), and is of the form a + bi, 
a, bEll, a 2 + b2 = q, if q == 1 (mod 4). 

This situation is a special case of a much more general fact concerning 
smooth projective algebraic varieties over finite fields. The general result 
was conjectured by Andre Weil in [Weil 1949], and the last and most 
difficult part was proved by Pierre Deligne in 1973. (For a survey of Deligne's 
proof, see [Katz 1976a].) We shall not discuss it, except to state what it says 
in the case of a smooth projective curve ( one-dimensional variety): 

(i) Z(V/lFq; T) is a rational function of T (this is true for any variety 
without the smoothness assumption) which for a smooth curve has the 
form P(T)/(l - T)(l - qT). Here peT) has coefficients in II and con­
stant term 1 (equivalently, its reciprocal roots are algebraic integers). 

(ii) If V was obtained by reducing modulo p a variety V defined over Q, 
then deg P = 2g is twice the genus ("Betti number") of the complex 
analytic manifold V. Intuitively, g is the "number of handles" in the 
corresponding Riemann surface. An elliptic curve has g = 1, and the 
Riemann surface in Fig. 11.1 has g = 3. 
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Figure II.I 

(iii) If IX is a reciprocal root of the numerator, then so is q/IX. 
(iv) All reciprocal roots ofthe numerator have complex absolute value Jq. 

One reason for the elegance of the Weil conjectures is the intriguing 
indirect connection between the "physical" properties of a curve (e.g., its 
number of handles as a Riemann surface when considered over C) and the 
number theoretic properties (its number of points when considered over 
IFqr). Roughly speaking, it says that the more complicated the curve is (the 
higher its genus), the more N;s you need to know before the remaining 
ones can be determined. In the simplest interesting case, that of elliptic 
curves, where g = I, all of the N;s are determined once you know N l . 

PROBLEMS 

1. Show that if Nr = N,* + Nr** and Z(T), Z*(T), Z**(T) are the corresponding 
zeta-functions, then Z(T) = Z*(T)· Z**(T); and if Nr = Nr* - N,**, then Z(T) = 

Z*(T)jZ**(T). 

2. Show that if there exists a fixed set CX I , ... ,CX" PI' ... ,p, such that for all r we have 
Nr = pr + ... + P: - cx~ - ... - cx;, then 

3. Prove that if INri < CAr for some constants C and A, then the power series Z(T) 
converges in the open disc of radius I j A in the complex plane. 

{
I, r even; 

4. Show that if N r = then Z(T) is not a rational function; but if Nr = 
0, r odd, 

{
2' r even; 

then Z(T) is rational. In the latter case, interpret Nr as the number 
0, r odd, 

of If'pr-solutions of some equation. 

5. The Bernoulli polynomials Br(x) Eil:J1[x] have the properties: (i) deg Br = r; (ii) for 
all M, Br(M) - Br(O) = r(lr-1 + 2r- 1 + ... + (M - I)r-I). Now for fixed M let 
Nr- I = ~(Br(M) - Br(O». Find the corresponding Z(T). (Cultural note: Bl (x) = 

X - t B2 (x) = x 2 - X + t;, etc.; they are uniquely determined by properties (i) 
and (ii) along with the normalization requirement that g Br(x)dx = 0 for r ~ I. 
One way to define them is by equating terms in the relation: te'Xj(e' - I) = 
L~o Br(x)trjr!.) 



§I. The congruence zeta-function 55 

6. Suppose that / is a prime, q is a power of another prime p, q == I (mod I), q of= I 
(mod /1). 
(a) For fixed M, let N, = # {x E IFq,lx lM = I}. Find the corresponding Z(T). 
(b) Now let N,= # {xEIFq,lx IM = 1 for some M}. Find the corresponding zeta­

function. Is it rational? 

7. A special case of an affine or projective variety V is the entire space, corresponding 
to the empty set of equations. Let A'K denote m-dimensional affine space (the 
usual space of m-tuples of numbers in the field K), and let IP''K denote projective 
space, as usual. 
(a) What is Z(AU"iIFq; T)? 
(b) Find Z(IP'U" /IFq; T) by writing IP''K as a disjoint union of AL k = m, m - 1, 

... , 0, anl using Problem 1. 
(c) Also find Z(IP'U")IFq; T) by counting equivalence classes of (m + I)-tuples, 

and check that your answers agree. 

8. Show that, if Vis a variety in AU" or IP'U" , then Z(V/IFq; T) converges for I TI < q-m. 
q q 

9. If one wants to prove that Z( V/IFq; T)E Z'[[T]] with constant term 1 for any affine 
or projective variety V, show that it suffices to prove this when V is any affine 
variety. Then show that it suffices to prove this when Vis given by a single equation. 
Show that the rationality assertion Z(V/IFq; T) EQ(T) can also be reduced to the 
case of an affine variety V defined by a single equation. A variety defined by a 
single equation is called a "hypersurface". 

10. Find the zeta-function of the curve y1 = x 3 - n1x in IP'~ if pl2n, i.e., p is not a 
prime of good reduction. q 

11. Find the zeta-function of the hypersurface in A~ defined by X1X 1 - X 3 X 4 = 0. 
q 

12. Let N, be the number of lines in IP'~ . Find its zeta-function. (It is possible to view 
q' 

the set of k-dimensional subspaces in IP''K as a variety, called the grassmannian; 
in our case k = 1, m = 3.) 

13. Using the form (1.3) for the zeta-function of an elliptic curve, where the numerator 
has reciprocal root rx, show that N, is equal to the norm of 1 - rx'. Now, in the 
situation of Problem 13 of §I.9, suppose that E has /2 IFq-points of order /, and no 
IFq-points of exact order /2. Prove that the field extension of IFq generated by the 
coordinates of the points of order 1M+! is IFqIM. (Note the close analogy with the 
multiplicative group IF;, with q == 1 (mod I) but q of= 1 (mod 12 ), where the field 
generated by allIM+1-th roots of unity is IFq1M.) 

14. Let V be an affine algebraic variety defined over K by equations fj(x l' ... , X m) = 
0. By the coordinate ring R(V) we mean the quotient ring of K[Xb ... , xm] 
by the ideal generated by all of the fj. Let P = (a b ... , am) be a K a1g c1_point on 
V. Let L = K(a 1, ... , am) be the finite extension of K generated by the coordinates 
of P. L is called the residue field of P, and its degree over K is called the residue 
degree. 
(a) Show that the map Xil-->ai is well-defined on R(V), and extends to a homo­

morphism whose kernel is a maximal ideal m(P) in R(V). (It is not hard to 
prove that every maximal ideal of R( V) arises in this way.) 

(b) Show that mer) = m(P) if and only if there is an isomorphism from L to L' 
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(the residue fields of P and P', respectively) which takes a i to a;. Thus, the 
maximal ideal m(P) corresponds to d different Kalg ci-points P on V, where 
d = [R( V)/m(P): K] is the residue degree of any of the points P. 

15. In the situation of Problem 14, let K = IFq . For a given Kalg cl-point P, the residue 
field is 1F,f for some d. Then P contributes I to each Nr for which r is a multiple of 
d. That is, the contribution of P to the exponent in the definition of the zeta­
function is ~f"=1 Tkd/kd. Then Z(V/lFq; T) is exp of the sum of all contributions 
from the different Kalg ci-points P. Group together all points corresponding to a 
given maximal ideal, and express Z(V/lFq; T) as the product over all maximal 
ideals m of (I - Tdegm)-l. Then show that the zeta-function belongs to 1+ 
TZ[[T]]. (Cultural note: If we make the change of variables T= q-S, and define 
Norm(m) to be the number of elements in the residue field, i.e., Norm(m) = qdegm, 
then we have Z(V/lFq; q-S) = Dm(l - Norm(m)-s)-l, which is closely analogous 
to the Euler product for the Dedekind zeta-function of a number field: (K(S) = 
Dp(l - Norm(p)-S)-l, in which the product is over all nonzero prime ideals of 
the ring of integers in the field K. In a number ring, a nonzero prime ideal is the 
same as a maximal ideal.) 

16. Prove that if Z( V/lFq; T) E OCT), then the numerator and denominator are in 
I + TZ[T] (equivalently, the IX'S and /l's in Problem 2 are algebraic integers). 

§2. The zeta-function of En 

We now return to our elliptic curve En, which is the curve y2 = x 3 - n 2x, 
where n is a squarefree positive integer. More precisely, En is the projective 
completion of this curve, i.e., we also include the point at infinity. En is 
an elliptic curve over any field K whose characteristic does not divide 2n, 
and, as we have seen, it is sometimes useful to take K = IFp, or more generally 
K = IFq. The purpose of this section is to express the number of IFq-points 
on En in terms of "Jacobi sums". 

To do this, we first transform the equation of En to a "diagonal form". 
We say that a hypersurface f(x l' ... , X n) = 0 in A'; is "diagonal" if each 
monomial infinvolves at most one of the variables, and each variable occurs 
in at most one monomial. For example, the "Fermat curve" x d + yd = 1 is 
diagonal. It turns out that diagonal hyper surfaces lend themselves to easy 
computation of the Nr (much in the same way that multiple integrals are 
much easier to evaluate when the variables separate). We shall not treat the 
general case, but only the one we need to evaluate N,. = # En(lFqr). (For a 
general treatment of diagonal hypersurfaces, see [Weil 1949] or [Ireland 
and Rosen 1990, Chapter 11].) 

We first show a relation between points on En: y2 = x 3 - n 2x and points 
on the curve E~: u2 = v4 + 4n 2 . As usual, we suppose that p t 2n. First suppose 
that (u, v) is on E~. Then it is easy to check that the point (x, y) = (!<u + v2 ), 

1v(u + v2» is on En. Conversely, if (x, y) is on En and its x-coordinate is 
nonzero, then we check that the point (u, v) = (2x - y2/X2, y/x) is on E~. 
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Moreover, these two maps are inverse to one another. In other words, we 
have a one-to-one correspondence between points on E~ and points on 
En - {(O, 0) }. Let N' be the number of IF q-solutions (u, v) to U Z = v4 + 4n z. 
Then the points on our elliptic curve consist of (0, 0), the point at infinity, 
and the N' points corresponding to the pairs (u, v). In other words, NI = 
#En(lFq) is equal to N' + 2. So it remains to compute N'. The advantage 
of the equation U Z = v4 + 4n z is that it is diagonal. 

The basic ingredients in determining the number of points on a diagonal 
hypersurface are the Gauss and Jacobi sums over finite fields. We shall now 
define them and give their elementary properties. 

Let I/J: IFq -> IC* be a nontrivial additive character, i.e., a nontrivial homo­
morphism from the additive group of the finite field to the multiplicative 
group of complex numbers. (Since IF q is finite, the image must consist of 
roots of unity.) In what follows, we shall always define I/I(X) = Crx, where 
~ = e21ri /p , and Tr is the trace from IFq to IFp. Since the trace is a nontrivial 
additive map, and its image is IFp = 7L/p7L, we obtain in this way a nontrivial 
additive character. 

Now let X: IF; -> IC* be any multiplicative character, i.e., a group homo­
morphism from the multiplicative group of the finite field to the multi­
plicative group of nonzero complex numbers. In what follows, the additive 
character I/J will be fixed, as defined above, but X can vary. 

We define the Gauss sum (depending on the variable X) by the formula 

g(X) = I x(x)l/J(x) 
XE !Fq 

(where we agree to take X(O) = ° for all X, even the trivial multiplicative 
character). We define the Jacobi sum (depending on two variable multi­
plicative characters) by the formula 

J(XI' Xz) = I Xl (x)xzCI - x). 
XE IFq 

The proofs of the following elementary properties of Gauss and Jacobi 
sums are straightforward, and will be left as exercises. (Here Xtriv denotes 
the trivial character, which takes all nonzero elements of IF q to I; X, X I, and 
Xz denote nontrivial characters; and X denotes the complex conjugate (also 
called "inverse") character of X, whose value at x is the complex conjugate 
of X(x).) 

(1) g(XtriJ = -1; J(Xtriv, XtriJ = q - 2; J(Xtriv, X) = --1; 
J(X, X) = -XC-I); J(XI'XZ) =J(Xz, Xl); 

(2) g(X)' g(X) = X( -I)q; Ig(x)1 = JC;; 
(3) J(XI,XZ)=g(Xl)g(XZ)/g(XlXZ) if XZ#Xl' 

We now proceed to the computation of the number N' of u, v Elf q satisfying 
U Z = v4 + 4n z. The key observation in computing N' is that for any a # ° 
in IF q and any m dividing q - 1, the number of solutions x E IF q to the equation 
xm = a is given by: 
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#{xm=a}= I x(a), (2.1) 
Xm=l 

where the sum is over all multiplicative characters whose m-th power is the 
trivial character. Namely, both sides of (2.1) equal m if a is an m-th power 
in IF q and equal 0 otherwise; the detailed proof will be left as a problem 
below. 

By Proposition 16 of the last chapter, we know that Nl = q + 1 if q == 3 
(mod 4). In what follows, we shall suppose that q == I (mod 4). 

In counting the pairs (u, v), we count separately the pairs where either u 
or v is zero. Thus, we write 

N'= #{uElFqlu Z=4nZ} + #{vElFqI0=v4+4nZ} 

+ # {u, VE 1F:luz = v4 + 4nZ}. 
(2.2) 

The first term in (2.2) is obviously 2 (recall that we are assuming thatp{2n). 
We use (2.1) to evaluate the second term. Let X4 be one of the characters 
of IF: having exact order 4, i.e., X4(g) = i for some generator g of the cyclic 
group IF;' Then, by (2.1), the second term in (2.2) equals 

4 

I xi( -4nZ) = 2 + 2X4( -4n2 ) 
j=l 

(2.3) 

(where we use the fact that -4n2 is a square in Pq). Finally, we evaluate the 
third term in (2.2). Let Xz denote the nontrivial character of order 2 (i.e., 
Xz = X~)· Using (2.1) again, we can write the third term in (2.2) as 

I * # {u2 = a}' # {v4 = b} = I I x~(a)xi(a - 4n 2 ). 
a.bEFq aE~~.a-4n2*Oj=l,Z.3,4 

a=b+4n2 k=l,2 

Note that since xi(O) = 0, we can drop the condition a - 4n 2 ~ 0 on the 
right. We now make the change of variable x = a/4nz in the first summation 
on the right. As a result, after we reverse the order of summation, the right 
side becomes 

I xi( -4n2 ) I x~(x)xi(1 - x) = I xi( -4nZ)J(x~, xi)· 
j=l,Z,3,4 XE~~ j=l,Z,3,4 

k=l.Z k=l,Z 

Finally, bringing together the three terms in (2.2) and using property (1) of 
Jacobi sums when X~ or xi is trivial or they are conjugate to one another, 
we obtain: 

N' = 4 + 2X4( -4nZ) + I xi( -4nZ)J(xz' xi) + q - 2 + 3· (-1) 
j=l,3 

+ 2X4( -4nz). (-1) (2.4) 

= q - 1 + X4( -4nZ)(J(xz' X4) + J(Xz, X4»' 

In the problems we show that X4( -4) = 1. Hence, X4( -4nZ) = Xz(n). Thus, 
if we set 

(2,5) 
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we conclude that 

(2.6) 

Notice that a is an algebraic integer in i1J(i), since the values of Xz and X4 
in the definition of J(Xz, X4) are all ± 1, ± i. We now pin down the Gaussian 
integer a = a + bi, at least in the case when q = p is a prime congruent to 1 
mod 4 or q = pZ is the square of a prime congruent to 3 mod 4. By property 
(3) relating Jacobi to Gauss sums, we have 

a = - Xz(n)g(XZ)g(X4)/g(X4), 

and hence, by property (2), we have lal z = aZ + bZ = q. In the two cases 
q = p == 1 (mod 4) and q = pZ, P == 3 (mod 4), there are very few possibilities 
for such an a. Namely, in the former case there are eight choices of the form 
± a ± bi, ± b ± ai; and in the latter case there are the four possibilities ±p, 
±pi. The following lemma enables us to determine which it is. 

Lemma 1. Let q == 1 (mod 4), and let Xz and X4 be characters of IF~ of exact 
order 2 and 4, respectively. Then 1 + J(Xz, X4) is divisible by 2 + 2i in the 
ring Z' [i]. 

PROOF. We first relate J(Xz, X4) to J(X4' X4) by expressing both in terms of 
Gauss sums. By property (3), we have: J(Xz, X4) = J(X4' X4)g(XZ)Z /g(X4)g(X4) 
= X4( -1)J(X4' X4) by property (2). Next, we write 

J(X4, X4) = LX4(X)x4(1 - x) = X~e;l) + 2 L' X4(X)X4(1 - x), 

where L' is a sum over (q - 3)/2 elements, one from each pair x, 1 - x, 
with the pair (P;l), (P;l) omitted. Notice that X4(X) is a power of i, and so is 
congruent to 1 modulo 1 + i in Z'[i]; thus, 2X4(x)X4(1 - x) == 2(mod 2 + 2i). 
As a result, working modulo 2 + 2i, we have J(X4, X4) == q - 3 + X~e;l)) == 
2 + X4(4) (since q == 1 (mod 4)). Returning to J(Xz, X4), we obtain: 

1 + J(Xz, X4) = 1 + X4( -1)J(X4' X4) == 1 + X4( -4) + 2X4( -1) 

(mod 2 + 2i). 

Since X4( -4) = 1, as mentioned above (and proved in the problems below), 
and since 2(1 + X4( -1)) = 0 or 4, it follows that 1 + J(Xz, X4) is divisible by 
2 + 2i, as claimed. 0 

We now have the basic ingredients to prove a formula for Z(En/lFp; T). 

Theorem. Let En be the elliptic curve yZ = x 3 - nZx defined over IFp, where 
p{2n. Then 

Z(E /IF . T) = 1 - 2aT + pTz = (1 - aT)(l - ~T) (2.7) 
n P' (1 - T) (l - P T) (1 - T) (1 - P T) , 

where a = Re a; a = iJP ifp == 3 (mod 4); and ifp == 1 (mod 4), then a is an 
element of Z' [i] of norm p which is congruent to GO modulo 2 + 2i. 
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Before proving the theorem, we note that in the case p == 1 (mod 4) it says 
we choose IY. = a + bi with a odd (and b even), where the sign of a is deter­
mined by the congruence condition modulo 2 + 2i. There are two possible 
choices a + bi and a - bi; and of course the formula (2.7) does not change 
if we replace IY. by its conjugate. 

PROOF. In order to obtain Z(En/'fp; T), we must let the power of p vary, and 
determine N,. = #En('fpr) for p == I (mod 4) and N2r = #En('fqr) for p == 3 
(mod 4), q = p2 (since we know that N,. = pr + I for odd r in that case). So we 
fix q equal to p in the first case and equal to p2 in the second case (in either 
case q == 1 (mod 4)), and we replace q by qr throughout the work we did 
earlier to find a formula for # En('f q), q == I (mod 4). 

Because the r is varying, we need a notation to indicate which X2 and X4 
we are talking about, i.e., to indicate for which finite field they are multi­
plicative characters. Let X2.1 = X2 denote the unique nontrivial character of 
'f; of order 2, and let X4. 1 = X4 denote a fixed character of 'f; of exact order 4 
(there are two, the other one being ;(4)' Then by composing X2 or X4 with 
the norm from 'fqr to 'fq, we obtain a character of 'fq~ of exact order 2 or 4, 
respectively. We denote these characters X2.r and X4.r' For example, if 9 is 

a generator of 'f; such that X4(g) = i, and if gr is a generator of 'f,i whose 
. . ()l+q+ ... +qr-l_ h h ( )-' If"" d t norm IS g, I.e., gr - g, t en we ave X4.r gr - l. I"'r eno es 

the norm from 'fqr to 'fq, we can write our definitions: 

(2.8) 

With these definitions, using (2.5) and (2.6), we can write: 

(2.9) 

We now use a basic relationship, called the Hasse-Davenport relation, for 
Gauss sums over extensions of finite fields. The Hasse-Davenport formula 
IS: 

(2.10) 

The proof of this fact will be given in a series of exercises below. Applying 
(2.10) to the three Gauss sums in (2.9), and observing that Xz.r(n) = X2(n r) = 
X2(nY, we conclude the following basic relationship: 

(2.11 ) 

The theorem now follows quickly. First suppose p == 1 (mod 4), in which 
case q = p. Then X2(n) is the Legendre symbol (~). Using (2.5) and Lemma I, 
we find that IY. = IY.n •p is a Gaussian integer of norm p which is congruent to 
m modulo 2 + 2i; and, by (2.9) and (2.11), 
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Nr = pr + I - iX r - Cir. 

This proves the theorem when p == 1 (mod 4) (see Problem 2 of §II.l). 
Now suppose that p == 3 (mod 4), q = p2. Then X2 (n) = 1, since all elements 

of IFp are squares in IFp 2. Then Lemma I tells us that iXn•q is a Gaussian integer 
of norm q which is congruent to I mod 2 + 2i. Of the four Gaussian integers 
ijp, j = 0, I, 2, 3, having norm q, only iXn•q = -p satisfies the congruence 
condition. Then, by (2.9) and (2.11), we conclude that for r even we have 

Nr = #En(lFqr/z) = pr + I _ (_py/2 _ (_py/z. 

Since Nr = pr + I for odd r, we have for any r: 

N,. = pr + I - (iJPy - (-iJPy. 
This completes the proof of the theorem. o 

We conclude this section by calling attention to the role Lemma has 
played in pinning down the reciprocal roots iX and Ci in (2.7). The congruence 
condition in Lemma I will again be needed when we start working with the 
Hasse-Weil L-function of the elliptic curve En' which combines the iX'S for 
different primes p. In that context, Lemma I is a special case of a general 
fact about how Jacobi sums vary as we vary the prime p. The general case 
is treated in [Weil 1952]' 

PROBLEMS 

1. Prove properties (1 )-(3) of Gauss and Jacobi sums that were given in the text. 

2. Let G be a finite group, and let G denote the group of characters X (i.e., of homo­
morphisms X: G -> C*). Recall that for any nontrivial X E G. r.qEG X(g) = O. Notice 
that any fixed g E G gives a character g: X f-> X(g) on the group G, and also on any 
subgroup S c G. Apply these general considerations to the case when G = IF; 
and S is the subgroup of characters X such that Xm = I. In that way prove the 
relation (2.1) in the text. 

3. Let q == I (mod 4), and let X4 have exact order 4. Show that X4(4) and X4( -I) are 
both equal to I if q == I (mod 8) and equal to - I if q == 5 (mod 8). Conclude that 
X4( - 4) = 1 in all cases. 

4. Show that g(X2)2 = (_I)(q-IVlq . It is somewhat harder to determine which square 
root to take to get g(x2) (see [Borevich and Shafarevich 1966, pp. 349-353J). 
Compute g(x2) when q = 3, 5, 7, 9. 

5. For q == I (mod 4), again let X2 be the nontrivial quadratic character, and let X4 
and 14 be the two characters of exact order 4. Compute l(Xl' X4) and l(Xl' X4) 
directly from the definition when q = 5, 9, 13, 17. 

6. Show that if X2 is the nontrivial quadratic character of IF; and X is any nontrivial 
character, then l(xl' X) = X(4)1(X, X)· 

7. Let X3 and X3 be the two characters of IF; of order 3, where q =' I (mod 3). Compute 
1(X3' X3) and 1(X3' X3) directly from the definition when q = 7,13. 
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8. (a) Notice that we proved that the number N, of IFq,-points on En is independent 
of n if r is even. Show this directly. 

(b) Also notice that N, does not change if n is multiplied by an integer which is 
a square in IFq. This is for the same reason that we could, without loss of gen­
erality, reduce to squarefree n when considering i1J-points. Namely, if K is 
any field not of characteristic 2 and if m, nEK*, construct a simple corre­
spondence between En(K) and Enm2(K). 

9. This problem concerns a more general definition of Gauss sums, examples of 
which will occur later in the chapter. Let R be the ring of integers in a number field 
K, and let I be a nonzero ideal of R. Then R/ I is a finite ring. Let !/J: R/ 1-> C* be 
an additive character which is nontrivial on any additive subgroup of R/I of the 
form J/I for any strictly larger ideal J::J I (including the "improper ideal" J = R, 
which will be the only such J if I is a prime ideal). Define the norm NI = # (R//). 
Let x: (R//)* -> C* be any multiplicative character. Take X(x) = 0 for xER/I not 
prime to I. Define g(X) = g(x, !/J) ~f L X(x)!/J(x), where the summation is over 
xER/I. 
(a) Prove that L x(x)!/J(ax) = XCa)g(x,!/J) for any aE (R/I)*. 
In parts (b) and (c) we suppose that X is "primitive" modulo 1. By definition, this 
means that, for any strictly larger ideal J::J I, X is nontrivial on the subgroup of 
(R/ /)* consisting of elements congruent to I modulo J. 
(b) If X is primitive, show that the formula in part (a) holds for all aER/1. 

(c) For X primitive, prove that g(X, !/J)g(x, !/J) = x( -I)NI, and Ig(x, !/J)I = JfJl. 
Some examples of the characters and Gauss sums in this problem are: (I) if I is a 
prime ideal with residue field IFq, then property (2) of Gauss sums in the text is a 
special case of part (c); (2) if R = Z'. and I is the ideal (N), then X is an ordinary 
Dirichlet character. NI = N, we often take !/J(x) = e2 • ix/N , and "primitive" means 
that the value of X(x) for x E (Z'./ N Z'.)* does not depend only on its residue modulo 
some proper divisor of N; (3) later in the chapter we will encounter examples where 
R = Z'.[iJ. 

Problems 10-17 will lead to a proof of the Hasse-Davenport relation. 

10. Let S be the set of all monic polynomials in IFq[xJ, and let sirr denote the subset of 
all irreducible monic polynomials. Subscripts will indicate degree. By writing 
x q' - x = IT'E~/X - IX), prove that x q' - x = IT/, where the product is over all 
fin Sd" for all d dividing r. 

II. Let !/J be a nontrivial additive character and X a multiplicative character of IFq. 
If fE S is written in the form f(x) = x d - C1 X d- I + ... + (-I)dcd , define a map 
).: S -> C by ;,U) = X(Cd)!/J(C I ). (If f= I is the constant function in So, then define 
).(1) = 1.) Prove that AUJ~) = AUI)A(j~) forfl,j~ES. 

12. Prove that the Gauss sum can be written g(X) = L fESt XU)· 

13. Suppose thatlXElFq, satisfies monic irreducible polynomial fESJ", where dlr. 
Then show that AU)'/d = X,(IX)' !/J,(IX), where the subscripts here indicate the charac­
ters of IFq' obtained by composing with the norm from IFq' to IFq (in the case of a 
multiplicative character) or with the trace from IFq' to IFq (in the case of an additive 
character) . 

14. Prove that g(X,) = Ldl,LfEs~rdAU)'/d. 



§2. The zeta-function of E. 63 

15. Prove the power series identity LjESACf)Tdegj = ITjEsirr(1 -- ACf)Tdegj)-l. 

16. Show that if d > I, then LjESdACf) = O. 

17. Taking the logarithmic derivative of both sides in Problem 15, prove that 

(_l)'-lg(xY = L L dJ..Cfy1d, 
dlr fESici 

and conclude the proof of the Hasse-Davenport relation. 

18. (a) Show that the ideal (2) in Z[i] is the square of the prime ideal (1 + i); and 
that any element ex E Z[i] not in (I + i) has a unique a.ssociate ijex which is 
congruent to I modulo (1 + i)3 = (2 + 2i). 

(b) Show that the ideal (3) in Z[ w], w = (- I + R)/2, is the square of the 
prime ideal (R); and that any element exEZ[W] not in (R) has a unique 
associate ( - w)jex which is congruent to I modulo 3. 

19. Consider the elliptic curve y2 = x 3 - a, a E IF:' Recall from Problem 4 of §I.9 
that it has q + I points if q = 2 (mod 3). So suppose that q = I (mod 3). Let Xl 
be the nontrivial quadratic character of IF;, and let X3 be either of the nontrivial 
characters of IF; of order 3. Prove that the number of IFq-points on the elliptic curve 
is equal to 

20. Let q = I (mod 3), and let X3 be a nontrivial character of IF; of order 3. 
(a) Prove that ql(X3' X3) = g(X3)3. 
(b) Prove that l(x3' X3) = -I (mod 3) in Z[w], where w = (-I + i.j3)/2. 
(c) Show that l(X3' X3) = p if q = pl, P = 2 (mod 3). 
(d) Suppose that q = p = I (mod 3). Choose a + bw so that p = fa + bwfl = 

a l - ab + b l . Show that exactly one of the two ideals (a + bw), (a + bill) 
(without loss of generality, suppose the first one) has the property that 

X3(X) = Xlp-lV3 (mod a + bw) for all x E IFp. 

(e) Let q = p = I (mod 3), and choose a + bw as in part (d). Show that -l(X3' X3) 
is the unique element generating the ideal (a + bw) which is congruent to I 
modulo 3. 

21. Let N, be the number of IFpr-points on the elliptic curve yl = X3 - a, where a Elf;, 
P =I 2, 3. 
(a) If p = I (mod 3), let Xl and X3 be nontrivial characters of IF; of order 2 and 3, 

respectively. and set ex = - Xz( -a)x3(4a)l(X3, X3)' Prove that N, = p' + I -
(J.r _ fir. 

(b) If P = 2 (mod 3), let Xl and X3 be nontrivial characters of IF;, of order 2 and 3, 
respectively. First prove that Xz and X3 are both trivial on elements of IF;. 
Now set ex = iJP. Prove that Nr = p' + I - ex' - (i.'. 

(c) Conclude that in both cases the zeta-function is (I - 2eT + pTl)/(l - T)(I -
pT), where e = 0 if P = 2 (mod 3), and e = -Xz( -a)Re(X3(4a)l(X3, X3)) if 
p = I (mod 3). 

22. Let C c IP'~ be the curve yZ + ay = X3, a EK (i.e., F(x, y, z) == yZz + ayzZ - x 3). 
(a) Find conditions on the characteristic of K and on a E K which are equivalent 

to C being smooth at all of its Kalg ci-points. 
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(b) Let K = 1F2r. Show that for r odd, # C(1F2r) = 2r + 1 (this is independent of a). 
(c) Let K = 1F4r, aEK, a,p O. Let X3 be a nontrivial character of K* of order 3, 

and let X3 be the other one. Derive the formula: 

# C(1F4r) = 4r + 1 + X3(a)J(X3, X3) + X3(a)J(h X3)' 

(d) In the situation of part (c), show that J(X3' X3) = (- ly-12r; then find a formula 
for Z(C/1F2 ; T) when a = 1. 

(e) Now let K = i(JI, a = 1. Find a linear change of variables (with coefficients 
in i(JI) which transforms C to the elliptic curve y2 = x 3 + 16. 

23. Let Nr be the number of IFpr-points on the elliptic curve En: y2 = x 3 - n2x, where 
p~2n. 
(a) Show that if p == 3 (mod 4), then Nr is independent of n; it equals pr + 1 if 

r is odd; and it equals (prl2 - ( - 1 )'/2)2 if r is even. 
(b) Now let p == 1 (mod 4). In Problem 8 above, we saw that N r is independent 

of n if r is even, and if r is odd it depends only on whether n is a quadratic 
residue or nonresidue modulo p. For odd r, let N,'es and Nrn, denote the Nr 
for n a residue and for n a nonresidue, respectively. Show that N2r is a multiple 
of the least common multiple of N,''' and Nrnr. 

(c) For p = 5, make a table of N,'es and Nrnr for r = 1, 3, 5, 7 and a table of Nr 
for r = 2, 4, 6, 8, 10, 12, 14. In each case, determine the type of the abelian 
group En(lFpr). (See Problems 9 and II in §I.9.) 

(d) For p = 13, make a table of Nr"s and Nrnr for r = I, 3, 5 and a table of Nr for 
r = 2, 4, 6, 8,10: and in each case, find the type of En(lFpr). 

§3. Varying the prime p 

In this section we look at the elliptic curve En: y2 = x 3 - n2x and its zeta­
function Z(En/'fp ; T) as p varies. We shall later want to combine these 
zeta-functions for the various p into a single function, called the Hasse-Weil 
L-series of the elliptic curve. It is the Hasse-Weil L-function that is intimately 
related to the group of iQl-points on En. 

The denominator of Z(En/'fp ; T) is always (1 - T)(l - pT). Only the 
numerator depends on p. If pl2n, in which case En is not even an elliptic 
curve, the numerator is simply 1 (see Problem lO in §II.l). Otherwise, the 
numerator is a quadratic polynomial in T of the form (1 - CiT) (1 - aT). 

When we later define the Hasse-Weil L-series of En, we shall take this 
quadratic polynomial and replace T by p-s (s is a new complex variable). 
The resulting expression (1 - IXp -S) (1 - ap -S) is called the "Euler factor at 
p", by analogy with the term in the Euler product expansion of the Riemann 
zeta-function: 

00 

(s) = ~ n- S = 
def L­

n=1 

1 
TI 1 -5 

primesp - P 
(where Re s > 1). (3.1) 

In this section we shall study how this "Euler factor" depends on p. This 
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dependence will turn out to be described by a certain character X~ of Z:'[iJ 
(see Problem 9 of the last section). 

For the duration of this section we shall let P denote prime ideals of the 
Gaussian integer ring Z:'[i]. There are two types: (1) P = (p) for p == 3 
(mod 4); (2) P = (a + bi) for a 2 + b 2 = P == I (mod 4). In the latter case 
we have PP = (p), and we say that p "splits" in Z:'[i]. (There is also the 
special case P = (1 + i), which "ramifies", i.e., p 2 = (2).) The degree of a 
prime P dividing (p) is defined to be the degree of the field extension Z:'[iJ/P 
of IFp; it is 2 in the first case and 1 if p splits. We can then rephrase the theorem 
in the last section as follows. 

Proposition 1. 

(1 - T)(l - pT)Z(En/lFp; T) = n (l - (iXpT)degp), (3.2) 
PI(p) 

where the product is over the (one or two) prime ideals ofZ:'[iJ dividing (p), 
and where iXp = iJP if P = (p) and iXp = a + bi if P splits, where a + bi is the 
unique generator ofP which is congruent to (~) modulo 2 + 2i. We take iXp = 0 
if pl(2n). 

We now define a map Xn on Z:'[iJ which will be multiplicative and will 
satisfy Xn(x) = iXteg P for any generator x of P = (x). This multiplicative map 
is of the form Xn(x) = XX~(x), where X~(x) has value 0, ± 1, or ± i. First of all, 
we define X~(x) = 0 if x has a common factor with 2n. Next, for n = I we 
define X~ (x) to equal ij, where i j is the unique power of i such that i j x == 1 
(mod 2 + 2i). Here x is assumed prime to 2, and hence an element of 
(Z:'[iJ/(2 + 2i»*, which has four elements represented by the powers of i. 
Finally, for other n and for x E Z:'[iJ prime to 2, we define X~(x) = X; (x)(~x)' 
where Nx = X· x is a positive odd integer, and (m) is the Legendre symbol 
(which extends from prime modulus (p) to arbitrary positive odd modulus 
by requiring that (m,nm2 ) = ('::,)('::». To summarize, we have defined: 

! X; (x) (~) 
X~(x) = 0 Nx 

for x prime to 2n; 
(3.3) 

otherwise; 

where for x prime to 2 

X~ (x) = i J with ijx == 1 (mod 2 + 20. (3.4) 

Suppose that x generates a prime ideal P = (x) not dividing 2n. If P = (p) 
with p == 3 (mod 4), then (~x) = (;2) = 1, and Xn(x) = ijx = - p. That is, Xn 
takes any of the four possible generators of P to iX~. If x is any of the four 
possible generators of a prime P of norm p == 1 (mod 4), then Xn(x) = 
ijx(~) == m (mod 2 + 2i), i.e., Xn(x) is the unique generator iXp which is 
congruent to (~) modulo 2 + 2i. We have thus shown: 
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Proposition 2. The map Xn defined in (3.3)-(3.4) is the unique multiplicative 
map on Z[iJ which coincides with ategP on any generator of a prime ideal P. 

Notice that X~ is a character on (Z [iJj(2 + 2i))*. It takes any x to the 
root of unity in the class Ijx. The general X~ is obtained from X~ using the 
Legendre symbol, with the variable x appearing on the bottom. We now 
use quadratic reciprocity to bring the variable x up on top, thereby showing 
that X~ is a character. At this point recall Problem 9 of the last section, in 
particular, the definition of a "primitive" character on a number ring. 

Proposition 3. The map X~ defined in (3.3)-(3.4) is a primitive multiplicative 
character modulo (2 + 2i)nfor odd n and modulo 2nfor even n. 

PROOF. Suppose x is prime to 2n. Let n = 2"11 ... II' where the lj are distinct 
odd prime numbers, and /; = 0 or 1. Note that Nx is a product of odd prime 
powers, where the primes PI' ... ,Pr occurring to odd powers are all con­
gruent to 1 (mod 4). First, it is easy to see that 

Next, we compute that 

if Nx == 1 (mod 8); 

if Nx == 5 (mod 8). 

(~) -(2)' n (1) -(2)" n (Pk) 
Nx Nx 1 <;k9.1 <;j<;t Pk Nx j.k lj 

(3.5) 

by quadratic reciprocity, since Pk == 1 (mod 4). Since Nx is equal to an odd 
square factor times the product of the Pb we conclude that 

, '( 2)" (NX) , ( 2 )" (NX) Xn(x) = Xl (x) Nx ry t; = XI (x) Nx n;;' (3.6) 

where no = n if n is odd, no = nj2 if n is even. 
We now prove the proposition in the case n odd. The proof for n even is 

very similar, and will be left as an exercise below. 
We must first show that X~(x) depends only on what x is modulo (2 + 2i)n. 

Suppose that x' = x + (2 + 2i)nf3. Since x' == x (mod 2 + 2i), we clearly 
have X~ (x') = X~ (x). Next, we have 

Nx = (x + (2 + 2i)nf3) (x + (2 - 2i)nfJ) == X· X = Nx (mod n), 

and hence the Legendre symbols are also equal. (This would not have been 
clear until we used quadratic reciprocity to bring Nx to the top, obtaining 
(~X) in (3.6).) 

To show primitivity, we must show that there is no proper divisor of 
(2 + 2i)n such that X~(x) depends only on what x is modulo that proper 
divisor. Thus, if X~ were not primitive mod (2 + 2i)n, there would exist a 
prime ideal Q dividing (2 + 2i)n such that X~(x) depends only on x modulo 



§3. Varying the prime p 67 

the ideal «2 + 2i)n)/Q. In particular, X~(x) i= -1 for all x == 1 mod «2 + 
2i)n)/Q. We consider three cases, and show that each leads to a contradic­
tion. 

(i) Q = (1 + i), i.e., X~(x) i= - 1 for all x = 1 + 2n{3, {3 E.z: [i]. But since 
Nx == 1 (mod n), we have X~(x) = X~ (x) = X~ (1 + 2{3), and this value is 
- 1 if, for example, {3 = i. 

(ii) Q = (a + bi) with (a + bi)(a - bi) = 1== 1 (mod 4), lin. Then we are 
supposing that X~(x) i= -1 for all x of the form 1 + {3(2 + 2i)n(a - bi)/ I, 
where {3E.z:[i]. Let {3 = k(1 - i), where k is an arbitrary integer, i.e., 
x = 1 + 4kn(a - bi)/I. Then X~ (x) = 1, and Nx == 1 + 8akn/1 (mod n). 
Hence, X~(x) = (1+ 8rkn(I). Since 8an/1 is prime to I, it follows that 
1 + 8akn/1 runs through all residues modulo I as k varies. In particular, 
there is a value of k for which 1 + 8akn/1 is a quadratic nonresidue, 
i.e., X~(x) = -1, a contradiction. 

(iii) Q = (I) with 1== 3 (mod 4). Then we are supposing that X~(x) i= -1 for x 
== 1 (mod (2 + 2i)n/I). Since x == I (mod 2 + 2i), we have X'1 (x) = 1, and 
so X~(x) = (~n = (~x), since Nx == 1 (mod n/I). Now since (2 + 2i)n/1 
is prime to I, it follows by the Chinese remainder theorem that x of the 
form 1 + {3(2 + 2i)n/1 runs through all residues of .z:[i] modulo Q. 
Ifwe consider x modulo Q, i.e., as an element in the field .z:[i]/Q ::::: 1F12, 
then the norm map x f-+ Nx = X· x is simply the norm map from 1F12 
to 1F1. And the latter map is surjective (for instance, a generator g2 of 
1F1~ goes to a generator 9 = g~+1 of IFn. Hence, there are x of the required 
form for which X~(x) = (~x) = -1. This concludes the proof of the 
proposition. D 

For the remainder of this chapter, we shall let n' denote the conductor of 
X~, i.e., a generator of the largest ideal such that X~(x) depends only on x 
modulo that ideal. By Proposition 3, we may choose 

n' = {(2 + 2i)n, n odd; 
2n, n even. 

(3.7) 

Whenever one studies transformation formulas for functions involving 
characters, as we shall do in the sections that follow, the Gauss sum of the 
character is almost certain to make an appearance. In preparation for our 
later derivation of the functional equation for the Hasse-Weil L-series of En' 
we now find a formula for the Gauss sum ofthe character X~: (.z: [i]jn')* f-+ C* 
(whose image consists of powers of i). 

We define our additive character on .z:[i]jn' by the rule: 

tfJ(x) = e 2rri Re(x(n'l. (3.8) 

It is easy to check that tfJ is a nontrivial additive character of .z:[i]jn' which 
satisfies the condition in Problem 9 of the last section, namely, it is nontrivial 
on the multiples of any proper divisor of n'. 
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Proposition 4. 

n odd; 
( ') "Xn' (x)e 21ti Re(x/n') = 9 Xn def L. (3.9) 

xEZ[iJ/n' n = 2no even. 

PROOF. To show that g(X~) = 2 + 2i and g(X;) = 4i is a short computation 
that will be left as an exercise (Problem 2 below). 

Let m be a positive squarefree odd number. Let (m) denote the character 
XH(~X) on (Z[iJ/m)*. Then by (3.6) we have 

X~ = x'l· (n) for n odd; X~ = X; -( nJ for n = 2no even. (3.10) 

We define the Gauss sum for the character (m) as follows: 

9 ((m)l\ def L (~) e21ti Re(x/m). 
~ XEZ['J/m 

(3.11 ) 

We can obtain an alternate form for g«m)) if we replace x by 2x. (Note that 
2x runs through (Z [iJ/m)* as x runs through (Z[iJ/m)*.) Since N (2x) = 4Nx, 
we have (N~X) = C~,x). Writing Re(2x/m) as ~ Tr x, where Tr x denotes x + X, 

we have 

9 f(_)) = L (NX) e(21ti/m) Trx. 

\' m xEZ[iJ/m m 
(3.12) 

Proposition 4 will follow as an immediate consequence of the following 
lemmas, which will be proved below. 

Lemma 1. 

Lemma 3. If P is an odd prime, then 9 (C;)) = p. 

PROOF OF LEMMA 1. First suppose that n is odd. Write x in the form x = 

(2 + 2i)x 1 + nx 2' where Xl runs through a set of representatives of Z [i] 
modulo nand X 2 runs through a set of representatives of Z[i] modulo 
2 + 2i. By the Chinese remainder theorem, x then runs through a set of 
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representatives of Z [i] modulo (2 + 2i)n. By (3.10), we have X~(x) = 
x~(nxl)(N«2+nli)X,»). By (3.4), we have x~(n) = C;,l). Also, N((2 + 2i)x1) = 
8Nx 1 , and so the second term becomes e~X,). Meanwhile, in the additive 
character we have Re(x/n') = Re(x1/n + x l /(2 + 2i)). Hence, in the defini­
tion (3.9) of g(X~) we have 

g(X~) = (-=l) (~) L. X~(Xl)(N:1)el7tiRe(Xdn)+l7tiRe(X2/(l+li», 
n n X,EZ['j/n 

X2 EZ[ij/(l+li) 

and the double sum on the right separates out into g(X~)g((n)). 
The proof for even n is very similar, where we write x = 4X1 + nOxl . 

The details will be left as an exercise. 0 

PROOF OF LEMMA 2. The proof is quite similar to that of Lemma I. In the 
definition (3.11) we write x = Xl m 1 + X z m l' where Xj runs through a set of 
representatives of Z[i]/mj , j = 1, 2. Since Nx == m~~lx1 (mod m1) and 
Nx == mi NXl (mod ml ), we have 

(~x) = (~~) (~:) = (~1) (~z). 
Since also Re(x/m) = Re(x1/m1) + Re(xl/m Z) the sum in (3.11) separates 
out into a product over Xl which is equal to g((m;-)) and a product over Xl 
which is equal to g( (m 2 )). 0 

PROOF OF LEMMA 3. We first consider the case p == 1 (mod 4). Let p = f3 '11, 
where f3 = a + bi. In (3.11), we write x = x 1f3 + xz11, where Xl and Xl each 
run through 0, 1, 2, ... , p - 1 (note that these numbers are representatives 
of Z[i]/f3 and also of Z[i]/11). Again, since f3 and 11 are rdatively prime, the 
Chinese remainder theorem tells us that x will run over Z[i]/p. We have 
Nx = (x1f3 + x Z11)(x111 + x zf3) == 2X1Xl Re f3l (modp). But Re f3l = al -
bl == 2az (mod p), since p = al + bl . Thus, since Re x = Xl a + Xl a, we have 
by(3.ll) 

g((_)) = L (ax1axl ) e(l7ti/p)(ax,+lIX2). 
p X to X 2 EZ/p;/' p 

The double sum separates out into the square of a single sum over Xl E Z/pZ. 
If we then replace ax 1 by x, we obtain 

which we know equals p by property (2) of Gauss sums for finite fields (see 
§II.2; also see Problem 4 of§II.2). 

Finally, suppose that p == 3 (mod 4). Then (p) is a prime ideal of Z[i], 
and Z [i]/p is the field of pZ elements. In that case, g( (17)) in (3.12) is the 
Gauss sum for the multiplicative and additive characters of IFp2 obtained 
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from the multiplicative character G) and additive character e2ldx/p of [Fp 

using the norm and the trace. In other words, we are in the situation of the 
Hasse-Davenport relation (2.10), which tells us that -g«p)) is the square 
of the Gauss sum LXE~ G)e27tix/p. Again using Problem 4 of §II.2 (this time 
with q = p == 3 (mod 4)), we conclude that g«p)) = p. 

This completes the proof of the lemmas, and hence of Proposition 4. D 

In Proposition 4, the term C/) for n odd, C;D for n even, is equal to + 1 
if n == 1, 2, 3 (mod 8) and is equal to -I if n == 5, 6, 7 (mod 8). This sign 
will turn out to playa crucial role in the functional equation for the Hasse­
Weil L-series for En. It is called the "root number". If it equals -I, then 
conjecturally it follows that n must be a congruent number. But there is no 
known direct reason why any squarefree n congruent to 5, 6, or 7 modulo 8 
should be the area of a rational right triangle. 

PROBLEMS 

1. Using (3.6), prove Proposition 3 for n = 2no even. 

2. Verify the formula in Proposition 4 for n = 1,2 by a direct computation. 

3. Prove Lemma 1 for even n. 

4. Give another proof of Lemma 3 directly from the definition of g( (li))' 

§4. The prototype: the Riemann zeta-function 

For Re s > 1, the Riemann zeta-function is defined by the convergent infinite 
sum of reciprocal s-th powers, or alternatively by the product of "Euler 
factors" I/O - p-S) with the product over all primes p (see (3.1)). In this 
section we give a proof of analytic continuation and the functional equation 
for the Riemann zeta-function (s). The proof has all of the essential elements 
that will later be needed to prove analogous facts about the Hasse-Weil 
L-function of En. 

We start by recalling some basic tools for working with real- and complex­
valued functions. First, we summarize the properties of the gamma-function 
(for the proofs and further details, see, for example, [Whittaker and Watson 
1958, Chapter XII], or [Artin 1964]). 

The gamma-function res) interpolates n! in the sense that r(n) = (n - I)!. 
It can be defined for SEC with Re s > 0 by the integral 

It satisfies the relation 

r() foo -t sdt 
S ekf 0 e t [' 

res + 1) = sr(s), 

(4.1) 

(4.2) 
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which enables one to continue r(s) analytically onto all of the complex 
s-plane, except that it has simple poles at s = 0, - 1, - 2, - 3, .... The 
gamma-function also satisfies the relations 

and 

n r(s)r(1 - s) = -.-­
s1O(ns) 

(4.3) 

(4.4) 

Finally, using (4.2) and (4.3), one easily sees that the reciprocal of the gamma­
function is an entire function of s. 

The gamma-function (4.1) is a special case of a construction known as the 
"Mellin transform". Given a function f(t) on the positive real axis, its 
Mellin transform is the function g(s) defined by the formula 

g(s) = f(t)t S -foo dt 

o t 
(4.5) 

for values of s for which the integral converges. Thus, r(s) is the Mellin 
transform of e- t . Notice that for any constant c > 0, the Mellin transform 
of e- ct is c-sr(s): 

e t-=c s, fOO -ct S dt -Sr( ) 
o t 

(4.6) 

as we see after a simple change of variables. We shall often have occasion 
to use (4.6). 

Another tool we shall need is the Fourier transform. Let Y be the vector 
space of infinitely differentiable functions f: IR 1---+ IC which decrease at infinity 
faster than any negative power function, i.e., fxfNf(x) -> ° as x -> ± 00 for 
all N. An example of such a function isf(x) = e-1tX2 . For any fEY we define 
its Fourier transformjby: 

/(y) &f J:oo e-21tixYf(x)dx. (4.7) 

It is not hard to show that the integral converges for all y, andjEY. 
The following properties of the Fourier transform are also easy to verify: 

(1) If a E IR and g(x) = f(x + a), then g(y) = e2rriay/(y). 
(2) If a E IR and g(x) = e21tiaYf(x), then g(y) = /(y - a). 
(3) If b > ° and g(x) = f(bx) , then g(y) = t/(y/b). 

For example, to check (3), we compute 

J 00 2' J 00 2'( Ib dx 1-g(y) = -00 e- mXYf(bx)dx = -00 e- m x )Yf(x)-y; = bf(y/b). 
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Proposition 5. If f(x) = e-rrx2 , then 1 = f 

PROOF. Differentiating under the integral sign, we have 

I(y) = : foo e-2rriXYf(x)dx = -2nifoo e-2rrixYxe-rrx2dx. 
y -00 -00 

Integrating by parts gives 

I(y) = _2nie-2rrixy_I_e-rrx2IOO + 2nifoo 
-2n 

-00 -00 

= -2ny J~oo e-2rrixYf(x)dx = -2ny](y). 

-nx2 

- 2niye-2rriXye __ dx 
-2n 

Thus,] satisfies the differential equationI(y)/](y) = - 2ny; this clearly has 
solution](y) = Ce- rry2 , where C is obtained by setting y = 0: 

C = 1(0) = f~oo e- 1Cx2 dx = I. 

(Recall the evaluation of the latter integral: 

C2 = foo e- rrx2dx foo e- rry2dy = r e-rr(X2+y2)dxdy 
-00 -00 J~ 

= too e- rrr22nrdr = too e-udu = 1.) 

Thus,](y) = e- rry2 , as claimed. 

Proposition 6 (Poisson Summation Formula). IfgEY, then 
00 00 

L gem) = L gem). 
m=-oo m=-oo 

o 

(4.8) 

PROOF. Define hex) = L/:"= -00 g(x + k). The function hex) is periodic with 
period 1, and has Fourier series hex) = L~=-oo cme2rrimX, where 

11 Jl 00 foo em = h(x)e-2rrimxdx = _2: g(x + k)e-2rrimxdx = g(x)e-2rrimxdx, 
o 0 k- 00 - 00 

where we interchanged summation and integration, and made a change of 
variables (replacing x + k by x) to obtain the last equality. But the last 
expression is simply gem). Now the left side of (4.8) is h(O), by definition; 
and the right side is also h(O), as we see by substituting x = 0 in the Fourier 
series for hex) and using the fact that Cm = gem). 0 

We now define the theta-function: 

00 

(J( t) ~ e- rrtn2 
ekf L... for t> o. (4.9) 

n= -00 



§4. The prototype: the Riemann zeta-function 73 

Proposition 7. The theta-function satisfies the functional equation 

B(t) = ~B(1/t). (4.10) 

PROOF. We apply Poisson summation to g(x) = e-1ttx2 for fixed t> O. We 
write g(x) = f(.jix) with f(x) = e-'< By Proposition 5 and property (3) 
of the Fourier transform (with b = .ji) we have g(y) =: rl/2e- 1ty2/t. Then 
the left side of (4.8) is B(t), and the right side is rl/2B(1/t). This proves the 
proposition. o 

We sometimes want to consider B(t) for complex t, where we assume that 
Re t > 0 in the definition (4.9). The functional equation (4.10) still holds 
for complex t, by the principle of analytic continuation of identities. That is, 
both sides of (4.10) are analytic functions of t on the right half-plane. Since 
they agree on the positive real axis, they must be equal everywhere for 
Re t> O. 

Proposition 8. As t approaches zero from above, we have 

IB(t) - r l /2 1 < e-C/t 

for some positive constant C. 

(4.11) 

PROOF. By (4.10) and (4.9), the left side is equal to 2t- I/2 L~=l e-1tn2/t. Suppose 
t is small enough so that .ji> 4e- l/t and also e- 31t/t < !. Then 

IB(t) - t- I/2 1 < !e l/t(e- 1t/t + e-41t/t + ... ) < !e-(1t-I)/t(l + J + i + i + ... ) 
= e-(7t-I)/t. 

Thus, we can take C = n - 1. o 

We now relate B(t) to the Riemann zeta-function. Roughly speaking, (s) 
is the Mellin transform of B(t). The functional equation for B(t) then leads 
us to the functional equation for (s), and at the same time gives analytic 
continuation of (s). We now show how this works. 

Theorem. The Riemann zeta-function (s) defined by (3.1)for Re s > 1 extends 
analytically onto the whole complex s-plane, except for a simple pole at s = 1 
with residue 1. Let 

A(S),kf n- s/2r G) (s). (4.12) 

Then A(s) is invariant under rep/acing s by 1 - s: 

A(s) = A(1 - s). 

That is, (s) satisfies the functional equation 
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(4.13) 

PROOF. Basically, what we want to do is consider the Mellin transform 
S~ e(t)tS(~). However, for large t the theta-function is asymptotic to 1 
(since all except the n = 0 term in (4.9) decrease rapidly); and for t near 0 
it looks like rl/2, by Proposition 8. Hence, we must introduce correction 
terms if we want convergence at both ends. In addition, we replace s by -f 
(otherwise, we would end up with (2s)). So we define 

¢(s) = fro t s/2(e(t) - 1) dt + 11 t s/2 (e(t) __ 1 ) dt . 
def t f( t 

1 0 '\I' 
(4.14) 

In the first integral, the expression e(t) - 1 = 2 L~=1 e-rrn2t approaches 
zero rapidly at infinity. So the integral converges, and can be evaluated 
term by term, for any s. Similarly, Proposition 8 implies that the second 
integral converges for any s. In any case, since e(t) is bounded by a constant 
times t- I /2 in the interval (0, I J, if we take s with Re s > 1 we can evaluate 
the second integral as 

r I tS/2e(t) dt _ r I t(s-I)/2 dt = r I tS/2e(t) dt __ 2_. 
Jo t Jo t Jo t s-1 

Thus, for s in the half-plane Re s > 1, we obtain: 

¢(s) = 2 I fro e-nn2tts/2 dt + (J I ts/2 dt + 2 I r 1 e-rrn2tts/2 dt __ 2_) 
n=1 1 tot n=1 Jo t s - I 

= L., e t -+-+--. 2 f lro -rr/t S/2 dt 2 2 
n=1 0 t .I' I - .I' 

Using (4.6) with c replaced by nn 2 and s replaced by~, we have: 

!¢(s) = I (nn2)-S/2r(~) +! + _1_ 
2 n=1 2 s 1 - s 

( \.) 1 1 = n-s/2r '-- (.I') + - + --, 
2 s I - s 

(4.15) 

where always here Re s > I. 
Now ¢(s) is an entire function of .1', since the integrals in (4.13) converge 

so well for any s, as we saw. Thus, (4.14) shows us that there is a meromorphic 
function of s on the whole complex plane, namely 

ns/2 (1 1 1) 
r(s/2) 2¢(s) - ~ - 1 - s ' 

which is equal to (.I') for Re s > 1. Moreover, since n s/2 , 1/r(-f), and ¢(s) 
are all entire functions, it follows that the only possible poles are at s = 0 
and at s = 1. But near s = 0 we can replace sr(-f) in the denominator by 
2G)rCD = 2r(-f + 1), which remains nonzero as .I' -+ O. Hence the only pole 
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is at s = 1, where we compute the residue 

. n s/2 (1 1 1) n 1/2 

~l~(S - l)r(sI2) :2¢(s) - ~ + s _ 1 = r(l/l) = 1. 

It remains to prove the functional equation. Since, by (4.15), A(s) = 
!¢(s) - t - (1~S)' and since t + (1~S) is invariant under replacing s by 1 - s, 
it suffices to prove that ¢(s) = ¢(l - s). This is where we use the functional 
equation (4.10) for the theta-function. Using (4.10) and replacing t by t in 
(4.14), we obtain (note that d(t)/(t) = -~, and Sf becomes n = - J6 under 
the substitution): 

¢(s) = I r s/2 (eO) - I) ~t + JOO t- s/l (eO) - J()~t 

(rePlaCing t by D 
= e rs/2(J(e(t) - I/t + foo rs/2(J(e(t) - J()~~ 
Jot 1 t 

(by (4.10)) 

= I t(1-s)/2 (e(t) - Jr) ~t + JOO t(1-S)/2(e(t) - 1)~t 

= ¢(1 - s). 

This completes the proof of the theorem. D 

In a similar way one can prove analytic continuation and a functional 
equation for the more general series obtained by inserting a Dirichlet 
character x(n) before n- S in (3.1), or, equivalently, inserting X(p) before p-s 
in the Euler product (see Problem I below). That is, for any character 
x: (J'.INJ'.)* -> C*, one defines: 

L( ) - ~ x(n) - TI 1 X, s - 1..- ~S - 1 () S 

n=1 n p - X P P 
(where Re s > 1). (4.16) 

The details of the proof of analytic continuation and the functional equation 
will be outlined in the form of problems below. 

The Hasse-Weil L-function for our elliptic curve En' to be defined in the 
next section, will also turn out to be a series similar to (4.16), except that 
the summation will be over Gaussian integers x, the denominator will be 
the norm of x to the s-th power, and the numerator will be in(x), where in 
was defined in (3.3) in the last section. The techniques used in this section 
to treat the Riemann zeta-function can be modified to give analogous 
facts-analytic continuation and a functional equation-for the Hasse-Wei I 
L-function for En' In the final section we shall use this information to 
investigate the "critical value" of the Hasse-Weil L-function, which is 
related to the congruent number problem. 
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PROBLEMS 

1. (a) Show that the summation form and the Euler product form of the definition of 
L(X, s) are equal. 

(b) Prove that if X is nontrivial, then the sum in (4.15) actually converges (condi­
tionally) for Re s > O. 

2. Let G = 7l./N7L, and let ~ = e2n~N. 

(a) Define the "finite group Fourier transform" of a functionf: G --+ C by setting 
i<a) = "i:.bEGf(bg-ab for aEG. Prove thatf(b) = ft"i:.aEGi<a)l;,ab. 

(b) For fixed SEC with Re s > I, let Is: G --+ C be the function 

fs(b) = 
n~l.n=b(modN) 

-5 n . 

Prove that for any primitive Dirichlet character X modulo N and for any s with 
Res>l: 

I ~ I;,-~ 

L(X, s) = Ng(x) 2: x(a) 2: -5 ' 

aeG n=1 n 

where g(X) is the Gauss sum (see Problem 9 of §II.2). 
(c) Take the limit in part (b) as s approaches 1 from above, supposing X nontrivial. 

In that way derive a simple formula for L(X, 1). 

(d) Define the "dilogarithm" function by l(x) = "i:.~l ~ for Ixl ::;; I. Express L(X, 2) 

in terms of the dilogarithm. 

3. (a) For fixed t > 0 and a E IR, what is the Fourier transform of e-n,(x+a)2? 
(b) Suppose that aE IR is in the open interval (0, I). Define the following functions: 

~ 

(a, s) = 2: (n + a)-S, Res>l; 
n=O 

~ 

lea, s) = 2: n-5e2nina, Res>1; 
n=1 

~ 

(Ja(t) = 2: e2ninae-n'n2 t > O. 
n=-oo 

(The notation lea, s) should not be confused with the function lex) in Problem 2.) 
Prove that 

(i) (Ja(t) = t- 1/2 (Ja(t); 
(ii) l(Ja(t) - rl/21 < e-Ctf' as t --+ 0 for some positive constant Cl ; 

(iii) l(Ja(t)1 < e-C2/' as t --+ 0 for some positive constant C2. 
(c) Prove that (a, s) + ((I - a, s) as a function of SEC extends to a meromorphic 

function with no pole except for a simple pole at s = 1; that the function lea, s) + 
t(l - a, s) extends to an entire function; and that 

n-sf2 r G) «((a, s) + W - a, s» 

= n-(1-5V2rC ; s)(t(a, 1 - s) + t(l - a, 1 - s». 
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(d) Let X be a primitive Dirichlet character mod N. Let L(X, s) be defined as in (4.16). 
Prove that for Re s > 1: 

(i) I X(h)((~, s) = NSL(X, s); 
O<h<N N 

(ii) I X(h)l(~, s) = g(x)L(x, s). 
O<h<N N 

(e) Suppose that X is a nontrivial even character, i.e., X( -I) = 1. Prove that L(X, s) 
extends to an entire function of s E 1[, and find a functional equation relating 
L(X, s) to L(X, I - s). 

(f) Let X be a primitive even quadratic character, i.e., x(n) = ± 1. Recall from 
Problem 9(c) of §I1.2 that g(X)2 = N, so that g(x) = ±J"N. Suppose you some­
how knew that L(X, ~) f o. Show that this implies that g(X) = .fN. 

(g) With X as in part (e), show that L(X, s) = 0 if s is an even negative integer or zero. 
(h) With X as in part (e), express L'(X, -2k) in terms of L(X, 2k + I). In particular, 

express L'(X, 0) in terms of L(X, I). 

4. Let X be a nontrivial even primitive Dirichlet character mod N, and define 

~ _ 2 1, _ 2 
e(x, t) = L- x(n)e ntn = - L- x(n)e ntn , 

n=1 2nE~ 
t> O. 

(a) Prove that 

1 N 
(i) e(x, t) = - I x (a)lia/N(N Z t); 

2a=1 

(ii) ~ f X (a)lia/N (t) = g(x)li(X, t); 
2a=1 

(b) Show that the Mellin transform of e(x, t) converges for any s (with no need for 
any correction term), and that for Re s > ~ it is equal to n-srcs)L(X, 2s). 

(c) Use the functional equation in part (a) (iii) to give another proof of the functional 
equation for L(X, s) in Problem 3(e) above. 

5. (a) LetfEY", and g(x) = rex). Show that g(y) = 2niyj(y). 
(b) Find the Fourier transform of (x + a)e- rrt (x+a)2, with t and a as in Problem 3(a). 
(c) Let aE(O, 1). Define (a, s) and lea, s) as in Problem 3 above, but now define ea 

and oa differently: 

t > 0; 
n= -00 

00 

ea(t) = I n e2nwae-ntn2 t> o. 

Prove that: 
(i) ea(t) = -it- 3/2 ea(i); 

(ii) lea(t)1 < e-c,/t as t -> 0 for some positive constant C1 ; 

(iii) lea(t)1 < e-C,;t as t -> 0 for some positive constant Cz . 
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(d) Express the Mellin transform of (}a and (}a in terms of (a, s) and lea, s); prove 
that (a, s) - ((1 - a, s) and lea, s) - 1(1 - a, s) extend to entire functions of 
S E 1[; and derive a functional equation relating these two functions. 

(e) Suppose that X is a primitive odd character mod N, i.e., X( -I) = -1. Prove that 
L(X, s) extends to an entire function of SE 1[, and find a functional equation 
relating L(X, s) to L(X, I - s). 

(f) Let X be an odd quadratic character. Show that if you somehow knew that 
L(X, 1/2) =f= 0, then this would imply that g(X) = iJN (rather than - iJN). 

(g) With X as in part (e), show that Lex, s) = 0 if s is a negative odd integer. 
(h) With X as in part (e), express L'(X, I - 2k) in terms of L(X, 2k). In particular, 

express L' (X, - I) in terms of the dilogarithm. For example, express L' (X, - I), 
where x(n) = G), in terms of the dilogarithm. 

6. Let X be an odd primitive Dirichlet character mod N, and define 

ex) 2 1 2 

(}(x, t) = I nx(n)e-n,n = - I nx(n)e-n,n , t > O. 
11=1 2 nE ;r 

(Note that this is different from the definition of (}(X, t) for even X in Problem 4.) 
Let (}a and (}a be as in Problem 5(c). 
(a) Prove that: 

N N 

(i) (}(X, t) = - I x(a)0a/N(N 2 t); 
2 a~l 

(ii) ! f x(a)8a/N (t) = g(X)O(X, t); 
2a~1 

(iii) (}(X, t) = -iN- 2 t- 3/2 g(X)O(X, I/N 2t). 

(b) Show that the Mellin transform of (}(X, t) converges for any s, and that for 
Re s > 1 it is equal to n-T(s)L(X, 2s - I). 

(c) Use the functional equation in part (a) (iii) to give another proof of the func­
tional equation for L(X, s) in Problem 5(e) above. 

7. Let X be the character mod 12 such that X( ± I) = I, X( ± 5) = - 1. Let 'I(z) d=:'r (}(X, 
- iz/12) for 1m z > O. Prove that 'I( -I/z) = JZll'l(z), where we take the branch of 
JZll which has value I when z = i. We shall later encounter 'I(z) again, and give a 
different expression for it and a different proof of its functional equation. 

8. (a) Use the functional equations derived above to express I(a, I - s) in terms of 
(a, s) and (I - a, s). 

(b) Use the properties (4.3) and (4.4) of the gamma-function along with part (a) to 
show that 

lea, I - s) = f'(s)(2n)-Se i,"/2«((a, s) + e-imW - a, s». 

(c) For aE 1[, a =f= -n, define (a + n)-S to mean e-s1og(a+n>, where we take the branch 
of log having imaginary part in ( - n, nJ. Show that for a E 1[, 1m a > 0, Re s > I, 
one has: 

00 

lea, I - s) = f'(s)(2n)-Se i,"/2 I (a + n)-S. 
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(d) Let s = k be a positive even integer. Show that for a E IC, 1m a> 0: 

(e) Give a second derivation of the formula in part (d) by successively differentiating 
the formula 

I 00 I I 
n cot(na) = - + I -- + --. 

a n~l a + n a - n 

§s. The Hasse-Weil L-function and its functional 
equation 

Earlier in this chapter we studied the congruence zeta-function Z(E/'fp; T) 
for our elliptic curves En: y2 = x 3 - n2x. That function was defined by a 
generating series made up from the number Nr = N.-,p of 'fpr-points on the 
elliptic curve reduced mod p. We now combine these functions for all p to 
obtain a function which incorporates the numbers N.-. P for all possible prime 
powers pr, i.e., the numbers of points on En over all finite fields. 

Let s be a complex variable. We make the substitution T = p-s III 

Z(En/'fp ; T), and define the Hasse-Weil L-function L(En . .1') as follows: 

L(En' s) d~f np(~/i:;'f~; ~ S) 

(5.1) 

1 
= pUn 1 - lX$egP(NP) S 

(5.2) 

We must first explain the meaning of these products, why they are equiv­
alent, and what restriction on .I' E i[ will ensure convergence. In (5.1) we are 
using the form of the congruence zeta-function in the theorem in §II.2 (see the 
first equality in (2.7», where the notation aEn,p indicates that the coefficient 
a depends on En and also on the prime p. We put the term (s)(s - 1) in 
the definition so that the uninteresting part of the congruence zeta-function­
its denominator-disappears, as we see immediately by replacing (s) and 
(.I' - 1) by their Euler products (see (3.1». Note that when pl2n, the deno­
minator term is all there is (see Problem 10 of §lI.l), so we only have a 
contribution of 1 to the product in that case; so those primes do not appear 
in the product in (5.1). 

In (5.2) the product is over all prime ideals P of Z[iJ which divide primes 
p of good reduction. Recall that those primes are of two types: P = (p), 
p == 3 (mod 4), deg P = 2, NP = p2; and P = (a + bi), a2 + b2 = P == 1 
(mod 4), deg P = 1, NP = p. The meaning of IXp and the equivalence of 
(5.1) and (5.2) are contained in Proposition 1 (see (3.2». 
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As in the case of the Riemann zeta-function, we can expand the Euler 
product, writing each term as a geometric series and multiplying all of the 
geometric series corresponding to each prime. The result is a Dirichlet 
series, i.e., a series of the form 

00 

L(En' s) = I bm.nm- S • (5.3) 
m=! 

Before discussing the "additive" form of L(En' s) in detail, let us work out 
the values of the first few bm•n for the example of the elliptic curve E! : y2 = 

x 3 - x. We first compute the first few values of aE,.p in (5.1). If p == 3 (mod 4), 
thenaE,.p = O. Ifp == 1 (mod 4), there are two easy ways to compute a = aE,.p: 

(1) as the solution to a2 + b 2 = p for which a + bi == 1 (mod 2 + 2i); (2) 
after counting the number N! of IFp-points on E!, we have 2a = p + I - N! 
(see (1.5)). Here is the result: 

I L(E!, s) = -----:--- -------- -----
1 + 3 ·9 S 1 + 2·5 S + 5·25 S 1 + 7·49 S 1 + 11 . 121 S 

1 - 6 . 13 -s + 13 . 169-s 1 - 2 . 17 S + 17· 289 S 

=1-2·5-S-3·9-S+6·13-S+2·1TS+ I bm.nm-s. (5.4) 
m;o,25 

We have not yet discussed convergence ofthe series or product for L(En' s). 
Using (5.2) and the standard criterion for an infinite product to converge 
to a nonzero value, we are led to consider Lplapldegp(NP)-S for s real. By 
Proposition I, we have lapldegp = NPI/2. In addition, Np 1/2- s -::;.pl/2-s for 
s :::0: ~ (where P = (p) or else PP = (p)). Since there are at most two P's for 
each p, it follows that the sum is bounded by 2 Lppl/2-S, which converges if 
Re s > 1. To summarize, the right half-plane of guaranteed convergence is 
1/2 to the right of the right half-plane of convergence for the Riemann 
zeta-function, because we have a term of absolute value JP in the Euler 
product which was absent in the case of ((s). 

We now discuss the additive form of L(En' s) in more detail. Using 
Proposition 2, we can rewrite (5.2) in terms of the map Xn defined in (3.3)­
(3.4) : 

L(E s) = TI (1 _ Xn(P) )-1 
n' P.f2n (NP)S' 

(5.5) 

where we have used Xn{P) to denote its value at any generator of the ideal P. 
Notice that, since Xn is a multiplicative map taking the value 1 at all four 
units ± 1, ± i, we may regard it equally well as a map on elements x of 
2[iJ or on ideals I. 

We can now expand the product (5.5) in the same way one does for the 
Riemann zeta-function and for Dirichlet L-series (see Problem 1 (a) in the 
last section). We use the two facts: (1) every ideal Ihas a unique factorization 
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as a product of prime power ideals; and (2) both Xn and N are multiplicative: 
Xn(lJ2) = Xn(l1)Xn(l2), N(lJ2) = NIl' NI2· Then, by multiplying out the 
geometric series, we obtain: 

L(En' s) = LXn(l)(Nl)-s, (5.6) 
I 

where the sum is over all nonzero ideals of Z [i]. 
A series of the form (5.6) is called a "Hecke L-series", and the map Xn is 

an example of a "Hecke character". In a Hecke L-series, the sum on the 
right of (5.6) is taken over all nonzero ideals in some number ring. A multi­
plicative map X on the ideals in that ring is said to be a Hecke character if 
the following condition holds. There is some fixed ideal f and a fixed set of 
integers n<T' one for each imbedding (J of the number field into iQialgcl, such 
that if I is a principal ideal generated by an element x which is congruent to 
1 modulo the ideal f, then x(l) = II<T(J(xt<T. In our example, the number 
ring is Z[i]; there are two imbeddings (J1 = identity, (J2 = complex conju­
gation in Gal(iQi [i]jiQi); we take n<Tl = 1, n<T 2 = 0; and we take f = (n') 
(n' = (2 + 2i)n if n is odd, 2n if n is even). Then the condition simply states 
that Xn«x)) = x if x == I (mod n'). 

It is very useful when the Hasse-Weil L-series of an elliptic curve turns 
out to be a Hecke L-series. In that case one can work with it much as with 
Dirichlet L-series, for example, proving analytic continuation and a func­
tional equation. It can be shown that the Hasse-Weil L-series of an elliptic 
curve with complex multiplication (see Problem 8 of §I.8) is always a Hecke 
L-series. 

The relation between the additive form (5.6) and the additive form (5.3) 
is quite simple. We obtain (5.3) by collecting all terms corresponding to 
ideals I with the same norm, i.e., 

bm,n = L Xn(l)· 
IwithNI=m 

Notice that, since Xn(l) = Xl (I) . (~I) by (3.3), we have 

bm,n = (;) . L Xl (l) = (;) bm, 
[With NI=m 

where we have denoted bm = bm , l' Thus, if for fixed n we let Xn denote the 
multiplicative map on Z given by m f--> (fit) (for m prime to 2n), we have 

00 

L(En' s) = L Xn(m)bmm- S 

m=l 

= I - 2(~)5-S - 3(~y9-s + 6 C;) 13-s + 2C;) ITS + '(~:7) 
(note: m2 is I if 3{n and 0 if 3In); one says that L(En' s) is a "twisting" 
of L(Eb s) = L bmm-s by the character Xn' One can verify that for n square­
free, the conductor of Xn is n when n == I (mod 4) and is 4n when n == 2 or 3 
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mod 4 (this follows from quadratic reciprocity). In other words, Xn is a 
primitive Dirichlet character modulo n or 4n. 

To keep the notation clear in our minds, let us review the meaning of Xn, 
X~, and in' First, Xn is a map from ?L to {± 1, O} which is defined by the 
Legendre symbol on integers prime to 2n. Second, X~ is a map from ?L[i] 
to {± 1, ± i, o} which takes elements x prime to 2n to the unique power of i 
such that X~(x)x == Xn(Nx) modulo 2 + 2i (see (3.3)-(3.4». Thirdly, in is a 
map from ?L[i] to ?L[i] which takes an element x to XX~(x); also, in can be 
regarded as a map from ideals of ?L [i] to elements of ?L [i] which takes an 
ideal I prime to 2n to the unique generator of I which is congruent to Xn(NI) 
modulo 2 + 2i. 

The character Xn is intimately connected with the quadratic field Ql(J11). 
Namely, if m = p =1= 2 is a prime number, then the value of Xn(P) = G) shows 
whether P splits into a product of two prime ideals (p) = p) P2 in Ql(J11) 
(this happens if G) = 1), remains prime (if G) = -1), or ramifies (p) = p 2 

(if G) = 0, i.e., pin). (See [Borevich and Shafarevich 1966].) We say that Xn 
is the quadratic character associated to the field Ql(J11). 

It is not surprising that the character corresponding to the field Ql(.Jn) 
appears in the formula (5.7) which links L(En, s) with L(E), s). In fact, 
if we allow ourselves to make a linear change of variables with coefficients in 
Ql(J11), then we can transform En: y2 = x 3 - n2x to E): y'2 = X'3 - x' by 
setting y = nJ11y', x = nx'. One says that En and E) are isomorphic "over 

the field Ql(J11)." 
Returning now to the expression (5.6) for L(En' s), we see that it can also 

be written as a sum over elements of ?L[i] rather than ideals. We simply note 
that every nonzero ideal has four generators, and so appears four times if 
we list elements instead of ideals. Thus, 

and 

L(En' s) = ~ L in(x)(Nx)-S 
XEI[ij 

- L 
4 a+biEI[ij 

(a + bi)x~(a + bi) 
(a 2 + b2y 

(5.8) 

where X~ was defined in (3.3)-(3.4). (The sums are over nonzero x, a + bi.) 
Notice the analogy between the sum (5.8) and Dirichlet L-series. The only 

differences are that the number ring is ?L[i] rather than ?L, and our Hecke 
character in(x) includes an ordinary character X~(x) (with values in the roots 
of unity) multiplied by x. 

We now proceed to show that L(En' s) can be analytically continued to the 
left of Re s = t in fact, to an entire function on the whole complex plane; 
and that it satisfies a functional equation relating L(En' s) to L(En' 2 - s). 



§5. The Hasse-Weil L-function and its functional equation 83 

Since L(E", s) is a "two-dimensional" sum over Z[i] ~ Zl, i.e., over pairs 
of integers rather than integers, it follows that we shall need to look at 
Fourier transforms, the Poisson summation formula, and theta-functions 
in two variables. We shall give the necessary ingredients as a sequence of 
propositions whose proofs are no harder than the analogous results we 
proved in the last section for the case of one variable. 

Since the definitions and properties we need in two dimensions are just 
as easy to state and prove in n dimensions, we shall consider functions on [R". 

For now, n will denote the number of variables (not to be confused with 
our use of n when writing E,,: y1 = X3 - n 2x, X,,, etc.). We will use x = 

(Xl' ... , X,,) and y = (YI' ... , y,,) to denote vectors in [R". As usual, we let 
X· Y = XIYI + ... + X"y", Ixi = -Jx· x. We shall also use the dot-product 
notation when the vectors are in en; for example, if n = 2 we have X· (l, i) = 
Xl +x1i. 

Let Y' be the vector space of functions f: [R" -> C which are bounded, 
smooth (i.e., all partial derivatives exist and are continuous), and rapidly 
decreasing (i.e., IxINf(x) approaches zero whenever Ixl approaches infinity 
for any N). For fE Y' we define the Fourier transform!: [R" -> C as follows 
(where dx denotes dxldx1 ... dx,,): 

j(y) = f e-l1tiX·Yf(x)dx. 
o;!" 

This integral converges for all Y E [R", and j E Y'. 

Proposition 9. Let f: [R" -> C, g: [R" -> C be functions in Y'. 

(l) If a E [R" and g(x) = f(x + a), then g(y) = el1tia·Yj(y). 
(2) If a E [R" and g(x) = e21tia'xf(x), then g(y) = Jcy - a). 
(3) If bE [R, b > 0, and g(x) = f(bx) , then g(y) = b-"j(y/b). 
(4) Iff(x) = e- 1tX•x, thenj = f 

Proposition 10 (Poisson Summation Formula). IfgEY', then 

L gem) = L gem). 

(5.9) 

The proofs of Propositions 9 and 10 are completely similar to those of pro­
perties (1)-(3) of the Fourier transform in one variable and Propositions 5 
and 6 of the last section. One simply has to proceed one variable at a time. 

IfwEC" andfEY', we let W· iJ~fd=fWlfxL + w 2 :: + ... + w,,::. 
e 1 2 n 

Proposition 11. IffEY' and 9 = W· a:J. then g(y) = 2niw' y j(y). 

PROOF. Since both sides of the equality are linear in w, it suffices to prove 
the proposition when W is the j-th standard basis vector, i.e., to prove that 
the Fourier transform of J%f(x) is 2niyJ(y). This is easily done by sub-
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stituting iJ~.f(x) in place off(x) in (5.9) and integrating by parts with respect 
to thej-thJvariable (see Problem 5(a) in the last section). 0 

F or the rest of this section, we take n = 2 in Propositions 9-11, and we 
return to our earlier use of the letter n in En' Xn' etc. 

Theorem. The Hasse- Wei! L-function L(En' s) for the elliptic curve En: 
y2 = x 3 - n2x, which for Re s > ~ is defined by (5.1), extends analytically 
to an entire function on the whole complex s-plane. In addition, let 

Let 

1 '12 {32n 2, n odd; N=4n = 
16n2 , n even. 

A(S).kf (f:Y r(s) L (En , s). 

Then L(En' s) satisfies the functional equation 

A(s) = ± A(2 - s), 

(5.10) 

(5.11) 

(5.12) 

where the "root number" ± I is equal to 1 ifn == 1,2,3 (mod 8) and is equal 
to - 1 if n == 5, 6, 7 (mod 8). 

PROOF. The proof is closely parallel to the proof of analytic continuation 
and the functional equation for Dirichlet L-series with odd character, which 
was outlined in Problem 5 of the last section. Namely, we express L(En' s), 
written in the form (5.8), in terms of the Mellin transform of a two-dimen­
sional version of the theta-function Ba(t) defined in Problem 5(c). We shall 
use the letter u rather than a to avoid confusion with the use of a in (5.8). 

Thus, let u = (u 1 , U 2)EIR2 , where urtz2, and let tEIR be positive. Let w 
be the fixed vector (1, i) E 1[:2, so that, for example, m' w = m1 + m2i for 
mEZ2. We define: 

BJt) = L (m + u) . w e~1ttlm+uI2; (5.13) 
mE Z2 

(5.14) 
meZ2 

Regarding u and t as fixed, we find a functional equation for Bu(t) by 
means of the Poisson summation formula (Proposition 10); to obtain Bu(t) 
on the left side of Proposition 10, we choose 

g(x) = (x + u) . w e~1ttlx+uI2. (5.15) 

To find the Fourier transform of g(x), and hence the right side of the Poisson 
summation formula, we proceed in several steps, writing f(x) = e~1tlxI2, 
gl(x)=f(Jtx), g2(X)=W'c~gl(X), and finally g(X)=2;tg2(X+U). We 
have: 
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j(y) = e-1tIYI2 by Proposition 9, part (4); 

gl(y) = r 1e-(1t/t)IYI 2 by Proposition 9, part (3); 

g2 (y) = 2nit-1w . y e-(1t/tJiYI 2 by Proposition 11; 

g(y) = - it- 2w' y e21tiu'Ye-(1t/t)IYI2 by Proposition 9, part (1). 

8S 

If we now evaluate g(m) for mE Z2, and sum over all m, we obtain the func­
tional equation 

-i (1) 8it) = [Z8 u t . (S.16) 

We now consider the Mellin transform of 8u(t): S~ tS8it)'¥, and show that 
the integral converges to an entire function of s. First, for large t it is easy 
to bound the integrand by something of the form e-ct , using the fact that 
1m + ul 2 is bounded away from zero, since u is not in Z2. Next, for t near 
zero one uses the functional equation (S.16) and a bound for 8"(f) of the 
form e-c/t , where we use the fact that the only term in (S.14) with Iml2 = 0 
vanishes because of the factor m' w. These bounds make it a routine matter 
to show that the integral converges for all s, and that the Mellin transform 
is analytic in s. 

If we now take Re s > ~, we can evaluate the Mellin transform integral 
term by term, obtaining a sum that begins to look like our L-function: 

foo dt foo dt t S8u(t)t = I (m + u) . w tSe-1ttlm+uI2 t-
o mE z2 0 

= n-Sr(s) I (m + u) . w 
1m + ul 2S 

mEZ2 

(see (4.6)). 

Now for Re s > t we can rewrite L(En' s) as a linear combination of these 
sums with various u. 

We now suppose that n is odd. The case n = 2no even is completely similar, 
and will be left as an exercise below. We take w = (1, i). Ifwe use (S.8) and 
recall that X~(x) depends only on x modulo n' = (2 + 2i)n, and hence, a 
fortiori, only on x modulo 4n, we obtain: 

L(En' s) = 1 I x~(a + bi) I 1+ bi + 4nm
l
' 2w, 

4 0:5a,b<4n mEZ2 (a, b) + 4nm S 

= 1(4 )1-2S " '( + b') " (m + (in, in))' w 
4 n L... Xn a I L... I b I . 

O:::;a,b<4n mEZ2 m + (:n' 4n) 2s 

Thus 

n-sr(s)L(En's) = -41 (4n)1-2s I x~(a + bi) foo tS8a/4n ,b/4n(t) dt. (S.17) 
0:5a,b<4n 0 t (a,b)*(O,O) 

Since the integral inside the finite sum is an entire function of s, as are the 
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functions (4n)I-Zs and nS/r(s) , we conclude that L(En' s) has an analytic 
continuation to an entire function of s. 

Moreover, we can transform this integral using the functional equation 
(5.16) and replacing t by +: 

J oo tSe (t/t = _ iJoo tS-Zea/4n.b/4n(!) dt = _ i Joo tZ-sea/4n.b/4n(t) dt . 
a/4n. b/4n t t t t 

o 0 0 

In the entire function (5.17) we now suppose that Re 2 - s > t (i.e., Re s < ~) 
so that we can evaluate this last integral as an infinite sum. Using (4.6) again, 
inserting the definition (5.14), and interchanging summation and integration, 
we obtain 

Joo tZ-Sea/4n,b/4\t) ~t = n S - Zr(2 - s) I m' we(2ni/4n)m'(a.b)l m l- 2(Z-S). 
o mE~ 

Thus, for Re 2 - s > t, the right side of (5.17) is equal to 

-'(4 )1-2S S-2r(2_ )!" m'w S 
Inn s 4 L.. ImI2 (Z-S) m 

mE 7J.2 

(5.\8) 

where for mE7!..2 

Srn.kf I x~(a + bi)e(2ni/4n)m.(a.b). (5.19) 
O:::;a,b<4n 

Lemma. If m 1 + m2i is not in the ideal (I + i), then Sm = 0; whereas if 
m 1 + m 2i = (1 + i)x with xE7!..[i], then Sm = 2x~(x)g(X~), where g(X~) is the 
Gauss sum defined in Proposition 4 of§II.3 (see (3.9». 

Before proving the lemma, we show how the functional equation in the 
theorem follows immediately from it. Namely, if we make the substitution 
m' w = m 1 + m2i = (I + i)x in the sum in (5.18), the lemma gives us 

" m' w S " 2(1 + i)x '() ( ') 
L.. I 12 (2-s) rn = L... 1(1 .) IZ(z-s)Xn x g Xn 

mEJ'.2 m XEZ[,] + I X 

= (l + i)2s - 1 (~2)(2 + 2i)n I Xn(x)(Nx)-(2-S) 
XEZ[i] 

by Proposition 4. But this last sum is 4L(En' 2 - s), by (5.8). Bringing this 
all together, we conclude that for Re 2 - s > t the right side of (5.17) is 
equal to 

-i(4n)I-2Sns-zr(2 - s)(l + i)2S - 1 (~2)(2 + 2i)nL(En, 2 - s) 

(5.20) 

= (~2) ns-zr(2 _ s)(8n2)1-SL(En, 2 - s). 

On the other hand, if we bring the term (IN/2), over to the right in the 
functional equation (5.11 )-(5.12) in the theorem, we find that what we want 
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to prove is: 

n-sr(s)L(En, s) = ( --,/) (JNj2)-S(2ny-2(JN)2-Sr(2 -- s)L(En, 2 -- s) 

= (~2)(N/4)1-SnS-2r(2 -- s)L(En, 2 -- s). 

And this is precisely (5.20). 
Thus, to finish the proof of the theorem for odd n, it remains to prove 

the lemma. 

PROOF OF LEMMA. First suppose that m 1 + m 2 i is not divisible by I + i. This 
is equivalent to saying that m l and m 2 have opposite parity, i.e., their sum 
is odd. Now as a, b range from 0 to 4n, the Gaussian integer a + bi runs 
through each residue class modulo (2 + 2i)n exactly twice. Each time gives 
the same value of x~(a + bi), since x~(a + bi) depends only on what a + bi 
is modulo n' = (2 + 2i)n. But meanwhile, the exponential terms in the two 
summands have opposite sign, causing the two summands to cancel. To see 
this, we observe that if a l + bl i and a2 + b2 i are the two Gaussian integers 
in different residue classes modulo 4n but the same residue class modulo 
(2 + 2i)n, then a l + bl i -- (a2 + b2i) == (2 + 2i)n (mod 4n), and so 

e(27ti/4n)m'((a"b,)-(a2 ,b2» = e(27ti/4n)m'(2n,2n) = e7ti(m, +"'2) = --1. 

This proves the first part of the lemma. 
Now suppose that m l + m2i = (1 + i)x. Note that m . (a, b) = m l a + m 2b 

= Re«ml -- m2i)(a + bi» = Re«l -- i)x(a + hi». Hence, the exponential 
term in the summand in Sm is rfJ(x(a + hi», where 

rfJ(x) = e27ti Re(x/n') 
def 

(with n' = (2 + 2i)n). Since X~ is a primitive character modulo (2 + 2i)n 
(see Proposition 3), we can apply Problem 9(a)-(b) of §II.2. Since the sum­
mation in (5.19) goes through each residue class modulo (2 + 2i)n twice, 
we have 

Sm= 2 x~(a + bi)rfJ(x(a + bi» 
a+bidc[ij/(2+2i)n 

This proves the lemma, and hence the theorem (except for some slight 
modifications in the case of even n, which will be left as an exercise). 0 

In the problems we shall outline a proof of the analogous theorem in 
the case of an elliptic curve, namely y2 = x 3 + 16, which has complex multi­
plication by another quadratic imaginary integer ring, namely ZEro], where 
ro = --i + iiJ3. There is one additional feature which is needed because 
we end up summing not over Z[i], which can be thought of as Z2, but 
rather over a lattice which is the image of Z2 under a certain 2 x 2-matrix. 
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So we have to apply Poisson summation to a function much like the function 
in this section, but involving this matrix. 

We conclude this section by mentioning two references for a more general 
treatment of the theory of which we have only treated a few special cases. 
First, in C. L. Siegel's Tata notes [Siegel 1961] (see especially pp. 60~72) 
one finds L-functions whose summand has the form 

Znim'u P(m + v) 
e (Q[m + v]y+g/z' 

where mE 7L", U, V E fR", Q is the matrix of a positive definite quadratic form, 
and P is a "spherical polynomial with respect to Q of degree g". The case 
we needed for L(E", s) was: n = 2, Q = (6 7), P(XI' Xz) = Xl + iXl' 9 = 1. 
In Problem 8 below we have the case Q = (lh Ie), P(XI' Xz) = (w + 1/2)XI 
+ (w/2 + l)xz (where w = -1/2 + i-J3/2), 9 = 1. 

In [Lang 1970, Chapters XIII and XIV], two approaches are given to this 
topic. In Ch. XIII, the approach we have used (originally due to Hecke) 
is applied to obtain the functional equation for the Dedekind zeta-function 
of an arbitrary number field. This is a generalization of Problems 2 and 6 
below. However, the case of more general Hecke L-series is not included in 
that chapter. A quite different approach due to J. Tate-using Fourier 
analysis on p-adic fields-is given in Ch. XIV of Lang's book. 

PROBLEMS 

1. Finish the proof of the theorem for n even. 

2. (a) Find a functional equation for e(l) = Lmd" e-ntlml', I> O. 
def 

(b) The Dedekind zeta-function of a number field K is defined as follows: 

(K(S) = I U\JI)-S, 
def 

where the sum is over all nonzero ideals 1 of the ring of integers of K. This sum 
converges for Re S > I (see [Borevich and Shafarevich 1966, Ch. 5, §IJ). Let 
K = lfJ(i). Prove that (K(S) is an entire function except for a simple pole at s = I 
with residue n/4, and find a functional equation relating (K(S) to (K(l - s). 

3. For u and v in [R2, let 

Find a functional equation relating e~(I) to e~t'm. 

4. (a) In the situation of Proposition II, express the Fourier transform of (w' -/;ff(x) 
in terms of ley) for any nonnegative integer k. 

(b) Suppose that k is a nonnegative integer, UE [R2 is fixed with U ¢ 7L 2 , t > 0 is fixed, 
and IV = (1, i) E IC 2. What is the Fourier transform of 

g(x) = «x + u)· J1.fe-nt,x+u,'? 

(c) With k, u, I, w as in part (b), define: 



§S. The Hasse-Wei I L-function and its functional equation 

eu.k(t) = L «m + u)' w)ke-rrtlm+ul'; 
mE&:.2 

eu.k(t) = L (m· w)ke2rrim'ue -rr'lm l'. 
mEtl2 

Find a functional equation relating eu.k(t) to eU.ket). 

89 

(d) Suppose that I is a fixed ideal of Z[i], and x: (Z[i]/l)* -> C* is a nontrivial 
character. Outline (without computing the details) how one would prove that 
the function LXEJ'[i]XkX(x)(Nx)-S extends to an entire function of s (if X were 
trivial, there would be a simple pole at s = 1), and satisfies a functional equation 
relating its value at s to its value at k + I - s. 

(e) Explain why any Heeke L-series for Z[i] is essentially of the form in part (d). 

5. Letf: IRn -> C,fE g. 
(a) For MEGLn(IR), let M' denote the transpose matrix, and let M* = (M- I )', Let 

g(x) = f(Mx). Express g(y) in terms of Jcy). 
(b) Let L be a lattice in IRn; equivalently, L is of the form L = MZn, where ME 

GLn(IR), i.e., L is obtained by applying some matrix M to the elements in the 
standard basis lattice zn. Let L' be the "dual lattice" defined by: L' = {YE 
IRnlx' yE Z for all XE L}. First show that L' is a lattice. Then prove a functional 
equation relating LxE1J(X) to LyEL.j(y). 

6. Let w = -1 + 1V3· 
(a) Let M = (01 -:~/2). Show that the lattice L = Z[w] c C = il~2 is L = MZ2. What 

y 3/2 

are M * and L'? Show that L', considered as a lattice in C, is twice the "different" 
ofZ[w], which is defined as {XE i1J(w)ITr(xy) EZ forallyE'Z[w]}. HereTr x = 
x +x= 2 Rex. 

(b) Prove that 

(c) Let K = i1J(w). Prove that (K(S) extends meromorphically onto the complex s­
plane with its only pole a simple pole at s = 1. Find the residue at the pole, and 
derive a functional equation for (K(S). 

(d) With K as in part (c), prove the identity: (K(S) = (s)L(X, s), where X is the 
nontrivial character of (Z/3Z)*. 

(e) Use part (d), the theorem in §II.4, and Problem 5(e) of §II.4 to give another 
proof of the functional equation in part (c). 

7. Let E be the elliptic curve y2 = x 3 + 16. Let w = -1 + ~V3. 
(a) Show that the reduction mod p of y2 = x 3 + 16 is an elliptic curve over IF p if and 

only if p =1= 2, 3. For such p, recall that the Euler factor at p is (I - 2ap p-s + 
pJ-2s)-J, where (1- 2apT+pT 2 ) is the numerator of Z(E/lFp; T). Show that 
for p =1= 2, 3 this factor is 

IT (I - lX~egPNp-s)- 1, 
P 

where the product is over all (one or two) prime ideals P of Z[w] dividing (p) 
and lX~eg P is the unique generator of P such that lX~eg P == I (mod 3). 

(b) When p = 3, define the Euler factor at 3 to be simply 1, as we did for En: y2 = 
x 3 - n2 x when pl2n. When p = 2, at first glance it looks like we again have 
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y2 = x\ and so we might be tempted to take 1 for the Euler factor at 2 as well. 
However, this is wrong. When one defines L(E, s), if there exists a II)-linear 
change of variables that takes our equation E: y2 = x 3 + 16 in 1P'5 to a curve C 
whose reduction mod p is smooth, then we are obliged to say that E has good 
reduction at p and to form the corresponding Euler factor from the zeta-func­
tion of Cover IFp. In Problem 22 of §II.2, we saw that y2 = x 3 + 16 is equivalent 
over II) to y2 + y = x 3, a smooth curve over 1F2 whose zeta-function we computed. 
Show that the Euler factor at p = 2 is given by the same formula as in part (a). 

(c) For XEZ[WJ prime to 3, letX(x) = (~w)jbe the unique sixth root of 1 such that 
xx(x) == 1 (mod 3). Let X(x) = 0 for x in the ideal (.j=3). Show that 

L(E s) =! I x(x)x. 
, 6 XE J'[wl(Nx)' 

(d) Let 

where Tr x = x + X = 2 Re x. Verify that t/t(x) is an additive character of 
Z[ w J/3 satisfying the condition in Problem 9 of §II.2 (i.e., that it is nontrivial on 
any larger ideal than (3)). Find the value of g(X, t/t) = L XE J'[wl/3 X(x)t/t(x), where 
X is as in part (b). 

8. (a) Let IV = (1, w), uE[R;2 ~ Z2, and t > 0 be fixed. What is the Fourier transform 
of g(x) = (x + u) ·\t··e-ntl(x+u).wl'? 

(b) Let BuCl) = LmEJ',g(m), where g(x) is as in part (a). Find the Mellin transform 
¢(s) of 

I x(a + bw}8u(t). 
u~(a/3.b/3) 
O:'5;a,b< 3 

(c) Prove that L(E, s) is an entire function, where E: y2 = x 3 + 16 is the elliptic 
curve in Problem 7. 

(d) Prove the functional equation A(s) = A(2 ~ s) with 

A(s) = (127)' r(s)L(E, s). 
cter 2n 

§6. The critical value 

The value at s = I of the Hasse-Weil L-function L(E, s) of an elliptic curve 
E is called the "critical value". When we have a functional equation relating 
L(E, s) to L(E, 2 - s), the point s = I is the "center" of the functional 
equation, in the sense that it is the fixed point of the correspondence s +--> 2 - s. 
The importance of this critical value comes from the following famous 
conjecture. 

Conjecture (B. J. Birch and H. P. F. Swinnerton-Dyer). L(E, I) = 0 if and 
only if E has infinitely many rational points. 

In this conjecture E is any elliptic curve defined over Q. In the general 
case it has not even been proved that it makes sense to speak of L(E, 1), 
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because no one has been able to prove analytic continuation of L(E, s) to 
the left of the line Re s = l However, analytic continuation and a functional 
equation have been proved for any elliptic curve with complex multiplication 
(see Problem 8 of §I.8), of which our En are special cases, and for a broader 
class of elliptic curves with a so-called "Wei! parametrization" by modular 
curves. (It has been conjectured by Weil and Taniyama that the latter class 
actually consists of all elliptic curves defined over Q.) 

We shall call the above conjecture the "weak Birch-·Swinnerton-Dyer 
conjecture", because Birch and Swinnerton-Dyer made a much more detailed 
conjecture about the behavior of L(E, s) at s = 1. Namely, they conjectured 
that the order of zero is equal to the rank r of the group of rational points 
on E (see the beginning of §I.9). Moreover, they gave a conjectural descrip­
tion of the coefficient of the first nonvanishing term in the Taylor expansion 
at s = I in terms of various subtle arithmetic properties of E. For a more 
detailed discussion of the conjecture of Birch and Swinnerton-Dyer, see 
[Birch 1963J, [Birch and Swinnerton-Dyer 1963, 1965]. [Cassels 1966J, 
[Swinnerton-Dyer 1967J, [Tate 19'14]. 

There is a simple heuristic argument-far from a proof-which shows 
why the weak Birch-Swinnerton-Dyer conjecture might be true. Let us 
pretend that the Euler product for L(E, s) (see (5.1) for the case E = En) 
is a convergent infinite product when s = 1 (which it probably isn't). In that 
case we would have: 

L(E I) - 0 I \ = O-_J~~)-- = 0 L, 
, - I' I - 2a£.pp S + pI 2s s=1 I' P + I - _.a£.p p Np 

where Np = N1.p = P + I - 2a E.p is the number of IFp-points on the elliptic 
curve E considered modulo p. Now as p varies, the Np "straddle" p at a 
distance bounded by 2JP. This is because 2aE .p = rt.p + rip, and the reciprocal 
roots rt.p have absolute value fP (see (2.7) for E = En' and the discussion of 
the Weil conjectures in §I for the general case). Thus, roughly speaking, 
Np ~ p ± JP. If Np spent an equal time on both sides of p as p varies, one 
could expect the infinite product of the pi Np to converge to a nonzero limit. 
(See Problem 1 below.) If, on the other hand, the Np had a tendency to be 
on the Jarge side: Np ~ P + ip, then we would obtain L(E, I) ~ Epp! 
(p + .Jp) = rIp 1/(1 + p-l/2) = O. 

To conclude this heuristic argument, we point out that, if there are 
infinitely many rational points, one would expect that by reducing them 
modulo p (as in the proof of Proposition 17 in §I.9) we would obtain a large 
guaranteed contribu~ion to Np for all p, thereby ensuring this lopsided 
behavior Np ~ P + ~p. On the other hand, if there are only finitely many 
rational points, then their contribution to Np would be negligible for large p, 
so that Np would have the "random" behavior Np ~ p ± ,ip. Needless to say, 
this heuristic argument is not of much help in trying to prove the weak 
Birch-Swinnerton-Dyer conjecture. 

However, there is a remarkable result due to D. Goldfeld which states the 
following [Goldfeld 1982]: if the infinite product 01' (Np/p) does converge to 
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a nonzero limit, then (a) that limit is )2/L(E, 1), i.e., it is equal not to the 
reciprocal of the critical value (as in the above heuristic argument) but rather 
to the reciprocal of the critical value multiplied by )2; and (b) the analogue 
of the Generalized Riemann Hypothesis holds for the Hasse-Wei I L-function 
L(E, S). Because of part (b), no one expects to be able to prove convergence 
of TIp (Np/p) any time soon (even for a single specific case). 

The really convincing evidence to support the conjecture of Birch and 
Swinnerton-Dyer comes not from the above heuristics or computational 
examples, but rather from a series of dramatic partial results in the direction 
of the conjecture. The first breakthrough came in 1977, when Coates and Wiles 
proved that for a large class of elliptic curves, an infinite number of rational 
points implies that L(E, 1) = O. (Other partial results will be discussed briefly 
at the end of the book.) 

Recall from Problem 8 of §I.8 that an elliptic curve is said to have complex 
multiplication if its lattice is taken to itself under multiplication by some 
complex numbers other than integers. 

Theorem (1. Coates and A. Wiles). Let E be an elliptic curve defined over a 
and har:ing complex multiplication. If E has infinitely many a-points, then 
L(E, I) = 0. 

The proof of this theorem is rather difficult (see [Coates and Wiles 1977]), 
and it will not be given here. (The original proof further assumed that the 
quadratic imaginary field of complex multiplication has class number 1, but 
this turned out not to be necessary.) 

Since our curves En have complex multiplication, the Coates-Wiles 
theorem applies, and, in view of Proposition 18 of Chapter I, tells us that 
if L(En , 1) of- 0, then n is not a congruent number. Conversely, if we allow 
ourselves the weak Birch-Swinnerton-Dyer conjecture, then it follows that 
L(En , 1) = 0 implies that n is a congruent number. 

There is one situation in which it is easy to know that L(En , 1) = O. 
Recall that the "root number"-the plus or minus sign in the functional 
equation for L(En , s)-is equal to C2 ) for n odd, and C~) for n = 2no even 
(see the theorem in §5). 

Proposition 12. If n == 5, 6 or 7 (mod 8), and if the ii'eak Birch-Swinnerton­
Dyer conjecture holds for En' then n is a congruent number. 

PRCX)F. According to the theorem in §5, if n == 5, 6, 7 (mod 8), then A(s) = 

- A(2 - .\). where A(s) is given by (5.11). Substituting s = I. we conclude 
that A(l) = -A(I), i.e., A(l) = 0. But by (5.11), A(l) differs from L(En' I) 
by a nonzero factor (namely, .J N/2n). Thus, L(En' I) = 0, and the weak 
Birch-Swinnerton-Dyer conjecture then tells us that En has infinitely many 
a-points, i.e., by Proposition 18 of Chapter L n is a congruent number. 0 

In certain cases, the claim that all n == 5, 6, 7 (mod 8) are congruent num­
bers has been verified without assuming the weak Birch-Swinnerton-Dyer 
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conjecture. A method due to Heegner (see [Birch 1975J) for constructing 
points on En enables one to prove this claim for n equal to a prime or twice 

·a prime. That is, if n is a prime congruent to 5 or 7 modulo 8, or twice a 
prime congruent to 3 mod 4, then n is known to be a congruent number. 

It is interesting to note that even in the cases when Heegner's method 
ensures us that n is a congruent number, the method does not give us an 
effective algorithm for constructing a nontrivial rational point on En' or 
equivalently, finding a right triangle with rational sides and area n. 

Somewhat later, Gross and Zagier were able to improve greatly upon 
Heegner's method. As a special case of their results, they showed that for 
n == 5, 6, 7 (mod 8) the elliptic curve En has infinitely many rational points 
provided that L(En, s) has only a simple zero at s = 1, i.e., L'(En' 1) # O. 
This result represents substantial progress in making Proposition 12 un­
conditional. Moreover, their method is constructive, i.e., it gives you a 
rational point on the curve (equivalently, a right triangle with area n) when 
L'(En' 1) # O. See [Gross and Zagier 1983 and 1986] and [Coates 1986]. 

In the cases when the root number is + 1, we cannot be sure in advance 
whether L(En, 1) is zero or nonzero. So in those cases it is useful to have an 
efficient algorithm for computing L(En' 1), at least to enough accuracy to 
know for certain that it is nonzero. (It is harder to be sure of ourselves in 
cases when the critical value seems to be zero.) We cannot use the series (5.3) 
or (5.8) to evaluate L(En, 1), since they only converge when Re s > l 

So we now turn our attention to finding a rapidly convergent expression 
for L(En' 1). 

Let us return to the functional equation for L(En' s), and give a slightly 
different, more efficient proof. Recall that 

L(En, s) = ~ L Xn(x)(Nx)-S 
XE"'!i] 

with Xn(x) = XX~(x), where X~ was defined in (3.3)-(3.4). Suppose we ask 
the question, "What function F(En, t) has 7er(s)L(En' s) as its Mellin 
transform?" By our usual method using (4.6), we see that the answer is 

F(E t) = l L X (x)e-JttlxI2 
n' def 4 XE",!i] n • 

(6.1) 

We now proceed to find a functional equation for F(En' t), which will then 
immediately give us once again our functional equation for the Mellin 
transform L(En, s). The only difference with our earlier derivation is whether 
we take the character sum before or after applying the functional equation 
(compare with the two derivations in Problems 3 and 5 of §II.4 and in 
Problems 4 and 6 for the functional equation for a Dirichlet L-series). 

Recall that X~(x) is a primitive character of(£, [iJ/n')*, where n' = (2 + 2i)n 
for n odd, n' = 2n for n even. Let a + bi run through some set of coset 
representatives of £' [iJ modulo n', and for each a + bi define a corresponding 
pair (u I , u 2 ) of rational numbers by: U I + u 2 i = (a + bi)/n'. Replacing x by 
a + bi + n'(m· (1, i» for mE£,2, and setting 
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N' = In'12 = N 
4 

(see (5.10», we can rewrite F(En' t) as follows: 

F(En' t) =!!.... L x~(a + bi) L (m + u)· (1, i)e-1tN'tlm+uI2. 
4 a+biEZ[ilfn' mEZ2 

(6.2) 

If we replace t by ,J't> the summand in the inner sum becomes Bu(t) in the 
notation of (5.13). We then use the functional equation (5.16) for Bum. 
As a result we obtain: 

F( En' ~'t) = ~ a~i x~(a + bi)( _it2) ~ m·(1, i)e21tim'ue-1ttlmI2 

= -~t2n' L m'(l, i)e-1ttlmI2 L x~(a + bi)e21tim'u. 
4 m a+bi 

Now m' u = Re«ml - m2i)(u l + u2i» = Re«ml - m2i)(a + bi)ln'). We 
now use Problem 2 of §I1.2 to rewrite the last inner sum as 

x~(ml - m2i) L x~(a + bi)e21tiRe«a+bilfn'l. 
a+bi 

But X~(ml - m2i) = x~(ml + m2i), and the sum here is the Gauss sum g(X~) 
evaluated in Proposition 4 (see (3.9)). We finally obtain: 

( 1 ) i F E - = --t2n'(en') L i (m + m i)e-1ttlmI2 
n'N't 4 mEZ2n 1 2 , 

where the e is (~2) for n odd, i(~~) for n = 2no even. Replacing ml + m2i by 
x E Z [i], we see that the sum is precisely 4F(En' t). Thus, we have 

1 _ {(~2)N't2F(En't)' nodd; 

F( En' N't) - (-1) (6.3) no N't2 F(En' t), n = 2no even. 

We can easily derive the functional equation for L(En' s) from (6.3). We 
shall write ± to denote (~2) for n odd, (~;) for n = 2no even. We have 

1ens)L(En, s) = SoC() tSF(En, t)~t = ± ~, SoC() tS- 2F( En, :'t) ~t 
by (6.3). Making the change of variables u = ,J't, we obtain: 

1ens)L(En, s) = ±N,l-s 100 u2 - SF(En, u/u 
o u 

= ± N tl - sn s - 2 n2 - s)L(En' 2 - s). 

Finally, replacing N,l-s by (jNI2f- 2s and multiplying both sides by 
(jNI2)S, we obtain the functional equation of(5.11)-(5.12). 
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We now use our function F(En' t) in the case when the root number is + 1, 
i.e., n == 1, 2, 3 (mod 8), in order to find a convenient expression for L(En' 1). 
Thus,suppose that 

F ( En, ;'t) = N't2 F(En' t). (6.4) 

We use this functional equation to break up the Mellin transform of F(En' t) 
. . I f 1 Th' 1· h" "f h f mto two mtegra s rom 7;;;- to 00. e pomt .jN' IS t e center 0 t e unc-
tional equation, i.e., the fixed point of the correspondence t f-+ J't. 

We have: 

n-sr(s)L(En' s) = foo tSF(En, t) dt = foo _ + J 1/,'N'tSF(En, t) ~t. 
o t I/v'N' 0 

In the second integral we replace t by J,p and then use (6.4) to write F(En' J't) 
in terms of F(En' t). The result is: 

n-sr(s)L(En' s) = foo (tSF(En, t) + N'1-St2- SF(En, t)/t. 
l/,ff t 

Now set s = I. Multiplying both sides by n, we immediately obtain: 

L(En' 1) = 2nfro F(En' t)dt. 
I I ,rtF 

(6.5) 

Recall that the Hasse-Weil L-function can be written as a Dirichlet series 

L(En' s) = f bm,nm - s, where hm,n = l L Xn(x). (6.6) 
m=l 4 xE.l'[ij 

Nx=m 

Comparing with the definition (6.1) of F(En' t), we see that 

00 

F(En' t) = L bm.ne-ntm. (6.7) 
m=l 

We can now substitute the series (6.7) into (6.5) and integrate term by term. 
(N otice that the procedure below will work only because we have a positive 
lower limit of integration in (6.5); if we tried directly to use the Mellin 
transform, in which the lower limit of integration is 0, we would not have 
convergence.) U sing the formula S:' e-ctdt = fe- ac with a = N'-1/2, C = nm, 
we immediately obtain the following rapidly convergent infinite series for 
L(En' 1). 

Proposition 13. The critical value of the Hasse- Weil L-func~ion of the elliptic 
CUiTe En: y2 = X3 - n2 X for squaref;'ee n == I, 2, 3 (mod 8) is given hy: 

00 b - fI\T' {2n fl, n odd; L(E I) = 2 L -"!..c.'2 e- nm l,N·, where v N = "\I 
n' m=] nl 2n, n even. 

(6.8) 

Here the coefficients bm.n are the Dirichlet series coefficients obtained by 
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expanding 
00 

L(En' s) = n (l - 2aEn ,pp-s + p1-2s)-1 = I bm,nm-S, 
pf2n m=! 

In addition, the absolute value of the coejJzcient bm,n is bounded by (Jo(m)Jiii, 
where (Jo(m) denotes the number oldiuisors ofm. 

PROOF. We have already proved all except for the bound on bm.n . Ifwe write 
the Euler factor in the form (l - app-s)-1(l - app-s)-1, expand each factor 
in a geometric series, and collect coefficients of p -es for each positive integer 
e, we firid that the coefficient of p-es is a; + a;-1ap + a;-2a; + ... + a;. 
This means that, if m has prime factorization m = p1' ... P:', then 

Since lapl = lapl = JP for allp, we immediately obtain the bound 

Ibm,nl:s; rl (ej + l)pJP = (Jo(m)Jiii, 
j=1 

where we have used the easy fact from elementary number theory that (Jo(m) 
is the product of the (ej + I). This completes the proof. 0 

The bound for bm •n is useful in estimating the remainder after we compute 
the series in (6.8) out to the M-th place. In particular, if we find that the 
remainder is less than the value of that partial sum, we may conclude that 
L(En' I) #- O. 

As an example, we treat the case n = 1. The first few Dirichlet series 
coefficients bm for L(E1' s) are given in (5.4). By (6.8), we have 

L(E!, 1) 

= 0.6555143 ... + R 2S ' 

where we have denoted R = 2 L bme-nm j 2.J2 
M m?Mm . 

A very crude estimate for (Jo(m) is 2Jiii (see the problems). Thus, 

IR I:s; 4 I e-nmj2v'2 = 4 . e-nMj2v2. 
M 1 -nj2v·2 m2:M -e 

So R 2S is bounded by 5.2 x 10- 12 . Actually, the convergence is so fast that 
we only needed to evaluate the first term to show that L(E1' 1) #- 0: 

L(E1' 1) = 0.6586 ... + R s, with IRsl:s; 0.023. 

This computation, together with the Coates-Wiles theorem, then tells us 
that 1 is not a congruent number. In fact, this argument undoubtedly qualifies 
as the world's most roundabout proof of that fact, which was proved by 
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Fermat more than three hundred years ago. (See [Weil 1973, p. 270 of Vol. 
III of Collected Papers]; see also Problem 3 of §I.l.) 

The next topic we take up is the systematic study of functions such as 
theta-series which have certain types of functional equations under t f---+ + 
and similar changes of variable. Such functions are called "modular forms". 
Actually, modular forms are functions of the form I. bme2TriZ rather than 
I. bme~"t, but the simple substitution t = - 2iz will transform our theta-series 
from this chapter into what turns out to be modular forms. 

In studying modular forms, we will at the same time be approaching elliptic 
curves from another perspective. But these two aspects of elliptic curves-the 
congruence zeta-function and Hasse-Weil L-series, and the theory of 
modular forms-have combined in recent years to form a richly interlocking 
picture. 

PROBLEMS 

I. In the heuristic argument for the weak Birch-Swinnerton-Dyer conjecture, make the 
following ridiculous assumptions: (i) 12aE.p - II = ..jP; and (ii)(2aE.p - I )/..jP = ± I 
is "evenly" distributed, and happens to coincide with the value at p of a fixed quadra­
tic Dirichlet character X(p) = un for some fixed N. (One of the reasons why these 
assumptions are ridiculous is that 2aE •P is an integer.) Show that then L(E, I) is 
equal to the value L(x. 1) of the Dirichlet L-function at the center of symmetry of its 
functional equation. 

2. Prove that if the root number in the functional equation for L(En' s) is I, then 
L(En,s) has either a nonzero value or else an even-order zero at 5 = I; and if the 
root number is - I. then L(En' s) has an odd-order zero at s = I. 

3. In the notation of Proposition 13 (here we abbreviate bm = bm,n, ap = aEn .p), prove 
that: 
(a) bp=2ap ifp{2n;bp=OifpI2n; 
(b) bm,m, = bm,bm, ifml and m 2 are relatively prime; 

(c) bpdl = 2apbpe - pbpe-l for e ~ 0 (here take blip = 0 when e = 0). 

4. Prove that G'o(m) < 2Jiii for all m, and that m-'G'o(m) -> 0 as m -> 00 for any positive 
c. 

5. Compute L(E2' I) and L(E3' I) to "bout three decimal places of accuracy, verifying 
that they are nonzero. 

6. Prove that L(Elo, I) -+ O. 

7. Suppose you knew a lower bound c for the absolute value of all nonzero L(E., 1), 
n = 1,2,3, , .. squarefree. (No such c is known,) For n very large, what is the order 
of magnitude of M such that you could determine from the first M terms in (6.8) 
whether or not L(En' I) = O? 

8. (a) Write a flow chart for a computer program that evaluates L(En' 1) through the 
M-th term of (6.8) and estimates the remainder. 

(b) If you have a computer handy, use part (a) to find L(E41o 1) to three decimal 
places. 



CHAPTER III 

Modular Forms 

Our treatment of the introductory material will be similar to that in Serre's 
A Course in Arithmetic (Chapter VII), except that we shall bring in the 
"level" from the very beginning. 

§ 1. SL2 (1:) and its congruence subgroups 

For any commutative ring R, the "general linear group" GL2 (R) is defined 
to be the set of matrices 9 = (~ ~) such that det 9 = ad - bc is in R* (the 
multiplicative group of invertible elements of R). It is easy to see that GL2 (R) 
is a group. The "special linear group" SL2 (R) is defined to be the subgroup 
of GL2 (R) consisting of matrices of determinant 1. In this section we shall 
be concerned with the cases R = IR (the real numbers), R = 7L, R = 7L/N7L 
(for a positive integer N). 

Let C denote C u {oo } (i.e., the complex plane with a point at infinity, or 
equivalently the complex projective line [pL also known as the "Riemann 
sphere"). Given an element 9 = (~ ~) E SL 2 (IR) and a point Z E C, we define 

az + b 
gz &f cz + d; goo d=fa/c = lim gz. 

e z-oo 
(1.1) 

(Thus, 9 ( - d/ c) = 00, and if c = 0, then goo = 00.) These maps z I--> gz are 
called "fractional linear transformations" of the Riemann sphere C. It is 
easy to check that (1.1) defines a group action on the set C, in other words: 
gl (g2 Z) = (glg2)Z for all glo g2 E SL2(1R), ZE C. 

Notice that for 9 = -1= Cb _~)ESL2(1R), (l.l) gives the identity map. 
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But ± I are the only matrices which act trivially on C, as we see by supposing 
that z = (az + b)/(cz + d) for all z, i.e., cz2 + (d - a)z - b = 0 for all z, 
which implies that b = c = 0 and a = d; but the only scalar matrices (~ ~) of 
determinant 1 are ± I. Thus, the quotient group SLA~)/ ± I, which is 
sometimes denoted PSL2(~)' acts "faithfully" on C, in other words, each 
element other than the identity acts nontrivially. 

Let H c C denote the upper half-plane H = {zECllm z > O}. It is impor­
tant to note that any g E SL2(~) preserves H, i.e., 1m z > 0 implies 1m gz > O. 
This is because 

I - I az + b _ I (az + b)(cz + d) - 1 + dl- 2 I (d + b ~ m gz - m-- - m 1 12 - cz m a z cz). 
cz + d cz + d 

But Im(adz + bcZ) = (ad - bc)lm z = 1m z, since det g = 1. Thus, 

Imgz=lcz+dl- 2 Imz for g=(: ~)ESL2(~). (1.2) 

Thus, the group SL 2 (~) acts on the set H by the transformations (1.1). 
The subgroup of SL2(~) consisting of matrices with integer entries is, 

by definition, SL2(7L). It is called the "full modular group", and is sometimes 
denoted r. We shall de~ote I" :krr/±I. (Whenever we have a subgroup G 
of SL2 (~), we shall let G denote G / ± I if G contains - I; if - I ¢ G, we set 
G = G.) This group I" = SL2(7L)/±I acts faithfully on H. It is one of the 
basic groups arising in number theory and other branches of mathematics. 

Besides r = SL2 (7L), certain of its subgroups have special significance. 
Let N be a positive integer. We define 

r(N):kf {C ~)ESL2(7L)la == d == 1 (mod N), b == c == 0 (mod N)}. 

(1.3) 

This is a subgroup of r = SL 2 (7L), actually a normal subgroup, because it 
is the kernel of the group homomorphism from r to SL 2 (7L/N7L) obtained 
by reducing entries modulo N. In other words, r(N) consists of 2 x 2 
integer matrices of determinant 1 which are congruent modulo N to the 
identity matrix. Note that r (1) = r. We shall later see that r (N) is analogous 
to the sub semi group 1 + N7L c 7L consisting of integers congruent to 1 
modulo N. r(N) is called the "principal congruence subgroup of level N". 

Notice that 1"(2) = r(2)/±I, whereas for N> 2 we have feN) = r(N), 
because - 1 =1= 1 (mod N), and so - I is not in r(N). 

A subgroup of r (or of f) is called a "congruence subgroup of level N" 
if it contains r(N) (or feN), if we are considering matrices modulo ±I). 
Notice that a congruence subgroup of level N also has level N' for any 
multiple N' of N. This is because r(N) :::> r(N'). We say that a subgroup of 
r (or of f) is a "congruence subgroup" if there exists N such that it is a 
congruence subgroup of level N. Not all subgroups of r are congruence 
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subgroups, but we shall never have occasion to deal with non-congruence 
subgroups. 

F or our purposes the most important congruence subgroups of rare: 

ro(N) ekf {(: ~)Eqe == 0 (mod N)}; (1.4) 

rl(N)ekf {C ~)Ero(N)la == I (mod N)}. (1.5) 

It is easy to check that these are, in fact, subgroups. Note that if (~ ~) E 
r l (N), then since ad - be = 1 and Nle, it follows that ad == I (mod N), and 
hence d == I (mod N). We sometimes abbreviate the definitions (1.3)-(1.5) 
as follows: 

r(N) = {C ~)mod N}; 

ro(N) = {G :)mod N} 
where * indicates the absence of any congruence condition modulo N. 

Whenever a group acts on a set, it divides the set into equivalence classes, 
where two points are said to be in the same equivalence class if there is an 
element of the group which takes one to the other. In particular, if G is a 
subgroup of r, we say that two points Z I' Z 2 E Hare "G-equivalent" if there 
exists g E G such that Z2 = gz I' 

Let Fbe a closed region in H. (Usually, Fwill also be simply connected.) 
We say that F is a "fundamental domain" for the subgroup G of r if every 
Z E H is G-equivalent to a point in F, but no two distinct points Z I, Z 2 in the 
interior of Fare G-equivalent (two boundary points are permitted to be 
G-equivalent). 

The most famous example of a fundamental domain is shown in Fig. 
III. I : 

(1.6) 

Proposition 1. The region F defined in (1.6) is a fundamental domain for r. 

PROOF. The group r = SL2 (&') contains two fractional linear transformations 
which act as building blocks for the entire group: 

T-(I 11): n-+z + I; 
def 0 

(
0 

S-
def 1 

-I) o :Zf-+-ljz. 

(1.7) 
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To prove that every ZEH is r-equivalent to a point in F, the idea is to 
use translations Ti to move a point Z inside the strip -!:s; Re Z :s; !. If it 
lands outside the unit circle, it is in F. Otherwise use S to throw the point 
outside the unit circle, then use a translation Tk to bring it inside the strip, 
and continue in this way until you get a point inside the strip and outside the 
unit circle. We now give a precise proof. 

Let Z E H be fixed. Let r' be the subgroup of r generated by Sand T 
(we shall soon see that actually r = ± r'). If 'I = (~ ~) E r', then 1m yz = 
1m z/lcz + dl 2 by (1.2). Since c and d are integers, the numbers Icz + dl 
are bounded away from zero. (Geometrically, as c and d vary through all 
integers, the complex numbers cz + d run through the lattice generated by 
1 and z; and there is a disc around ° which contains no nonzero lattice 
point.) Thus, there is some 'I = (~ ~) E r' such that 1m yz is maximal. Replac­
ing 'I by Tiy for some suitable j, without loss of generality we may suppose 
that yz is in the strip -! :s; Re yz :s; !. But then, ifyz were not in F, i.e., if 
we had Iyzl < 1, then, by (1.2), we would have: 

1m Syz = 1m yZ/lyzl2 > 1m yz, 

which contradicts our choice of 'I E r' so that 1m yz is maximal. Thus, there 
exists 'I E r' such that yz E F. 

We now prove that no two points in the interior of Fare r -equivalent. 
We shall actually prove a more precise result. Suppose that z 1, Z 2 E Fare 
r -equivalent. Here we are not supposing that z 1 and z 2 are necessarily 
distinct or that they are necessarily in the interior of F. Without loss of 
generality, suppose that 1m z 2 ;::: 1m z 1. Let 'I = (~ ~) E r be such that z 2 = 
yz 1. Since 1m Z2 ;::: 1m z 1, by (1.2) we must have Icz J + d l :s; 1. Since z 1 is in 
F and d is real (in fact, an integer), it is easy to see from Fig. IlL 1 that this 
inequality cannot hold if lei;::: 2. This leaves the cases: (i) c = 0, d = ± 1 ; 
(ii) c = ± 1, d = 0, and ZI is on the unit circle; (iii) c = d = ± 1 and ZJ = 
-!+ ./2 3 ;(iv)c= -d= ±1 andz J =!+ 7. Incase (i),eitheryor -'I 
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is a translation Ti; but such a y can take a point in F to another point in F 
only if it is the identity or if j = ± 1 and the points are on the two vertical 
boundary lines Re z = ±t. In case (ii), it is easy to see that y = ± TaS with 
a = 0 and z 1 and z 2 on the unit circle (and symmetrically located with respect 
to the imaginary axis) or with a = ± 1 and ZI = Z2 = ±t + "';3. In case 
(iii), y can be written as ± P(~ -1), and if such a map takes ZI EF to Z2 EF 
we must have a = 0 and z 2 = Z 1 = - t + 7 or else a = 1 and z 2 = Z 1 + 1 
= t + ,;3. Case (iv) is handled in the same way as case (iii). We conclude 
that in no case can z 1 or z 2 belong to the interior of F, unless ± y is the 
identity and z z = Z l' This proves the proposition. 0 

In the course of the proof of Proposition 1, we have established two other 
facts. 

Proposition 2. Two distinct points z 1, Z Z on the boundary ofF are r -equivalent 
only ijRe ZI = ±t and Z2 = ZI ± 1, or ijZl is on the unit circle and Z2 = -;;~. 

In the next proposition, we use the notation Gz for the "isotropy subgroup" 
of an element z in a set on which the group G acts: by definition, Gz = 

{gEGlgz = z}. 

Proposition 3. If z E F, then r z = ± I except in the following three cases: 

(i) r = ±{I, S} ijz = i; 
(ii) r = ±{I, ST, (ST)Z} ijz = OJ = -t + vi;3 ; 

(iii) r = ± {I, TS, (TS)2} ijz = -iV = t + v;3. 

Both Propositions 2 and 3 follow from the second part of the proof of 
Proposition 1. 

Notice that S2 = -I, (ST)3 = -I, and (TS)3 = -/. Thus, in r = 

SL z (71..)j ± I the elements S, ST, TS generate cyclic subgroups of order 2,3,3, 
respectively; and these subgroups are the isotropy subgroups of the elements 
i, OJ, - iV, respectively. These points in H with nontrivial isotropy subgroups 
are called "elliptic points". 

Another by-product of the proof of Proposition 1 is the following useful 
fact. 

Proposition 4. The group r = SLz (71..)j ± I is generated by the two elements S 
and T (see (1.7)). In other words, any fractional linear transformation can be 
written as a "word" in S (the negative-reciprocal map) and T (translation by 1) 
and their inverses. 

PROOF. As in the proof of Proposition 1, let r' denote the subgroup of r 
generated by Sand T. Let z be any point in the interior of F (e.g. z = 20· 
Let g be an element of r. Consider the point gz E H. In the first part of the 
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proof of Proposition 1, we showed that there exists y E r' such that y(gz) E F. 
But since z is in the interior of F, it follows by Propositions 1 and 3 that 
yg = ± I, i.e., g = ± y-l E r'. This shows that any g E r is actually (up to a 
sign) in r'. The proposition is proved. D 

Thus, any element in r can be written in the form SD'Tb'SD 2 T b2 ••• 

SDITbl, where all of the aj' bj are nonzero integers, except that we allow a l 

and/or b, to be zero; and, since S2 = -I, we may suppose that all of the aj 
equal 1, except that a l = 0 or 1. We may also use the identity (ST)3 = -1 
to achieve a further simplification in some cases. 

We now return to the fundamental domain Ffor r = SL2 (Z). Recall that 
in Chapter I §4 we also had a fundamental domain, in that case a parallel­
ogram II c C for the lattice L. In that case the group was L, the action of 
gEL on a point ZEC was simply g(z) = g + z. Every ZEC is L-equivalent to 
a point in II, and no two points in the interior of II are L-equivalent. In that 
situation we found it useful to glue together the boundary of II by identifying 
L-equivalent points. We obtained a torus, and then we found that the map 
z~(.f.J(z), .f.J'(z» gives an analytic isomorphism from the torus C/L to the 
elliptic curve y2 = 4x3 - g2(L)x - g3(L) (see §I.6). 

In our present situation, with the group r acting on the set H with funda­
mental domain F, it is also useful to identify r-equivalent points on the 
boundary of F. Visually, we fold F around the imaginary axis, gluing the 
point 1 + iy to -1 + iy and the point e27ti9 to e27ti(1/2--9) for y ~ "7 and 
i:$; () :$; t· The resulting set F with its sides glued is in one-to-one corre­
spondence with the set of r -equivalence classes in H, which we denote 
nH. (The notation nH rather than H/r is customarily used because the 
group r acts on the set H on the left.) 

In Chapter I we saw how useful it is to "complete" the picture by including 
a point or points at infinity. The same is true when we work with nH. 

Let jj denote the set H U { 00 } U 10. That is, we add to H a point at infinity 
(which should be visualized far up the positive imaginary axis; for this 
reason we sometimes denote it ioo) and also all of the rational numbers on 
the real axis. These points {oo} U 10 are called "cusps". It is easy to see that 
r permutes the cusps transitively. Namely, any fraction a/e in lowest terms 
can be completed to a matrix (~ ~) E r by solving ad - be = 1 for d and b; 
this matrix takes 00 to a/c. Hence all rational numbers are in the same 
r -equivalence class as 00. 

If r' is a subgroup of r, then r' permutes the cusps, but in general not 
transitively. That is, there is usually more than one r'-equivalence class 
among the cusps {oo} U 10. We shall see examples later. Bya "cusp of r'" 
we mean a r'-equivalence class of cusps. We may choose any convenient 
representative of the equivalence class to denote the cusp. Thus, we say that 
"r has a single cusp at 00", where 00 can be replaced by any rational number 
a/e in this statement. 

We extend the usual topology on H to the set jj as follows. First, a funda-
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iC 

ale 

Figure III.2 

mental system of open neighborhoods of 00 is Nc = {z E HI 1m Z > C} U { 00 } 

for any C> O. Note that if we map H to the punctured open unit disc by 
sending 

Zf---+q = e21tiz 
def ' 

(1.8) 

and if we agree to take the point 00 E H to the origin under this map, then 
Nc is the inverse image of the open disc of radius e- 21tC centered at the origin, 
and we have defined our topology on H U {oo} so as to make this map (l.8) 
continuous. 

The change of variables (l.8) from Z to q plays a basic role in the theory of 
modular functions. We use (1.8) to define an analytic structure on H U {oo}. 
In other words, given a function on H of period 1, we say that it is mero­
morphic at 00 if it can be expressed as a power series in the variable q having 
at most finitely many negative terms, i.e., it has a Fourier expansion of the 
form 

fez) = I ane2rtinz = I anqn, (1.9) 
nE~ He&:. 

in which an = 0 for n « O. We say thatf(z) is holomorphic at 00 if an = 0 
for all negative n; and we say that fez) vanishes at 00 if fez) is holomorphic 
at 00 and ao = O. More generally, if fez) has period N, then we use the map 
Zf---+QN&fe21tiz/N to map Hu {oo} to the open unit disc. We then express 
fez) as a series in qN, and say that it is meromorphic (is holomorphic, vanishes) 
at 00 if an = 0 for n « 0 (respectively, for n < 0, for n ::; 0). 

Next, near a cusp alcE II) c H we define a fundamental system of open 
neighborhoods by completing a, c to a matrix rx = (~ S) E r and using rx to 
transport the Nc to discs which are tangent to the real axis at alc (see Fig. 
111.2). In other words, with this topology, to say that a sequence Zj approaches 
alc means that rx- 1 Zj approaches ioo, i.e., that 1m rx- 1 Zj approaches infinity 
in the usual sense. Notice, by the way, that the topology near the rational 
numbers alc does not agree with the usual topology on the real line, i.e., a 
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sequence of rational numbers which approaches ajc as real numbers will 
not approach ajc in our topology. 

Let F denote the fundamental domain F with r -equivalent boundary 
points identified and with the cusp 00 thrown in. Thus, the points of Fare 
in one-to-one correspondence with r -equivalence classes in fl. We take the 
topology on Fwhich comes from the topology on fl. That is, by a small disc 
around an interior point of F we mean a disc in the usual sense; by a small 
disc around 00 we mean all points lying about the line 1m Z = C, where Cis 
large; by a small disc around a boundary point -! + iy we mean the half­
disc contained in F together with the half-disc of the same radius around 
! + iy which is contained in F; and so on. Thus, Fhas an analytic structure 
coming from the usual structure on H, except at 00, where it comes from 
the usual structure at 0 after the change of variable (1.8). 

In Chapter I we found that the Weierstrass .f.J-function gave us an analytic 
isomorphism of ejL with an elliptic curve in lJDi. In our present situation, 
we shall later see that a certain function (called the 'j-invariant") gives an 
analytic isomorphism between F = nfl and the projective line (Riemann 
sphere) IJD~. 

We now look at fundamental domains for subgroups r' c: r. Suppose 
that [r: r'] = n < 00, so that r can be written as a disjoint union of n 
co sets r = U:'=l (Xir'. I claim thatF' = U:'=l (Xi l Fwill serve as a fundamental 
domain for r'. Let us verify that every Z E H is r' -equivalent to a point in 
F'; the verification that no two interior points of F' are r' -equivalent will 
be left as an exercise (see below). Let ZE H. Since Fis a fundamental domain 
for r, we can find YEr such that YZEF. Then for some i we have Y = (XiY' 
with y' E r', and hence y' Z E (Xi l F c: F', as desired. Roughly speaking, F' is 
n times as big as F because there are one n-th as many elements y' E r' which 
one can use to move Z around. 

There are many possible choices of the (Xi in the coset decomposition in the 
previous paragraph. In practice, we shall always try to choose the (Xi so that 
the resulting F' is simply connected. 

As an example, let us find a fundamental domain F(2) for r' = r(2). 
(We shall use the notation F(N) to mean any fundamental domain for r(N), 
Fo(N) to mean any fundamental domain for ro(N), etc.) Since r(2) is the 
kernel of the surjective map SL2ClL) -+ SL2ClLj27L), and since SL2(7Lj27L) = 
GL2 (7Lj27L) is isomorphic to S3 (see Problem 6 of §I.8), it follows that 
[r: r(2)] = 6. As coset representatives of r modulo r(2) let us choose: 

(Xl=I=(~~} (X2=T=G~} 
-1). 

o ' 
-1). 

o ' 

-1). 
1 ' -~). 
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Figure I1I.3. A fundamental domain F(2) for r(2). 

The resulting fundamental domain F(2) = U?=l 'XjlF is depicted in Fig. 
111.3. Because any fractional linear transformation takes a circle or line to 
a circle or line and preserves symmetry about the real axis, it follows that the 
boundary of any fundamental domain constructed in this way consists of 
vertical lines and arcs of circles centered at rational numbers on the real 
axis. The boundary of the fundamental domain in Fig. 111.3 is made up from 
the vertical lines Re z = -~ and Re z = t the circles of radius 1 centered 
at 0 and - 1, and the circles of radius t centered at t and -1. 

We see that 1(2) has three cusps: x, 0, - I. That is, there are three 
1(2)-equivalence classes of cusps with those three points as representatives. 
Now the etymology of the word "cusp" is clear: geometrically, F(2) has the 
appearance we usually associate with the word "cusp" at the points 0 and 
-I. 

PROBLEMS 

I. Prove that r 1 (N) is a normal subgroup of ro(N) but not of r. Is ro(N) a normal 
subgroup of r~ 
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2. (a) Prove that for any N, the map SLz(Z') -> SLz(Z'/NZ') obtained by reducing the 
matrix entries modulo N is a surjective group homomorphism. 

(b) Prove that for any positive integers M and N, the maps ("'reduction modulo 
N") from SLz(Z'/MNZ') to SLz(Z'/NZ') and from GL 2 (Z'/MNZ') to GLz(Z'/NZ') 
are surjective group homomorphisms. 

3. What is the order of the group (a) GL2(lFq)? (b) SLz(lFqP 

4. (a) What is the kernel of the homomorphism GLz(Z'/peZ') -> GLz(Z'/pZ')? 
(b) What is the order of the group G L z (Z'/ pe Z')? 
(c) What is the order of the group SL 2(Z'/p"Z')') 

5. Let N = p7' ... p;' be the prime factorization of the positive integer N. Show that 
the reductions modulo pji, j = I, ... , r, give isomorphisms 

GLz(Z'/NZ')'::; npLl(Z'/pjiZ') and SL z(Z'/N2)'::; lljSL2(Z'/pjiZ'). 

6. What is the order of the group SL2 (Z'/ NZ')? 

7. Find the indices [L I(N)]. [ll(N): I(N)], [lorN): 11(N)l [lorN): I(N)], and 
[1: lorN)]. 

8. Find a simple isomorphism from I(N) to a subgroup oflo(Nz) having index ¢(N) 
in lo(Nz). In particular, 1(2) and 10(4) are isomorphic. 

9. Suppose that 11 and lz are two subgroups of finite index in 1, and 11 = (l12a- 1 for 
someaEGLz(iIJ). If F2 is a fundamental domain for lz, prove that aF2 is a fun­
damental domain for 11 . 

10. Using the previous problem, draw a fundamental domain for 10(4). 

II. Suppose that f = Ui=1 ajf', where f' is a subgroup of index n in f. Let F' = 
Ui=1 at F. Show that no two distinct points in the interior of F' are f' -equivalent. 

12. Describe all congruence subgroups l' of level 2, i.e., all groups contained between 
1 and 1(2): 1(2) C l' C 1. For each such 1', find a simply connected fundamental 
domain by taking a suitable part of the fundamental domain F(2) for 1(2) that was 
given in the text. 

13. (a) Prove that ±S and T2, with Sand Tas in (1.7), generate one of the subgroups 
of level 2 in the previous problem. That group was denoted (5j(2) by Heeke. 

(b) Prove that TST and T 2 generate fO (2) = {c: ~) mod 2} ; and that T and STz S 
dcf 

generate 10 (2). 
(c) Prove that the elements T Z and ST- z S generate F(2). 
(d) Prove that T and ST- 4 S generate Fo(4). 

14. (a) Prove that the following is a complete set of coset representatives {aJ for 
loCpe) in 1, i.e., 1 = Uajlo(pe) is a disjoint union: 

I; T-kS, k=O,I, ... ,pe-l; ST-kpS, k=,1,2, .... pe- I -I. 

(b) Use part (a) to draw a fundamental domain for 10(4). 
(c) Using part (a), describe a fundamental domain for lo(p), Draw the fundamen­

tal domain for 10(3). 

15. Suppose 11 and lz are subgroups of finite index in 1 having fundamental domains 
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FI and F 2 • respectively. Does FI C F2 imply that r l ::::J r 2 ? (Give a proof or 
counterexample. ) 

16. (a) The assertion at the end of the section that r(2) has 3 cusps (i.e., that there are 
three r(2)-equivalence classes of cusps) does not immediately follow from the 
appearance of the fundamental domain, because boundary points of the fun­
damental domain may be r(2)-equivalent. But prove directly that 00, 0, -I 
are r(2)-inequivalent to one another. 

(b) How many cusps does each of the congruence subgroups in Problem 12 have? 

17. Let {rlj } be a complete set of coset representatives for f' in f, where r' is a sub­
group of finite index in r. Show that the cusps of r' are among the set {rli l oo}, but 
that rlj- l 00 and rl;;l 00 are r' -equivalent if and only if there exists n E Z such that 

rl;;l TnrljE f'. 

18. Prove that ro(p) has two cusps 00 and 0; and that ro(p2) hasp + 1 cusps: 00,0, 

and -I/kp for k = 1, ... ,p-l. 

§2. Modular forms for SLz (£:) 

Definition. Letf(z) be a meromorphic function on the upper half-plane H, 
and let k be an integer. Suppose that j(z) satisfies the relation 

f(yz) = (cz + dlf(z) for all y = (: ~)ESL2(Z), (2.1) 

In particular, for the elements y = T= (bD and y = S = (_~ b), (2.1) gives 

fez + 1) = fez); 

f( -liz) = (-z)kf(z). 

(2.2) 

(2.3) 

Further suppose that fez) is "meromorphic at infinity". Recall that this 
means that the Fourier series 

fez) = L anqn, where q = ehiz , (2.4) 
nEil' 

has at most finitely many nonzero an with n < O. Then fez) is called a 
"modular function of weight k for r = SLz(Z)". 

If, in addition,/(z) is actually holomorphic on H and at infinity (i.e., an = 0 
for all n < 0), then fez) is called a "modular form of weight k for r = 
SLz(Z)". The set of such functions is denoted Mk(r). 

Ifwe further have ao = 0, i.e., the modular form vanishes at infinity, then 
fez) is called a "cusp-form of weight k for r". The set of such functions is 
denoted Sk(r). (The use of the letter S is traditional, and comes from the 
German "Spitzenform" for "cusp-form". Cusp-forms are sometimes also 
called "parabolic forms".) 
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Finally, the expansion (2.4) for a modular function fez) is called its 
"q-expansion" . 

We first make some easily verified remarks about these definitions. 

Remarks. 1. If k is odd, there are no nonzero modular functions of weight 
k for r. We see this by substituting Y = C6 _?) in (2.1). So in this section we 
shall always suppose that k is even. 

2. Since dI: = fz{(az+ b)/{cz+d» = {cz+d)-2,wecanrewrite{2.l)in 

the form: (dI:)kI2f{yz) = f{z) , i.e.,f{z)(dz)kI2 is invariant when z is replaced 
by yz. From this we see that if (2.1) holds for Yl and Y2, then it holds for 
Yl Y2· Since all of r is generated by Sand T, this means that (2.2)-{2.3) 
imply (2.1). 

3. The conditions are preserved under addition and scalar multiplication, 
i.e., the sets of modular functions, forms, and cusp-forms of some fixed 
weight are complex vector spaces. In addition, the product of a modular 
function (or form) of weight kl and a modular function (respectively, form) 
of weight k2 is a modular function (respectively, form) of weight kl + k 2 ; 
and the quotient of a modular function of weight k 1 by a nonzero modular 
function of weight k2 is a modular function of weight kl - k 2. In particular, 
the set of modular functions of weight zero is a field. 

4. If k = 0, then the condition (2.1) says that fez) is invariant under 
r = SL 2 {Z), i.e., it may be considered as a function on r\H. If k = 2, then 
the differential formf{z)dz on H is invariant under r, i.e.,f{yz)dyz = f{z)dz, 
since dyz/dz = (cz + d)-2. 

EXAMPLE (Eisenstein series). Let k be an even integer greater than 2. For 
z E H we define 

Gk{z) tkf .t~ (mz ~ nr (2.5) 

where the summation is over pairs of integers m, n not both zero. If we let 
L z denote the lattice in C spanned by 1 and z, then this is a familiar definition 
from Chapter I (see (6.3) of Chapter I). That is, the function Gk{z) in (2.5) 
is what we then denoted Gk{Lz). The new point of view in this chapter is to 
think of Gk(z) = Gk{Lz) as functions of z, not merely as coefficients in the 
Laurent expansion of the Weierstrass .f.J-function. (The letter z was used in 
a different way in §6 of Chapter I.) 

Because k is at least 4, the double sum (2.5) is absolutely convergent, and 
uniformly convergent in any compact subset of H. Hence Gk(z) is a holo­
morphic function on H. It is also obvious that Gk{z) = Gk{z + 1), and that 
the Fourier expansion (2.4) has no negative terms, because Gk(z) approaches 
a finite limit as z -+ ioo : 

litp L' (mz + n)-k = L n-k = 2(k). 
Z--+IOO m.n n=l=O 
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Finally, we easily check that 

Z-kGk( -liz) = L' (-m + nz)-k = Gk(z), 
m,n 

i.e., Gk(z) satisfies (2.3). We have proved 

Proposition 5. 
GkEMk(r)· 

We now compute the q-expansion coefficients for Gk • We shall find that 
these coefficients are essentially the arithmetic functions of n 

(2.6) 

Proposition 6. Let k be an even integer greater than 2, and let z E H. Then the 
modular form Gk(z) defined in (2.5) has q-expansion 

( 2k 00 ) Gk(z) = 2(k) I - Bkn~l (1k_l(n)qn , 

where q = e2"iz, and the Bernoulli numbers Bk are defined by setting 

x 00 Xk 

-x-= L Bk!· e - I k=O k. 

(2.7) 

(2.8) 

(Note. Our notation is slightly different from Serre's in A Course in 
Arithmetic. Basically, he uses 2k where we use k.) 

PROOF. The logarithmic derivative of the product formula for sine is 

I oo( I I) n cot(na) = - + L -- + -- , 
a n=l a + n a - n 

aEH. (2.9) 

Ifwe write the left side as ni(e"ia + e-1tia)/(e1tia - e-1tia) = ni + 2ni/(e21tia - I), 
multiply both sides by a, replace 2nia by x, and expand both sides in powers 
of x (using (2.8», we obtain the well-known formula for (k): 

(2ni)k Bk 
(k) = --2- k! for k > 0 even. (2.10) 

Next, if we successively differentiate both sides of (2.9) with respect to a 
(see Problem 8(d)-(e) of §II.4) and then replace a by mz, we obtain: 

f 1 k = (2~il , f nk-le21tinmz = - 2k (k) f dk-1qdm 
n=-oo(mz+n) (k l)'n=l Bk d=l 

(where we have used (2.10) and replaced n by d and e21tiz by q). Thus, 
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Collecting coefficients of a fixed power qn in the last double sum, we obtain 
the sum in (2.6) as the coefficient of qn. This completes the proof. 0 

Because of Proposition 6, it is useful to define the "normalized Eisenstein 
series", obtained by dividing Gk(z) by the constant 2(k) in (2.7): 

Ek(z) = 2} k) Gk(z) = I - ~k ~ O"k-l (n)q". 
~( kn=l 

(2.11) 

Thus, Ek(z) is defined so as to have rational q-expansion coefficients. The 
first few Ek are: 

00 

E4 (z) = 1 + 240 L 0"3(n)qn; 
n=1 

00 

E6(Z) = 1 - 504 L 0"5 (n)qn ; 
n=l 

00 

E 8 (z) = 1 + 480 L 0"7 (n)qn ; 
n=l 

00 

E 10 (z) = 1 - 264 L 0"9(n)qn; 
n=l 

00 

E I4 (Z) = 1 - 24 L 0"13 (n)qn. 
n=1 

An alternate way of defining the normalized Eisenstein series is to sum only 
over relatively prime pairs m, n in (2.5): 

1 1 
Ek(z) = - L k' 

2 m.nEl' (mz + n) 
(m.n)=1 

(2.12) 

where (m, n) denotes the greatest common divisor. The equivalence of (2.12) 
and (2.11) will be left as an exercise (see below). 

EXAMPLE (The discriminant modular form .-1(z)). Recall from our study of 
the Weierstrass &;J-function of a lattice L that one defines g2(L) = 60G4 (L), 
g3(L) = 140G6 (L) to be the coefficients occurring in the differential equation 
satisfied by the so-function (i.e., in the equation of the elliptic curve corre­
sponding to L; see (6.8)-(6.9) in §J.6). Now let us define g2(Z) = g2(Lz ), 

g3(Z) = g3(Lz ) for ZEH. That is, 

(2.13) 

Then g2(Z) and g3(Z) are modular forms for r of weight 4 and 6, respectively. 
Since (4) = n4 /90 and (6) = n6 /945, we can express gz and g3 in terms of 
the normalized Eisenstein series E4 and E6 as follows: 
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(2.14) 

The discriminant of the elliptic curve corresponding to Lz-a function 
of the lattice which is nonvanishing for all nontrivial lattices, i.e., in all cases 
when the cubic polynomial 4X3 - g2(Lz )x - g3(Lz ) has distinct roots-is 
given by (see Problem 2 of §I.6) 

(2n)12 
,:1(z) = g2(Z)3 - 27g3(Z)2 = 1728 (E4(Z)3 - E6(Z)2). (2.15) 

By Remark 3 following the definition of a modular form, we see that ,:1(z) 
is a modular form of weight 12 for r. Moreover, because both E4(Z) and 
E6(Z) have constant term Go = 1 in their q-expansions, we see that the 
constant term in (2.15) is zero, i.e., ,:1(z) is a cusp-form. It is the first example 
of a cusp-form that we have seen. We shall later see that it is the cusp-form 
of lowest possible weight for r. 

The q-expansion of (2n)-12,:1(z) has rational coefficients, and the first 
coefficient is easily computed to be 1 (use: E4 = 1 + 240q + ... , E6 = 
1 - 504q + ... ). We shall later prove a remarkable product formula, due 
to Jacobi, for this discriminant function. 

The example of Eisenstein series gives us one modular form for every even 
weight starting with 4. It might seem unfortunate to have to pass up 2. Is 
there any Eisenstein series that can be salvaged in the case k = 2? 

It turns out that there is, but the normalized Eisenstein series E2 is not 
a modular form. We use the same definition as for the other Eb except that 
the double sum when k = 2 is not absolutely convergent, and we must take 
care with the order of summation. Note that in the proof of Proposition 5, 
when showing that Z-kGk( -liz) = Gk(z), we needed to reverse the order of 
summation over m and n. Because this change of order of summation is no 
longer justified when we only have conditional convergence, it turns out 
that E2 fails to transform "correctly" under Zf-+ -1/z. E2 satisfies a slightly 
more complicated transformation rule, a rule that will be used in important 
ways later. 

Thus, we define (here' means that n#-O if m = 0) 

1 0000 1 
E2(Z)=-~ L L' 2 

2((2)m=-oon=-00(mz + n) 

3 00 1 
=1+zL L 2 n m*on=-oo(mz+n) 

(2.16) 

6 00 00 1 
=1+zL L 2' n m=\ n= -00 (mz + d) 

The inner sums clearly converge for any z E H and any m; and, once we 
obtain a different expression for the inner sums, we shall see that the outer 
sum over m then converges absolutely. As in the proof of Proposition 6, 
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we find that for any fixed m = 1,2,3, ... 

I 1 2 = -~'(2) I dqdm, where q = e 2ltiZ • 
n=-oo(mz + n) B2 d=l 

This gives us 
00 00 

E 2 = 1 - 24 I I dqdm. 
m=ld=l 

Since Iql < 1, it is easy to see that the double sum over m and d is absolutely 
convergent. Collecting coefficients of qn by summing over all divisors d of n, 
we obtain: 

00 

E2 = 1 - 24 I 0"1 (n)qn. (2.17) 
n=l 

As in the case of the higher Ek , E2 is a holomorphic function on H which 
is periodic of period 1 and holomorphic at infinity. In order for it to be a 
modular form of weight 2 for r, all we would need in addition is for 
z- 2 E2( -liz) to equal E2(Z). From (2.16) we find that 

Z-2 E2( -liz) = 2'~2) m=~oo ntoo (-m ~ nz)2 
(2.18) 

=1+ 32 I 
IT n= - 00 

Thus, the extent to which E2 fails to satisfy the "right" mle is a reflection 
of the alteration produced by reversing the order of summation. We now 
compute this "error term". 

Proposition 7. 

(2.19) 

PROOF. The proposition says that 12/2niz is the difference between the double 
sum (2.18) and the double sum (2.16). Suppose we introduce a "correction 
term" am •n inside both double sums which causes the double sums to be 
absolutely convergent. In that case, the order of summation of the "cor­
rected" double sums does not make any difference, i.e., the two "corrected" 
double sums are equal. It then follows that the difference between (2.18) 
and (2.16) is equal to the difference between LmLnam.n and LnLmam.n. The 
idea is to choose am •n to be a term close to (mz + n)-2 but which is easier to 
sum. 

Let us take 

1 
am.n = am.n(z) = (mz + n - l)(mz + n) (mz + n - 1) (mz + n)· 
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Since the difference between (mz + n)-2 and am," is I/(mz + n)2(mz + n - I), 
it follows that the following "corrected" £z is absolutely convergent: 

_ 3 W (I ) 
£2(Z) = I + 2 I I 2 - am "(z) 

n micO"~-OO (mz + n) , 

=I+-II-~+-II--- , 37] I 3 ex; (I I) 
n2micOll~_oo(mz+n)2 nZmicO"~-OO mz+n mz+n-I 

But since the last inner sum telescopes to zero, we have: £z(z) = £2(Z). 
Because the double sum for £2 is absolutely convergent, we have 

3 oc (I ) £2(Z) = I + 2 I I 2 - am,"(z) 
n "~"GOmicO (mz + n) 

(2,20) 
xc 

I I am,"(z), 
n=-OCm:;t-O 

So it remains to evaluate this last double sum, 
Now this double sum differs from the sum in (2,18) by an absolutely 

convergent series. As in the derivation of (2.17), we find that for n > 0 

I __ I __ =..!... I 1 = _..!... _ 4n2 I de- 2rrid"/z 
micO (mz - n)2 Z2 micO (-n/z + m)2 n2 Z2 d~l . 

Since -liz is a fixed element of H, we see that the outer sum over n in (2.18) 
converges absolutely. Thus, the same is true for Lll Lm am,"Cz). This justifies 
writing 

oc l\/ 

I I am."Cz) = lim I I am.ll (z) 
n= -OJ mi:::O lV-x n= -1'1-+-1 m::;tO 

N 

= lim I I am."(z). 
N-C!J mi:-0 n= -l\/+l 

The last inner sum telescopes to I/(mz - N) - I/(mz + N), and by (2.9) 
we have 

( I I) 2°C( I I) m~o mz - N - mz + N = Z m~l -::... Nlz + m + - Nlz - 111 

= ~ ( n cot ( _ n;) + ~ ). 
We conclude that the double sum is equal to 

2n . 2n. .e- 21(iN/z + I 2ni 
---:;- hm. cotC - nN Iz) = -:;- hm /- 21(iN/z I = --_- . 

.:.., :'\/-oc .:.. l\i-oc e - L 

Substituting this into (2.20) gives: 

___ -2 6i _ --2£ 1/-) Jl. £2("') - ~ £2( -liz) + -- - ~ 2( - ~ - 2 .. 
nz 1[IZ 

This completes the proof of Proposition 7, D 



§2. Modular forms for SL 2 (7L) 

Ar------------......,lI 

.p 

1/, 
1- o 

( ; 
F· W 

1/2 

Figure IlIA. Contour for the proof of Proposition 8. 
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The next result will playa basic role in determining the spaces Mk(r) and 
Sk(r) of modular forms and cusp-forms of given weight for r, and it will 
also be useful in proving that two modular forms defined in different ways 
are actually the same in certain cases. 

Proposition 8. Let fez) be a nonzero modular function 0(" weight k for r. 
For P E H, let vp(f) denote the order of zero (or minus the order 0(" pole) 
off(z) at the point P. Let vooU) denote the index of the first nonvanishing 
term in the q-expansion olf(z). Then 

(2.21) 

(Note. It is easy to check that ['p(f) does not change if P is replaced by 
yP for }'Er.) 

PROOF. The idea of the proof is to count the zeros and poles in r\H by 
integrating the logarithmic derivative of fez) around the boundary of the 
fundamental domain F. More precisely, let C be the contour in Fig. IlIA. 
The top of C is a horizontal1ine from H = 1 + iT to A = -1 + iT, where T 
is taken larger than the imaginary part of any of the zeros or poles of fez). 
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(Note. That this can be done, i.e., that fez) does not have poles or zeros 
with arbitrarily large imaginary part, follows from the fact that the change 
of variables q = e27[iz makesf(z) into a meromorphic function of q in a disc 
around q = 0.) The rest of the contour follows around the boundary of F, 
except that it detours around any zero or pole on the boundary along circular 
arcs of small radius e. This is done in such a way as to include every r­
equivalence class of zero or pole exactly once inside C, except that i and w 
(and Sw = - ill) are kept outside of C if they are zeros or poles. In Fig. 111.4 
we have illustrated the case when the zeros and poles on the boundary of F 
consist of i, w (and hence also Sw), one point P on the vertical boundary 
line (and hence also the r-equivalent point on the opposite line), and one 
point Q on the unit circle part of the boundary (and hence also SQ). 

According to the residue theorem, we have 

_1 f F(z) dz = L vp(f) 
2ni C fez) PerlH.Ni.w . 

(2.22) 

On the other hand, we evaluate the integral in (2.22) section by section. 
First of all, the integral from A to B (see Fig. 111.4) cancels the integral 
from G to H, becausef(z + 1) = fez), and the lines go in opposite directions. 
Next, we evaluate the integral over HA. To do this we make the change 
of variables q = e27[iz. Let Jcq) = fez) = Lanqn be the q-expansion. Since 
F(z) = d~Jcq)*, we find that this section of the integral in (2.22) is equal to 
the following integral over the circle of radius e- 27[T centered at zero: 

_1 J dljdq dq. 
2ni f(q) 

Since the circle is traversed in a clockwise direction as z goes from H to A, 
it follows that this integral is minus the order of zero or pole of Jcq) at 0, 
and this is what we mean by -voo(f). 

To evaluate the integral over the arcs BC, DE, and FG, recall the derivation 
of the residue formula. If fez) has Laurent expansion cm(z - a)m + ... near 
a, with Cm # 0, then F(z)/f(z) = z~a + g(z), with g(z) holomorphic at a. 
If we integrate F(z)/f(z) counterclockwise around a circular arc of angle () 
centered at a with small radius e, then as e --> 0 this integral approaches mi() 
(the usual residue formula results when () = 2n). We apply this to the section 
of (2.22) between Band C, letting e --> O. The angle approaches n/3, and so 
we obtain - 2~Jvw(f)in/3) = -vw(f)/6. (The minus sign is because the 
arc BC goes clockwise.) In the same way, we find that as e --> 0 the part of 
(2.22) from D to Ebecomes -vi(f)/2, and the part between Fand G becomes 
-v_wCf)/6 = -vw(f)/6. 

What remains is the integral from C to D and from E to F. Combining 
the above calculations, we find from (2.22) that the left side of (2.21) is 
equal to that remaining section of the left side of (2.22). Thus, to prove 
Proposition 8, it remains to show that in the limit as e --> 0 
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_1 f. j'(z) dz + _1 r j'(z) dz --+.!.. 
2ni CD J(z) 2ni J EF J(z) 12 

(2.23) 

To compute the sum of these two integrals, we note that the transformation 
S: Zl--+ -liz takes CD to EF, or more precisely, to FE, i.e., Sz goes from F 
to E along the contour as z goes from C to D along the contour. The desired 
formula (2.23) will follow from the following more general lemma. 

Lemma. Let y = e ~) E r, with c"# 0, and let J(z) be a meromorphic 
Junction on H with no zeros or poles on a contour C c H. Suppose that 
J(yz) = (cz + d)kJ(Z). Then 

r j'(z) dz - f j'(z) dz = -kf dz (2.24) Jc J(z) yC J(z) C Z + (die)' 

The required equality (2.23) follows immediately from the lemma, where 
we set y = S = (? -A), note that S(CD) = FE, and compute that as 6 --+ 0 

1 r dz f1/4 1 
2ni JCD Z --+ 1/3 de = -12 (where z = e21ti6). 

PROOF OF THE LEMMA. Differentiating 

J(yz) = (cz + dtJ(z), (2.25) 

we obtain 

j'(yZ)d': = (cz + d)kj'(Z) + kc(cz + dt-1J(z). (2.26) 

We now divide (2.26) by (2.25): 

j'(yz) dyz = j'(z) dz + k~. 
J(yz) J(z) cz + d 

Thus, the left side of (2.24) is equal to 

f. j'(z) dz - j'(yz) dyz = -kf ~. 
C J(z) J(yz) C cz + d 

This completes the proof of the lemma, and of Proposition 8. 

We now derive several very useful consequences of Proposition 8. 

Proposition 9. Let k be an even integer, r = SL2 (7L). 

(a) The only modular Jorms oJweight OJor r are constants, i .. e., Mo(r) = C. 
(b) Mk(r) = 0 ifk is negative or k = 2. 

o 

(c) Mk (r) is one-dimensional, generated by Ek, if k = 4, 6, 8, 10 or 14; in other 
words, Mk(r) = CEkJor those values oj k. 

(d) Sk(r) = 0 if k < 12 or k = 14; S12(r) = CA; and Jor k> 14 Sk(r) = 
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~Mk~12(l) (i.e., the cusp forms of weight k are ohtained hy multiplying 
modularforms of weight k - 12 by thr function ,:1(z». 

(e) Mk(l) = Sk(l) EB CEdar k > 2. 

PROOF. Note that for a modular form all terms on the left in (2.21) are 
nonnegative. 

(a) LetfE Mo(l), and let c be any value taken by fez). Thenf(z) - c E Mo(l) 
has a zero, i.e., one of the terms on the left in (2.21) is strictly positive. 
Since the right side is 0, this can only happen if fez) - c is the zero 
function. 

(b) If k < 0 or k = 2, there is no way that the sum of nonnegative terms on 
the left in (2.21) could equal kjl2. 

(c) When k = 4,6,8, 10, or 14 we note that there is only one possible way 
of choosing the vp(f) so that (2.21) holds: 

for k = 4, we must have vw(f) = I, all other vp(f) = 0; 
for k = 6, we must have Vi(f) = I, all other vp(f) = 0; 
for k = 8, we must have L'w(f) = 2, all other vp(f) = 0; 
for k = 10, we must have vwCf) = vi(f) = 1, all other vp(f) = 0; 
for k = 14, we must have vwen = 2, vi(f) = I, all other vp(f) = O. 

Let 11 (z), 12(Z) be nonzero elements of Mk(r). Since 11(Z) and 12(Z) have 
the same zeros, the weight zero modular function j~ (z)!I~ (z) is actually 
a modular form. By part (a), fl and f2 are proportional. Choosing 
j~(z) = Ek(z) gives part (c). 

(d) ForfESk(r) we have vcrU) > 0, and all other terms on the left in (2.21) 
are nonnegative. Notice that when k = 12 andf=~, (2.21) implies that 
the only zero of ,:1(z) is at infinity. Hence, for any k and anyfESk(l), 
the modular functionf/ ~ is actually a modular form, i.e.,f! ~ E Mk~12(l). 
This gives us all of the assertions in part (d). 

(e) Since Ek does not vanish at infinity, given fE Mk(l) we can always 
su btract a suitable multiple of Ek so that the resulting f - cEk E Mk(l) 
vanishes at infinity, i.e.,f - cEk E Sk(l). 0 

We now prove that any modular form for r is a polynomial in E4 , E6 
(see Problem 5 of §I.6 for a different proof of this fact), 

Proposition ]0. Any fE Mk(l) can he written in the/orm 

fez) = I ci,jE4(z)iE6 (z)j. 
4i+6j=k 

(2.27) 

PROOF. We use induction on k. For k = 4,6,8, 10, 14 we note that E4 , E6 , 

E1, £4E6' £1E6 , respectively, is an element of Mk(l), and so, by Proposition 
9(c), must span Mk(l). Now su}>pose that k = 12 or k> 14. It is clearly 
possible to find i and j such that 4i + 6j = k, in which case E~Ei E Mk(l). 
Given fE Mk(r), by the same argument as in the proof of Proposition 9(e) 
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we can find CEC such thatf - cE!EtESk(r). By part (d) of Proposition 9, 
we can write fin the form 

. . . . (2n)12 3 2 
f = cE~Eg + Afl = cE~Eg + 1728 (E4 - E6 )fl , 

where fl EMk - 12 (r)· Applying (2.27) to fl by the induction assumption 
(with k replaced by k - 12), we obtain the desired polynomial for f 0 

Thej-invariant. We now define a very important modular function of weight 
zero: 

(by (2.14)-(2.15)) (2.28) 

Proposition 11. The function j gives a bijection from r\iJ (the fundamental 
domain with r -equivalent sides identified and the point at infinity included) 
and the Riemann sphere [p>~ = C U {oo}. 

PROOF. In the proof of Proposition 9(d) we saw that A(z) has a simple zero 
at infinity and no other zero. Since g2 does not vanish at infinity, this means 
that j(z) has a simple pole at infinity and is holomorphic on H. For any 
CEC the modular form 1728g~ - CAEM12 (r) must vanish at exactly one 
point PEnH, because when k = 12 exactly one of the terms on the left 
in (2.21) is strictly positive. Dividing by A, we see that this means that 
j(z) - c = 0 for exactly one value of z E r\H. Thus, j takes 00 to 00 and on 
nH is a bijection with C. 0 

Proposition 12. The modular functions of weight zero for r are precisely the 
rational functions of j. 

PROOF. A rational function of j(z) is a modular function of weight zero 
(see Remark 3 at the beginning of this section). Conversely, suppose that 
f(z) is a modular function of weight zero for r. If Zj are the poles of f(z) 
in nH, counted with multiplicity, thenf(z)· TIj(j(z) - j(z)) is a modular 
function of weight 0 with no poles in H, and it suffices to show that such a 
function is a rational function of j. So, without loss of generality we may 
assume thatf(z) has no poles in H. We can next multiply by a suitable power 
of A to cancel the pole off(z) at 00. Thus, for some k we will have A(z)'1(z) E 

M I2k(r). By Proposition 10, we can write f(z) as a linear combination of 
modular functions of the form E!Et/Ak (where 4i + 6j = 12k), so it suffices 
to show that such a modular function is a rational expression in j. Since 
4i + 6j is divisible by 12, we must have i = 3io divisible by 3 and j = 2jo 
divisible by 2. But it is easy to check that EllA and EllA are each of the 
form aj + b, by (2.28); and ElioEljo/Ak is a product of such factors. This 
proves the proposition. 0 
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The definition (2.28) is not the only way one could have defined the 
invariant. It is not hard to see that any ratio of two non-proportional modular 
forms of weight 12 would have satisfied Propositions 11 and 12. But j(z) 
ha-s the additional convenient properties that: its pole is at infinity, i.e., 
it is holomorphic on H; and its residue at the pole is 1, as we easily compute 
from (2.28) that the q-expansion of j starts out t + .... 

Recall that in Chapter I we used the Weierstrass ~.J-function and its 
derivative to identify the analytic manifold C/ L with an elliptic curve in 
IP~. Similarly, in our present context we have used thej-invariant to identify 
nii as an analytic manifold with the Riemann sphere IPb. Proposition 12 
then amounts to saying that the only meromorphic functions on the Riemann 
sphere are the rational functions. Thus, Proposition 12 is analogous to 
Proposition 8 in §I.5, which characterized the field of elliptic functions as 
the rational functions of x = &;7 (z), y = &;7'(z). 

A loose endfrom Chapter I. In Chapter I we defined an elliptic curve over iC 
to be a curve given by an equation of the form yZ = f(x), where f(x) is a 
cubic with distinct roots. We then worked with curves whose equations were 
written in the form 

(2.29) 

for some lattice L. It is not hard to see that a linear change of variables will 
bring an equation y2 = f(x), wheref(x) has distinct roots, into the form 

y2 = 4x 3 - Ax - B with A 3 - 27Bz =1= O. (2.30) 

But in order to write such a curve in the form (2.29) we need to show that a 
lattice L can always be found such that g2(L) = A, g3(L) = B. This was not 
proved in Chapter I, but it is easy to prove now using modular forms. 

In what follows we shall write a lattice L = {mw J + nwz }, where z = 
WJ/W1EH, as follows: L = )L z = {mAz + n)l Here/ = W z. Thus, any lattice 
L is a complex multiple of (i.e., a rotation plus expansion of) a lattice of 
the form L z . 

Proposition 13. For any A, BEiC such that A 3 =1= 27Bl there exists L = ALz 

such that 

gl(L)=A; 

g3(L) = B. 

(2.31 ) 

(2.32) 

PROOF. It follows immediately from the definition of gz that gz(ALz ) = 
;'-4gz (Lz), and similarly g3(ALz ) = ;"-6g3 (LJ. 

By (2.14), we can restate the proposition: there exist .Ie and z such that 
£4(Z) = .le4(3/4n4)A and £6(Z) = A6(27/8n6)B. Let a = 3A/4n4, b = 27B/8n6. 
Then the condition A 3 =1= 27 Bl becomes a 3 =1= b 2 . Suppose we find a value 
of z such that £6(Z)2/£4(Z)3 = b2/a3. Then choose A so that £4(Z) = ),4a , 
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in which case we must have 

E6(Z)2 = b2E4(Z)3/a3 = ).. 12b2, i.e., E6(Z) = ±)..6b. 

Ifwe have + in the last equation, then our values of z and)" have the required 
properties (2.31)-(2.32). If we have -, then we need only replace A by ik 
So it remains to find a value of z which gives the right ratio E6(Z)2/E4(Z)3. 
Now Ei/El = 1 - 1728/), by (2.28). Since)(z) takes all finite values on H, 
and b2 /a 3 f= 1, we can find a value of z such that b2 /a 3 = 1 - 1728/)(z) = 

E6(Z)2/E4(Z)3. This completes the proof. D 

Thus, there was no loss of generality in Chapter I in taking our elliptic 
curves to be in the form (2.29) for some lattice L. 

The Dedekind eta-function and the product formula for ~(z). We conclude 
this section by proving the functional equation for the Dedekind '1-function, 
from which Jacobi's product formula for ~(z) will follow. 

The function '1(z), z E H, is defined by the product 
00 

'1(z) = e21tiz/24 Il (1 - e21tinZ). (2.33) 
n=1 

(In Problem 7 of §IIA we gave another definition, and another proof of the 
functional equation. In the problems below we shall see the equivalence of 
the two definitions.) 

Proposition 14. Let ~ denote the branch of the square root having nonnegative 
real part. Then 

'1( -liz) = .JZ{i'1(z). (2.34) 

PROOF. The product (2.33) clearly converges to a nonzero value for any 
z E H, and defines a holomorphic function on H. Suppose we show that the 
logarithmic derivatives of the left and right sides of (2.34) are equal. Then 
(2.34) must hold up to a multiplicative constant; but substituting z = i 
shows that the constant must be 1. 

Now the logarithmic derivative of (2.33) is 

'1'(z) = 2ni (1 _ 24 00 ne21tinZ) . 
'1(z) 24 Jl 1 - e27rlnz 

If we expand each term in the sum as a geometric series in qn (q = e21tiz), 
and then collect terms with a given power of q, we find that 

'1'(z) = 2ni (1 _ 24 f 0'1 (n)qn) = 2ni E2(:;:)' 
'1(z) 24 n=1 24 

(2.35) 

Meanwhile, the logarithmic derivative of the relation (2.34) that we 
want is: 
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I'd -liz) Z-2 = l.- + 11'(Z). 
11( -liz) 2z I1(Z) 

Using (2.35), we reduce (2.36) to showing that 

E2 ( -1/z)z-2 = ~ + E2 (z), 
2mz 

and this is precisely Proposition 7. 

Proposition 15. 
00 
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(2.36) 

o 

(2n)-12A(z) = q TI (1 - qn)24, q=e2niz . (2.37) 
n=1 

PROOF. Let fez) be the product on the right of (2.37). The function f is 
holomorphic on H, periodic of period 1, and vanishes at infinity. Moreover, 
fez) is the 24-th power of 11 (z), by definition; and, raising both sides of (2.34) 
to the 24-th power, we find thatf( -liz) = z12f(z). Thus,f(z) is a cusp form 
of weight 12 for r. By Proposition 9(d),f(z) must be a constant multiple of 
A(z). Comparing the coefficient of q in their q-expansions, we conclude that 
fez) equals (2n)-12A(z). 0 

Notice the role of the Eisenstein series E 2 (z) in proving the functional 
equation for I1(Z), and then (2.37). The l1-function turns up quite often in 
the study of modular forms. Some useful examples of modular forms, 
especially for congruence subgroups, can be built up from I1(Z) and functions 
of the form I1(Mz). 

The q-expansion in (2.37) is one of the famous series in number theory. Its 
coefficients are denoted ten) and called the Ramanujan function of n, since 
it was Ramanujan who proved or conjectured many of their properties: 

00 00 

L t(n)qn :krq TI (l - qn)24. 
n=1 n=1 

Among the properties which will be shown later: (1) ten) is multiplicative 
(t(nm) = t(n)t(m) if nand m are relatively prime); (2) ten) == all (n) (mod 
691) (see Problem 4 below); (3) t(n)/n6 is bounded. Ramanujan conjectured 
a stronger bound than (3), namely: It(n)1 < n 11 /2ao(n) (where ao(n) is the 
number of divisors of n). The Ramanujan conjecture was finally proved ten 
years ago by Deligne as a consequence of his proof of the Weil conjectures. 
For more discussion of ten) and references for the proofs, see, for example, 
[Serre 1977J and [Katz 1976aJ. 

PROBLEMS 

1. Prove that for k ~ 4: Ek(z) =! I (mz + n)-k. 
m,nE;r 
(m.n)=l 
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2. What is Ez(i)? 

3. (a) Show that E; = E8, E4E6 = E lo , and E6E8 = E14 · 
(b) Derive relations expressing (57 in terms of (53; (59 in terms of (53 and (J5; and (J13 

in terms of (55 and (J 7' 

4. (a) Show that E12 - El = c~, with c = (2n)-12. 26 .3 5 . 72/691. 
(b) Derive an expression for 'ten) in terms of (JII and (J5' 

(c) Prove that 'ten) == (Jll(n) (mod 691). 

5. Prove that E4 and E6 are algebraically independent; in particular, the polynomial 
in Proposition 10 is unique. 

00 naxn 00 

6. (a) Prove the identity I --n = I (Ja(n)xn. 
n~ll-x n~1 

(b) Let a == I (mod 4) be an integer greater than I. Show that E,+1 (i) = 0, and prove 
the following sequence of summation formulas: 

1
1/504, 

~ _n_a_ _ I B - 1/264 
~ e2nn _ I - 2(a + 1) a+1 - , 

n I 1/24, 

7. Letf(z) be a modular form of weight k for r. Let 

g(z) = _I .I'(z) - ~Ez(z)f(z). 
2m 12 

a = 5; 

a = 9; 

a = 13, etc. 

Prove that g(z) is a modular form of weight k + 2 for r, and that it is a cusp form 
if and only if fez) is a cusp form. 

8. (a) Prove that E6 = E4E2 - 2;i E~ and E8 = E6Ez - *E~. 
(b) Derive relations expressing (J5 in terms of (Jl and (J3, and (T7 in terms of (JI and 

(J5 . 

9. Recall the following definitions and relations from Problems 4 and 7 in §II.4. Let 
X be a nontrivial even primitive Dirichlet character mod N. o,efine 

B(X, t) = I x(n)e-nrn', Re t > O. 
n=l 

Then 

B(X, t) = (N 2t)-1/2g(x)8Cx, I/NZt). 

N ow let X be the character mod 12 such that X( ± I) = I, X( ± 5) = - I, and define 
~(z) = B(X, - iz/12) for z E H. Then ~(- liz) = JZTl ~(z). 
(a) Prove that ~(z + 1) = eZni/Z4~(z), and that ~24 E SIZ (r). 
(b) Prove that ~(z) = I/(z). 
(c) Write the equality in part (b) as an identity between formal power series in q. 

(Note. This identity is essentially Euler's "pentagonal number theorem." For a 
discussion of its combinatoric meaning and two more proofs of the identity, 
see [Andrews 1976, Corollaries 1.7 and 2.9]') 

10. Find the j-invariant of the elliptic curve in Problem 3(b) of §I.2, which comes from 
the generalized congruent number problem. What is j in the classical case ), = I? 
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Prove that there is no other value of }. E I(JI for which the corresponding j is an 
integer. It is known that an elliptic curve with nonintegralj cannot have complex 
multiplication. 

§3. Modular forms for congruence subgroups 

Let Y = (~ ~) E r = SLA7L), let/(z) be a function on ii = H u IIJ u {oo} with 
values in IC u {oo}, and let k E 7L. We introduce the notation II [Y]k to denote 
the function whose value at z is (cz + d)~kl«az + b)/(cz + d)). We denote 
the value of II [Y]k at z by I(z) I [Y]k: 

l(z)I[Y]k~f(cz + d)~k/(Yz) for Y = (: ~)Er. (3.1) 

More generally, let GLi(lIJ) denote the subgroup of GL2 (1IJ) consisting 
of matrices with positive determinant. Then we define 

l(z)I[Y]k~/det y)k/Z(cz + d)~kl(Yz) for y = C ~)EGLi(IIJ). 
(3.2) 

For example, if Y = (g ~) is a scalar matrix, we have I I [Y]k = I unless a < 0 
and k is odd, in which case/l[Y]k = -f 

Care should be taken with this notation. For example, by definition 
1(2z) I [Y]k means II[Y]k evaluated at 2z, i.e., (2cz+d)~Y«2az+b)/ 
(2cz + d)). This is not the same as g(z)1 [Y]k for 9 the function defined by 
g(z) =/(2z); namely, g(z)I[Y]k = (cz + d)~kg(yZ) = (cz + d)~kl(2(az + b)/ 
(cz + d)). 

With this notation, any modular function of weight k for r satisfies 
II [Y]k = I for all Y E r. Some functions are invariant under [Y]k for other 
YEGLi(IIJ). For example, recall the theta-function defined in §4 of Chapter 
II: e(t) = LnE;le~rrtn2 for Re t > O. We saw that it satisfies the functional 
equation e(t) = C1/ze(l/t) (where vi is the branch such that JI = 1). We 
define a function of z E H, also called the theta-function, by setting 8(z) = 

e( - 2iz), i.e., 

8(z) = L e2rrizn2 = L qn2 for z E H, 

Substituting - 2iz for t in the functional equation for 0, we have 

8(z) = (2Z/i)~1/z8( -1/4z). 

Squaring both sides and using the notation (3.2), we can write 

(3.3) 

(3.4) 

(3.5) 
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Notice that 

fl[YI Y2]k = UI[YI]JI[Y2]k for YI' Y2 EGL;(Q). (3.6) 

To see this, write (det y)k/2(cz + d)-k in the form (dyzjdz)k/2, and use the 
chain rule. 

We are now ready to define modular functions, modular forms, and cusp­
forms for a congruence subgroup r' c r. Let qN denote e27tiz/N. 

Der-mitioR. Let f(z) be a meromorphic function on H, and let r' c r be a 
congruence subgroup of level N, i.e., r' => r(N). Let kE7i.. We callf(z) a 
modular function of weight k for r' if 

fl[Y]k=f forall YEr', (3.7) 

and if, for any Yo E r = SL2 (7i.), 

f(z) I [YO]k has the form LanqN with an = 0 for n« O. (3.8) 

We call such anf(z) a modular form of weight k for r' if it is holomorphic 
on H and if for all Yo E r we have an = 0 for all n < 0 in (3.8). We call a 
modular form a cusp-form if in addition ao = 0 in (3.8) for all Yo E r. 

Thus, as in the case r' = r treated in §2, a modular "function" is allowed 
to have poles of finite order, a "form" must be holomorphic at all points 
including the cusps, and a "cusp-form" must vanish at all cusps. This 
interpretation of (3.8) as a condition "at the cusps" will be explained below. 

The first condition (3.7) is the obvious analog of the first condition (2.1) 
for modular functions for r. The second condition (3.8) is called "meromor­
phicity" at the cusps ("holomorphicity" if an = 0 for n < 0, "vanishing" 
if an = 0 for n ::;:; 0). We now explain this further. 

Let g = fl[YO]k for some fixed YoEGL~(Q). If f is invariant under r', 
i.e., iffl[Y]k=ffor YEr', then it follows from (3.6) that g is invariant 
under the group Yolr'yo: for all YolYYoEYolr'yo we have gl[YoIYYO]k= 
UI[YO]k)I[YO IYYO]k = fl[YYO]k = UI[Y]k)1 [YO]k = fl[YO]k = g. In particular, 
if Yo E rand r' => r(N), then YOI r' Yo also contains r(N) (since r(N) is 
normal in r), and so g = f I [YO]k is invariant under r(N). Because TN = 
(6 f) E r(N), we have g(z + N) = g(z), and so g = f I [YO]k has a Fourier 
series expansion in powers of qN = e27tiz/N. The content of condition (3.8) 
is that this expansion has only finitely many negative powers of qN (no 
negative powers for holomorphicity, only positive powers for vanishing). 

It may happen that g = f I [YO]k is invariant under a smaller translation 
T\ where hlN, i.e., g(z + h) = g(z). In that case the only powers of qN that 
appear in the Fourier series are powers of qh = q~/h. For example, if Yo = I 
and r' = ro(N), then TEr' and g(z + 1) = g(z). In that case g = fhas an 
expansion in powers of q = qi = q~. On the other hand, for r' = ro(N) 
and Yo = S = (? -6) we have YOI r'yo = rO(N) = {(: ~) mod N}; thus, if 
fis a modular function for ro(N), in general we only have g(z + h) = g(z) 
for h = N, where g = fl[S]k. 
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Any cusp SE iIJ u {oo} can be written in the form s = a-1 00 for some a = 
(~ ~) E r (by writing s = -dlc in lowest terms and finding any solution a 
and b to the equation ad - bc = 1). If we set Yo = a-I in (3.8), the behavior 
of 9 =fl[a-1Jk near 00 (i.e., near qN = 0) is a reflection of the behavior 
off near s, since g(z) = (-cz + a)-,,/«dz - b)/( -cz + a)). 

Proposition 16. The condition (3.8) depends only on the r' -equivalence class 
of s = Yooo. More precisely, ifYl 00 = Y'Yz 00 for some y' E r', then the smallest 
power of qN that occurs in the Fourier expansion of fl [YIJk and fl [YzJk is 
the same. Moreover, if this smallest power is the constant term, then the 
value at qN = 0 is the same for fl[YIJk andfl[YzJk ifk is even; ifk is odd, 
this value may at most change sign. 

PROOF. If Yloo =Y'yzoo, then the element Yl 1Y'Yz Er keeps 00 fixed, in 
which case it must be of the form ± Ti. (Note that (~ ~) 00 = 00 is equivalent 
to c = 0, and the elements ofr with c = 0 are ± Ti.) Thus, we have Yl1y'yz = 
± Ti, so that Yz = ±y'-lY1 Ti. Let g(z) = f(z) I [YIJk = r.anqRr· Sincefl[ -I]k 
=(_l)kj, and fl[y'-lJk=f (because Y'Er'), it follows that fl[YZJk= 
(± l)k(fI[YIJk)I[TiJk = (± l)kg l[PJk' Thus, 

f(z) I [YZJk = (± l)kg(z + j) = (± l)k"LaneZltini/NqRr. 

In other words, the qN-expansion coefficients corresponding to Yz differ 
from those corresponding to Yl only by roots of unity. The proposition now 
follows immediately. 0 

If f is a meromorphic function on H which is invariant under [y'Jk for 
y' E r', and if SE iIJ u {oo} with s = Yo 00, Yo E r, then we say thatfis mero­
morphic (is holomorphic, vanishes) at the cusp s if fl[YoJk has a Fourier 
expansion with only finitely many negative terms (respectively, with no 
negative terms, with no negative terms or constant term). Proposition 16 
says that meromorphicity, holomorphicity, vanishing at s does not depend 
on the choice of Yo for which s = Yo 00, and in fact only depends on the 
r'-equivalence class of s. 

Thus, the condition (3.8) is really a set of conditions, one corresponding 
to each cusp s of r'. (Recall that "cusp of r'" means 'T' -equivalence class 
of cusps".) For example, if r' = ro(p) for p a prime, we saw (Problem 18 
in §III.1) that there are only two cusps 00, O. Thus, the condition (3.8) 
amounts to the two conditions 

fez) = "Lanqn, 

z-kf( -liz) = "Lbnq;, 

q = eZltiz , with an = 0 for n« 0; (3.9) 

q = eZltiz/p with b = 0 for n« O. p , n 

(3.10) 

We call the Fourier series in (3.9) the q-expansion of fat 00, and we call 
(3.10) the qp-expansion of f at the cusp O. If f is holomorphic, we write 
f( (0) for ao and f(O) for bo. Note that f(O) is not the limit of fez) as z ~ o. 
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We let Mk(r') and SkCr') denote the set of modular forms of weight k 
for r' and the set of cusp-forms of weight k for r', respectively. As in the 
case r' = r treated in the last section, it is easy to see that these are a:::-vector 
spaces, that fE Mkl Cr ') and g E Mk2 (r') implies fg E Mkl +k,cr'), and that the 
vector space of weight zero modular functions for r' is a field. Also note 
that if - IE r', then there are no nonzero modular functions for r' of odd 
weight k, since thenfl[ -IJk = -f 

It is immediate from the definition that if r" c r', then a modular func­
tion/modular form/cusp-form for r' is also a modular function/modular 
form/cusp-form for r". 

There are more interesting ways to get modular forms for a congruence 
subgroup r" from forms for another subgroup r'. For example, if j(z) = 

L anqn E Mk(r), then f(Nz) = L anqNn and h(z) = L anx(n)qn (the "twist" of 
f by a Dirichlet character X) turn out to be modular forms, although for a 
smaller congruence subgroup than r. The next proposition gives two im­
portant classes of constructions of this type. In part (b) of the proposition we 
use the notation Mk(N, X) with X a Dirichlet character mod N to denote the 
subspace of Mk(rl (N» (see (1.5» consisting ofj(z) for whichfl [I' Jk = x(d)f 
whenever I' = (~ ~)E ro(N). In particular, for X the trivial character 
Mk(N, XtriJ = Mk(ro(N». 

Proposition 17. (a) Let r' be a congruence subgroup ofr, let ClEGL;(Q), 
and set r" = Cl- 1 r'Cl n r. Then r" is a congruence subgroup of r, and the 
map ff--> f I [Cl Jk takes Mk(r') to Mk(r"), and takes Sk(r') to Sk(r"). In par­
ticular, iffE Mk(r) and g(z) = f(Nz), then g E Mk(ro(N» and one has g( 00) = 
f(oo), g(O) = N -'leO). 

(b) Let X be a Dirichlet character modulo M, and let Xl be a primitive 
Dirichlet character modulo N. If fez) = L::'=o anqn E Mk(M, X) and fXI (Z),kf 
L::'=o anXI (n)qn, then fXI E M k(MN 2 , xxi). Iff is a cusp form, then so is f xl ' In 
particular, if f EMk(ro(M» and Xl is quadratic (i.e., takes values ± 1), then 
fXI EMk(ro(MN 2 ». 

PROOF. (a) We need two lemmas. 

Lemma 1. Let Cl E G L; (Q) have integer entries, and let D = det Cl. If r' :::J 
r(N), then Cl-Ir'Cl:::J r(ND). 

PROOF OF LEMMA 1. Suppose YEr(ND), i.e., I' = 1 -+- ND{3 for some 
2 x 2-matrix {3 with integer entries and det I' = 1. We must show that 
YECl-Ir'Cl, i.e., that r'3ClYCl- I = Cl(1 -+- ND{3)Cl- I = 1 -+- NDCl{3Cl- I. But Cl' = 

DCl- 1 is an integer matrix. Since det ClI'Cl- 1 = det I' = I and ClYCl- 1 = 1 + NCl{3Cl', 
we have ClI'Cl- I E r(N) c r', as claimed. 0 

Lemma 2. Suppose thatf(z) has the property (3.8)for all Yo E r, i.e.,f(z)I [YOJk 
= L::'=no anq~ (where no = 0 if fez) is holomorphic at the cusps, no = 1 iff(z) 
vanishes at the cusps). Then fez) has the same property jll/' all Cl E G L; (Q), 
i.e.,f(z)I [Cl Jk = L::'=ano bnq~D (for some positive integers a and D which depend 
on Cl). 
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PROOF OF LEMMA 2. Since a can be multiplied by a positive scalar without 
affecting [a]k' without loss of generality we may suppose that a has integer 
entries. It is an easy exercise in linear algebra to show that there exists Yo E r = 
SLzCll.) such that Yola = (g ~), where a and d are positive integers. Then 

where 

00 

= (ad)k/Zd- k I aneZltin«az+b)!d)/N 
n=no 

00 

= (a/d)k/Z I aneZ1tibn/dN q~~ 
n=no 

00 

= I bnq~d' 
n=ano 

b ={O 
n (a/ d)k/2 e21tinb/adN an/a 

if a{n; 
if aln. 

This proves the lemma. o 

We now turn to the proof of the proposition. The first assertion in part (c) 
follows from Lemma 1. Now suppose thatfEMk(r'). Then for a-Iy'aEr" 
(where Y'Er') we have (f1[a]k)l[a-Iy'a]k = (f1[y']k)l[a]k =fl[a]k; in 
addition, for Yo E r we have (fl [a ]k)1 [YO]k = fl[ aYO]k' and the condition (3.8) 
holds for fl [a]b by Lemma 2. 

ThusJI [a]k E Mk(r"). Iffvanishes at all of the cusps, then so doesfl [a]b 
by Lemma 2. To obtain the last assertion in Proposition 17(a), we write 
a = (~ ?), g = N-k/Z fl [a ]k' and note that a-I ra n r = r o(N). The values 
at the two cusps 00 and 0 come from the above formula for bn with n = 0 
and a replaced by (~ ?) at the cusp 00 and by (~ ?)S = S(6 ~) at the cusp O. 
This completes the proof of Proposition l7(a). 

(b) Let ~ = eZ1ti/N, and let g = I.f=-J XI (j)~j be the Gauss sum. Then 

N-I 00 (1 N-I ) 

j~, (z) = I~O X I (I) n~o N v~o ~(I-n)v anqn 

1 N-I 00. 

= - I XI (vhl (lV)~lv I anehln(Z-v/N) 
N l,v=O n=O 

N-I 

=!L I XI (v)f(z - v/N). 
N v=o 

Now let Y = (~ ~)Ero(MNZ). We want to examine h,(yz). Let Yv denote 
(6 -~/N). Then for each v and v', 0 .:-=;; v, v' < N, we compute 

-;1 = (a - cv/N b + (v'a - vd)/N - CVV'/NZ) 
YvYYv c d + cv'/N . 
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invariant under [Y]k for Y E r 1 (N). It remains to check the holomorphicity 
condition at the cusps. But [YO]k permutes the GfmodN for YoEr, by (3.13). 
Hence it suffices to show that each Gf is finite at infinity. But 

. !! -k 10 ifa l #0; 
hm Gk (z) = L m 2 = --k'_ 
z~'oo ,!!=!!modN,m,=O L n Ifal-O. 

n::::::a 2 ffiodN 

The sum L n-k over n == a2 mod N converges because k ~ 3. It is essentially 
a "partial" zeta-function. More precisely, 

This completes the proof of the proposition. 

As a special case of (3.13), if we set Y = - I we have 

G;/ = (-I)kGf, 

n~l 
n=amodN 

-k n . 

(3.14) 

o 

(3.15) 

This can also be seen directly from the definition (3.12). Thus, for example, 
G: = 0 if k is odd and 2q == 0 mod N. 

It is now not hard to construct modular forms for any congruence sub­
group r', r :::J r' :::J r(N), out of the Eisenstein series GfmodN. For fixed q, 
the elements Y E r' permute the Eisenstein series Gf', where q' ranges over 
the orbit of q under the action of r', i.e., 

q'Eqr' ~f{qYIYEr'}. 

Let r = # (qr') be the number of elements in the orbit. If F(Xl' ... , Xr) is 
any homogeneous symmetric polynomial in r variables with total degree d, 
and we set Xj = Gtj (where qYj runs through the orbit qr'), then F(Gf'" 
... , GfYr ) is easily seen to be a modular form of weight kd for r'. For 
example, taking F to be Xl + ... + Xr or Xl ... X" we have 

L Gk(o.a2) mod N (Z) E Mk(r o(N)); 
a2 E (?Lj N?L)' 

(3.16) TI G~o,a2)mOdN(z) E M"'(N)k(r o(N)), 
a2 E (?LIN?L)' 

We now compute the qN-expansion for Gf, We shall be especially in­
terested in the cases when a l = 0 or a2 = O. Recall the formula used in 
deriving the q-expansion for Gk in the last section (see the proof of Pro­
position 6): 

L I k = (-I)k-l2(k)~ I: jk-leZrrijz for k ~ 2, 
nE?L(z+n) Bkj=l 

zEH. 

(3.17) 

Let 
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Since gl[TJ8 = g, and [YJk is always trivial, it follows that g is invariant 
under !aTa, as desired. D 

Eisenstein series. Let N be a positive integer. Let g = (a l , a2 ) be a pair of 
integers modulo N. We shall either consider the ai as elements of :£/N:£ or 
as integers in the range ° ::;; ai < N. Let k be an integer at least 3. Let m = 

(m 1 , m 2) denote a pair of integers. We shall think of g and m as row vectors. 
For Z E H we define the "level N Eisenstein series " (corresponding to g and 
k) as follows: 

(3.12) 

If g = (0, 0), we delete the pair m = (0, 0) in the sum (3.12). But there is 
no point in considering the case when g = Q, since, setting m l = Nm, m 1 = 

Nn, we have 

m,nE 7l 

which is the Eisenstein series for r which we already studied in §2. In what 
follows we shall suppose that g =1= (0, 0). 

Notice that we are allowing k 2 3 to be either odd or even. 

PROOF. First, the series (3.12) is absolutely and uniformly convergent for 
Z in any compact subset of H, because k 2 3 (see, for example, Problem 
3 in §1.5). Hence Gf'(z) is holomorphic in H. Now let y = (~ ~) E r. Then 

a;(z) 1 [y], ~ (" + d)-' m~"LN ( az +\ ) , 
-- m---+m 

1 cz + d 2 

1 L k' 
111"'l!modN «mla + m 2c)z + (mlb + m 2d)) 

Let m' = (mla + m1c, mlb + m1d) = (ml m2)(~ ~) =I1J.}. Note that 
modulo N we have m' == gy. Let g' = gy (reduced modulo N). Then the 
maps mt-+m' = my, and m't-+m = m'y-l give a one-to-one correspondence 
between pairs mE:£l with m == g mod N and pairs m' E:£2 with m' == 
g' mod N. This means that the last sum above is equal to Lm'",a' mod N(m~ Z + 
m~)-k = Gf'·(z). Thus, - -

G l!mOdNI[ J - Gl!ymodN c 'r k y k - k lor y E . (3.13) 

If Y E r(N), then by definition y == I mod N, and so gy == g mod N. Thus, 
(3.13) shows that Gf' is invariant under [y Jk for y E r(N). Similarly, if y E 

rl(N) and a l = 0, we have (0, a1)y == (0, a2) mod N, and so G~o,a2)modN is 
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cusp-form of weight k for r o(N) must be a multiple of ('1(z)'1(Nz)l. Here 
'1(z) = e21tiz/24 TIn (1 - qn), q = e27tiz , as in §2. 

Proposition 19. Let f(z) be a nonzero element of Sk(ro(N», where N = 2, 
3, 5, or 11 and k = 8, 6, 4, or 2, respectively, so that k(N + 1) = 24. Then 
f(z) is a constant multiple of g(Z).kf ('1 (z) '1 (NZ))k. 

PROOF. By Proposition 17(a), g(zt+1 = d(z)d(Nz) is an element of 
S24(r o(N)). In addition, g(Z)N+l is nonzero on H, since d(z) i= 0 on H. 
At infinity, g(Z)N+l = qN+l TI (1 - qn)24(l - qNn)24 has a zero of order N + 1 
in its q-expansion. At the cusp zero, we write 

g(zt+1I[S]24 = Z- 24d( -l/z)d( -Nlz) = Z-24Z 12d(z)(zIN) 12d(zIN) 

= N-12q~+1 n (l - q~)24(l _ q~n)24, 

which has a zero of order N + 1 in its qN-expansion. On the other hand, 
since fESk(ro(N)), its q-expansion at 00 is divisible by q, and the qN­
expansion of fl[S]k is divisible by qN. Now (flg)N+1, as a ratio of two 
elements of S24(r o(N», is a modular function of weight zero for r o(N). 
Since g(z) i= 0 on H, this ratio is holomorphic on H. Moreover, the q­
expansion of fN+1 is divisible at least by qN+l, and at zero the qN-expansion 
is divisible at least by q~+l. Hence, the qN+1 in gN+l and the q~+1 in 
gN+ll[5J24 are canceled, and the ratio is holomorphic at the cusps, i.e., 
(flg)N+1 EMo(ro(N». By Proposition 18, (flg)N+1 is a constant, and hence 
fig is also a constant. This completes the proof. D 

Notice that we did not actually prove that g(z) = ('1(z)'1(NZ))k is in 
Sk(r o(N)), unless we can be assured that there exists a nonzero element 
fESk(ro(N)). The same proof, for example, would tell us that any nonzero 
fE S3(r 0(7)) must be a constant multiple of ('1(z)'1(7z») 3 ; but S3(r 0(7» = 0, 
since 3 is odd and -IEro(7). However, for the values of Nand k in Pro­
position 19 it can be shown that dim Sk(ro(N)) = 1 (see Theorem 2.24 and 
Proposition 1.43 in Chapter 2 of [Shimura 1971]). Thus, Proposition 19 
is not vacuous. For N = 2, k = 8 we can see this directly, since we know 
that Tand ST2S = C~ _~) generate 1"0(2) (see Problem 13(b) of§III.l). 

Proposition 20. ('1 (z)'1(2z))S ESs(ro(2)). 

PROOF. Clearly, g(z) = ('1(z)'1(2z))S is holomorphic on H. Its q-expansion 
at 00 is: (e21tiz/24+21ti2z/24)S TI (l - qn)8(1 - q2n)8 = q TI (1 _ qn)8(1 _ q2n)8. 
Using the relation '1( -liz) = JZ{i'1(z), we easily see that g(z) vanishes at 
the cusp 0 as well. It remains to show invariance under [C~ -~)]8. Set 
a = (~ -6). Then C~ _~) = taTa, and 

g(z)l[a]8 = 24(2z)-8('1( -1/2z)'1( -1/z))8 = (2z2)-4(..j2zli'1(2z)JZ{i'1(z»8 

= ('1(z)'1(2Z»8 = g(z). 
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If v' is chosen for each v so that v' a == vd mod N (such a choice is unique, 
because a and d are prime to N), then we have Yv yy;l E r oeM), and so 

N-l 

fx.,(yz) = ~ v~o Xl (v)f(Yvyy;lyv'Z) 

N-l 

= JL L Xl (v)x(d) (cYv'z + d + CV'/N)kf(yv'Z) 
N \.=0 

N-l 

=x(d)(cz+d)kJL L xl(v)f(z-v'/N). 
N v=o 

But Xl(V) = }\ (V')Xl (a)/Xl (d) = xl(d)2Xl(V'). Thus, 
N-l 

j~,(yZ) = xxi(d)(cz + d)k ~ v~o Xl (v')f(z - v'/N) = xxi(d)(cz + dlfxJz), 

and so j~, has the right transformation formula to be in M k (MN 2 , xxD. 
The cusp conditions are verified by the same method as in the proof of part 
(a) of the proposition. Namely, for all y E r,fx, (z)1 [Y]k is a linear combination 
of j"cz) I [Yv y]b and so the cusp conditions follow from Lemma 2. 0 

The next proposition generalizes Proposition 9(a) in the last section. 
Like Proposition 9(a), it is useful in proving equality of two modular forms 
from information about their zeros. 

Proposition 18. Mo(r') = C for any congruence subgroup r' c r. That is, 
there are no non-constant modular forms of weight zero. 

PROOF. LetfE Mo(r'), and let a = f(zo)for some fixed Zo EH. Let r = U IXjr' 
be a disjoint union of cosets, and consider g.Fef n (fl [lXj-1]0 - a), i.e., 

g(z) = n (f(lXj-1Z) - a). (3.11) 

Then g(z) is holomorphic on H, and it satisfies (3.8), because f does. More­
over, given y-lEr we have gl[y-l]o = n(fI[(YlXj)-l]o - a). But since 
fl[lX-l]o does not change if IX is replaced by another element lXy' ElXr', and 
since left multiplication by y permutes the co sets IXjr, it follows that 
{f I [(YIXT1]0} is merely a rearrangement of {fl [lXj-l]o}. Thus, gl [y-l]O = g, 
and we conclude that g E Mo(r). By Proposition 9(a), g is a constant. Since 
the term in (3.11) corresponding to the coset Ir' isf(z) - a, it follows that 
for z = Zo the product (3.11) includes a zero factor. Thus, g = O. Then one 
of the factors in (3.11) must be the zero function (since the meromorphic 
functions on H form a field). That is, f(lX;lZ) - a = 0 for some j and for 
all ZEH. Replacing z by IXjZ, we have:f(z) = a for all zEH, as claimed. 0 

As an example of the applications of Proposition 18, we show that for 
any positive integers Nand k (with k even) such that keN + 1) = 24, a 
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_ (-I)k-l2k(k) . 
Ck&f NkBk 

Then 

G:(z) = b~ + 

133 

if a l #- 0; 
ifa l =0. 

(3.18) 

+N-k(_I)k I I mlz-~+n ( )
-k 

m 1 =-a l modN,m 1 >O nEll N 

= b~ + Ck ( I f: jk-l eZ1tij«m,z+a2)/N) 
m 1 =a 1 ffiodN J=l 

m1>O 

+ (-I)k _ I ~ f-IeZ1tij«m,Z-a2)/N»). 
m1 =-a l modN )-1 

ml>O 

In these computations we had to split up the sum into two parts, with m l 

replaced by -m l for m l negative, because in applying (3.17) with z replaced 
by (mlz ± az)/Nwe need (mlz ± az)/NEH, i.e., m l > O. Now let 

Then 

y; = eZ1ti/N 
S def ' 

G:(z) = b~ + Ck( I t f-l(ja2q~m, 
m1 =a 1 modN )=1 

m 1 >O 

+(_I)k _ I ~jk-l(-ja2q~m,). 
m 1 =-a l modN J-l 

m 1 >O 

(3.19) 

(3.20) 

To find the coefficient b; of q;', it remains to gather together terms with 
jm l = n. We shall only do this in the cases when a l = 0 and az = O. As a 
result, we have the following proposition. 

Proposition 22. Let ck, b~ b (, qN beas in (3.18)-(3.19). For k ~ 3 let G:modN (z) 
be the Eisenstein series (3.12). Then the qN-expansion ofG:modN 

00 

G:(z) = b~,k + I b;,kq;' (3.21) 
11=1 

can be computedfrom (3.20). If C1 = (ai, 0), then for n ~ 1 

(3.22) 
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If (l = (0, a2), then for n ~ I 

b-;.k=O if N{n; 

Thus, for (l = (0, a2) 
jln 

G~0.a2)(z) = bb~·t2) + Ck f (Ljk-l(~ja2 + (_I)k~-ja2») qn, 
n=l jln 

(3.24) 

Proposition 23. If 2(l == (0, 0) mod Nand k is odd, then GfmvdN = 0. Other­
wise, G~0.a2) is nonzero at 00, and G~al'O) has a zero of order min(a1 , N - a1), 
where we are taking a1 in the range ° < a1 < N. That is, for (l = (a 1, 0) the 
first power of qN which occurs in (3.21) with nonzero coefficient is q~l or q;-a 1 • 

PROOF. The first assertion we already saw as a result of (3.15). We now check 
that (3.14) is nonzero (unless NI2a2 and k is odd). If k is even, then we have 
a sum of positive terms. If k is odd and we take ° < a 2 < N, then the sum 
in (3.14) is equal to 

f ( I _ I ) {> ° if a 2 < N/2; 
n=O (a2 + nN)k (N - a2 + nN)k < ° if a2 > N/2. 

Finally, we look for the first possible value of n in (3.22) for which either 
sum in (3.22) is nonzero. That value is n = min(a1 , N - a1 ), where we have 

the possible value j = 1 in one of the two sums. Thus, b~~~' 0) = ± Ck for n = 

min(a1 , N - a 1). This completes the proof. D 

As an application, we show that a certain product of G:modN can be 
expressed in terms of the '1-function. We shall use this result in the next 
section, where we give Heeke's proof of the transformation formula for 0(z). 

Recall the Weierstrass so-function and its derivatives from Chapter I: 

( ) I ", (1 1) SOZ;Wl,W2 =2"+ L... 2- 2 ; 
Z m.nE7L (z + mW1 + nw2) (mw 1 + nw2) 

SO'(Z; W 1 , W2) = -2 L (z + mW1 + nW2)-3; 

k ~ 3. 
m,neZ 

If (l"# (0, 0), we can express GfmodN (z) in terms of SO(k-2) as follows: 

GfmOdN(Z) = N-k L (a1z + a2 + mz + n)-k 
m.nE7L N 

_ (_I)k (k-2)(a 1z+a2. z 1) 
- N k(k-l)!SO N'" 

(3.25) 

This is the value of SO(k-2) for the lattice L z = {mz + n} at a point of order 
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N modulo the lattice, namely (alz + a2)/N. Thus, the Eisenstein series for 
r(N) are related to the values of the derivatives of tJ at division points. 

Now suppose that k = 3. By (3.25), G:(z) can vanish only if tJ' «a I z + 
a 2)/N; z, 1) = 0. But tJ' vanishes only at half-lattice points (see the end of 
§I.4). If 2g == (0, 0) mod N, i.e., if 2(a l z + a2)/N is a point in L z , then G: is 
the zero function, by Proposition 23. Otherwise, tJ'«alz + a2)/N; z, 1) is 
nonzero. We have proved 

Proposition 24. If2g t- ° mod N, then G:modN(Z) i= 0for zEH. 

Let p be an odd prime. We now define 
p-l 

h(z) = n G~o.a2)modp(z). (3.26) 
a2 =1 

Proposition 25. h(Z)EM3(p-nCfO(p)), its only zero is a (pZ -1)/4-fold 
zero at 0, and it is a constant multiple of (rt P(z)/rt (pz) )6. 

PROOF. The first part is the special case of (3.16) when N = p, k = 3. h(z) 
is nonzero on H by Proposition 24, and at infinity by Proposition 23. To 
find its order of zero at 0, we examine the qp-expansion of 

p-l p-l 
hl[SJ3(P-I) = n G~O.a2)modpl[SJ3 = n Gja2,O)mod p 

by (3,13). According to Proposition 23, the first power of qp which appears 
in G~a2,O)mod Pis q,;:in(a2 ,p-a2 ). Thus, the order of zero of h(z) at ° is 

p-l (p-I)j2 
L min(a2, p - a2) = 2 L a2 = (p2 - 1)/4. 

Now set h(z) = (rt P(z)/rt(pZ))6. Then h(Z)4 = A(z)P/A(pz) is holomorphic 
and nonzero on H, since A(z) is holomorphic and nonzero on H. Because 
A(z) ES12(f) c S12(fo(p)) and A(pZ)ES1Z(fo(p)) by Proposition 17(a), it 
follows that h(Z)4 is a modular function of weight 12(p -- 1) for f o(p). Its 
q-expansion at infinity is 

qP n (l - qn)24p/qP n (l - qnp)24 = n ((l - qny/o - qnp))Z4; 

hence h(Z)4 is holomorphic and nonzero at 00. At the cusp ° we have 

h(Z)41[SJ12(P_l) = Z-IZ(p-I)A( -l/zY/A( -p/z) 

= Z-12(p-l)ZlZPA(zY/( (z/p) 1 2 A(z/p)) 

= p12A(z)P/A(z/p) = p12qP n (l - qn)24P/qp n (l _ q;)Z4, 

which has leading term pI2qf-l. Thus, both h4 and h4 are elements of 
M12(p-nCfO(p)) with no zero except for a (p2 - I)-order zero at 0. Hence 
their ratio is a constant by Proposition 18. But (h/h)4 = const implies that 
h/h = const. This concludes the proof of Proposition 25. D 
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Notice that, by (3.15), we have some duplication in the definition (3.26) 
of h(z). That is, if we define 

(p-ll!2 
fez) = TI G~o,a2)modp(z), (3.27) 

Q 2 =1 

we find, by (3.15), that 

(3.28) 

Proposition 25 then tells us that the square of the ratio off(z) to (y/P(z)/y/(pz)? 
is a constant. Hence, the ratio of those two functions must itself be a con­
stant, and we have proved 

Proposition 26. The function fez) defined in (3.27) is a constant multiple of 
(y/P(z)/y/(pz» 3 . 

Because each of the G~O,a2) in (3.27) is in M3(r 1 (p)) by Proposition 21, it 
follows that fE M3(p-l)/2(r1 (p)). However, unlike h(z), j(z) is not, strictly 
speaking, a modular form for the larger group ro(p). 

Proposition 27. Letf(z) be defined by (3.27), and let y = (~ ~)Ero(p). Then 
f I [y] 3(p-l)/2 = (~)f, where (~) is the Legendre symbol (which is ± 1, depending 
on whether or not d is a square modulo p). 

PROOF. Since (0, a2)(~ ~) == (0, da 2) mod p, it follows by (3.l3) that 
(p-l)/Z 

fl[Y]3(P-l)/2 = TI GjO.da2)mod p. 
a2 =1 

But by (3.15), the terms in this product are a rearrangement of (3.27), except 
that a minus sign is introduced every time the least positive residue of da z 
modulo p falls in the range (p + 1 )/2, (p + 3)/2, ... , p - 1. Let nd be the 
number of times this occurs. Thus, fl[yhp-l)J2 = (-ltY: According to 
Gauss's lemma, which is an easily proved fact from elementary number 
theory (see, for example, p. 74 of [Hardy and Wright 1960]), we have ( - 1 )"d 
= (~). This proves the proposition. D 

The transformation formula in Proposition 27 is an example of a general 
relationship between modular forms for r 1 (N) and "twisted-modular" 
forms for ro(N), called "modular forms with character". We now discuss 
this relationship. We start with some very general observations. 

Suppose that r" is a subgroup of r', and fez) is a modular form of weight 
k for the smaller group r" but not necessarily for the bigger one. Then for 
Y E r' we can at least say thatf I [y-l]k only depends on the coset of y modulo 
r". That is, if y" Er", thenfl[(yy")-l]k = fl[y-l]k' 

Now suppose that the subgroup r" is normal in r'. To every coset yr" 
associate the linear map ff---+fl [y-l]k which takes an element in Mk(r") to 
Mk(r") by Proposition 17 (with r" and y-l in place of r' and IX; note that 
yr"y-l (\ r = r", since YEr' and r" is normal in r'). This gives us a group 
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homomorphism p from r' /r" to the linear automorphisms of the vector 
space Mk(r"), because for Yl, Yz E r' 

p(YIYz):jf---+fl[(YIYZ)-IJk = (f1[Yz 1Jk)I[Yl 1Jk = p(Yl)(p(Yz)f)· 

In other words, we have what is called a "representation" of the group 
r' /r" in the vector space Mk(r"). 

If X: r' /r" ...... C* is a character of the quotient group, then define Mk(r', X) 
to be the subspace of Mk(r") consisting of modular forms on which the 
representation p acts by scalar multiplication by X, i.e., 

Mk(r', X).kf {IE Mk(r")lp(y)f = X(y)ffor all Y E r'}. 

If r' /r" happens to be abelian, then according to a basic fact about repre­
sentations of finite abelian groups, Mk(r") decomposes into a direct sum 
of Mk(r', X) over the various characters X of r' /r". We shall soon recall the 
simple proof of this fact in the special case that will interest us. 

We apply these observations to the case r" = rl(N), r' = ro(N). Since 
r 1 (N) is the kernel of the surjective homomorphism from ro(N) to (71./N71.)* 
that takes (~ ~) to d, it follows that r 1 (N) is a normal subgroup of r o(N) 
with abelian quotient group isomorphic to (71./N71.)* (see Problems 1-2 of 
§III.1). Let X be any Dirichlet character modulo N, i.e., any character of 
(71./N71.)*. In this context the subspace Mk(ro(N), X) c Mk(r1 (N» is usually 
abbreviated Mk(N, X). That is, 

Mk(N, X).kf {fEMk(r1(N»lfl[YJk = x(d)f for Y = (: ~) Ero(N)}. 

(3.29) 

In particular, if X = 1 is the trivial character, then Mk(N, 1) = Mk(ro(N». 

Proposition 28. Mk(r1 (N» = (f;Mk(N, X), where the sum is over all Dirichlet 
characters modulo N. 

PROOF. As mentioned before, this proposition is actually a special case 
of the basic fact from representation theory that any representation of a 
finite abelian group decomposes into a direct sum of characters. However, 
we shall give an explicit proof anyway. 

First, any functionfthat satisfiesf I [y Jk = X(d)j'for two distinct characters 
X must clearly be zero; hence, it suffices to show that anyfE Mk(r 1 (N» can 
be written as a sum of functions Ix E Mk(N, X). Let 

Ix = ,!..(~) L X(d)fl[YdJb 
'f' dEClL/N71.)* 

where Yd is any element of ro(N) with lower-right entry congruent to d 
mod N. We check that for Y = (~ %,)Ero(N) 

IxI[yJk = ,!..(~) L X(d)fl[Ydd,]k, 
'f' dE (71./N71.)* 

which, if we replace dd' by d as the variable of summation, is easily seen 
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to equal x(d')fx, i.e.,fxEMk(N, X). Finally, we sum thefx over all characters 
X modulo N, reverse the order of summation over d and X, and obtain: 

which is equal to f, because the inner sum is 1 if d = 1 and 0 otherwise. 
Thus,f can be written as a sum off unctions in Mk(N, X), as claimed. 0 

Notice that Mk(N, X) = 0 if X has a different parity from k, i.e., if X( -1) #­
(-It This follows by taking y = - 1 in the definition (3.29) and recalling 
thatfl[ -/]k = (-I)kf 

For example, as an immediate corollary of Proposition 28 and the pre­
ceding remark, we have 

Proposition 29. 

where 1 denotes the trivial character and X the unique nontrivial character 
modulo 4. 

Notice that the relationship in (3.29) is multiplicative in y; that is, if it 
holds for Yl and Y2' then it holds for their product. Thus, as in the case of 
modular forms without character, to show thatf(z) is in Mk(N, X) it suffices 
to check the transformation rule on a set of elements that generate r o(N). 

As another example, we look at 8 2(z) = (~nEZ qn2)2, whose n-th q­
expansion coefficient is the number of ways n can be written as a sum of two 
squares. 

PROOF. It suffices to verify the transformation rule for -I, T, and sr4 s = 
C! -?), which generate ro(4) (see Problem 13 of §III.1). This is immediate 
for T, since 8 2 has period 1. Next, the relation f I [ - I] 1 = - f = X( - l)f 
holds for any f, by definition. So it remains to treat the case ST4 S. Let 

and ~N(: ;)~Nl = (-~b -:/N} 
(3.30) 

We write ST4 S = - ~4 T~41 = t~4 T~4' and use the relationship 8 21 [~4] 1 = 
- i82 (see (3.5» to obtain 

821[ST4S]1 = 821[~4T~4]1 = -i821[T~4]1 = -i821[~4]1 = _82. 

(Recall that the scalar matrix tI acts trivially on all functions, i.e., [1/4]1 = 
identity.) 
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To finish the proof of the proposition, we must show the cusp condition, 
i.e., that 8 21 [YoJ 1 is finite at infinity for all Yo E r. But the square of 8 21 [YoJ 1 

is 8 41 [YOJ2' and it will be shown in Problem 11 below that 8 4 E M2 (r o( 4»; in 
particular, this means that 841[YOJ2' and hence also 8 2 1[YoJl' is finite at 
infinity. This completes the proof. 0 

The spaces Mk(N, X) include many of the most important examples of 
modular forms, and will be our basic object of study in several of the sections 
that follow. We also introduce the notation Sk(N, X) to denote the subspace 
of cusp forms: Sk(N, X) &f Mk(N, X) (\ Sk(r 1 (N». 

The Mellin transform of a modular form. Suppose thatf(z) = L anq~ (where 
qN = e2rriz/N) is a modular form of weight k for a congruence subgroup r' 
of level N. Further suppose that lanl = G(n C) for some constant CE~, i.e., 
that an/nc is bounded as n --+ 00. It is not hard to see that the qN-expansion 
coefficients for the Eisenstein series GffmodN have this property with C = 

k - 1 + c for any c > O. For example, in the case r' = r, the coefficients 
are a constant multiple of f7k- 1 (n), and it is not hard to show that f7k-l (n)/ 
nk -1+£ --+ 0 as n --+ 00. We shall later show that, iffis a cusp form, we can 
take C = k/2 + c. It has been shown (as a consequence of Deligne's proof 
of the Weil conjectures) that one can actually do better, and take c = 
(k-l)/2+c. 

In Chapter II we saw that the Mellin transform of e(t) = Le-1lln2 and 
certain generalizations are useful in investigating some important Dirichlet 
series, such as the Riemann zeta-function, Dirichlet L-functions, and the 
Hasse-Wei 1 L-function of the elliptic curves En: y2 = x 3 - n2 x. We now 
look at the Mellin transform for modular forms. 

Because we use a variable z in the upper half-plane rather than t (e.g., 
t = - 2iz), we define the Mellin transform by integrating along the positive 
imaginary axis rather than the positive real axis. 

The most important case is r' = r 1 (N). For now we shall also assume that 
f(oo) = O. Thus, let fez) = L;:'=l anqnEMk(rl(N». (Recall that since TE 
r 1 (N), we have an expansion in powers of q = e21liz rather than qN') We set 

g(s) &r too f(z)zS-ldz. (3.31 ) 

We now show that if fez) = L~l anqn with lanl = G(nC), then the integral 
g(s) defined in (3.31) converges for Re s > c + 1: 

f(z)zS-ldz = L an zSeZ1llnZ_ fiOO 00 Jioo . dz 

o n=l 0 Z 

00 ( I)S foo d '" S -I t L.,a --- te-
n=l n 2nin a t 

00 

= ( - 2ni)-sr(s) L ann-s 
n=l 

(where t = - 2ninz) 

(see (4.6) of Ch. II) 

(3.32) 
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(where the use of r in the gamma-function res) has no relation to its use 
in the notation for congruence subgroups; but in practice the use of the same 
letter r should not cause any confusion). Since lann-si = O(nC-ReS), this 
last sum is absolutely convergent (and the interchanging of the order of 
integration and summation was justified). 

If fez) = L:=o anq" E Mk(r 1 (N)) has ao i= 0, we replace fez) by fez) - ao 
in (3.31). In either case, we then obtain g(s) = ( - 2ni)-Sres) L/s) , where 

00 00 

Lf(s) &f L ann- s for Re s > c + 1, if fez) = L anqn 
n=l n=O (3.33) 

with lanl = O(nC). 

In addition to their invariance under [y Jk for y E r 1 (N), many modular 
forms also transform nicely under [aNJk' where aN = (~ en as in (3.30). 
It will be shown in the exercises that, for example, any function in Mk(N, X) 
for X a real character (i.e., its values are ± 1) can be written as a sum of 
two functions satisfying 

C = 1 or -1, (3.34) 

where one of the functions satisfies (3.34) with C = 1 and the other with 
C = - 1. An example we already know of a function satisfying (3.34) is 
8 2 : the relation (3.5) is a special case of (3.34) with k = 1, C = I, N = 4. 

We now show that if (3.34) holds, then we have a functional equation 
for the corresponding Mellin transform g(s) which relates g(s) to g(k - s). 
For simplicity, we shall again suppose that fez) = L anqn with ao = O. We 
can write (3.34) explicitly asfollows, by the definition of [aNJk: 

f( -I/Nz) = CN-k/2 ( -iNztf(z). (3.35) 

In (3.31), we break up the integral into the part from 0 to i/JN and the 
part from i/JN to ioo. We choose i/JN because it is the fixed point in H 
of aN: ZH -I/Nz. We have 

g(s) = fioo f(z)zsdz - fioo f( -1/Nz)( -l/Nzyd( -I/Nz) 
. PN z '~N -I/Nz rj ... , Zf"\! 

fioo dz 
= (f(z)ZS + f( -1/Nz)( -1/NzY)~ 
~ z 

= f ioo (f(z)ZS + ikCN-k/2f(z) ( -I/Nzy-k) ~z, 
i/.JN 

because of (3.35). 
In the first place, this integral converges to an entire function of s, because 

fez) decreases exponentially as z --+ ioo. That is, because the lower limit of 
integration has been moved away from zero, we no longer have to worry 
about the behavior of the integrand near O. (Compare with the proof of 
Proposition 13 in Chapter II, where we used a similar technique to find a 
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rapidly convergent series for the critical value of the Hasse-Wei 1 L-function; 
see the remark following equation (6.7) in §1I.6.) 

Moreover, if we replace s by k - s in the last integral and factor out 
ikCN-k/2 ( - NY, we obtain: 

g(k - s) = i kCN-k/2( - NYf ioo (i-kCNk/2( - N)-'l'(Z)Zk-S + f(z)zS) ~ 
i/./N 

= ikCN-k/2( -NYg(s), 

because the last integral is the same as our earlier integral for g(s). This 
equality can be written in the form 

( - ijN)Sg(s) = C( - ijNt-Sg(k - s). 

Thus, by (3.32)-(3.33), if we define A(s) for Re s > c + 1 by 

A(s) = ( - ijN)Sg(s) = (jN/2nYr(s)L /s), (3.36) 

we have shown that A(s) extends to an entire function of s, and satisfies 
the functional equation 

A(s) = CA(k - s). (3.37) 

As an example of this result, we can take fez) = ~(Z)ES12(r), which 
satisfies (3.35) with N = 1, k = 12, C = 1. Then ~(z) = L;:'=l T(n)q", L/'!.(s) = 

L;:'=l T(n)n-S, and A(s) = (2n)-sr(s)L/'!.(s) satisfies the relation: A(s) = 
A(12 - s). 

The derivation of (3.37) from (3.34) indicates a close connection between 
Dirichlet series with a functional equation and modular forms. We came 
across Dirichlet series with a functional equation in a very different context 
in Chapter II. Namely, the Hasse-Weil L-function of the elliptic curve 
En: y2 = x 3 - n2x satisfies (3.36)-(3.37) with k = 2, N = 32n 2 for n odd 
and 16n2 for n even, C = (-/) for n odd and (~i) for n even (see (5.10)­
(5.12) in Ch. II). We also saw that the Hasse-Weil L-function of the elliptic 
curve y2 = x 3 + 16 satisfies (3.36)-(3.37) with k = 2, N = 27, C = 1 (see 
Problem 8(d) of §1I.5). 

So the question naturally arises: Can one go the other way? Does every 
Dirichlet series with the right type of functional equation come from some 
modular form, i.e., is it of the form Li(s) for some modular form f? In 
particular, can the Hasse-Weil L-functions we studied in Chapter II be 
obtained by taking the Mellin transform of a suitable modular form of 
weight 2? That is, if we write L(En' s) in the form L;:;=l bmm-s (see (5.3) in 
Ch. II), is L;:;=l bmqm the q-expansion of a weight two modular form? 

Hecke [1936] and Weil [1967] showed that the answer to these questions 
is basically yes, but with some qualifications. We shall not give the details, 
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which are available in [Ogg 1969], but shall only outline the situation and 
state Weil's fundamental theorem on the subject. 

Suppose that L(s) = "Lann- s satisfies (3.36)-(3.37) (and a suitable hy­
pothesis about convergence). Using the "inverse MeIlin transform", one 
can reverse the steps that led to (3.36)-(3.37), and find that fez) = "L anqn 
satisfies (3.34). For now, let us suppose that N = A 2 is a perfect square, 
and that C = ik (k even). Then, if fez) satisfies (3.35), it follows thath (z) ekf 
fez/A) = "Lanq1 satisfies:fl( -liz) = zkj~(Z). Thus,/J is invariant under [S]k 
and [TA]k' and hence is invariant under the group generated by Sand TA. 
Hecke denoted that group <D(A). We have encountered the group <D(2) before. 

In this way one can show, for example, that L(£2no' s) corresponds to a 
modular form (actually, a cusp form) of weight 2 for <D(8no). 

Unfortunately, however, Hecke's groups <D().) turn out not to be large 
enough to work with satisfactorily. In general, they are not congruence 
subgroups. (<D(2) ::J r(2) is an exception.) 

But one can do much better. Weil showed, roughly speaking, that if one 
has functional equations analogous to (3.36)-(3.37) for enough "twists" 
"L x(n)ann- S of the Dirichlet series "L ann-s, then the corresponding q­
expansion is in Mk(r o(N». We now give a more precise statement of Weil's 
theorem. 

Let XO be-a fixed Dirichlet character modulo N (Xo is allowed to be the 
trivial character). Let X be a variable Dirichlet character of conductor m, 
where m is either an odd prime not dividing N, or else 4 (we allow m = 4 
only if N is odd). By a "large" set of values of m we shaIl mean that the set 
contains at least one m in any given arithmetic progression {u + jVLElb 
where u and v are relatively prime. According to Dirichlet's theorem, any 
such arithmetic progression contains a prime; thus, a "large" set of primes 
is one which satisfies (this weak form of) Dirichlet's theorem. By a "large" 
set of characters X we shall mean the set of all nontrivial X modulo m for a 
"large" set of m. 

Let C = ± I, and for any X of conductor m set 

Cx = CXo(m)x( - N)g(X)/g(YJ, (3.38) 

where g(X) = "L'j'=J x(J)e2rcij/N is the Gauss sum. Given a q-expansionf(z) = 
"L~oanqn, q = e2rciz , for which lanl = G(ne), we define Lf(s) by (3.33) and 
A(s) by (3.36), and we further define 

00 

Lf(x, s) = I x(n)ann- S ; (3.39) 
n=1 

Weil's Theorem. Suppose that fez) = "L':=oanqn, q = e2rciz , has the property 
that lanl = G(ne), c E Ih£. Suppose that for C = 1 or -1 the function A(s) 
defined by (3.36) has the property that A(s) + ao(l/s + C/(k - s» extends 
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to an entire function which is bounded in any vertical strip of the complex 
plane, and satisfies the functional equation A(s) = CA(k - s). Further suppose 
that for a "large" set of characters X of conductor m (in the sense explained 
above), the function A(x, s) defined by (3.39) extends to an entire function 
which is bounded in any vertical strip, and satisfles the functional equation 
A(X, s) = CxA(x, k - s), with Cx defined in (3.38). 

Then fE Mk(N, Xo), and f satisfies (3.34). If, in addition, L J(s) converges 
absolutely for Re s > k - [; for some [; > 0, then f is a cusp form. 

One can show that the Hasse-Wei1 L-functions of the elliptic curves in 
Chapter II satisfy the hypotheses of We ii's theorem (with XO = 1). The same 
techniques as in the proof of the theorem in §1I.5 can be used to show this. 
However, one must consider the Hecke L-series obtained in (5.6) of Ch. II 
by replacing Xn(I) by the character Xn(I)X(NI) with X any Dirichlet character 
modulo m as in Weil's theorem. For example, if we do this for L(E1' s), 
where E1 is the elliptic curve y2 = x 3 - x, we can conclude by Weirs theorem 
that 

fE,(z) = q - 2q5 - 3q9 + 6q13 + 2q17 + L bmqm (3.40) 
m;:o:25 

(see (5.4) ofCh. II) is a cusp form of weight two for ro(32). 
If we form the q-expansion corresponding to the L-series of En: y2 = 

x 3 - n2x, namely,fEn(z) = LXn(m)bmqm, it turns out that.f~nEM2(ro(32n2» 
for n odd and fE E M2 (r o(l6n2» for n even. Note that when n == 1 mod 4, 
so that Xn is a ch~racter of conductor n, this is an immediate consequence of 
the fact thath, EM2(ro(32», by Proposition 17(b). 

More generally, it can be shown that the Hasse-Weil L-function for any 
elliptic curve with complex multiplication satisfies the hypotheses of Weil's 
theorem with k = 2, and so corresponds to a weight two modular form 
(actually, a cusp form) for ro(N). (N is the so-called "conductor" of the 
elliptic curve.) 

Many elliptic curves without complex multiplication are also known to 
have this property. In fact, it was conjectured (by Taniyama and Weil) that 
every elliptic curve defined over the rational numbers has L-function which 
satisfies Weirs theorem for some N. Geometrically, the cusp forms of 
weight two can be regarded as holomorphic differential forms on the 
Riemann surface r o(N)\H (i.e., the fundamental domain with r o(N)­
equivalent boundary sides identified and the cusps included). The Taniyama­
Weil conjecture then can be shown to take the form: every elliptic curve 
over ([J can be obtained as a quotient of the Jacobian of some such Riemann 
surface. 

For more information about the correspondence between modular forms 
and Dirichlet series, see [Hecke 1981J, [Weil 1967J, [Ogg 1969J, and 
[Shimura 1971]. 
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Finally, we mention a dramatic and surprising result of G. Frey, J.-P. Serre, 
and K. Ribet: The Taniyama- Wei! conjecture implies Fermat's Last Theorem. 
For an account, see [Oesterle 1988]. 

PROBLEMS 

1. Let ~EGL;(Q), and let g(z) =f(~z). Let y = e ~)Er. Notice thatf(~z)l[yJk was 
defined to be (c~z + d)-kf(y~z), which is not the same as g(z)1 [yJk = (cz + d)-k 
j(~yz). Show that if ~ = (3 7), i.e., if ~z = nz, then g(Z)I[yJk =f(~z)I[~y~-lJk = 
}(nz)I[(c/" "mk' 

2. Let r' be a congruence subgroup of r of level N, and denote r; = {y E r'I ys = s} 
for sEQ U {oo}. Let s = ~-loo, ~Er. 
(a) Prove that ~r;~-l = (~r'~-l)oo' 
(b) Show that there exists a unique positive integer h (called the "ramification 

index" of r' at s) such that 

(i) in the case - IE r' 

(ii) in the case - I ¢ r' either 

(Ila) 

(lIb) 

Show that h is a divisor of N. 
(c) Show that the integer h and the type (I, Ila, or lIb) of s does not depend on the 

choice of ~E r with s = ~-1 00; arid they only depend on the r'-equivalence 
class of s. 

(d) Show that if ~-1 00 is of type lor lIa andfE Mk(r'), thenfl [~-lJk has a Fourier 
expansion in powers of qh' A cusp of r' is called "regular" if it is of type I or 
IIa; it is called "irregular" if it is of type lIb. 

(e) Show that if ~-loo is an irregular cusp, andfEMk(r'), thenfl[~-IJk has a 
Fourier expansion in powers of qZh in which only odd powers appear if k is odd 
and only even powers appear if k is even. If k is odd, note that this means that 
to show thatfE Mk(r') is a cusp form one need only check the q-expansions at 
the regular cusps. 

3. Let h be any positive integer, and suppose 2hiN, N ~ 4. Let r' be the following 
level N congruence subgroup: r' = {G ~) == C b =7)1 mod N for some j}. Show 
that oc is a cusp of type lIb. 

4. (a) Show that r1(N) has the same cusps as ro(N) for N = 3,4. 
(b) Note that - I ¢ r 1 (N) for N > 2. Which of the cusps of rd3) and r 1 (4), if any, 

are irregular? 

5. Find the ramification indices of r' at all of its cusps when: 
(a) r' = ro(p) (p a prime); 
(b) r' = ro(p2); 
(c) r' = r(2). 
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6. Prove that if r' c r is a normal subgroup, then all cusps have the same ramifica­
tion index, namely [r <Xl: ± Col 

7. (a) Show that any weight zero modular function for r' c r satisfies a polynomial 
of degree [r: r'] over the field C(j) of weight zero modular functions for r. 

(b) Show that, if r' is a normal subgroup, and if fez) is r'-invariant, then so is 
f(rxz) for any rxEr. Then show that the field of weight zero modular functions 
for r' is a galois field extension of £(j) whose galois group is a quotient of 
r;r'. In practice (e.g., if r' is a congruence subgroup), it can be shown that the 
galois group is equal to r;r'. 

8. Prove the following identities, which will be useful in the problems that follow and 
in the next section, by manipulation of power series and products in q = e2niz : 
(a) 0(z) + 0(z + t) = 20(4z); 
(b) E2(z + t) - E2(z) = 48l:odd n>O 0"1 (n)qn; 
(c) Ek(z) - (I + pk-I)Ek(PZ) + pk-I Ek(p2Z) = -* l:p-tn O"k-I (n)qn 

(k ~ 2,p prime); 
(d) E2(z) - 3E2(2z) + 2E2(4z) = t(E2(z) - E2(z + t»; 
(e) t/(z + t) = e2nij48 t/3(2z)/t7(z)t/(4z). 

9. Prove that if k is even and fez) has period one and satisfies f( -1/4z) = (_4Z2)kl2 
fez), thenfl[Y]k = ffor all Y E ro(4). 

10. (a) Prove that t/8(4z)/t/4(2z) EM2(ro(4», and find its value at each cusp. 
(b) ForaEZprovethatE2(ST-·Sz)=(az+ 1)2E2(z)- 6:i(az+ I). 
(c) Let F(z) ckf - 214(E2(z) - 3E2(2z) + 2E2(4z» = l:oddn>O 0"1 (n)qn by Problem 

8(c). Prove that F(z) E M2 (ro (4», and find its value at each cusp. 
(d) Prove that F(z) = t/8(4z)1t74(2z). Then derive the identity 

<Xl 

qO(I_q4n)4(1+q2n)4= L 0"1 (n)qn. 
n=1 oddn>O 

(e) Give a different proof that -24F(z) = t(E2(z) - E2(z + 1/2» is in M 2(ro(4» 
by proving that, more generally, E2(z) - kl:j~(/ E2(z + j/N) is in M 2(ro(N 2». 

II. (a) Prove that 0(z/ E M2(ro(4», and find its value at each cusp. 
(b) Show that 0(Z)4 and F(z) (see preceding problem) are linearly independent. 
(c) Prove that t/ 2°(2z)/t/8(z)t/8(4z) E M2(ro(4», and find its value at each cusp. 
(d) Prove that 0(z) = t/ 5 (2z)/t/2(z)t/2(4z). 
(e) Prove that 0(z) = e-2ni/24t/2(z + t)/t/(2z). 

12. Let N = 7 or 23, and let k = 24/(N + I). Let X be the Legendre symbol x(n) = ell). 
Prove that any nonzero element of Sk(N, X) must be a constant multiple of 
(t/(z)t/(NZ»k. 

13. Using Propositions 25-27, prove that (t/(z)t/(3Z»6ES6(ro(3» and (t/(Z)t/(7Z»3 E 
S3(7, X) where x(n) = (If)· 

14. Let ¢(z) = l:ne71 eni:n2 = 0(z/2). Let X be the unique nontrivial character of m(2)/ 
r(2) (which has 2 elements). Show that ¢4EM2(m(2), X). 

15. LetfEMk(N, X), and set rxN = (Z -b). 
(a) Prove thatfl[rxN]kEMk(N, x), and that the map ff->f I [rxN]k is an isomorphism 

of vector spaces from Mk(N, X) to Mk(N, X). Prove that the square of this map 
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(i.e., where one uses it to go from Mk(N, X) to Mk(N, X) and then again to go 
from Mk(N, X) back to Mk(N, X» is the map (_I)k on Mk(N, X). 

(b) If X = X, i.e., if X takes only the values ± I, then prove that Mk(N, X) = 

Mk+(N, X) EEl Mk-(N, X), where M/(N, X)::r {jEMk(N, x)lfl[IXN]k = ±i-kf}. 
In other words, any modular form in Mk(N, X) can be written as a sum of one 
which is fixed under ik[IXN]k and one which is taken to its negative by ik[IXN]k' 

(c) Let N = 4. In Problem 17(d) below, we shall see that 0 4 and Fspan M2(ro(4)) = 
M 2(4, I) (where F= L nodd O"l(n)qn as in Problem 10, and I denotes the trivial 
character in M 2 (4, I». Assuming this, find the matrix of [ 1X4] 2 in the basis 0 4 , 

F; show that M 2+(4, I) and M l-(4, I) are each one-dimensional; and find a 
basis for M l (ro(4».consisting of eigenforms for [1X4]z. If you normalize these 
eigenvectors by requiring the coefficient of q in their q-expansions to be I, then 
they are uniquely determined. 

16. (a) For k ;::: 2 even, letf(z) = -~Ek = -~ + L~I O"k-I (n)qn. Express Lf(s) (see 
the definition in (3.33)) in terms of the Riemann zeta-function. 

(b) Write an Euler product for Lf(s). 
(c) Let fx(z) = L~I O"k-I (n)x(n)qn for a Dirichlet character X. Write an Euler 

product for L f /5). 

17. Let F(2) be the fundamental domain for r(2) constructed in §I (see Fig. III.3). Then 
P = IXF(2), where IX = (~ -b), is a fundamental domain for ro(4) = 1Xr(2)IX- I (see 
Problem 10 in §III.l). The boundary of P consists of: two vertical lines extending 
from ( - 3 + iJ3)/4 and from (I + iJ3)/4 to infinity; two arcs of circles of radius 
1, one centered at -1 and one centered at 0; the arc of the circle of radius i and 
center i which extends from ° to (9 + iJ3)/28; and the arc of the circle of radius 
To and center To which extends from (9 + iJ3)/28 to 1. Consider r o(4)-equivalent 
points on the boundary of F to be identified. 
(a) Find all elliptic points in P (i.e., points which are r-equivalent to i or w = 

(- I + iJ3)/2). Which are on the boundary and which are in the interior of P? 
(b) Letj(z) be a nonzero modular function of weight k (kE7L even) for ro(4). Let 

vp(f) denote the order of zero or pole of fez) at the point P. At a cusp P = 
IX-I CfJ, we define L'p(f) to be the first power of qh with nonzero coefficient in 
the Fourier expansion of fl[IX-I]k (where h is the ramification index; see 
Problem 2 above). Prove that: LpEF" vp(f) = k/2, where the summation is over 
all points in the fundamental domain P, including the three cusps, but taking 
only one point in a set of r o(4)-equivalent boundary points (e.g., {-~ + iy, 

± + iy} or {-~ + i~, ± + i~, is + l"?s}). 
(c) Describe the zeros of 0(Z)4 and F(z) (see Problems 10-11 above). 
(d) Prove that 0 4 and Fspan Ml(ro(4». 
(e) Prove that Mk(ro(4» = ° if k < 0, and it contains only the constants if k = 0. 
(f) Prove that for k = 2ko a nonnegative even integer, any fEMk(ro(4» can be 

written as a homogeneous polynomial of degree ko in F and 0 4 . 

(g) Prove that S6(ro(4» is one-dimensional and is spanned by 0 8 F - 1604 F2 
(h) Prove that I]ll(2z)¢ S6(ro(2», but that I]ll(2z) E S6(ro(4». Then conclude that 

1]12(2z) = 0 8 F- 1604 F2 
(i) Prove that for k = 2ko ;::: 6, any fE Sk(ro(4» can be written as a homogeneous 

polynomial of degree ko in F and 0 4 that is divisible by 0 4 F(0 4 - 16F). 

18. (a) IfjEMk/N, XI) and gEMk2 (N, Xl)' show thatfgEMk,+k2(N, XIXZ)' 
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(b) Let X be the unique nontrivial character of (1'/41')*. Show that any element of 
Ml (4, X) is a constant multiple of 0 2. 

(c) With X as in part (b), find a formula for dim Sk(rl (4» = dim Sk(4, l). 
(d) LetJ(z) = ('1(z)'1(2Z»8, and let g(z) = J(2z). Show that S8(rl (4» is spanned by 

Jandg. 

19. Let r' c r be a congruence subgroup, with f = UlXjf', so that r = UlXj-l F is a 
fundamental domain for r'. Let./j = JI[lXj-l]k forJEMk(r'). Suppose thatJESk(r'), 
so that ./j(z) = ~~l an.jq~j' where hj is the ramification index of r' at the cusp 

Sj = lX;l 00. In particular,f(z) = ~~l anq~ at the cusp 00. 

(a) Show that there exists a constant C independent of} and x such that 

l./j(x + iy)1 5: Ce- 2nyfhj for Y> E. 

(b) Let g(z) = (1m Z)k/2IJ(z)l. Show that g(yz) = (1m Z)k/2IJ(z)I[Y]kl for YEr. 
(c) Show that gj(z) .kr(lm z)k/2 1./j(z)1 is bounded on F. 

(d) Show that g(z) is bounded on r. 
(e) Show that g(z) is bounded on H. 
(f) Show that for any fixed y: 

(g) Show that there exists a constant Cl such that for all y: 

(h) Choosing y = l/n in part (g), show that for C2 = Cl e2n/h: lanl 5: C2n k/2. 
(i) Show that lan,jln-k/2 is similarly bounded for each}, 

§4. Transformation formula for the theta-function 

We first define some notation, Let d be an odd integer, and let e be any 
integer. The quadratic residue symbol (-a-) is defined in the usual way when 
d is a (positive) prime number, i,e" it equals 0 if die, 1 if e is a nonzero 
quadratic residue modulo d, and - 1 otherwise. We extend this definition 
to arbitrary odd d as follows, First, if g.c.d.(e, d) > 1, then always m = O. 
Next, if d is positive, we write d as a product of primes d = fI jPj (not neces­
sarily distinct), and define m = fI j ~). If d = ± 1 and e = 0, we adopt the 
convention that (±Ol) = 1. Finally, if d is negative, then we define m = (I~I) 
if e > 0 and m = -(I~I) if e < O. 

It is easy to check that this quadratic residue symbol is bimultiplicative, 
i.e., it is multiplicative in e if d is held fixed and multiplicative in d if e is 
held fixed. It is also periodic with period d when d is positive: (c~d) = m 
if d > O. However, one must be careful, because periodicity fails when dis 
negative and e + d and e have different signs: (c~d) = -m if e > 0 > e + d. 
This is because of our convention that (-a-) = - (I~I) when both e and dare 
negative. On the other hand, this convention ensures that the usual formula 
C/) = (_1)(d-l)/2 holds whether d is positive or negative. 
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Next, we adopt the convention that JZ for z E IC always denotes the branch 
whose argument is in the interval ( -nI2, nI2]. We next define Cd for d odd by: 

Cd = -J C/), i.e., 
if d =: 1 mod 4; 

if d=: 3 mod 4. 
(4.1) 

With these definitions we finally define the "automorphy factor" j(y, z), 
which depends on y = e ~)Ero(4) and ZEH: 

j(}',Z)=(£)c;;I-JCZ + d for y=(a bd)Ero(4), zEH. (4.2) 
def d c 

Recall our definition of the theta-function 8(z) = L nd, qn2 = L nd, e 21tlZn2 

The purpose of this section is to prove the following theorem, following 
Heeke [1944]' 

Theorem. For YEro(4) and ZEH 

8(}'z) = jet', z)8(z), 

where j(y. z) is defined by (4.2). 

(4.3) 

Notice that the square of jet', z) is ci )(cz + d), and so the square of the 
equality is precisely what we proved in Proposition 30. Thus, for fixed 
YEro(4) the ratio of the two sides of (4.3) is a holomorphic function of 
Z E H whose square is identically I. Thus, the ratio itself is ± I. The content 
of the theorem is that this ratio is + 1, i.e., thatj(y, z) has the right sign. 

Simple as that sounds, the theorem is by no means trivial to prove. At 
first, it might seem sensible to proceed as in the proof of Proposition 30, 
proving that (4.3) holds for generators of ro(4). However, then we would 
have to show that the expressionj(}', z) in (4.2) has a certain multiplicative 
property which ensures that, if (4.3) holds for YI and (2, then it must hold 
for (I y'2' But that is a mess to try to show directly. We shall, in fact, conclude 
such a property for j(y, z) as a consequence of the theorem (see Problem 3 
at the end of this section). 

In proving the theorem, it turns out to be easier to work with the function 
¢(Z).kf 8(zI2) = LnEZ e rrin2=, which we encountered in Problem 14 of §III.3. 
This function satisfies: ¢(T2z) = ¢(z) (obvious from the definition) and 
¢(Sz) = -J - iz1)(z) (immediate from (3.4». Hence, ¢(yz) has a transforma­
tion rule for any y in the group (1)(2) generated by ± T2, S. It is because 
(1)(2) is such a large group--having only index 3 in r -that it is sometimes 
easier to work with ¢. The corresponding group under which 8(z) = ¢(rxz), 
rx = (~ 7), has a transformation rule is rx-I(I)(2)rx (see Problem I of §I1I.3). 
But rx- I (1)(2)0: is not contained in r = SL 2 (2); its intersection with r is the 
subgroup roC 4) of index six in r. Thus, we can work with a "larger" subgroup 
of r (i.e., its index is smaller) if we work with ¢(z) rather than 8(z). The 
next lemma gives an equivalent form of the theorem in terms of ¢(z). 

Lemma 1. The theorem follows (( we prove the following transformation 
formula for ¢(z): 
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¢(yz) = i(1-C)/2 (~)J -i(cz + d)¢(z) 

for y E r such that y = e ~) == C-? ~) (mod 2) with d ¥- O. 
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(4.4) 

PROOF. Suppose that we have the transformation rule for ¢(z). We must 
show that 0 satisfies (4.3) for all y = e ~) E ro(4). We first note that if 
c = 0, then (4.3) holds trivially, since in that case 0(yz) = 0(z), while 
j(y, z) = Bi1 Jd = I (since d = ± I). So in what follows we suppose that 
c ¥- O. 

For any y = (~ ~)Ero(4) with c¥-O we write 

0(yz) = ¢ (2 az + b) = ¢ (2b( -1/2z) - a) = ¢(;!'( -1/2z)), 
cz + d d( -1/2z) - c/2 

where y' = e: --"i2) and y' == (_? ~) (mod 2), because 41c. We apply (4.4) 
with y' in place ofy and -1/2zinplaceofz. Usingthefactthat(~ = Cl)(~), 
we obtain 

0(yz) = i(1-d)/2 ( ~ 2) (~)J - i(d( -1/2z) - c/2)¢( - 1/2z). 

Next, we have ¢( - 1/2z) = 0( -1/4z) = J - 2iz0(z) by (3.4). The product 
of the two square root terms is ± J cz + d (note that, because of our conven­
tion on the branch of the square root, we have JXJY = ± JXY; for example, 
~~ = -JI). But since the three functions F(d( -1/2z) - c/2), 
J - 2iz, and JCZ+d are all holomorphic on H, the ± must be the same 
for all z; so it suffices to check for anyone value of z, say z = i. But in that 
case J - 2iz = j2, and JXJY = + JXY always holds when y is positive real. 
Thus, the product of the two square root terms is J cz + d, and we have 

0(yz) = i(1-d)/2 ( ~2) (~)Jcz + d0(z). 

To complete the proof of Lemma I, it remains to check that i(1-d)/2Cl) = Bi1, 
which we easily do by considering the cases d == I, 3, 5, 7 (mod 8). D 

The remainder of this section is devoted to proving (4.4). 
For a fixed odd prime p, let us denote 

t/J(z) = ,.,P(z)/,.,(pz), (4.5) 

where ,.,(z) is the Dedekind eta-function, as in §2 and §3. According to 
Propositions 26-27, we have t/J3 E M 3(p-1)/2(P, (li)), i.e., t/J3 is a modular 
form for ro(p) with character Xed) = (i). This is the basic tool which will 
be used to prove (4.4). But it will take several lemmas to relate t/J3 and ¢. 

Lemma 2. 

(4.6) 
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PROOF. By Problem 11 (e) in the preceding section, with z replaced by ~ and 
by i, we find that the left side of (4.6) is equal to 

-21<i/24 2(PZ+l)/ ( ) ./,( ) 2(~) e IJ ~z~ IJ pz = e«p-1J/24)2rti 'I' z . IJ 2 
(e 21<i/241J 2Cil )/IJ(Z))P 1jJ 2 CZil) 1J2(p zil)' 

But since lJ(z + 1) = e21<i/Z41J (z), and p«z + 1)/2) = (pz + 1)/2 + 9, it 
follows that the last term on the right is e-(p-1)2rti/24. This proves (4.6). 0 

Lemma 3. Let p be an odd prime, let Y = (~ ~) E ffi(2) n ro(p), and let fez) = 
1jJ 3Ci 1). Thenfl[Y]3(p-l)/2 = (~)f 

PROOF. Let Cl = (~ D, so that 1jJ«z + 1)/2) = IjJ(ClZ). Then 1jJ«yz + 1)/2) = 
IjJ(ClyZ) = 1jJ«ClYCl-1)ClZ). Now for y as in the lemma, we have 

-I (a + c (b + d - a - C)/2) ClyCl = E ro(p). 
2c d- c 

(Note that b + d - a - c is divisible by 2 because YEffi(2).) Hence, by 
Propositions 26-27, we have 

1jJ3 (YZ ; 1) = (d ; c) (2CClZ + d _ C)3(P-I)/21jJ3(ClZ) 

= (~}CZ + d)3(P-l)/21jJ3 (z ~ 1), 
because d - c == d (mod p). This is the relation asserted in the lemma. 0 

Lemma 4. Let p be an odd prime, let y = e ~) E ffi(2) n ro(p), and let g(z) = 
¢(pz)/¢P(z). Then gl[Y](1-PJ/2 = (~)g. 

PROOF. We first claim that gB transforms trivially under y. Let Cl = (g ~), 
and let y' = ClYCl- l . Then both y and y' are in ffi(2), and we can use Problem 14 
of the preceding section to compute 

gB(Z) I [Y]4(1-P) = (cz + d)4(P-l )¢B(y' Clz)I¢BP(yz) 

_ (~ClZ + d)-4¢B(y'ClZ) 
- (cz + d) 4p¢Bp(yZ) 

¢B(ClZ) B 

= ¢Bp(Z) = g (z), 

as claimed. Meanwhile, the ninth power of g transforms under y by (~), as 
we see by raising both sides of (4.6) to the 9th power and using Propositions 
26-27 and Lemma 3 (heref(z) is as in Lemma 3): 

91[ ] (./,9Ir6)1[ ] (1jJ 3 1[yhp-1)/z)3 «~)1jJ3)3 (d) 9 
g Y 9(1-pJ/Z = 'I' /J Y 9(1-p)/2 = (f1[Y]3(P-lJ/z)6 = «~)f)6 = p g . 
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Taking the quotient of these two relationships gives 

~d) 
g/[Y](1-PJ/2 = g9/[Y]9(1-PJ/2/g8 /[Y]4(1-PJ = (p g. o 

The next lemma generalizes Lemma 4 by replacing the prime p by an 
arbitrary positive odd number n. 

Lemma 5. Let n be a positive odd integer, let Y = e ~) E <»(2) n ro(n), and let 
g(z) = ¢(nz)/¢"(z). Then g/[Y](1-"J/2 = (%)g. 

PROOF. We write n = Pl ... p, as a product of primes (not necessarily 
distinct), and we use induction on the number r of prime factors. Lemma 4 
is the case r = l. Now suppose we know Lemma 5 for n; we shall prove the 
corresponding equality for a product n' = np of r + 1 primes. We write 

¢(~'z) = ¢(nlY.z) (¢(PZ»)", 
¢" (z) ¢"(lY.z) ¢P(z) 

(4.7) 

where IY. = (g ?). For Y = e ~) E ro(n') n <»(2) we have y' = IY.YIY.- 1 = (c'ip bl) E 

ro(n) n <»(2), and so, by the induction assumption, 

¢(nlY.yz)I¢"(IY.Yz) = ¢(nY'lY.z)/</J"(y'lY.z) = (~) (~IY.Z + d r-"J/2 ¢(nlY.z)l¢n(lY.z) 

= (~)<cz + d)(1-"J/2¢(nlY.Z)/¢"(lY.z). 

In addition, by Lemma 4, we have 

¢(pyz)I¢P(yz) = (~)<cz + d)(1-PJ/2¢(pZ)/¢P(z). 

Combining these two relations, we see that replacing z by yz in (4.7) has the 
effect of multiplying by 

(~)<cz + d)(1-"J/2 ((~)<cz + d)(1-PJ/2)" = (~)(~)<cz + dp-"PJ/2 

= (:)(CZ + d)(1-n'J/2. 

This completes the induction step, and the proof of the lemma. o 

We are now ready to prove (4.4). We first note that both sides of (4.4) 
remain unchanged if y is replaced by -y (see Problem 2 below). Hence, 
without loss of generality we may suppose that y = e ~) == (_? A) mod 2 
with C > O. 

We now apply Lemma 5 with n replaced by the positive odd integer c, 
obtaining: 
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41(eyz) = (~)(ez + d)(1-c)/2 41(ez). 
41C(yz) e 41C(z) 

(4.8) 

The ratio that ultimately interests us is 41 (yz)1¢(z). Solving for this in (4.8) 
gives 

( 41(YZ»)C = (~)(ez + dYC-l)/2 41(eyz). 
41(Z) e 41 (ez) 

On the other hand, we have (using: ad - I = be) 

az + b I eyz = e-- = a - --. 
ez + d ez + d 

Since a is even and 41 has period 2, this means that 

41(eyz) = 41 ( -~) = ~ -i(ez + d)41(ez + d) 

= ~ -i(ez + d)41(ez). 

Combining (4.9) and (4.10) gives 

( 41(YZ»)C = (~)(ez + dyc-l)/2 ~ - i(ez + d). 
41(z) e 

(4.9) 

(4.10) 

(4.11) 

Meanwhile, we saw in Problem 140fthe preceding section that 418 is invariant 
under [Y]4 for y E ij)(2), i.e., 

( 41(YZ»)8k = (ez + d)4k for any kE7L. (4.12) 
41(z) 

We now raise both sides of (4.11) to the e-th power and divide by (4.12), 
where k is chosen so that e2 = 8k + I. (Since e is odd, of course e2 == I 
mod 8.) The result is: 

41(yz) = (~)(ez + dy(C-l)/2-4k( -i(ez + d»(C-l)/2~ -i(ez + d). 
41(z) e 

But e(e - 1)/2 - 4k + (e - 1)/2 = (e2 - 1)/2 - 4k = O. Hence, 

41(yz) = (~)( _i)(C-l)/2~ -i(ez + d), 
41(z) e 

which is the transformation formula (4.4) that we wanted to prove. This 
concludes the proof of the main theorem as well. 0 

The transformation formula for the theta-function is similar to the trans­
formation formula for a modular form of weight k if we take k = t, i.e., 
except for a power of i the "automorphy factor" is (ez + d)1/2. In the next 
chapter we shall see that there is a general theory of modular forms whose 
weight is a half-integer, and the transformation formula for 0(z) plays a 
fundamental role in describing such functions. 
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PROBLEMS 

1. Prove that the generalized quadratic residue symbol (J) as defined in this section 
satisfies the following form of quadratic reciprocity: if c and d are both odd integers, 
then 

(.4) = {( _1)(C-IHd-I)/4(J) if c or dis positive; 

C _( _lyc-l)(d-I)/4(~) if c and d are negative. 

2. Show directly that both sides of (4.4) remain unchanged if y is replaced by - y. 

3. (a) Show directly (using (3.4» that the theorem (4.3) holds for the generators -I, 
T, and ST- 4 S of roC 4). 

(b) Show that the theorem would follow from part (a) if one could show that 

j(ex{3, z) = j(ex, {3z)j({3, z) for all ex, {3Ero(4). (4.13) 

(c) Conversely, show that the theorem proved in this section implies the relation 
(4.13). 

§S. The modular interpretation, and Heeke operators 

A basic feature of modular forms is their interpretation as functions on 
lattices. More precisely, we consider the most important cases of a congruence 
subgroup r': r' = r, r 1 (N), ro(N) or r(N). (Of course, r = r l (1) = ro(1) 
= r(1), so everything we say about the cases r l (N), ro(N) or r(N) will 
apply to r if we set N = 1.) By a "modular point" for r we mean: 

(i) for r' = r: a lattice L c C; 
(ii) for r' = r 1 (N): a pair (L, t), where L is a lattice in C, and t E C/ L is 

a point of exact order N; 
(iii) for r' = ro(N): a pair (L, S), where L is a lattice in C, and S c C/L 

is a cyclic subgroup of order N, i.e., S = Zt for some point tEC/L of 
exact order N. 

(iv) for r' = r(N): a pair (L, {t 1, t z}), where t l' t z E CIL have the property 
that every tEkLIL is of the form t = mt l + ntz, i.e., t l , t2 form a basis 
for the points of order N (in particular, t 1 and t z must each have exact 
order N). 

Given a lattice L, in general there will be several modular points of the 
form (L, t), (L, S), or (L, {tl' t z}). However, when N = 1, there is only 
one modular point corresponding to each L, and we identify it with the 
modular point L for r. 

Let k E Z. In each case (i)-(iv), we consider complex-valued functions 
F on the set of modular points which are of "weight k" in the following 
sense. Ifwe scale a modular point by a nonzero complex number A, then the 
value of F changes by a factor of A -k. That is, for A E C* we consider AL = 
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{AIIIEL}, ).tEC/AL, ).8 = {/ctltES} c C/)L. Then F is defined to be of 
weight k if for all A E C* 

case (i) F(AL) = A-kF(L) for all modular points L; 
case (ii) F(AL, }et) = A -kF(L, t) for all modular points (L, I); 

case (iii) F(AL, AS) = A -k F(L, S) for all modular points (L, S); 
case (iv) F(AL, {Jet l , A12}) = },-kF(L, {II, t 2}) for all modular points 

(L, {t l , t2})' 

An example of such a function of weight k is 

Gk(L) = I l-k (k> 2 even). (5.1) 
O*IEL 

Notice that any function F in case (i), such as Gb automatically gives a 
function for the other groups; for example, by setting F(L, t) = F(L). 

Given a function F of weight k, we define two corresponding functions 
F and f as follows. F(w) is a complex-valued function on column vectors 
w = (W') such that W I /W2 E H; fez) is a function on the upper half-plane 

W 2 

H. Let Lw be the lattice spanned by WI and W2' and let L z be the lattice 
spanned by z and 1. Given F as above, we define 

case (i) F(w) = F(Lw); 
case (ii) F(w) = F(Lw, w2/N); 

case (iii) F(w) = F(Lw' "1'w2/N); 
case (iv) F(w) = F(Lw , {wl/N, w2/N}). 

In all cases we define fez) = Fm. Thus, for example, the function fez) 
that corresponds to Gk(L) (see (5.1)) is the Eisenstein series we denoted 
Gk(z) in §2 (see (2.5)). 

For I' = (~ ~) E r = SL2("1'), we define the action of I' on functions of w 
by the rule yF(w) = F(yw), where yw is the usual multiplication of a column 
vector by a matrix. 

Proposition 31. Let k E"1', and let r' = r, r I (N), r o(N) or r(N). The above 
association of F with F and f gives a one-to-one correspondence between the 
following sets of complex-valued functions: (1) F on modular points which 
have weight k; (2) F on column vectors w which are invariant under I' for 
YEr' and satisfy F(},w) = rkF(w); (3) f on H which are invariant under 
[yJdor YEr'. 

PROOF. We shall treat case (ii), and leave the other cases as exercises. 
Suppose I' E r I (N) and F is a weight k function of modular points (L, t). 
We first compute: 

F(yw) = F (Lyw, cW I ~ dW2) = F(Lw , w2/N) = F(w), 

because Law,+bw2,CW,+dw2 = L W ,.w2 (since YEr) and (CWI +dw2)/N=:w2/N 
mod L (since YErl(N)). We also have 
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Next, we have 

. ( 1 ) d k ( CZ + d) j(yz) = F L(az+b)/(Cz+d)' N = (cz + ) F Laz+b.cz+d, ~ , 

because F has weight k. But the lattice spanned by az + band cz + dis 
L z , and (cz + d)/N = k mod L z ; hence 

f(yz) = (cz + dtF (L" ~) = (cz + d)kf(z). 

Thus, the F and f corresponding to Fha ve the properties claimed. 
To show the correspondence in the other direction, given fez) we define 

F(w) to be w"2kf(wdw2); and given Fwe define F(L, t) to be F(w), where w 
is chosen to be any basis of L such that w2/N = t mod L. One must first 
check that the definition of F makes sense (i.e., that such a basis w exists), 
and that the definition of F is independent of the choice of such a basis w. 
The first point is routine, using the fact that t has exact order N in C/ L, and 
the second point follows immediately because any other such basis must be 
of the form yw with y E r 1 (N). It is also easy to check that, oncefis invariant 
under [Y]k for y E r 1 (N), it follows that F is invariant unde:r y and has weight 
k; and that, if Fhas weight k, then so does the corresponding F. The construc­
tion going from F to F to f and the construction going from f to F to Fare 
clearly inverse to one another. This concludes the proof. 0 

We say that F is a modular function/ modular form;' cusp form if the 
correspondingfis a modular function/ modular form/ cusp form as defined 
in §3. 

We now discuss the Hecke operators acting on modular forms of weight k 
for r 1 (N). We could define them directly onf(z) E Mk(r1 (N)). However, the 
definition appears more natural when given in terms of the corresponding 
functions F on modular points. 

Let ff' denote the l[Jl-vector space of formal finite linear combinations of 
modular points, i.e., ff' = EBl[JleL,t is the direct sum of infinitely many 
one-dimensional spaces, one for each pair (L, t), where L is any lattice in 
I[: and t E C/L is any point of exact order N. A linear map T: ff' --> ff' can be 
given by describing the image TeL t = I. anep of each basis element; here 
{Pn } are a finite set of modular poi~ts. n 

For each positive integer n we define a linear map 1~: ff' --> ff' by the 
following formula giving the image of the basis vector eL,t: 

I 
Tn(eL ,) = - " eL, " , nL..., (5.2) 

where the summation is over all lattices L' containing L with index n such 
that (D, t) is a modular point. (Here for t E 1[:/ L we still use the letter t to 
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denote the image of t modulo the larger lattice L'.) In other words, L' j L c 

CjL is a subgroup of order n, and t must have exact order N modulo the 
larger lattice L' as well as modulo L. The latter condition means that the 
only multiples 7l.t which are in L' j L are the multiples 7l.Nt which are in L. 
In the case N = I, i.e., r' = r, this condition disappears, and we sum 
over all lattices L' with [L': L] = n. The condition on t is also empty if 
nand N have no common factor. To see this, suppose that g.c.d.(n, N) = 1, 
and suppose that N'tEL'. Then the order of N't in L'jL divides N (because 
N'NtEL) and divides n (because #L'jL = n), and so divides g.c.d.(N, n) = 1. 
Thus N'tEL. 

Notice that the sum in (5.2) is finite, since any lattice L' in the sum must 
be contained in i.L = {MI/EL}, because each element of L'jL has order 
dividing n = # L' j L. Thus, each L' in the sum corresponds to a subgroup of 
order n in i.LjL ~ (71.jn71.)2. 

Note that Tl = 1 = the identity map. 
Next, for any positive integer n prime to N we define another linear map 

Tn.n:!E ..... !E by 

(5.3) 

Note that t has exact order N modulo i,L, because g.c.d.(N, n) = 1. Again 
we are using the same letter t to denote an element in C; L and the corre­
sponding element in Cji.L. 

It is easy to check the commutativity of the operators 

(5.4) 

It is also true, but not quite so trivial to prove, that the Tm's commute with 
one another for different m's. This will follow from the next proposition. 

Proposition 32. (a) If g.c.d.(m, n) = 1, then Tmn = TmTn; in particular, Tm 
and Tn commute. 

(b) lfp is a prime dividing N, then Tpl = T;. 
(c) lfp is a prime not dividing N, then for I ~ 2 

(5.5) 

PROOF. (a) In the sum (5.2) for Tmn , the L' correspond to certain subgroups 
S' of order mn in ';nLjL, namely, those which have trivial intersection with 
the subgroup 7l.t c CjL. Since g.c.d.(m, n) = 1, it follows that any such S' 
has a unique subgroup S" of order n; if L" => L is the lattice corresponding 
to S", then S'jS" gives a subgroup of order m in #,L"jL". Both S" and 
S'jS" have nontrivial intersection with 7l.t. Conversely, given S" = L"jL c 

i.LjL of order n and a subgroup S' = L'jL" c #,L"jL" of order m, where 
both subgroups have trivial intersection with 7l.t, we have a unique subgroup 
L' jL c ';nLjL of order mn with nontrivial intersection with 7l.t. This shows 



§S. The modular interpretation, and Heeke operators 157 

that the modular points that occur in Tmn(eL,t) = ';n L eL',t and in Tm(Tn(eL,t)) 
= -I. L Tm(eL") are the same. 

(b) By induction, it suffices to show that Tpl-l Tp = Tpl for I ~ 2. Let 
t' = ~t. Then Tpl(eL,t) = p-ILeL,,1' where the summation is over all L' :::> L 
such that L' j L c P -I Lj L has order i and does not contain t'. Notice that 
L'jL must be cyclic, since otherwise it would contain a (p, p)-subgroup of 
p-1LjL. There is only one such (p, p)-subgroup, namely 1;LjL, and t' E1;LjL, 
since pt' = NtEL. Once we know that L'jL must be cyclic, we can use the 
same argument as in part (a). Namely, for each L' that occurs in the sum for 
Tpl(eL,t) there is a unique cyclic subgroup of order pin L'jL; the correspond­
ing lattice L" occurs in the sum for TvCeL,t), and L' is one of the lattices that 
occur in Tpl-l(eL",t). This shows the equality in part (b). 

(c) Since p~ N, the condition about the order of tin CjL' is always fulfilled. 
We have Tpl-1TvCeL,t) = p-ILL',LL' eL'.1' where the first summation is over 
all lattices L" such that S" = L"jL has order p, and the second summation 
is over all L' such that S' = L' jL" has order pH. On the other hand, I;,l(eL.t) 
= p-l LL' eL' t, where the summation is over all L' such that L' jL has order 
pl. Clearly, ~very L' in the inner sum for Tpl-l Tp is an L' of the form in the 
sum for Tpl, and every L' in the latter sum is an L' of the form in the former 
sum. But we must count how many different pairs L", L' in the double sum 
lead to the same L'. First, if L'j L is cyclic, then there is only one possible 
Ln. But if L'jL is not cyclic, i.e., if L'jL:::> ~LjL, then L" can be an arbitrary 
lattice such that L" jL has order p. Since there are p + I such lattices (for 
example, they are in one-to-one correspondence with the points on the 
projective line over the field of p elements), it follows that there are p extra 
times that eL',t occurs in the double sum for Tpl-l Tp. Thus, 

Tpl(eL,t) = Tpl-l Tp(eL,t) - p 'p-I L eL',t. 

But 

This concludes the proof of part (c). 

L'=>(l/p)L 
[L':(1/p)Ll=pl-2 

o 

If n = p~1 ... p:r is the prime factorization of the positive integer n, then 
Proposition 32(a) says that Tn = Tp~, ... Tp~,. Then parts (b)-(c) show that 
each Tp~j is a polynomial in Tpj and Tpj,pj' It is easy to see from this and (5.4) 
that all of the Tn's commute with each other. Thus, the operators Tn n (n a 
positive integer prime to N) and Tm (m any positive integer) gene~ate a 
commutative algebra £ of linear maps from 2' to 2'; actually, ye is gen­
erated by the Tp,p (p~ N a prime) and the Tp (p any prime). 

There is an elegant way to summarize the relations in Proposition 32 as 
formal power series identities, where the coefficients of the power series 
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are elements in Yf. First, for piN, we can restate Proposition 32(b) as 
follows: 

00 1 L: TpIX' = ,p IN, (5.6) 
1=0 1 - TpX 

i.e., (1: TpIX')(l - TpX) = 1 in Yf[[X]]. This follows from Proposition 
32(b) because, equating coefficients, we see that the coefficient of X, is 
Tpl - Tpl-l Tp. Similarly, for p{ N, part (c) of Proposition 32 is equivalent 
to the identity 

p{N, (5.7) 

i.e., if we multiply both sides of (5.7) by 1 - TpX + pTp,pX2 and equate 
coefficients of powers of X, we see that (5.7) is equivalent to the equalities 

T j = 1, Tp- Tp=O, Tpl- Tpl-lTp+pTp'-2Tp,p for 1'C.2. 

To incorporate part (a) of Proposition 32, we introduce a new variable s 
by putting X = p-s for each pin (5.6) or (5.7). We then take the product of 
(5.6) over p with p IN and (5.7) over all p withp{ N: 

n ~ T -Is n 1 n 1 
1..- piP = I T -s 1 T -s T j - 2s 

allp 1=0 piN - pP piN - pP + P.pP 

But, by part (a) of the proposition, when we multiply together the sums on 
the left in this equality, we obtain 1: Tnn- s , where the sum is over all positive 
integers n. The proof is exactly like the proof of the Euler product for the 
Riemann zeta-function. We use the factorization n = p~l ... p~r, and the 
relation: Tnn- s = (Tp~lP~alS) ... (Tp~,p;arS). We hence conclude that 

f Tnn- s = n 1 ~ s n 1 T -s 1 T 1 2s' (5.8) 
n=1 piN - pP piN - pP + p,pP 

For d an integer prime to N, let [d]: !t? ->!t? be the linear map defined 
on basis elements by [d]eL.t = eL,dt. Note that dt has exact order N in elL 
because g.c.d.(d, N) = l. Also note that Cd] depends only on d modulo N, 
i.e., we have an action of the group (ZINZ)* on !t? 

We now consider fvnctions F on modular points and the corresponding 
functions fez) on H. Again we suppose that we are in the case r' = r 1 (N). 
If T: !t? ->!t? is a linear map given on basis elements by equations of the 
form T(eL t) = 1:anep , then we have a corresponding linear map (which we 

• n 

also denote T) on the vector space of complex-valued functions on modular 
points: TF(L, t) = 1: anF(Pn ). For example, 

[d]F(L, t) = F(L, dt) (here g.c.d.(d, N) = 1); 

Tn,J(L, t) = n- 2FGL, t) 
TnF(L, t) = ! L: F(L', t), 

n L' 

(g.c.d. (n, N) = 1); (5.9) 
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where the last summation is over all modular points (D, t) such that [L': L] 
= n, as in (5.2). 

Proposition 33. Suppose that F(L, t) corresponds to a function fez) on H 
which is in Mk(r l (N». Then [d] F, Tn,.F, and TnF also correspond to functions 
(denoted [d]/, Tn,n!; and TJ) in Mk(rl (N». Iff is a cusp form, then so are 
Cd]/, Tn,n!; and Tn! Thus, Cd], Tn,n' and Tn may be regarded as linear maps 
on Mk(r l (N» or on Sk(rl (N». In this situation, let X be a Dirichlet character 
modulo N. ThenfEMk(N, X) if and only if[d]F = X(d)F, i.e., ifand only if 

F(L, dt) = X(d)F(L, t) for dE (71/N71)*. (5.10) 

PROOF. To show that Cd]/, Tn,nfand TJare invariant under [Y]kforyErl (N), 
by Proposition 31 it suffices to show that [d]F(L, t), Tn . .F(L, t), and TnF(L, t) 
have weight k, i.e., [d]F(AL, ).t) = A-k[d]F(L, t), Tn.nF(AL, At) = 
A -kTn.nF(L, t), and TnF(AL, ),t) = A -kTnF(L, t); but this all follows trivially 
from the definitions. We next check the condition at the cusps. 

Note that if rx = (~ ~) E GLi (iQl) and if fez) corresponds to F(L, t), then 

f(z) I [rx]k = (det rx)k/2(CZ + d)-kF( La" ~) 

_ d )k/2 ( CZ + d) - ( et rx F Laz+b.cz+d'~ .. 

In particular, if rxEr, then this equals F(Lz, (cz + d)/N). Next, for each 
dE (71/ N71)*, choose a fixed lTd E r such that lTd == C&d ~) mod N. (This is 
possible, because g.c.d.(d, N) = 1, and the map r ---> SL 2C2.:/N71) is surjective, 
by Problem 2 of §III.l.) We then have 

f(z) I [ITd]k = F( L z , ~) = [d]F( L z , ~) = [d]f(z), 

i.e., [d]f=fl[ITd]k' Thus, for YoEr we check (3.8) for [d]f as follows: 
[d]fl[YO]k = fl[ITdYO]b which has a q-expansion of the required type, i.e., 
[d]fsatisfies (3.8) iffdoes. Similarly, we find that Tn nf(z) = n- 2 F(*Lz , k) = 
nk- 2F(Lzo R) = nk- 2[n]f(z), so this case has already'been covered. 

We next consider the cusp condition for Tnf(z), which is a sum of functions 
of the form *F(L', ~), where L' is a lattice containing L z with index n. We 
take such an L' and let (WI' W2) be a basis for L'. Since L z c L' with index n, 
there is a matrix "[ with integral entries and determinant n such that (D = "[w 

(w denotes the column vector with entries WI and w 2 ). We can choose a set 
T of such "[ (independently of z) such that 

Tnf(z) = I L F(Lt-'G), NI ). 
nrET 

We now consider each F(Lw' k), where CD = "[(:1). We find ayE r such that 
y,,[-I = *(~ ~) with zero lower-left entry and a,2 b, d integers with ad = n 
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(it is an easy exercise to see that this can be done). The lattice spanned by 
(:;:~) = .-lm is the same as that spanned by Y(:;:~) = keg ~)(D. Thus, 

F(Lw, ~)=F(L(aZ+bl/n'd/n' ~) = akF (L(az+bl/d,l , ;) 

= ~[a]f((az + b)/d). 

But iff(z) satisfies (3.8), then so doesf((az + b)/d), and [a] also preserves 
(3.8), as shown above. This proves the cusp condition for Tn! 

Finally, let Yd E ro(N) be any element with lower-right entry d. As shown 
above, f(z) I [Yd]k = F(Lz,~) = [d]F(Lz, ~). Thus, fl[Yd]k corresponds to 
[d]F, and so fl [Yd]k = x(d)f if and only if [d]F = X(d)F. This completes 
the proof of the proposition. 0 

We saw before (Proposition 28) that a function fE M k(r1 (N» can be 
written as a sum of functions in Mk(N, X) for different Dirichlet characters 
X. Thus, using the one-to-one correspondence in Proposition 31, we can 
write a modular form F(L, t) as a direct sum of F's which satisfy (5.10) for 
various X. 

Proposition 34. The operators Tn and Tn,n commute with [d], and preserve the 
space of F(L, t) of weight k which satisfy (5.10). If F(L, t) has weight k and 
satisfies (5.10), then Tn,nF = nk- 2 x(n)F. 

PROOF. That the operators commute follows directly from the definitions. 
Next, if [d]F= X(d)F, it follows that [d]TnF = Tn[d]F= X(d)TnF and 
[d]Tn,nF= Tn,n[d]F= X(d) Tn,nF . This is just the simple fact from linear 
algebra that the eigenspace for an operator [d] with a given eigenvalue is 
preserved under any operator which commutes with [d]. Finally, if F(L, t) 
satisfies (5.10), then Tn nF(L, t) = n-ZF(kL, t) = nk- 2F(L, nt) 
nk-Z[n]F(L, t) = nk- 2x(n)F(L, 't). 0 

If we translate the action of Tn, Tn,n and [d] from functions F(L, t) to 
functions fez) on H, then Proposition 34 becomes 

Proposition 35. Tn and Tn,n preserve Mk(N, X), and also Sk(N, X). For 
fE Mk(N, X) the action of Tn,n is given by Tn,nf = nk- 2 x (n)! 

Proposition 36. The operators Tn on Mk(N, X) satisfy the formal power series 
identity 

f Tnn- s = TI (1 - I;,p-s + X(p)pk-1-2S)-1. (5.11) 
n=l all p 

PROOF. We simply use (5.8) and observe that for p{N we have Tp,pf= 
pk-2 X(p)f, while for piN the term on the right in (5.11) becomes (1-
Tpp-S)-l because X(p) = o. 0 
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As a special case of these propositions, suppose we take X to be the trivial 
character of (7!../N7!..)*. Then Mk(N, X) = Mk(ro(N)), and the modular forms 
JE Mk(N, X) correspond to F(L, t) on which Cd] acts trivially, i.e., F(L, t) = 
F(L, dt) for all dE (7!../ N7!..)*. Such F(L, t) are in one-to-one correspondence 
with functions F(L, S), where S is a cyclic subgroup of order N in CfL. 
Namely, choose t to be any generator of S, and set F(L, S) = F(L, t). The 
fact that F(L, t) = F(L, dt) means that it makes no difference which generator 
of S is chosen. Conversely, given F(L, S), define F(L, t) = F(L, St), where 
St = 7!..t is the subgroup of C/L generated by t. So we havt: just verified that 
functions of modular points in the sense of case (iii) at the beginning of this 
section correspond to modular forms for ro(N). 

We now examine the effect of the Hecke operator Tm on the q-expansion 
at 00 of a modular form J(z) E Mk(N, X). That is, if we write J(z) = L anqn 
and TmJ(z) = Lbnqn, q = eZrriz , we want to express bn in terms of the an' 

We first introduce some notation. IfJEC[[q]],f= Lanqn, we define 

(5.12) 

where the latter summation is only over n divisible by m. Note that Vi = 
V1 = identity, and Um 0 Vm is the identity, while Vm 0 Um is the map on power 
series which deletes all terms with n not divisible by m. Suppose that J(z) = 

L anqn, q = e2rriz , converges for z E H. Then we clearly have: 

VmJ(z) = J(mz); (5.13) 

Proposition 37. LetJ(z) = L'::=oanqn, q = eZrriz,fEMk(N, X), and let TpJ(z) = 
L'::=obnqn. Then 

bn = apn + X(p)pk-l an/p, (5.14) 

where we take X(p) = 0 if piN and we take an/p = 0 iJ n is not divisible by p. 
In other words, 

(5.15) 

PROOF. We have TpJ(z) = tLL'F(L', k), where Fis the function on modular 
points which corresponds to J and the sum is over all lattices L' containing 
L z with index p such that k has order N modulo L'. Such L' are contained in 
the lattice tLz generated by ~ and t, and the lattices ofindexp are in one-to­
one correspondence with the projective line IP~ over the field of p elements 

p 

IFp = 7!../p7!... Namely, the point in IP~ with homogeneous coordinates (ai' az) 
p 

corresponds to the lattice generated by L z and (alz + az)/p. Thus, there are 
p + 1 possible L' corresponding to (1, j) for j = 0, 1, ... , p - 1 and (0, 1). 
If P { N, then all p + 1 of these lattices L' are included; if piN, then the last 
lattice (generated by L z and t) must be omitted, since k has order ~ in that 
case. Note that the lattice generated by L z and (z + j)/p is L(z+i)/p' Thus, if 
piN we have TpJ(z) = t L)::6 F(L(z+i)/p, k) = t L)::tdC;J) = UpJ(z). If 
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P,f' N, then we have the same sum plus one additional term corresponding 
to the lattice generated by L z and f,; this lattice is f,Lpz. Thus, in that case 

I;,f(z) = Upf(z) + ~FGLpz, ~) = Upf(z) + pk-1F ( Lpz' ~) 

= Upf(z) + pk-l X(p)F (Lpz , ~) = Upf(z) + pk-l x (p)f(pz) , 

which is (5.15). The expression (5.14) for the bn follows directly from (5.15) 
if we use the expressions (5.12) for the operators Vp and Up. 0 

As a consequence of Proposition 37 we have the factorization 

1 - I;,X + X(p)pk- 1X 2 = (1 - UpX)(1 - X(p)pk-1VpX), (5.16) 

where both sides are regarded as polynomials in the variable X whose 
coefficients are in the algebra of operators on the subspace of C[[q]] 
formed by the q-expansions of elements fez) E Mk(N, X). To see (5.16), note 
that the equality of coefficients of X is precisely (5.15), while the coefficients 
of X 2 agree because Upo Vp = 1. 

Proposition 38. We have the following formal identity: 

n~l Tnn- s = C~l x(n)nk - 1 vnn- s) C~I unn-s)' (5.17) 

or, equivalently, 
Tn = L X(d)d k - 1 ~O Un/d' (5.18) 

din 

PROOF. By (5.11) and (5.16) we find that the left side of (5.17) is equal to 

fl «(1 - Upp-S)(1 - X(p)pk-I Vpp-S))-I. 
p 

Since the Up and Vp do not commute, we must be careful about the order of 
the factors. Moving the inverse operation inside the outer parentheses, we 
reverse the order, obtaining 

p 

Note that Up! and Vp2 do commute for PI #- Pl' as follows immediately from 
(5.12). This enables us to move all of the (1 - Upp-S)-I terms to the right 
past any (1 - X(P2)p;-1 VP2P~S)-1 term for Pl #- p. This gives us separate 
products with the Vp's and with the Up's: 

I 
~ I - X(p)pk-I VpP-s ~ 1 - UpP-s' 

We now expand each term in a geometric series and use the fact that Vmn = 
Vrn 0 ~ and Urnn = Urn 0 Un. The result is (5.17). 0 
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Proposition 39. Under the conditions of Proposition 37, if Tmf(z) = L~=o bnqn, 
then 

bn = L X(d)dk- 1 amnW' (5.19) 
dlg·c.d.(m,n) 

PROOF. According to (5.18), we have 
00 00 

Tm L anqn = I x(d)dk - 1 ~o Umld L anqn 
n=O dim n=O 

= L X(d)dk- 1 L anqd2nlm. 
dim mldln 

If we set r = d 2 n/m, the inner sum becomes L arm/d'qr with the sum taken 
over all r divisible by d. Replacing r by n and gathering together coefficients 
of qn, we obtain the expression (5.19) for the n-th coefficient. 0 

Most of the most important examples of modular forms turn out to be 
eigenvectors ("eigenforms") for the action of all of the Tm on the given space 
of modular forms. IffEMk(N, X) is such an eigenform, then we can conclude 
a lot of information about its q-expansion coefficients. 

Proposition 40. Suppose that fez) E Mk(N, X) is an eigenform for all of the 
operators Tm with eigenvalues )'m, m = 1, 2, ... : Tmf = Ami Let am be the 
q-expansion coefficients: fez) = L':;:=oamqm. Then am = ;lmal for m = 1, 2, 
.... In addition, a 1 # 0 unless k = 0 and f is a constant function. Finally, if 
ao # 0, then Am is given by the formula 

)'m = L X(d)dk- 1 . (5.20) 
dim 

PROOF. Using (5.19) with n = 1, we find that the coefficient of the first power 
of q in Tmf is am' If Tmf = Am/' then this coefficient is also equal to Ama1 • 

This proves the first assertion. If we had a 1 = 0, then it would follow that 
all am = 0, and f would be a constant. Finally, suppose that ao # O. If we 
compare the constant terms in Tmf= Amf and use (5.19) with n = 0, we 
obtain: Amao = bo = Ldlm X(d)d k- 1 ao. Dividing by ao gives the formula for 
Am' 0 

Iffis an eigenform as in Proposition 40 (with k # 0), then we can multiply 
it by a suitable constant to get the coefficient of q equal to 1: a 1 = 1. Such 
an eigenform is called "normalized". In that case, Proposition 40 tells us 
that am = )'m is simply the eigenvalue of Tm. If we then apply the operator 
identity (5.11) to the eigenform f, we obtain identities for the q-expansion 
coefficients of I Namely, applying both sides of (5.11) to a normalized 
eigenformfEMk(N, X), we have: 

00 L ann- s = TI (1 - app-s + X(p)pk-I- 2sr 1. 
n=1 p 
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EXAMPLES. 1. Let N = 1, and let k :2: 4 be an even integer. Suppose that 
f = L a"q" E Mk(r) is an eigenform for all of the Tm , and suppose that ao "# 0 
andfis normalized (i.e., al = 1). Then Proposition 40 says thatf= ao + 
L ak-l (n)q". But recall the Eisenstein series Ek = 1 - ~~ L a k - 1 (n)q" (see 
(2.11». Thus, f and - ~~ Ek are two elements of Mk(r) which differ by a 
constant. Since there are no nonzero constants in Mk(r), they must be equal, 
i.e., ao = - Bd2k. Therefore, up to a constant factor, any weight k eigenform 
for r which is not a cusp form (i.e., ao "# 0) must be Ek • Conversely, it is 
not hard to show that Ek is actually an eigenform for all of the Tm. This can 
be done using the q-expansion and (5.14) (it suffices to show that it is an 
eigenform for the Tp, since any Tm is a polynomial in the operators Tp for p 
prime). Another method is to use the original definition of Tm on modular 
points, applied to Gk(L) = LO*IEL rk. 

2. Let N = 1, k = 12. Since SI2(r) is one-dimensional, spanned by 
(2n)-12L\(z) = L~ll(n)q" (see Propositions 9(d) and 15), and since the Tm 
preserve Sk(r), it follows that f = L l(n)q" is an eigenform for Tm. It is 
normalized, since 1(1) = 1. Then Proposition 40 says that Tmf= l(m)ffor 
all m. Thus, the relation (5.11) applied to f gives 

I l(n)n- S = TI Is 11 2s' (5.21) 
"=1 allp 1 - l(p)p + P 

This Euler product for the Mellin transform off = L l(n)q" is equivalent to 
the sequence of identities (see Proposition 32): 

l(mn) = l(m)l(n) for m, n relatively prime; 

l(pl) = l(pl-l)l(p) _ plll(pl-2). 

Ramanujan conjectured that in the denominator of (5.21) the quadratic 
1 - l(p)X + p11 X 2 (where X = p-S) has complex conjugate reciprocal roots 
rxp and iXp; equivalently, 1 - l(p)X + pll X 2 = (1 - rxpX)(1 - iXpX), i.e., 
l(p) = rxp + (ip with Irxpl = p11/2. From this it is easy to conclude that 1"(p)1 ::; 
2pll/2, and, more generally, 1"(n) I ::; ao(n)n 11/2 (see the proof of Proposition 
13 in §II.6). The Ramanujan conjecture and its generalization, the 
Ramanujan-Petersson conjecture for cusp forms which are eigenforms for 
the Hecke operators, were proved by Deligne as a consequence of the Weil 
conjectures (see [Katz 1976aJ). 

The Euler product (5.21) is reminiscent of the Hasse-Weil L-series for 
elliptic curves. For more information on such connections, see [Shimura 
1971 ]. 

3. Let N = 4, x(n) = c/) = (_1)("-1)/2 for n odd. We saw that MI (N, X) 
is one-dimensional and is spanned by e 2 • If we apply Proposition 40 to 
te2 = t + q + ... + Amqm + ... , we find that Am = L (4-), where the sum 
is over odd d dividing m. For example, 

A=l+-= , (-1) {O ifp == 3 (mod 4); 
P P 2 if p == 1 (mod 4). 

(5.22) 
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Since Am is one-fourth the number of ways m can be written as a sum of two 
squares, we have recovered the well-known fact that p can be so expressed 
in eight ways if p == 1 (mod 4) and in no way if p == 3 (mod 4). That fact is 
usually proved using factorization in the Gaussian integers 1'[i]. The 
Gaussian field Q(i) has discriminant -4, and corresponds to the character 
X of l' having conductor 4: x(n) = C;,l). Let 1 denote the trivial character of 
(1'/41')*, and let p denote the two-dimensional representation (6 ~) of 
(1'/41')*. Then we can write (5.22) in the form Ap = Tr pep). This turns out 
to be a very special case of a general fact: a normalized weight-one eigenform 
in MI (N, X) has its q-expansion coefficients determined by the trace of a 
certain two-dimensional representation of a certain galois group. For more 
information about this, see [Deligne and Serre 1974]. 

Another approach to Hecke operators. Let r l and r 2 be two subgroups of 
some group G. 

Definition. r l and r 2 are said to be "commensurable" if their intersection 
has finite index in each group: [rl: r l n r 2] < 00, [r2: r l n r 2] < 00. 

BASIC EXAMPLE. Let r' be a congruence subgroup of r = SL 2 (1'), and let 
rt.EG = GL;(Q). Then r' and rt.-Ir'rt. are commensurable. To see this, 
suppose r' :::J reN). By Lemma 1 in the proof of Proposition 17, we have 
r' n rt.- I r'rt. :::J reND) and r' n rt.r'rt.- I :::J r(ND) for some D. Let r" = 

r' n rt.- I r'rt.. Then r":::J reND), rt.r"rt.-I:::J r(ND). Thus, [r': r"] .$; 

[r: reND)] < 00, and also [rt.- I r'rt.: r"] = [r': rt.r"rt.- I] .$; [r: reND)] 
< 00. 

Definition. If r l , r 2 c G and rt. E G, then the double coset r l rt.r2 is the set of 
all elements ofG of the form yl rt.Y2 with YIErl , Y2Er2' Notice that r l rt.r2 
contains the right coset r l rt., and in general is a union of right cosets of the 
form r l rt.Y2' 

Proposition 41. Let r' c G be any subgroup of a group, and let rt. E G be any 
element such that r' and rt.- I r'rt. are commensurable. Let r" = r' n rt.- I r'rt.. 
Let [r': r"] = d, and write r' = U1=1 r" yj. Then r'rt.r' = U1=1 r'rt.Yj is a 
disjoint union of d right cosets. Conversely, ifT'rt.r' = U1=1 r'rt.Yj is a disjoint 
union of d right cosets, then r' = U1=1 r"yj. 

PROOF. Given an element yl rt.Y2 with YI' YzEr', we can write Yz = Y"Yj with 
Y"Er" for some j. Since Y"Ert.-Ir'rt., we can write y" = rt.-Iy'rt., so that 
YI rt.Yz = YI rt.(rt.- I y'rt.)Y; = (YI y')rt.Yj E r'rt.yj. We must show that the right cosets 
r'rt.y; are distinct for different j. Suppose ylrt.Yj = Y2rt.Y~. Then yjy~-I = 
rt.- I Yl 1 Yzrt. E rt.- I r' rt.. Since yj y~-I E r', it follows that yj y~-I E r", i.e., yj E r" y~, 
and so j = k. The converse assertion is also routine, so we shall omit the 
details. D 
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We shall define Heeke operators in terms of double cosets for a large class 
of congruence subgroups of r, a class which includes r 1 (N), ro(N) and 
r(N) as special cases. Then we shall show that in the case of r 1 (N) this 
definition coincides with our earlier definition of the operators T" acting on 
Mk(r1 (N)). 

Let S+ be a nonzero additive subgroup of the integers, i.e., S+ = MZ for 
some positive integer M. Let SX be a subgroup of (Z/NZ)*. We shall also 
use S x to denote the subset of Z whose image modulo N is in S x • (If N = I, 
then we agree to take SX = Z.) For example, if SX = {I}, then we also use 
SX to denote I + NZ c Z. Let n be any positive integer. We define 

I1n(N, SX , S+).kf {integer matrices (~ ~)I Nlc, a E SX , bE S+, det G ~) = n}. 
(5.23) 

If N = I and SX = S+ = Z, then I1n is simply the set of all 2 x 2-matrices 
with determinant n. It is easy to check that 

(5.24) 

and that I1I(N, SX, S+) is a group. I1I(N, SX, S+) is clearly a congruence 
subgroup of r, since it contains r(N'), where N' is the least common 
multiple of M and N (recall S+ = MZ). Here are our familiar examples: 

rl(N) = I1I(N, {I}, Z); ro(N) = I1I(N, (Z/NZ)*, Z); 

r(N) = 111(N, {l}, NZ). 

Definition. Let r' be a congruence subgroup of r, and let aEGL1«(li). Let 
r" = r' n a-I r'a, and let d = [r': r"], r' = U1=1 r"y;. Letf(z) be a func­
tion on H which is invariant under [Y]k for y E r'. Then 

d 

f(z) I [r'ar']k.kf L f(z) I [ay;Jk' (5.25) 
j=l 

Proposition 42. f(z) I [r'ar']k does not change if a is replaced by any otha 
representative a' of the same double coset: r' aT' = r' ar'. Nor does it depend 
on the choice of representatives y; of r' modulo r". IffEMk(r'), then 
fl [r' ar']k E Mk(r'). 

PROOF. We first prove the second assertion, that is, that (5.25) is unchanged 
ify; is replaced byyj'y;, whereyj' Er". Since r" c a-I r'a, we haveyj' = a-Iyja 
for some YjE r'. ThenfI [ayj'y;Jk = fl[ypy;Jk = fl[ay;Jk' becausefl[YJk = f 
Next, we observe that, by Proposition 41, the sum on the right in (5.25) can 
be written Lf(z)l[aj]b where the aj are any elements such that r'ar' = 
U r'aj' It is then immediate that the definition depends only on the double 
coset r' ar' and not on the choice of representative a. Finally, suppose that 
fEMk(r'). If YEr', then (f1[r'ar']k)I[Y]k = Lfl[ayjY]k =fl[r'ar']k' 
since right multiplication by y just rearranges the right cosets r' ay;. If f 
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satisfies the cusp conditions, then so doesfl[lXyj]k for eachj, by Lemma 2 
in the proof of Proposition 17. This completes the proof of Proposition 42. 

o 

Definition. Let r' = /),1 (N, SX , S+), and let n be a positive integer. Let 
fE Mk(r'). Then 

TJ~fn(k/2)-1 IJI[r'lXr']k' 

where the sum is over all double cosets of r' in /),n(N, SX , S+). 
By Proposition 42, we have TJEMk(r'). 
Equivalently, we can define 

TJ= n(k/2)-1 Ifl[IXJk' 

where r' IXj runs through the right cosets of r' in /),n(N, S x, S+). 

(5.26) 

(5.27) 

Proposition 43. In the case r' = r 1 (N), the definition (5.26) agrees with our 
earlier definition of the Heeke operators Tn. 

PROOF. Let /),n = /),n(N, {l}, Z). For each aE(Z/NZ)* we fix (TaEr such that 
(Ta == e&a ~) mod N. 0 

Lemma. 

(5.28) 

where the disjoint union is taken over all positive a dividing n and prime to N, 
andfor each such a we set d = n/a and take b = 0, I, ... , d. - 1. 

PROOF OF LEMMA. The terms on the right in (5.28) are clearly contained in 
/),n. Suppose the union were not disjoint. Then for some a', b', d' = n/a' we 
would have Y1 (Ta(g ~) = Y2(Ta'(~ ~), and so r would contain the matrix 
(g ~)(~ ~)-1 = ca~' did'); then a' = a, d' = d, and so (g ~) = (6f)(~ ~) for 
some j, i.e., b = b' + jd. If ° ::; b, b' < d, this means that b = b'. 

To prove the lemma, it remains to show that any IX = e: n E /), n is in one 
of the terms on the right in (5.28). Choose g, h relatively prime so that 
ga' + he' = 0, and complete the row g, h to a matrix y = (~ {) E r. Then ylX 
has determinant n and is of the form (6 :). Replacing y by ±(6 f)y ifneces­
sary, without loss of generality we may suppose that ylX =, (g ~) with a > 0, 
ad = n, 0::; b < d. Then, considered modulo N, the equality IX = y- 1 (g ~) 
gives (6 ~) == e&a !) (g ~), i.e., y-1 is of the form Y1 (Ta for some Y1 E r 1 (N). 
Thus, IX = Y1 (Ta(g ~) E r 1 (N)(Ta(g ~), as desired. This completes the proof of 
the lemma. 0 

We now prove the proposition. Let T~ew be the linear map on M k(r1 (N» 
defined by (5.26) (or (5.27)), and let T:1d be the earlier definition. Since 
M k(r1 (N)) = EBx Mk(N, X), it suffices to show that T~ew = T:1d on Mk(N, X). 
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LetfE Mk(N, X). By the lemma, we have 

T~ewf= n(k/2)~1 Lfl[O'aC~ mk' 

SincefEMk(N, X) we havefl[O'aJk = x(a)! Also, for each a> 0 and dwith 
ad = '1 we have 

by (S.13). Thus, 

df f(z)I[(~ ~)]k = df nk/2d~kf(az + b) 
b=O b=O d 

= nk/2r kVa ° dVdf(z), 

T~ewf= n(k/2)~1 Lx(a)nk/2dl~kVao Vd! 
aln 

(The sum is over a> 0 dividing n and prime to N; but the term x(a) ensures 
that the terms with g.c.d.(a, N) > 1 will drop out.) That is, 

Tnew = "x(a)ak~l VO U = Told n L. a nja n' 
aln 

by (S.18). This proves Proposition 43. o 

In many situations, the definition of Tn in terms of double cosets is more 
convenient than the definition in terms of modular points. For example, we 
shall use this definition below to show that Tn is a Hermitian operator with 
respect to the Peters son scalar product. Moreover, the double coset approach 
can be generalized to situations where no good interpretation in terms of 
modular points is known. We shall see an example of this in the next chapter, 
where we shall define Hecke operators on forms of half-integral weight. For 
a more detailed treatment of the double coset approach in a more general 
context, see [Shimura 1971]' 

The Petersson scalar product. Suppose we have an integral over some region 
in the upper half-plane and make the change of variable Zf-*C!:Z = ~:!~ , 
where a = (~ ~) E GLi (Q). If we have a term dxdy/y2 in the integrand, this 
does not change under such a change of variable. To see this, we compute: 

daz det a . 
dz (cz + d)2' 

1m az det a 
1m z Icz + d1 2 ' 

(S.29) 

In general, if we make a differentiable change of complex variable z 1 = u(z), 
then the area element dxdy near z is multiplied by lu'(z)j2 (see Fig. I1I.S). 
Thus, interpreting the first equality in (S.29) in terms of the real variables 
x = Re z and y = 1m z, we see that an element of area near z is expanded 
by a factor Idaz/dzl2 = (det a)2/lcz + d1 4 . Thus, dxdy/y2 is invariant under 
the change of variables, by (S.29). 

Proposition 44. Let r' c r be a congruence subgroup, let F' c H be any 
fundamental domain for r', and define 
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Figure III.5 

(r') = f dxdy J1 def y2' 
F' 

Then 

(a) The integral (5.30) converges and is independent oj the choice oJF'. 
(b) [f: f'] = J1(r')/ J1(r). 
(c) IJrxEGL1(QJ) and rx- I r'rx c r, then [f: f'] = [f: rx-If'rx]. 

169 

(5.30) 

PROOF. First let [f: f'] = d, let f = U1=1 rxl', and take F' = U rxj-IF. 
Notice that the integral for J1(r) converges, because 

--< Y dydx=-f dxdy f 1/2 fOO -2 2 

F y2 -1/2 ,f3/2 .J3' 
If for each j we make the change of variables z I--> (~jZ, we find that 
Sa:-IFdxdy/y2 = SFdXdy/y2; hence, for our choice of F' we find that the 

.I 

integral in (5.30) converges to dJ1(r). Suppose we chose a different funda-
mental domain FI for r'. Then we divide FI into regions R for which there 
exists rx E r' with rxR c F', and again we use the invarianc(: of dxdy/y2 under 
z I--> rxz to show that the integral over R c FI and the integral over the 
corresponding region rxR in F' are equal. Finally, to show part (c), we note 
that rx- I F' is a fundamental domain for rx- I r' rx. Since 

f dx~y = r dx~y, 
a-IF' Y J F' Y 

it follows that J1(rx- 1 r'rx) = J1(r'), and so part (c) follows from part (b). 0 

Now suppose thatJ(z) and g(z) are two functions in M~(r'). We consider 
the function JCz)g(Z)yk, where the bar denotes complex conjugation and 
y = 1m z. If we replace the variable z by rxz for rx E GL1 (QJ), we obtain: 
J(rxz)g(az)yk(det rx/lcz + dI 2)k, by (5.29). But this is just (f(z) I [rx]k) 
(g(Z)I[rx]k)yk. Thus, the effect of the change of variable is to replace J by 
JI[rx]k and 9 by gl[rx]k' 

Definition. Let r' c r be a congruence subgroup, let F' be a fundamental 
domain for r', and let!, gEMk(r'), with at least one of the two functions!, 
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9 a cusp form. Then we define 

1 r ~ dxdy 
<I, g) .kf [r: r'] JF'f(z)gCZ)yky ' (5.31 ) 

It is immediate from this definition that <I, g) is linear infand antilinear 
in 9 (i.e., <I, cg) = c<J; g»), it is antisymmetric (i.e., <gJ) = <I, g»), and 
also < I, f) > 0 for f -# O. These are the properties one needs in order to 
have a hermitian scalar product. We shall return to this later. 

Proposition 45. The integral in (5.31) is absolutely convergent, and does not 
depend on the choice of F. If r" is another congruence subgroup such that 
I, 9 E Mkcr"), then the definition of <1; g) is independent of whether f, 9 are 
considered in Mk(r') or in Mk(r"). 

Remark. The term l/[r: r'] in (5.31) is needed in order to have the 
second assertion in the proposition. The requirement that f or 9 be a cusp 
form is needed to get convergence of the integral, as we shall see. 

PROOF. First take F = U rJ.j-IF, where f = U rJ.l'. In each region rJ.j- 1 Fmake 
the change of variables which replaces z by rJ.j- 1 z, thereby transforming the 
integral into If f(z)I[rJ.t]kg(z)I[rJ.j-l]kykdx~y. 

j F Y 

Sincef, 9 E Mk(r'), we can writefl [rJ.j-l]k = '2:.';=0 anq~, gl [rJ.j-l]k = '2:.';=0 bnq~, 
with either an = 0 or bn = 0, since f or 9 is a cusp form. Because IqNI = 
le2rriz/NI = e- 21ty/N and y ;:::: '7 in F, and because an and bn have only polyno­
mial growth (see Problem 19 in §3), it is not hard to see that the integral is 
absolutely convergent. Next, if FI is another fundamental domain, we 
proceed as in the proof of Proposition 44, comparing SRf(z)g(Z)yk- 2dxdy 
with S~Rf(z)g(z)l-2dxdy, where R is a subregion of FI and rJ.R, with rJ.Er', 
is the corresponding subregion of F. Making the change of variable 
z 1-+ rJ.Z and using the fact that f 1 [rJ.]k = I, 9 1 [rJ.]k = g, we find that the two 
integrals are equal. 

Finally, suppose 1; gEMk(r"). First suppose that r" c r'. Writing 
f' = UI 6l", F" = U 611F, we have 

1 r ~ kdxdy 
[r: r"] Jr/(Z)g(Z)Y y 

= 1 . 1 "1 l(z)I[6-1] (Z)I[6 I] kdxdy 
[r: r'] [r': r"] 7 F' I kg , kY y2 . 

But all of the summands on the right are equal, sincefl [6,-I]k = I, gl [61- 1 ]k = 
g; and there are [f' : f"] values of I. We thus obtain the right side of (5.31). 

If r" ¢ r', we simply set r'" = r" n r', and show that (5.31) and (5.31) 
with r".in place of r' are each equal to (5.31) with r'" in place of r'. This 
completes the proof of Proposition 45. 0 
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Proposition 46. Let!; g E Mk([") withf or g a cusp form. Let tX E GLi (11)). Then 

(5.32) 

PROOF. Let [''' = [" n tX["tX- l . Then f, gEMk(['''), and fl[tX]b gl[tX]k E 
Mk(tX-1['''tX) by Proposition 17(a). Here tX- 1[,"tX = tX-1[,'tX n [". Let F" be a 
fundamental domain for [''', and take tX-1 F" as a fundamental domain for 
tX- 1 [''' tx. Then the right side of (5.32) is 

I r I kdxdy 
[[': tX-1['''tX] l_1F/(z)l[tX]kg(z) [tX]kY Y 

1 J' - kdxdy = [['. -1['''] f(z)g(z)y -2 . 
. tx tx F" Y 

Since [r: tX-1r"tX] = [r: r"] by Proposition 44(c), we obtain the left side 
of (5.32). D 

Now for tx E GLi (II)) we note that tx can be multiplied by a positive scalar 
without affecting [tX]k' So without loss of generality we shall assume in 
what follows that tx = (~ ~) has integer entries. Let D = ad - bc = det tx, and 
set tx' = DtX-1 = (.'!, --;,b). Then [tX- 1]k = [tX']k' 

Proposition 47. With f, g, tx as in Proposition 46, 

<fl[tX]b g) = <f, gl[tX']k)' (5.33) 

In addition, <fl[tX]k, g) depends only on the double coset oftX modulo I'. 

PROOF. If in (5.32) we replace g by gl[tX-1]k and replace [" by [" n tX["tX-1, 
then Proposition 46 gives (5.33). Now suppose we replace tx by Yl tXY2 in 
<fl[tX]k' g). We obtain <fl[Yl tXYZ]b g) = <fl[YltX]b gl[Y2 1]k) = <fl[tX]b 
g), becausefis invariant under [Yl]k and g is invariant under [Y21]b since 
Yt>Y21E[". D 

Proposition 48. Let [" = ['l(N), An = An(N, {l}, Z) (see (5.23)). Let f, 
g E M k ([") withf or g a cusp form. For each dE (Z/NZ)*,fix some O"dE[' such 
that O"d == ctbd ~) mod N. Let n be a positive integer prime to N. Then < Tnf, g) 
= <fl [O"n]k' Tng)· Inparticular, iffE Mk(N, X), then <Tnf, g) = x(n)<f, Tng) 
for n prime to N. 

PROOF. If tx = (~ ~) E An then tx == (6 ~) mod N, tx' == (3 -/) mod N, and 
O"ntX' == (6 -~/n) mod N. Thus, O"ntX' EAn. By definition, 

TJ = n(k/Z)-l'IJI[["tX["]k, 

where the sum is over the distinct double cosets of ["= Al in An. Let da 

denote the number of right cosets in [" tx[". Then da = [1": [', n tX-1 [" tx] by 
Proposition 41. By (5.26), (5.25) and the second assertion in Proposition 47, 
we have 
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(TJ, g) = n(k/Z)-1 Ida(Ji[a]b g), 

where the sum takes one a from each double coset. The map r' ar' 1-+ 

r'(O"na')r' permutes the double cosets. Namely, if we had O"na~ and O"na; in 
the same double coset Yl O"na~ Yz = O"na;, then taking inverses and multiplying 
by n would give 

i.e., a1 = yzaZ(O"n -1 Yl O"n). Since 0";;1 r 1 (N)O"n = r 1 (N), we have a1 E r'azr', 
and so a1 and az are in the same double coset. Next, we observe that d a' = 
da , because Un 

r' n (O"na')-1 r' O"na' = r' n aO";;1 r' O"na-1 = r' n ar' a-I 

and so 

d - [r'· r' -lr'] - [r'· r' ( ')-lr' '] d a - . n a a - . n O"na O"n a = "a', n 

by Proposition 44(c). Thus, 

(T"f, g) = n(k/Z)-1 Id"na,(Ji[O"na']k' g) = n(k/Z)-1 Ida(Ji[O"n]k, gi[a]k) 

by Proposition 47. This equals (Ji[O"n]k, Tng), as desired. Finally, if 
JEMk(N, X), thenJi[O"n] = x(n)f, so we obtain the final equality. 0 

A basis oj eigenforms. We first remark that for any congruence subgroup 
r' and any integer k, the ~::-vector space Mk(r') is finite dimensional. 
One way to show this would be to take a fundamental domain r for 
r' of the form r = U aj- 1 F and integrate l' (z)IJ(z) around the boundary 
for nonzero J E Mk(r'), as in the proof of Proposition 8 of §III.2, thereby 
obtaining a bound on the total number of zeros ofJin a fundamental domain. 
But if Mk(r') were infinite dimensional, by taking suitable linear combina­
tions one could obtain nonzero JE Mk(r') which vanish at any given finite 
set of points in r. Alternately, one could prove finite dimensionality, and 
even obtain formulas for the dimension, using the Riemann-Roch theorem 
(see [Shimura 1971, §2.6]). 

The Petersson scalar product (5.31) gives a hermitian scalar product on 
the finite dimensional (>vector space Sk(r'). That is, (1; g) is linear inJand 
antilinear in g, it is antisymmetric, and (f,J) > ° for J i= 0, as we remarked 
when we gave the definition (5.31). 

Proposition 50. Let n be a positive integer prime to N, and let X be a Dirichlet 
character modulo N. Let Cn be either square root oj X(n). Then the operator 
cnTn on Sk(N, X) is hermitian, i.e., (cJnf, g) = (I, cnTng)· 

PROOF. (cnTn1; g) = cn(Tnf, g) = cnx(n)(f, Tng) = CnCnZ(f, Tng) 
Cn(f, Tng) = (1; cnTng), as claimed. 0 
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We saw before that eigenforms for the Tn have nice properties: the 
coefficients can be expressed in terms of the eigenvalues for the Tp , and the 
corresponding Dirichlet series have Euler products. Because of Proposition 
50, it is possible to find a basis of such forms. 

Proposition 51. There exists a basis of the C-vector space Sk(N, X) whose 
elements are eigenforms for all of the Tnfor which g.c.d.(n, N) = 1. 

PROOF. For any fixed Tn with g.c.d.(n, N) = 1 and any subspace S c Sk(N, X) 
which is preserved by Tn' there exists a basis of S consisting of eigenforms 
of Tn. To see this, we apply the following basic fact from linear algebra (see 
[Lang 1984, §XIV.12]) to the hermitian operator cnTn: Given any hermitian 
operator T on a finite dimensional C-vector space S, there exists a basis of 
S consisting of eigenvectors for T. We further note that any eigenspace for 
Tn is preserved by all Tn" as follows from the fact that Tn and Tn' commute: 
if TJ = AJ, then Tn(Tn.f) = Tn' TJ = An TnI (This remark does not require 
n or n' to be prime to N) Thus, to prove the proposition, we list the Tn for 
n prime to N (actually, it suffices to work with the Tp for primes p{ N, since 
any eigenform for them is an eigenform for the Tn with n prime to N). We 
write SJN, X) as a direct sum of eigenspaces S for the first Tn in the list. 
Then we write each S as a direct sum of eigenspaces for the next Tn; then we 
write each one of those spaces (which is an eigenspace for the first two Tn's) 
as a sum of eigenspaces for the third Tn; and so on. Because Sk(N, X) is 
finite dimensional, after finitely many steps this process must stop giving us 
any new smaller spaces. At that point Sk(N, X) is expressed as a direct sum 
of subspaces on each of which the Tn for n prime to N act as a scalar. Any 
basis consisting of forms in these subspaces will satisfy the requirements of 
the proposition. 0 

Proposition 51 does not quite give us what we want, because of the 
restriction that n be prime to N In order to have an Euler product (as, for 
example, in (5.21)), we would also want our basis forms to be eigenforms 
for Tp for piN One way we could ensure this is if we found that the eigen­
spaces for all of the Tn with n prime to N are each one-dimensional, because 
we know that the Tp for piN commute with the Tn and so preserve each 
eigenspace. Such an assertion is called "multiplicity one", i.e., each set of 
eigenvalues for the Tn with n prime to N corresponds to only one eigenform 
in the basis that was constructed in Proposition 51. Multiplicity one does 
not hold in general; however, it does hold if we restrict our attention to 
forms which do not come from lower level. We now explain what this means. 

If d!d2 = N andfEMk(r! (d!)), then we also havefE Mk(r! (N)) and also 
g(z) d:rf (d2 z) E Mk(r! (N)) (see Proposition 17). The subspace of Sk(r! (N)) 
spanned by the forms obtained in these two ways from forms fE Sk(r1 (d)) 
for proper divisors dl N is called the space of "old forms". It is not hard to 
show that all Hecke operators preserve this space. The orthogonal comple-
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ment to the space of old forms with respect to the Petersson scalar product 
is called the space of "new forms". In other words, a formJE Sk(rl (N» is a 
new form if and only if <f, g) = 0 and <1; gl[dJ ~]k) = 0 for every gE 
Sk(rl (dl )), where d l d2 = N, 1 < d l < N. It can then be shown that the space 
of new forms has multiplicity one; thus, Proposition 51 holds for the space 
of new forms without the condition that n be prime to N. For details, see 
Chapter VIII of [Lang 1976]. 

Another question not answered by Proposition 51 is the existence of a 
basis of eigenforms for all of Mk(rl (N)). Here we cannot consider < , ) as 
a scalar product on Mk(r l (N)), because <f, g) makes sense only if J or 9 
is a cusp form. Instead, one can use the explicit construction of Eisenstein 
series in §III.3 above, directly constructing eigenforms. Then Mk(rl (N» can 
be written as the orthogonal direct sum of Sk(rl (N)) and a space spanned by 
Eisenstein series which are eigenforms. (In fact, an intrinsic definition of an 
Eisenstein series, which generalizes to many other situations, is: a modular 
form which is orthogonal to all cusp forms.) The dimension of the space of 
Eisenstein series turns out to be the number r of regular cusps of r l (N). 
Roughly speaking, in order for a modular form to be a cusp form it must 
satisfy r conditions (vanishing of the constant term in the qN-expansion), one 
at each regular cusp; and so Sk(rl (N)) has codimension r in Mk(rl (N». For 
more information on Eisenstein series, see, for example, [Gunning 1962]' 

PROBLEMS 

I. Prove Proposition 31 in cases (iii)-(iv), i.e., r' = ro(N), r(N). 

2. (a) Let rxN = (~ -b). We saw in Problem 15 of§III.3 that [rxNJk preserves Mk(ro(N»). 
Prove that the Hecke operator T" commutes with rt.N for n prime to N. 

(b) Let F= L nodd O'I(n)qn, 0 4 = LnanqnEM2(ro(4)) (where an equals the number 
of ways n can be written as a sum of four squares). Write the matrix of Tz in the 
basis 0 4 , F, and find a basis of normalized eigenforms for Tz. 

(c) Show that Tz does not commute with rt.4 (see Problem 15(c) in §1II.3). 
(d) Suppose n is odd. Since T" commutes with rt.4 and Tz, it preserves each eigen­

space in part (b) and each eigenspace in Problem 15(c) of§III.3. Show that the 
operator T" on the two-dimensional space M z(ro(4)) is simply multiplication 
by 0'1 (n). 

(e) Derive the following famous formula (see, for example, Chapter 20 of [Hardy 
and Wright 1960J) for the number of ways n can be written as a sum of four 
squares: 

{
80'1 (n) for n odd; 

an = 240'1 (no) for n = 2rno even, 2{no. 

3. If fE Mk(N, X), show that f( (0) = 0 implies T"f( (0) = 0, but that f(s) = 0 does not 
necessarily imply Tnf(s) = 0 for other cusps s (give an example). 

4. (a) Show that if fEMk(N, X) and g(z) = f(Mz) , then gEMk(MN, x'), where x' is 
defined by x'(n) = x(n mod N) for nE(7L/MN7L)*. Let T" be the Hecke operator 
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considered on Mk(N, X), and let T; be the Hecke operator considered on 
Mk(MN, x'). Supposen is prime to M. Show that for/EMk(N, X) c: Mk(MN, X') 
and g(z) = j(MZ)EMk(MN, X') we have: 

T:f= T.J: T;g(z) = (TJ)(Mz). 

(b) Let fez) = ('1(z)'1(2Z»8, g(z) = /(2Z)ESs(ro(4» (see Problem 18(d) of §III.3). 
Show that for odd n, 7;, acts on the two-dimensional space Ss(ro(4» by multi­
plication by a scalar. 

(c) Find the matrix of Tz acting on Ss(ro(4» in the basisj; g; then find the basis of 
normalized eigenforms for all of the 7;,. 

5. Let I, gEMk(N, X) with/or 9 a cusp form. Let piN. Note that Tp = Up. Show that 
Upf, g) = pk<f, Vpg). 

6. Let /1 = (2n)-24,A,2, /2 = (2n)-12,A,E~, where (2n)-12,A, = qIT"(1 - q")24 and E6 = 

1 - S04LlTs(n)q". We know that S24(r) is two-dimensional and is spanned by j; 
andj~ (see §III.2). 
(a) Give a simple reason why j; is not an eigenform for the Hecke operators. 
(b) With the help of a calculator, find the matrix of the Hedke operator Tz in the 

basis/I ,j~. 
(c) Express in terms of/I andj~ the basis for S24(r) consisting of normalized eigen­

forms for all the 7;,. 
(d) Express in terms of jl andf~ the cusp form whose n-th q-expansion coefficient 

is the trace of 7;, on SZ4(r). 
(e) Find Tr T, from part (d). and also directly by computing matrix entries. 

In this problem one encounters fairly large numbers: for example, the coefficients in 
part (c) are in Q(.Jl44169). While Proposition 51 guarantees the existence of a basis of 
normalized eigenforms, it does not guarantee that it will always be easy to find it 
computationally. 

7. Let (L, t) be a modular point for r 1 (N). Let rt E ,A,n(N, {I}, 1'), and let f E r l (N). For 
each rt and y, consider the lattice L' = ~rtfL. Show that L' is a lattice which contains 
L with index n, that L' depends only on the right coset of r 1 (N) in !1"(N, {l}, 1') 
which contains rti, and that t has order N in C/L'. Show that the L' in (5.2) are in 
one-to-one correspondence with the right cosets of r 1 (N) in !1"(N, {I}, 1'). Use this 
to give another proof of Proposition 43 by comparing (5.9) and (5.27). 

8. LetfEMkCro(p». 
(a) Show that "0 = I and }'j = (7 -~), 0 -<;,j < p, are right coset representatives for 

r modulo ro(p). 
(b) Let Tr(f) be defined by: Tr(f) = Lf:ofl [Yj]k' Show that Tr(f) E Mkcr). 
(c) If f happens to be in Mk(r). then show that Tr(f) = (p + 1)1, and 

Tr(fl[(~ -mk) =pl-k/2Tp / 



CHAPTER IV 

Modular Forms of Half Integer Weight 

Let k be a positive odd integer, and let A = (k - 1)/2. In this chapter we shall 
look at modular forms of weight k/2 = Ie + 1/2, which is not an integer 
but rather halfway between two integers. Roughly speaking, such a modular 
form f should satisfy f((az + b)/(cz + d)) = (cz + d)Hl/2f(z) for (~ ~) in 
r = SL2 (Z) or some congruence subgroup r' c r. However, such a simple­
minded functional equation leads to inconsistencies (see below), basically 
because of the possible choice of two branches for the square root. A subtler 
definition is needed in order to handle the square root properly. One must 
introduce a quadratic character, corresponding to some quadratic extension 
of (\J. Roughly speaking, because of this required "twist" by a quadratic 
character, the resulting forms turn out to have interesting relationships to 
the arithmetic of quadratic fields (such as L-series and class numbers). 
Moreover, recall that the Hasse-Wei! L-series for our family of elliptic 
curves En: y2 = x 3 - n2x in the congruent number problem involved 
"twists" by quadratic characters as n varies (see Chapter II). It turns out 
that the critical values L(En' I) for this family of L-series are closely related 
to certain modular forms of half-integral weight. 

One classical reason why modular forms were studied is their use in 
investigating the number of ways of representing an integer by a quadratic 
form: m = Lj.l=l Ajlnjnl = [nJ'A[n], where A = [A jl ] is a given symmetric 
matrix, [n] is a column vector and [n J' the corresponding row vector. For 
example, the number of ways m can be represented as a sum of k squares is 
equal to the coefficient am in the q-expansion of e k : 

k 00 2 00 

e k = TI L: qnj = L: qy.nJ = L:amqm. 
j=l Tlj= ~OO n 1 ... · ,nk=-oo 

In Chapter III we saw that for k even ekE Mk /2 (4, x~D, where X-l is the 
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character modulo 4 defined by X-1(n) = C/) = (_1)(n-1)/2. More generally, 
for k even one can use Ln qln]t Aln] to construct modular forms of weight k12. 
The properties of modular forms are then useful in studying the number of 
representations m = [n J A [n]. For example, in Problem 2 of §III.5 we used 
the action of the Hecke operators on M 2(ro(4)) to derive a simple formula 
for the number of ways an integer can be written as a sum of four squares. 
For more information about the connection between quadratic forms in k 
variables and modular forms of weight k12, see, for example, [Gunning 
1962J and [Ogg 1969]. 

It is natural to ask whether a similar theory exists for quadratic forms in 
an odd number of variables. This would be a theory of modular forms of 
weight kl2 where k is an odd integer. One would want ek for k odd to be an 
example of such a form. Early investigators of representability of an integer 
as a sum of an odd number of squares-Eisenstein, and later G. H. Hardy­
understood the desirability of such a theory of modular forms of half­
integral weight. But it was only recently-starting with Shimura's 1973 
Annals paper-that major advances have been made toward a systematic 
theory of such forms which rivals in elegance and beauty the much older 
theory of forms of integral weight. 

In this chapter we shall first present the basic definitions and elementary 
properties of forms of half-integral weight, largely following [Shimura 1973a, 
1973bJ, but with slightly different notation. We shall discuss examples in 
some detail. But when we come to the fundamental theorems of Shimura 
and Waldspurger, we shall not give the proofs, which go beyond the scope 
of an introductory text. Rather, we shall motivate those theorems using the 
examples. Finally, we shall conclude by returning to the congruent number 
problem and Tunnell's theorem, which we used in Chapter I to motivate 
our study of elliptic curves. 

§ 1. Definitions and examples 

We shall always take the branch of the square root having argument in 
( - n12, n12J. Thus, JZ is a holomorphic function on the complex plane with 
the negative real axis (- 00, OJ removed. It takes positive reals to positive 
reals, complex numbers in the upper half-plane to the first quadrant, and 
complex numbers in the lower half-plane to the fourth quadrant. For any 
integer k, we define Zk/2 to mean (JZ)k. 

Whenever we have a transformation rule such as J(yz) = (cz + d)kJ(z) 
(where y = (~ ~), yz = (az + b)/(cz + d)), we call the term (cz + d)k the 
"automorphy factor". It depends on y and on z. That is, an automorphy 
factor l(y, z) for a nonzero functionJhas the property thatJ(yz) = l(y, z)J(z). 
for z E Hand y in some matrix group. Because 
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f(af3z) f(af3z) f(f3z) 
fez) = f(f3z) . fez) , 

it follows that any automorphy factor ley, z) must satisfy 

l(af3, z) = l(a, f3z)' l(f3, z). (1.1) 

For example, ley, z) = cz + d for y = (~ S)Er = SL2C7l..) satisfies (1.1). If 
-1 = Cd -'?l) is in our matrix group, then ley, z) must also satisfy: l( -1, z) 
= 1. Another example of an automorphy factor is ley, z) = j(y, z) = 
(fI)e;;lJCZ + d, y = (~ S)Ero(4), which is the automorphy factor for E>(z) = 
'£.'::=-00 qn2, q = e2 1[iz (see §III.4). 

Suppose that, in defining modular forms of weight k/2 for k an odd 
integer, we try the most obvious thing: we look for functions f satisfying 
f(yz) = (cz + d)k/2f(z). However, ley, z) = (cz + d)k/2 cannot be an auto­
morphy factor of a nonzero function for any congruence subgroup r' c r 
and any odd integer k. To see this, suppose r' ::::J r(N), N> 2. Let a = 
(~tl l::N), f3 = eN ?). Then a, f3 E r', and (1.1) would require the k-th power 
of the following equality of holomorphic functions on H: 

J(N 2 - 2N)z + 1 - N =J-Nz/(-Nz + 1) + 1 - N·J-Nz + 1. (1.2) 

Clearly, the square of (1.2) holds; thus (1.2) itself holds up to a sign. Since 
both expressions in the radicals on the right are in the lower half-plane, the 
right side is the product of two complex numbers in the fourth quadrant; 
but the left side is in the first quadrant, since (N 2 - 2N)z + I - N E H. 
Hence, (1.2) is off by a factor of - I, and (1.1), which is the k-th power of 
(1.2), is also off by -I if k is odd. Thus, we cannot have ley, z) = (cz + d)k/2. 

The natural way out of this difficulty is to force (1.1) to hold by simply 
defining the automorphy factor ley, z) to be the k-th power of 

j(Y'Z)d~fE>(YZ)/E>(z)=(~)e;;lJcz+d for y=(: ~)Ero(4). (1.3) 

That is, for a congruence subgroup r' c ro(4), one defines a modular form 
of weight k/2 to be a holomorphic function on H which transforms like the 
k-th power ofE>(z) under any fractional linear transformation in r' (and which 
is holomorphic at the cusps, in a sense to be explained below). 

Recall that (fI) is the Legendre symbol, defined for a positive odd prime 
d as the usual quadratic residue symbol, then for all positive odd d by 
multiplicativity, and finally for negative odd d as (I~I) if c > 0 and -(I~I) if 
c < O. (Also, ( ~l) = 1.) Further recall that we define ed = I if d == I (mod 4) 
and ed = i if d ~ -I (mod 4). Thus, d = X-l (d) = (_I)<d-ll/2 (note that this 
holds for negative as well as positive d). 

Thus, if we define f(z)l[y ]k/2 = j(y, z)-y(yz) for y E ro(4) and k odd, we 
shall require a modular form of weight k/2 for r' to be fixed by [y]k/2 for 
y E r'. As in the case of integer weight, we shall want to define [a ]k/2 for 
arbitrary matrices a E GLi (0) with rational entries and positive determinant. 
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But since the automorphy factor j(y, z) is defined only for y E roC 4), we have 
no preferred branch of the square root for arbitrary a E GLi (IIJ). This 
circumstance requires us to work with a bigger group than GLi(IIJ), a group 
G that contains two "copies" of each a E GLi(IIJ), one corresponding to each 
branch of the square root of ez + d. The example of the automorphy factor 
j(y, z), which is a square root of CJ )(ez + d), shows that we also should 
allow square roots of -(ez + d). Thus, we shall actually define G to be a 
four-sheeted covering of GLi(IIJ). We now give the precise definition of the 
group G. 

Let T c IC denote the group of fourth roots of unity: T = { ± I, ± i}. We 
now define G to be the set of all ordered pairs (a, cp(z)), where a = (~ ~) E 
GLi(lIJ) and cp(z) is a holomorphic function on H such that 

cp(Z)2 = t ez + d 
Jdet a 

for some tET2= {±l}. That is, for each aEGLi(lIJ) and for each fixed 
t = ± I, there are two possible elements (a, ± cp(z)) E C. We define the 
product of two elements of G as follows: 

(a, cp(z))(fJ, ljJ{z» = (afJ, cp(fJz)ljJ(z)). (1.4) 

Remark. We could define G in the same way but with T defined to be the 
group of all roots of unity or even (as in [Shimura 1973a]) the group of all 
complex numbers of absolute value 1. However, for our purposes we only 
need fourth roots of unity. 

Proposition 1. G is a group under the operation (1.4). 

PROOF. We first check closure, i.e., that the right side of (1.4) belongs to G. 
If a = e ~), fJ = (~ {), we have 

(cp(fJZ)IjJ(Z))2 = tJ(efJz + d)t2(gZ + h)j~det fJ 

= tJ t2(e(ez + f) + d(gz + h))jJdet afJ 

= tJt2«ee + dg)z + ef + dh)j.Jdet afJ, 

which shows that (afJ, cp(fJz)IjJ(Z»EG. Associativity is immediate. It is also 
obvious that «6 7), I)EG serves as the identity element. Finally, to find an 
inverse of (a, cp(z», where a = (~ ~), wewriteD = deta,a' = Da- I = (!c -;,b), 
and look for (a-I, ljJ(z)) such that: cp(a- I z)ljJ(z) = 1. That is, we set ljJ(z) = 

1!¢(a-1z), and then must check that (a- J , IjJ(Z»EG. But 

IjJ(Z)2 = 1/ (t (e ~;z-: a + d) /rf5) = ~Jl5( -ez + a)j(ad - be) 

= ~ ( - ~ z + ;) / J det a -I, 

which is of the required form. This completes the proof. o 
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We have a homomorphism 

P: G --> GLi(IQ) 

which simply projects onto the first part of the pair: (ex, ¢(z)) I-> ex. The kernel 
of P is the set of all (I, ¢(Z))EG. Since ¢(Z)2 = t for (1, ¢(Z))EG, it follows 
that ¢(z) must be a constant function equal to a fourth root of unity. Thus, 
if we map Tto G by tl->(1, t), we have an exact sequence 

p 
1--> T --> G --> GLi(IQ) --> I; 

in other words, the kernal of P is the image of T under t I-> (1, t). 
Similarly, if ex = a(6 /) for a E IQ, the inverse image of ex under P is the set 

of all pairs (ex, t) for tE T, since in that case we again find that ¢(Z)2 must 
be ± \. 

We let G1 = P-l(r) be the set of all pairs (ex, ¢(Z))EG such that exEr = 
SL2(l'.). G1 is clearly a subgroup. If ~ = (ex, ¢(Z))EG, we shall sometimes 
use the notation ~z to mean the same as exz for Z E H. 

For ~ = (ex, ¢(z)) E G and any integer k, we define an operator [~]k/2 on 
functions f on the upper half-plane H by the rule 

(1.5) 

This gives an action of the group G on the space of such functions, i.e., we 
have (f(Z)I[~1]k/2)1[~2]k/2 = f(z)I[~l ~2]k/2' because of (\,4). 

Now let r' be a subgroup of ro(4). Then i(Y, z) is defined for elements 
}'Er' (see (1.3)). We define 

f'.kr {(Y,i(Y, Z))IYEr'}. (\.6) 

Clearly f' is a subgroup of G (because of (4.13) in §III.4) which is isomorphic 
to r' under the projection P. Let L denote the map from ro(4) to G which 
takes y to 

Y def(Y,i(Y, Z))EG. 

Then P and L are mutually inverse isomorphisms from fo(4) to ro(4). We 
call L a "lifting" or "section" of the projection P. In our notation we are 
using tildes to denote this lifting from ro(4) to G: 

L: yl->y = (Y,i(Y, z)); 

P: (Y,i(y, Z)) I-> y. 

Suppose thatf(z) is a meromorphic function on H which is invariant under 
[YJk/2 for YEr', where r' is a subgroup of finite index in ro(4). We now 
describe what it means for fez) to be meromorphic, holomorphic, or vanish 
at a cusp S E IQ u { 00 }. We first treat the cusp 00. Since r' has finite index 
in ro(4) and hence in r, its intersection with 

r = + } { ( 1 )} 
OCJ - 0 I jE" 
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must be of the form {± (b Di} if -1 E r' and either {(b Di} or {( - (b mi} 
if -1 rI r'. (We always take h > 0.) Since [ ..:'1]k/2 is the identity, andj«b ~), z) 
= 1, in all cases/is invariant under z~z + h, and so has an expansion in 
powers of qh = e21tiz/h. As in the case of integer weight, we say that / is 
meromorphic at 00 if only finitely many negative powers of qh occur, we 
say that/is holomorphic at 00 if no negative power of qh occurs, and we define 
/(00) to be the constant term when/is holomorphic at 00. 

Now suppose that sEQ U {oo}. Let s = 1X00, IXEr, and let e = (IX, cP(z» be 
any element ofG1 which projects to IX: pm = IX. Define f; = {YEr'lys = s}, 
andletG~ = {'7EG11'7oo = oo}. We have 

because roo = {±(b {)}, and the cP(z) for (b {) must be a constant function t, 
as noted above. Now e-1f;e is contained in G 1 and fixes 00, i.e., e-1r;e c 

G~. Moreover, P gives an isomorphism from e-1f;e to 1X--1r;1X c roo. Since 
r' has finite index in r, it follows that IX-I r;1X is of one of the forms {±(b nil, 
{(b Di}, or {( - (b ~) )i}. Thus, for some t E T we have 

Given sand e, h > 0 is determined by requiring (b n to be a generator of 
1X-1r;1X modulo ± 1; then t is determined, since P is one-to-one on e-1f;e, 
i.e., we can find t by applying the lifting map L to ± lX(b ~)IX-l E r;. 

Proposition 2. The element «b ~), t) E G! depends only on the r' -equivalence 
class 0/ the cusp s. 

PROOF. First suppose that e is replaced by another element e1 = (IX 1 , cPl (z» E 
G1 such that s = 1X1 00. Then C 1e1 EG1 fixes 00, and so it is of the form 
(±(b D, tl)· Then 

±e11f;e1 = (e- 1e1)-1(±e-1f;e)(e- 1el) 

But «b D, t) commutes with «b ~), t), so conjugating by C 1e1 does not 
affect«b ~), t). 

Now suppose that Sl = ys = (ye) 00, where yE r', Y = (y.,j(y, Z»E f'. Note 
that r;, = yr;y-l, and so f;, = yr;y-l. Thus, 

+(-):)-If' -): = +):-l--l(-f'--l)-): = +):-11"'): - y., " y., - ., y y. y y., - ., • ." 

and we again obtain the same «b ~), t). This completes the proof. 0 
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We are now ready to define meromorphicity/holomorphicity/vanishing at 
the cusp s of r'. Suppose f is invariant under [Y]k/2 for Y E f'. Let s = eoo, 
and set g = fl [e]k/2. Then for any element ± elye E ± e-I f' e we have 

gl[±e- I ye]k/2 =fl[ye]k'2 =fl[e]k'2 = g .. 

That is, g is invariant under [«6 ~), t) ]k/2 : 

g(z) = g(z) 1[( G ~), t) 1/2 = t-kg(z + h). 

Write tk = e2nir, where r = 0, t, t, or l Then e-2nirz/hg(z) is invariant under 
Zf--+Z + h, and so we obtain a Fourier series expansion e-2nirz/hg(z) = r.anq~, 
i.e., 

g(z) = Iane2niz(n+r)/h. 
n 

We say thatfis meromorphic at s if an = ° for all but finitely many n < 0, 
and thatfis holomorphic at s if an = ° for all n < 0. Iffis holomorphic at s, 
we define f(s) ~f limz-+ioo g~z). Automatically f(s) = ° if r 1= 0, since in that 
case the first term is aoe27[1zr/h. If r = 0, thenf(s) = ao. It is easy to see that 
these definitions depend only on the r' -equivalence class of s, i.e., g = 
fl[e]k/2 may be replaced by gl = fl[Ye l ]k/2' where YEf' and eloo = s (see 
the proof of Proposition 2, and also the proof of Proposition 16 in §III.3). 

It should be noted, however, that there is some indeterminacy in the value 
f(s) of a modular form at a cusp. Namely, if we replace e E G I by «6 ?), t I)e, 
with tIE T, then the effect is to multiply g = fl [e]k/2 by tlk. If k/2 is a half­
integer, this may alter the value by a power of i; if k/2 is an odd integer, then 
f(s) may be defined only up to ± I (compare with the proof of Proposition 
16); and if k/2 is an even integer, thenf(s) is well defined in all cases. 

Given a cusp s of r' and an integer k, we say that s is k-irregular if r # 0, 
and we say that s is k-regular if r = 0, i.e., if tk = 1. Thus, iffis holomorphic 
at the cusps, it automatically vanishes at all k-irregular cusps. 

Note that whether a given cusp s of r' is k-regular or k-irregular depends 
only on k modulo 4. That is, if t = ± i, then the cusp is k-irregular unless 
k/2 is an even integer; if t = - I, then it is k-irregular unless k/2 is an integer; 
and if t = I, then it is always k-regular. In the case when k/2 is an odd integer, 
the terminology agrees with the definition of regular and irregular cusps in 
Problem 2 of §III.3. 

Definitions. Let k be any integer, and let r' c ro(4) be a subgroup of finite 
index. Letf(z) be a meromorphic function on the upper half-plane Hwhich 
is invariant under [Y]k/2 for all YEf'. We say thatf(z) is a modular function 
of weight k/2 for f' iff is meromorphic at every cusp of r/. We say that 
such anf(z) is a modular form and writefEMk/2(f'), if it is holomorphic 
on H and at every cusp. We say that a modular formfis a cusp form and 
write f E Sk/2 (f'), if it vanishes at every cusp. 
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Now let N be a positive multiple of 4, so that r o(N) c r o( 4). Let X be 
a character of (ZjNZ)*. We let M k/2(fo(N), X) denote the subspace of 
Mk/2 (f l (N» consisting of/such that for Y = e ~)Ero(N) 

/1[Y]1q2 = x(d)f (1.7) 

We define Sk/2(ro(N), X) = Sq/2(rl (N» n Mk/2(ro(N), X). The exact same 
argument as in the integer weight case shows that 

M k/2(rl (N» = Ef\ M k/2(ro(N), X)· 

Furthermore, it follows immediately from the definitions that if Xl and 
X2 are Dirichlet characters modulo N, then 

(i = 1,2) implies /1/2 EM(k,+k2 )/2(ro(N), Xl X2)· 
(1.8) 

Notice that for any k E Z, we have Mk/2 (ro(N), X) = 0 if X is an odd char­
acter, as we see by substituting -1 for Y in (1.7):/I[(C6 -?), 1)]k/2 =/= 
X( -1)f For example, since the trivial character X = 1 is the only even 
character of (Zj4Z)*, this means that 

M k/2(r l (4» = M k/2(ro(4), 1) = Mk/2(ro(4». 

If 41N, recall that X-I denotes the character modulo N defined by X-I (n) = 
(_1)(n-I)/2 for nE(ZjNZ)*. 

Notice that in our definitions k is any integer, not necessarily odd. For k 
even, let us compare the above definitions of M k/2(r'), Sk/Z(r'), Mk/Z(ro(N), 
X), Sk/2(ro(N), X) with the definitions of Mk/2(r'), S/,/2(r'), Mk/Z(N, X), 
Sk/z(N, X) in Chapter III. First, for any ~ = (Ct, ¢(z» E G, Ct = (~ ~), ¢(Z)2 = 

t(cz + d)j.Jdet Ct, note that /(Z)I[~]k/Z = ¢(Z)-k/(CtZ) = C k/2/(Z) I [Ct]k/2' so 
that [~]k/2 for kj2 E Z differs only by a root of unity from the operator [iY. ]k/2 
defined in the last chapter. It immediately follows that for kj2 E Z the cusp 
condition defined in the last chapter is equivalent to the cusp condition 
defined above. 

There is a slight difference, however, between the condition that / be 
invariant under [Y]k/2 for Y = (~ ~) E r' and the condition that/be invariant 
under [Y]k/2. Namely, /1 [Y]k/2 = j(y, Z)-k/(yZ) = (Ci)(cz + d»-k/2/(yz» = 
Cl)k/z/I[y]k/Z. Thus, if kj2 is odd, then [Y]k/2 differs from [y]k/2 by X-led). 
From this discussion we conclude 

Proposition 3. Let 41N, kj2EZ. Then 

- k/2 Mk/Z(ro(N), X) = M k/2(N, X-IX), 

It is now not hard to describe the structure of Mk/2 (f'o (4». If we have 
a polynomial P(Xl' ... , Xm)EIC[XI , ..• , Xm] and assign "weights" Wi to 
Xi' then we say that a monomial n Xt i has weight W = L ni Wi' and we say 
that a polynomial P has pure weight W if every monomial which occurs in 
P with nonzero coefficient has weight w. 
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Proposition 4. Let 0(z) = L'::=_ ooqn2
, F(z) = Ln>OoddO'l(n)qn, q = eZniz • 

Assign weight 1/2 to 0 and weight 2 to F. Then M k/Z(fo(4)) is the space 01 all 
polynomials in C[0, F] having pure weight k/2. 

PROOF. In Chapter III we found that for k/2EZ, the space Mk/Z(N, x':lf} 
consists of polynomials in 0 and F having pure weight k/2 (see Problems 
17-18 of §II1.3). This gives Proposition 4 when k/2 E Z. Next, by the defini­
tion of [Y]k/Z' we have 01[Y]1/Z = 0 for 'YEro(4). 0 is holomorphic at the 
cusps, because we checked holomorphicity of 0 z at the cusps, and if 0 had 
a singularity at s, so would 0 z. Thus, 0EM1/2 (fo(4)). It now follows by 
(1.8) that any polynomial in 0 and F of pure weight k/2 is in Mk/Z (fo (4)). 
Conversely, suppose that IE M k/2 (fo(4», where k is odd. Then 10 is in 
M(k+l)/2(['o(4)), and so can be written in theform/0=aF(k+l)/4+0 2 P(0, F), 
where a E C is a constant which equals 0 if 4{ k + 1 and P(0, F) has pure 
weight (k - 1)/2. Then 1- 0P(0, F) = aF(k+l)/4/0EMk/Z (['o(4)). But be­
cause 0 vanishes at the cusp -t, while F does not, this form satisfies the 
holomorphicity condition at -! only if a = O. Thus, 1= 0P(0, F), and 
the proof is complete. 0 

Corollary. Dim M k/2 (['o(4» = 1 + [k/4J. 

PROBLEMS 

1. Let Y = e S)Ero(4), and let p = «~ ~), m-1/4). Check that pEG. 
(a) Compute pyp-I. 
(b) IfYEro(4m), then YI = (~ ~)y(~ ~)-l is in ro(4). Compare pyp-I with h. Show 

that they are always the same if m is a perfect square, but that otherwise they 
differ by a sign for certain Y E ro(4m). 

2. Let Y = e S)Ero(4), and let p = «~ -b), N l /4ji). Check that pEG. 
(a) Compute pyp-I. 
(b) Suppose that 41N and YEro(N). Then YI = (~ -b)y(~ -b)-I Ero(N). Compare 

pyp-I with YI' 

3. Find hand t for each cusp of ro(4). 

4. Let r' c roC 4) be a subgroup of finite index. Let k/2 E 7L. Show that if r' c r 1 (4), 
then Mk/2(r') = Mk/2(r'). Otherwise, let X be the unique nontrivial character of 
r'j r' n r , (4); show that M k/2(r') = Mk/2(r', Xk/Z) in the notation of §III.3 (see the 
discussion following Proposition 27). 

5. (a) Describe sk/z(ro(4», and find its dimension. 
(b) Show that for k ~ 5, the codimension of sk/z(ro(4» in Mk/z(ro(4» is equal to 

the number of k-regular cusps. 
(c) Find an element 'Lanqn in s,3/z(ro(4» such that a l = I and az = 0 (there is only 

one). 

6. Let 41N, and define XN by XN(d) = m if g.c.d.(N, d) = I, XN(d) = 0 if g.c.d.(N, d) > 1. 
(a) Show that XN is a Dirichlet character modulo N. 
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(b) Let p be as in Problem 2 above, let X be an arbitrary Dirichlet character modulo 
N, and suppose thatfE Mk/2(ro(N), X)· Show thatfl[p Jk/2 ,= M k/2(ro(N), XX~)· 

7. Find the value of e E Ml/2(ro(4)) at the three cusps of ro(4). 

§2. Eisenstein series of half integer weight for fo(4) 

Recall the functions Gk(z) and Ek(z) in Mk(r) that we defined in §III.2 for 
k ;:::: 4 an even integer. We set Gk(z) = L (mz + n)-k, where the sum is over 
m, n E 7!.. not both zero; and then Ek(z) was obtained by dividing by Gk(ioo) = 
2(k). Alternately, we can obtain Ek(z) by the same type of summation 
L(mz + n)-k if we sum only over pairs m, n which have no common factor 
(see Problem 1 of §III.2): 

1 
Ek(z) = L(mz + n)k' (2.1) 

where the sum is over m, nE7!.. with g.c.d.(m, n) = I and only one pair taken 
from (m, n), (-m, -n). In §III.2 we obtained the q-expansion 

2k 00 

Ek(z) = 1 - Bk II (Jk-l (n)q", q=e2rriz • 

We now want to give an analogous construction, with k replaced by a 
half-integer kj2 and r replaced by ro(4). To do this, we give a more intrinsic 
description of the sum (2.1). Notice that if we complete the row (m, n) to 
form a matrix Y = (::. ~) E r, which can be done because g.c.d.(m, n) = 1, 
then the summand in (2.1) is the reciprocal of the automorphy factor 'key, z) 
for functions in Mk(r). That is, such functionsJsatisfy:J(yz) = 'key, z)J(z) 
for 'key, z) = (mz + n)k. In (2.1) we are summing Ij'k(Y, z) over all equiva­
lence classes of Y E r, where Yl ~ Y2 if Yl and Y2 have the same bottom row 
up to a sign, i.e., if Y2 = ± (6 DYI for some ± (6 {) E roo. In other words, 
we may regard 'key, z) as a function on the set roo \r of right cosets, and then 
rewrite (2.1) as follows: 

Ek(z) = L 'key, Z)-I, k ;:::: 4 even. (2.2) 
YEf oo\f 

It is now possible to give a proof of the in variance of Ek(z) under [Yl]k 
for Yl E r which easily generalizes to other such sums of automorphy factors. 
Namely, note that, by the definition of [Yl]k' we have 

Ek(z)![Yl]k = 'k(Yl, z)-IEk(Y1 Z) 

= 'k(Yl' Z)-1 L 'key, Y1 Zr-1 
YEfoo\f 

because of the general relation (1.1) satisfied by any automorphy factor. 
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But right multiplication by 1'1 merely rearranges the right co sets roo y. Thus, 
the last sum is just a rearrangement of the sum in (2.2) for Ek • Since the sum 
is absolutely convergent for k > 2, we conclude that Ekl [Yl]k = Ek. 

We now mimic this procedure for half integral weight k/2 and the group 
f o(4). In order to have absolute convergence, we must assume k/2 > 2, i.e., 
k"2. 5. 

Note that we obviously have ro(4)oo = roo = {±(6 {)}. 

Definition. Let k be an odd integer, k "2. 5. 

(2.3) 

As representatives I' of roo \ro(4) we take one matrix (~ ~) E ro(4) for each 
(m, n) with 41m, g.c.d.(m, n) = 1 (in particular, n is odd), and we may specify 
n > 0 so that we get only one of the pairs ± (m, n). Thus 

((a b) )-k 
EI</2(Z) = L j ,z 

m,nE2,4Im,n>0,g.c.d.(m,n)=1 m n 

Substituting the definition of j(y, z) and noting that G!)-k = (o/!), since k is 
odd, we obtain 

Ek/2(Z) = L (:)c!(mz + n)-k/2, 
4Im,n>U 

g.c.d.(m. n)= 1 

k"2. 5 odd. (2.4) 

The fact that Ek/2 E Mk/2 (fo( 4)) now follows by the exact same argument 
as in the case of the Eisenstein series of integral weight for r which we 
considered above. Namely, Ek/2 (z)1 [i\]k/2 = j(Yl' z)-kEk/2 (1'1 z), which just 
gives a rearrangement of the sum (2.3). Finally, the cusp condition is routine 
to check, so we shall leave that as an exercise (see below). 

Unlike the case of r, where there is only one Eisenstein series of each 
weight, Ek/2 (Z) has a companion Eisenstein series Fk/2(Z), defined by 

That there are two basic Eisenstein series for each half-integer k/2 is related 
to the fact that ro(4) has two regular cusps (see Problem 3 of §l and the 
discussion at the very end of §III.5). To see that Fk/2 E Mk/2 (fo( 4)), we apply 
Problem 6 of §l in the case N = 4, X = 1. 

To write Fk/2 more explicitly, we compute 

Fk/2(Z) = (2Z)-k/2Ek /2 ( -1/4z) 

2k/2 (m) k 1 
= (4_)k/2 L 11 cn ( _ m/4z + n )k/2 

'" 4Im,n>0 
g.c.d.(m,n)=1 

_ 2k/2 ~ (m) k 1 
- L., n cn (_m+4nz)k/2' 
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where we have used the fact that n > ° to write J4zJ -ml4z + n = 
J - m + 4nz. We now replace m by - 4m, so that the sum becomes a summa­
tion over all mE7L with g.c.d.(4m, n) = 1, i.e., n odd and g.c.d.(m, n) = 1. 
We obtain 

~/2(Z) = r k/2 L: 
m,neZ 

n>Oodd 
g.c.d.(m.n)=1 

(2.5) 

We next compute the q-expansions of Ek/2 and ~/2. We proceed much as 
in the computation of the q-expansion of Ek in §III.2, except that there are 
added complications. 

The derivation of the q-expansion for ~/2(Z) turns out to be slightly less 
tedious than for Ek/2(Z). Hence, we shall give that derivation, and omit the 
analogous proof of the q-expansion formula for Ek/2(Z). 

To compute the q-expansion of ~/2(Z), we start with the following relation, 
which was proved in Problem 8(c) of §II.4 for any a> 1, ZEH (where we 
have replaced a, s by z, a here): 

00 00 L (z + h)-a = (2nte- ltia/2r(a)-1 L: /a-l e2xilz. (2.6) 
h=-oo 1=1 

(Note: for Z E H we define za = ea log z, where log Z denotes the branch having 
imaginary part in (0, n) for zEH.) 

Since the sum (2.5) for ~/2(Z) is absolutely convergent, we may order the 
terms as we please. If we let j = 0, 1, ... , n - 1 and write m = -j + nh, 
hE 7L, we obtain 

~/2(Z) 

= Tk/2 L: e! L: (~) f (nz - j + nh)-k/2 
n>Oodd O,,;j<n h=-oo 

= r k/2 L e!n-k/2 L: (1) (2n)k/2e- ltik/4r (~)-1 f l(k/2)-l e -2ltilj/ne2ltilz. 
n>Oodd O,,;j<n n 2 1=1 

by (2.6) with z replaced by z - jln and a replaced by k12. 
Thus, ~/2(Z) = ~~1 blql, q = e2ltiz , where 

bl = nk/2 l(k/2)-1 L: ekn-k/2 L (1)e-- 2lti/j,n (2.7) 
r(~)eltik/4 n>Oodd n O,,;j<n n . 

We now simplify the expression (2.7) in the important special case when 
I is squarefree. 

Let mE 7L be squarefree. For j > ° odd we let Xm(j) denote (j). Thus, 
if j is a prime, it is Xm(j) which tells us whether j splits, remains prime, 
or ramifies in Q(Jm) (i.e., this depends on whether Xm(j) equals 1, -1, 
or 0, respectively). There is a unique character, also denoted Xm' which has 
conductor Iml if m == 1 mod 4 and conductor 14ml if m == 2 or 3 mod 4 and 
which agrees with Xm(j) = (j) for j > ° odd. We can express Xm in terms of 
the usual Legendre symbol as follows: 
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Xm(}) = C~I) if m == 1 mod 4; 

Xm(}) = (~.1) (I~I) ifm == -1 mod 4; 

Xm(J) = (7) Xmo(}) if m = 2mo == 2 mod 4, 

where we define C/) = (_1)(j~1)/2 for j odd and c/) = ° for j even, and 
(J) = (-lyP~I)/8 for j odd and (J) = ° for j even. 

Note that 

Xm( -1) = 1 if m > 0, and Xm( -1) = -1 if m < 0. (2.8) 

Recall that we define A = (k - 1 )/2. 

Proposition 5. The Eisenstein series F;,/2 has q-expansion coejjicient bl which 
for I square free is equal to L(X(~I)AZ, 1 - A) times a factor that depends only 
on I. and on I mod 8, but not on I itself Thisfactor is given in (2.16) below. 

We first prove a lemma. 

Lemma. Let n = noni, where no is squarefree. Thenfor I square free, the inner 
sum in (2.7) vanishes unless nll/, and ifni II it equals 

8 n (~o/)FoJ1(nl)nl' (2.9) 

where J1 is the Mobiusfunction (equal to ° ifni is not square free and equal to 
(- 1 Y ifni is the product of r distinct primes). 

PROOF OF LEMMA. First, if n 1 = 1, then (~) has conductor n = no. If I has a 
common factor d with n, then, combining terms which differ by multiples of 
n/d, we see that the inner sum in (2.7) is zero. On the other hand, if I E (Z/nZ)*, 
then making the change of variables}' = -lj leads to C,z) I. (f)e 21tij'/n. This 
Gauss sum is well known to equal8n jii (see, e.g., §5.2 and §5.4 of [Borevich 
and Shafarevich 1966]). This proves the lemma when n1 = 1. 

We next show that the inner sum is zero if g.c.d.(no, nl ) = d> 1. Note 
that 

U) = j (!J if g.c.d:(), n) = 1, 

° otherwIse; 

and it follows that (~) = (~). Combining terms with j which differ by 
multiples of n/d2 and using the fact that d 2 ,f I (since I is squarefree), so that 
I. j' e~ 21til(j+ j'njd2 )/n = 0, we find that the inner sum is zero in this case. 
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Now suppose that nl > 1 is prime to no. Let Pv run through all primes 
dividing nl : n l = IIp:v. Set qv = p~v; and let bv(j) = 0 if Pvli and bv(j) = 1 
if Pv{ j. Then (*) = U) IIv bvCi)· Any i E Z/nZ can be written uniquely in 
the form 

Then 

Further note that 

e-ZTtilj/n = e-ZTtilio/no TI e-ZTtiljv/q~. 
v 

Thus, the inner sum in (2.7) becomes 

(I (io) e-ZTtilio/no) TI I bvCiJe-ZTtiliv/q~. 
io no v iv 

(2.10) 

The first sum is enoGDFo, by the first part of the proof (the case n = no)' 
The sum inside the product is 

q~-l q~/pv-l 

I e-ZTtiljv/q~ - I e-ZTtilpviv/q~. 

iv=O iv=O 

Here the first sum is zero, because q; { I. The second sum is also zero, unless 
q;llpv; this can happen only if qv = Pv and Pvl/. Thus, the expression (2.10) 
is zero unless each qv = Pv' i.e., nl is squarefree, and nil/. If nll/, then each 
sum inside the product in (2.10) is equal to -Pv' and we obtain the following 
expression for the desired sum: 

(Note that eno = en.) The latter product is J1(n l )n l . This completes the proof 
of the lemma. D 

We are now ready to compute bl for 1 squarefree. 
We replace the inner sum in (2.7) by its value given in the lemma, and sum 

over all n with a fixed no. According to the lemma, we obtain 

" k+ I ( z) -k/Z (-I) f::"" 1... en n2 nonl -- 'Y noJ1(n l )n l · 
n,ll 0 I no 

nk/2/k/2-1 
b= " I r(k.)eTtik/4 1... 

2 no>Oodd 
andsquarefree "I odd 

Since enoni = eno' the expression inside the summation over no is equal to 

e!:1 (~/)nbl-k)/Z I J1(nl)n~-k. 
o oddn,ll 

The sum over nlll is equal to IIOddPII(l - pl-k); since it does not depend on 
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no, we can pull it outside the summation over no' In addition, we use the 
relation (recall: A = (k - 1)/2) 

As a result, we obtain 

nk/2Ik/2-1 . (_I)A( I) 
bl = r(l')e1tik/4 TI (1 - p-2A) Inn n"(/. 

2 pil no>Oodd 0 0 
p odd and squarefree 

(2.11) 

The expression c;;~)\,;o) is what we denoted X(-1)Al(nO)' As remarked above, 
these are the values at odd squarefree positive no of a primitive character 
X(-l)Al of conductor N = I if (_I)AI == 1 mod 4 and conductor N = 41 if 
(-I)AI == 2 or 3 mod 4. 

Thus, the sum in (2.11) looks very much like the value at s = A of the 
Dirichlet L-series 

00 

L(X(_l)AZ, S).kf I X(_l)AI(n)n- S , Re S > 1. (2.12) 
n=1 

The difference between the two sums is that the sum in (2.11) only ranges 
over all odd square free n. But if we write an arbitrary n in the form n = nonf 
with no squarefree, we see that X(-ljAI(n) = X(-ljAI(nO) ifn1 is prime to N, and 
X(-l)AI(n) = 0 if g.c.d.(n, N) > 1, where N = lor 41 is the conductor. 

First suppose that N = 4/. Then, if we were to multiply the sum in (2.11) 
by 

I (nD-A = TI (I - p-V.)-I = «2A) TI (1 - p-2A), 
n,>OprimetoN piN piN 

we would obtain the L-series (2.12) with S = ). In other words, we have 

nk/2Ik/2-1 
bl (2A) TI (1 - p-lA) = q!.) 1tik/4L(X(-1»).Z, }.) TI (1 - p-2;.). 

piN 2 e pI! 
p*2 

The products cancel, except for p = 21N on the left, so we obtain (here we 
replace k by 2). + 1): 

L(X . 11.') 1,,-1/2 n)·+1/2 b - (-1),-Z, 
l - (2A) 1 - r lA qA + -t)e1ti(A/2+1/4) 

(2.13) 
for (-1/1 == 2 or 3 mod 4. 

If, on the other hand, N = I, i.e., (-1))'1 == 1 mod 4, then to obtain 
L(X(-1)AI' A) we must multiply the sum in (2.11) by 

1 
~ A TI 2;" 1 - X(-l)Al(2)2 pi211 - P 

where the first term (1 - X(_1)"l(2)r A)-1 is necessary in orderto get the terms 
in (2.12) withn even. Since 1 - r ZA = (1 + X(_l)Al(2)rA)(l- X(-1)Al(2)r"), 
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we can rewrite the last product as 

(1 +X(_1)A/(2)TA)TI(1-p-U)-1. 
Pf/ 

This leads to the equality 

L(X .;) 1).-1/2 n A+1/2 
b = (-1)Ab" 

/ (2),) 1 + X(_l))./(2)T)· r(Je + 1)e"iO./2+1/4) 
(2.14) 

for (_I)"i.1 == I mod 4. 

The formulas (2.13) and (2.14) express the I-th q-expansion coefficient of 
Fi./2 in terms of the values at positive integers of an L-function and the 
Riemann zeta-function. Although these formulas include complicated­
looking factors, these factors largely disappear if we use the functional 
equations for L(X(_l)A/, s) and (s) to express bl in terms of values at the 
negative integers. 

Namely, by the theorem in §IIo4 we have 

(2l) = ((1 - 2A)n2).-1/2r(1- ),)/r(Je). 

Next, Problems 3(e) and 5(e) of §IIo4 give us the functional equation for 
L(X(_l)Ab s), where the functional equation is slightly different for even and 
odd characters. By (2.8) it follows that X(-l)A/ is an even character if Ie is 
even and an odd character if ). is odd. We thus have 

( n)A-(1/2) 
L(X(-l)Ab A) = N L(X(_l)"Z, 1-).) 

{ r(1-1),)/r(1A) 

r(l -1A)/r(1 + 1A) 

if l is even; 

if ). is odd. 

(2.15) 

Substituting these equalities in (2.14) and using the relations r(Je) = 
r(1Je)r(1 + 1A)2).-1/J7r. (see (404) of §IIA) and r(x)r(l - x) = nisin nx 
(see (4.3) of §Ilo4), one obtains (the details will be left to the reader): 

j 2)·-1/2 if (_I)A{ == I mod 4; 
b = L(X(-l)~b I - A) . I + X(_l))./(2)2 A 
/ (1 + (- I)"i)((l - 2).) 21/2 - A 

I _ 2 2). if ( _I)A{ == 2 or 3 mod 4. 

(2.16) 

Notice that the L-function value depends on the precise value of I, but all 
of the other factors are either independent of I or else only depend on the 
value of I modulo 8. This completes the proof of Proposition 5. 0 

For fixed A even,as I ranges through squarefree positivi:: integers, the even 
characters X(-l)"/ run through the characters of all real quadratic fields 
Q(JI). The discriminant D of Q(JI) is D = I if I == 1 mod 4 and D = 41 
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if 1== 2 or 3 mod 4. For fixed A odd, the odd characters X(-l)"l run through 
the characters corresponding to all imaginary quadratic fields Q(./=7), 
whose discriminant is D = -I if -I == 1 mod 4 and D = -41 if -I == 2 or 3 
mod 4. 

Thus, for (-1)"1 == 1 mod 4, the formula (2.16) expresses the IDI-th 
q-expansion coefficient of F'<+I/2 in terms of the value at 1 - J. of the L­
function of the quadratic character of conductor IDI. 

Bya similar computation, it is not hard to show that for (-1);1 == 2 or 3 
mod 4, IDI = 4/, the IDI-th q-expansion coefficient is given by 

b - b _ 22)·-lb _ L(X(_l)"Z, 1 - Ie) 2,,-1/2 
IDI - 41 - 1 - (1 + (-l)"i)((l - 21e) 1 _ r H ' 

(2.17) 

We now look at the q-expansion coefficients of the other Eisenstein series 
E.<+I/2' By an argument similar to the derivation of (2.16)-(2.17), one shows 
that for I squarefree the l-th coefficient al in the q-expansion of Ek/2 = L a1ql 
is given by 

a{ = (1 + (-I);·i)r l /2 -"b{. (-1) { { I + X ,,(2)2 1 -;. if(-I)"I == 1 mod 4,' 

- 1 if ( - 1)" I == 2 or 3 mod 4 

= L(X(_I);'f, 1 - A) . 
'(1 - 2,1) 

(2.18) 

1
1. 1 + X(_1)A{(2)2 1-.). if (-1/1 == 1 mod 4; 
2 1 + X(_I)",(2)2 A 

122.< if (-1/1 == 2 or 3 mod 4; 
1-

(2.19) 

and that when ( - 1 )AI == 2 or 3 mod 4, so that D = ( - 1 )"41 is the discriminant 
of a quadratic field, we have 

= (1 (-I)A')2-(1/2)-"(1 _ 21-2A)b = L(X(_1)A[, 1 - Ie) .1 - 21 - H 

a4 1 + I 41 '(1 _ 2,1) 2 _ 21 -2.<' 

(2.20) 

Thus, we have found that both Ek/2 and Fic/2 have IDI-th q-expansion 
coefficient equal to L(XD' 1 - A) times a factor which depends only on A 
and, in the case D = (_I)A[ == 1 mod 4, on XD(2), which equals 1 ifC-I)A[ == 1 
mod 8 and -1 if (-1)"1 == 5 mod 8. For now, let us abbreviate X = XD(2). 

The same is true of any linear combination of Ek/2 and Fic/2, so it should 
be possible to find a linear combination whose IDI-th q-expansion coefficient 
is exactly L(XD, 1 - A). More precisely, we look for coefficients a and f3 
such that 

'(1 - 21e)(aEk/2 + f3Fic/2) 

has IDI-th q-expansion coefficient clDI equal to L(XD, 1 - A) for all discrim­
inants D of real quadratic fields if A is even and of imaginary quadratic 
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fields if A is odd. The term ((1 - 2A) is inserted for simplicity, in order to 
cancel the term ((1 - 2A) in the denominators of all q-expansion coefficients 
of Ek/z and Fk/z. Thus, we want: 

for D = ( - V'I == 1 mod 4, 

L(XD, 1 - A) = clDI 

( 1 1 + 21 - AX 1 2A-(1/Z») . 

= L(XD, 1 - A) "2' 1 + 2 AX IX + 1 + (-l)Ai . 1 + 2 AX/3 , 

for D = (-1)A4/, (_l)AI == 2 or 3 mod 4, 

L(XD' 1 - A) = clDI 

(
1 1 - 21 - ZA 1 2A-(1/Z») 

= L(XD, 1 - A) "2' 1 _ 2 u IX + 1 + (-I)Ai . 1 _ 2 u/3 . 

Dividing by L(XD, 1 - A), we obtain a 2 x 2 system of equations in the 
unknowns IX, /3. Because X depends on I modulo 8, it is not a priori clear 
that the IX and /3 for which lXalDI + /3b lDI = L(XD' 1 - A)/((1 - 2A) will be 
independent of I. However, when we solve the equations for IX and /3, we 
find that the solution does not actually contain X, and so is independent of I. 
Namely, we obtain 

IX = 1, 

We conclude 

Proposition 6. Let A = (k - 1)/2 ~ 2, and let Ek/z, Fk/z E MklZ (['0 (4» be defined 
by (2.4)-(2.5). Then 

Hk/z~f'(l - 2A)(Ek/z + (1 + ik)Tk/zFk/z)EMk/A['0(4» 

has the following property: if D = ( - 1 )AI or ( - 1 )A4/, I > 0, is the discriminant 
of a quadratic field and XD is the corresponding character, then the IDI-th 
q-expansion coefficient of Hk/Z is equal to L(XD, 1 - A). 

This proposition is due to H. Cohen [1975]. (His notation is slightly 
different from ours.) It can be viewed as a prototype for the theorem of 
Waldspurger-Tunnell which we shall discuss later. The Waldspurger­
Tunnell theorem exhibits a modular form of weight! (think of A as being 
equal to 1 in Proposition 6) for ro(128) such that the square of its n-th 
q-expansion coefficient is a certain nonzero factor times L(E., 1), where 
L(E, s) is the Hasse-Weil L-function of an elliptic curve E (see §1I.5) and 
E. is the elliptic curve yZ = x 3 - nZx. Thus, the q-expansion coefficients of 
this particular form of half integral weight are closely related to all of the 
critical values L(E., 1) which we encountered in Chapter II. 

If we were allowed to take A = 1 in Proposition 6, then the IDI-th q­
expansion coefficient would be L(XD' 0), which differs by a simple nonzero 
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factor from L(XD' I) (because of the functional equation), and is essentially 
equal to the class number of the quadratic imaginary field (J)(fo) (here 
D = -lor -41). We will say more about the case), = I below. 

For another proof of Proposition 6, using so-called "Jacobi forms," see 
[Eichler and Zagier 1984]' 

We now discuss some interesting consequences of Proposition 6. Since 
any element Hk/zEMk/Z(fo(4)) can be expressed as a polynomial in 0 = 

L.~ -ex qn2 and F = L.n>O odd 0'1 (n)qn (see Proposition 4), it follows that there 
are formulas expressing L(XD' I - Ie) in terms of 0'1 (n) and the number of 
ways n can be expressed as a sum of I' squares. We illustrate with the simple 
case k = 5, i = 2. In this case M 5/Z(fo(4)) is spanned by 0 5 and 0F, and a 
comparison of the constant coefficients and the coefficients of the first 
power of q shows that H 5/Z = 1~o05 - i0F (see the exercises below). This 
yields the following proposition. 

Proposition 7. Let sr(n) denote the number of ways n can be written as a sum 
ofr squares; thus 0 5 = L.ss(n)qn. Let D be the discriminant of a real quadratic 
field, and let XD be the corresponding character. Then 

Many other relations of this sort can be derived, in much the same way 
as we used the structure of Mk(r) in the exercises in §II1.2 to derive identities 
between various ar(n). For details, see [Cohen 1975]. These relations can be 
viewed as a generalization to Ie> I of the so-called "class number relations" 
of Kronecker and Hurwitz. (For a statement and proof of the class number 
relations, see, for example, Zagier's appendix to [Lang 1976J and his correc­
tion following the article [Zagier 1977].) The class number relations corre­
spond to the case Ie = I, i.e., L(XD, I - ),) = L(XD' 0). But )e = I falls outside 
the range of applicability of Proposition 6. 

To get at the class number relations from the point of view of forms of 
half integral weight, one must study a more complicated function H 3/Z , which 
transforms under ro(4) like a form of weight ~ but which is not analytic. 
The IDI-th coefficient of H3j2 is essentially the class number of the imaginary 
quadratic field (J)(~D). The study of H3/2 is due to Zagier [1975a]. 

In some sense, the situation with H3/2 is analogous to the situation with 
E2 in §III.2. In both cases, when we lower the weight just below the minimum 
weight necessary for absolute convergence, problems arise and we no longer 
have a true modular form. The study of E2 and H3/2 is much subtler than 
that of Ek and H k/Z for k > 2 and k/2 > 2, respectively. But in both cases 
the Eisenstein series, though they fail to be modular forms, have a special 
importance: we saw that the functional equation for E2 led to the functional 
equation for the discriminant form A(z) ES12 (r); and H3/2 has as its coeffi­
cients the class numbers of all imaginary quadratic fields. 
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We next examine the quite different question of how the nons quare free 
q-expansion coefficients of Ek/2' ~/2' and Hk/2 can be determined. Again 
we shall give the details only for ~/Z and shall omit the similar computations 
for Ek/Z ' 

We proceed one prime at a time. That is, for each prime p we express bl 

in terms of blo' where 1= p2"lo and p2.f' 10, Finally, combining the different 
primes p, we shall be able to express bl in terms of bl when 1 = loli and 10 

o 
is squarefree. This information can be conveniently summarized in the form 
of an Euler product for 'L'(' =1 bl 12/1-S' as we shall see later. 

The easiest case is p = 2. Suppose that 1= 4"10, 4.f'/o. We return to our 
earlier computation of bl in (2.7). The general formula (2.7) is valid for all I, 
not necessarily squarefree. If we replace I by 41 in (2.7), the double sum 
does not change, because replacing I by 41 is equivalent to replacing} in the 
inner sum by 4j, which runs through J'jnJ' as} does, since n is odd. Thus, 
b41 = 4k/2- 1bb and so for I = 4"10 we have 

(2.21) 

This casep = 2 can be summarized as follows: for any 10' 

(2.22) 

Comparing coefficients of r S " on both sides of (2.22) shows that (2.22) is 
equivalent to (2.21). (Note that we do not actually need to assume that 4.f'/o.) 

Now suppose that p is odd. Let I = p2v lo, where pZ.f' 10, We again use (2.7) 
and divide into two cases. 

Case (i) plio. Let 10 = pTo· 

We write the double sum in (2.7) in the form 'Ln>OoddSn, where Sn is the 
term in (2.7) corresponding to n. Let n = nop2h, where p2.f'no. We fix no 
and look at the sum of the Sn over all n = nop2h, h = 0, 1,2, .... Note that 
en = en and n-k/2 = nok/Zp-hk. We now evaluate the inner sum over} E J'jnJ'. 

First suppose that p.f' no. As representatives} of J' mod nJ' we choose 
} = }OpZh + il no as}o ranges from 0 to no - 1 and}1 ranges from 0 to p2h - 1. 
With p fixed we introduce the notation 

b( .) = 1 P J; {o 'f I' 
} 1 if p.f'i. (2.23) 

Then for h ;;::: 1 we have 

Also, 

Thus, the term Sn in (2.7) corresponding to n = nop':h is the product of 
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and 

P-hk '" '( . ) -Znij T pl +Z(v-h) L- uhe '0 . 
O<;j, <pZh 

In the last sum, make a change of variables by replacing - j 170 by j 1 ; then 
the sum becomes 

O<;j, <pZh O<;h<pZh-l 
(wherejl = pjz). The first sum is zero if h > v and it is pZh if h s v; the second 
sum is zero if h > v + 1 and it is pZh-1 if h s v + 1. 

We conclude that all of the terms in the outer sum in (2.7) corresponding 
to n = nopZh for fixed no contribute 

Sno (1 + ht1 p-hk(pZh - pZh-1) _ p-(V+l)kp Z(V+l)-1) 

v 

= Sno(l - pl-k) L ph(Z-k). 
h=O 

We next suppose that pino, no = piio. As representatives j of 7l.. mod n7l.. 
we choose 

We have 

Then Sn is the product of 

c;~n-kjZ L (j~p) e-Znijoljno 
o <;jo <no no 

and 

'" (jl) -Znijl pZ(v-h) L- - e '0 . 
O<;j, <pZh+l P 

But it is easy to see that for any h the latter sum is zero. Namely, if h s v, 
then we obtain L j , en = 0; and if h > v, then the sum over any gIVen 
residue class mod p, i.e.,jl = jz + pj3 for fixedjz, is equal to 

( jz) -Znij I pZ(v-h) '" -Znij'l pZ(v-h)+1 
~ e 20 ~ e 30 , 

P o<;h<pZh 

and the latter sum is zero, because 2( v - h) + 1 < 0 and p Fo. Thus, Sn = 0 
if n is divisible by an odd power of p. 
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We conclude that for plIo we have 
~2 v 

bl = n 1(~2)-1 L Sno(1 - pl-k) L ph(2-k). 
r(~)e1tW4 no>Oodd,Pfno h=O 

Here Sno depends only on 10 and not on I = IOp2v, because for p{no 

L (L) e-21tilj/no = L (iP2V) e-21tilojp2v/no = L (L) e-21tiloj/no. 
05j<no no 05j<no no 05j<no no 

Thus, 
v v 

bdblo = (1/loy~2)-1 L ph(2-k) = L ph(k-2). 
h=O h=O 

This relation between bl and bl can be summarized in the following 
identity, which is valid for any 10 withPl/o,p2 {Io: 

00 1 
v~o bloP2vp-sV = blo (1 _ p S)(l _ pk 2 S)' (2.24) 

To· see the equivalence of this identity to the formula derived above for 
bdbl , it suffices to expand (1 - p-S)-I and (1 - pk-2'-S)-1 in geometric 

o 
series and in that way conclude that the coefficient of p-vs on the right in 
(2.24) is 

Case (ii) p{lo. Again we fix no with p2 {no and consider all terms Sn in 
the outer sum in (2.7) for which n = nop2h, h = 0, 1,2, .... 

First suppose that p{no. We takej = iop2h + ilnO as before, define J(j) 
by (2.23), and find that 

Sn = Snop-hk L J(jI)e-21tii,lop2(V-h). 
05j, <p2h 

As before, this sum can be rewritten in the form 
e- 21tij2p1 + 2(v-h) 

05i, <p2h 05i,<p2h - 1 

which equals zero if h > v and p2h - p2h-l if h :s; v. Thus, 

f Snop2h = Sno (1 + I p-hk(p2h - p2h-l»). 
h=O h=1 

, 

(2.25) 

Now suppose thatplno, no = pno. At this point we change our notation, 
replacing no by no. That is, we shall determine l:h Snop2h+1, where now no is 
not divisible by p. As before, we set i = jop2h+1 + iInO' and find that Sn, 
where n = nop2h+1, is equal to the product of 
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(2.26) 

and 

(2.27) 

The latter sum is easily seen to vanish if either h < v or h > v. So the only 
nonzero Sn occurs when h = v, i.e., n = p2v+lno . Then the sum of (2.27) 
over h = 0, 1, 2, ... , v is equal to 

p-vk (-;0) (~) O~j<~ZV+l (~)ezrrij/p 
(after the change of variables i = -Ioil); and this sum is pZv times the 
Gauss sum f,pJP. Meanwhile, (2.26) is equal to 

p-k/Z(f,pn /f,n )k(l!...)Sn . 
o 0 no 0 

Hence, for n = nopZv+l we have 

~ S - Zv In -vk(-Io) -k/2( / )k(p)(no)s h';:O nopZh+1 - P cP'V P P P p cpno cno no p no' 

We check that c/cpno/cn/(,f,,)("n = ( -pl );.+1 by considering the four cases 
p, no == ± 1 mod 4. Hence, 

Thus, combining this with (2.25), we find that the total contribution to 
the outer sum in (2.7) of all terms corresponding to n of the form nopZh or 
nopZh+1 (for fixed no not divisible by p) is equal to 

Sno (1 + pV(Z-k)-AX(_ljAlo(P) + h~ p-hk(pZh - pZh-l)). (2.28) 

In the case I = 10 , v = 0, this contribution is simply 

Sno(1 + p-AX(-l)Alo(P)). 

Let us temporarily abbreviate X = X(-ljAlo(P). Then we compute that 

(l + p-AX) I Sno 

v v-1 
no>Oodd.p{"o 

I ph(k-2) - I ph(k-2)-1 + p-;,x 
_ h=O h=O 

1 + p-A X 
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By a simple algebraic computation, using X2 = 1, we find that this last ratio 
is equal to 

(2.29) 

The relations (2.29) for v = 0, 1, ... , can be expressed by the identity 

1 ( ) A-1-s 
00 -sv - X(-1)Alo P P 
v~o blop 2v P = biD (1 _ p S)(1 _ pk 2 s:i (2.30) 

as we see in the usual manner by gathering coefficients ofp-sV on the right. 
Note that the relation (2.24) that we derived in case (i) is the same as (2.30), 
because X(-l)Alo(P) = 0 when plio. Thus, in all cases we have (2.30). 

The next proposition combines the identities (2.30) for all p odd and 
(2.22) for p = 2. 

Proposition 8. Let 10 be a squarefree positive integer, let bl denote the q­
expansion coefficient of Fkj2' and set ). = (k - 1)/2. Then 

00 biD I - X(_l)Alo(P)pl.-1-S 
I bl 12/l S = 1 _ 2k - 2- s TI (1 _ -S)(1 _ k-2-S)' 

11 = 1 0 1 odd p P P 
(2.31) 

PROOF. Let 11 = p~! ... p;r. LetJ;,(s) denote the factor in the product corre­
sponding to p (heref2(s) = (1- 2k - 2- s)-1). Then we must show that bioi! 
equals bl times the coefficient of lIS = Plsv! ... p;svr in /,p ... /,p . We use 

o ! r 
induction on r. For r = 1, this is precisely what (2.22) and (2.30) say. If 
r> 1 and 12 = p~! ... P~~11, we assume the result for r - 1, and then we 
have (by (2.22) or (2.30) with 10 replaced by 10lD: 

bl 12p2vr = bl 12' (coefficient of p -sVr in/,p ) 
02 r 02 r r 

= bl . (coeff of tiS in/,p ... jp' 1)(coeff of p;svr in/,p ) 
o 1 r- r 

by the induction assumption. But the product of these two coefficients is 
the coefficient offl s inj~! ... /Pr' This completes the proof. (Compare with 
the identity (5.8) for Hecke operators in §III.5.) D 

In a similar manner, one can derive identities for the q-expansion co­
efficients al for Ekj2 as 1= lolf varies over integers with fixed square free 
part 10 , We shall only give the result. One again proceeds one prime at a time. 
For odd p, the same identity holds as for Fk/2 : 

00 -sv 1 - X(_1))'lo(P)pA-1-S 
v~o alop2vp = alo(l _ p S)(1 _ pk 2 S) (2.32) 

for fixed 10 , p2 {' 10 , But for p = 2 the identity turns out to be a little more 
complicated than for Fkj2' 

The most interesting Eisenstein series for r 0(4) is the linear combination 
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Hkf2 = ((I - 2A)(Ekf2 + (1 + ik)Tkf2Fkf2) in Proposition 6. Let CI be the I-th 
q-expansion coefficient of Hkf2' If 1= lop2v, p2{lo, for an odd prime p, 
then, because of (2.30) and (2.32), we have the same identity for the CI : 

00 1 - X _ A (p)p).-I-S 
" -sv ( I) 10 
v~o Clop2v P = Clo (1 _ p S)(l _ pk 2 S)" (2.33) 

In the case p = 2, one has bl 4V = 2V(k-2)bl , and for al 4V one can derive 
o 0 0 

formulas expressing alo4 V in terms of bl04v (these formulas are given in 
[Cohen 1973]). Combining these formulas for the case p = 2, one obtains 
the following result: if 10 is a positive integer such that either (-Iyelo == 
I mod 4 or else (- I)Alo is four times an integer congruent to 2 or 3 mod 4, 
then the coefficients Clo4V, v = 0, I, 2, ... , satisfy the same identity (2.33) 
with p = 2. Thus, under these circumstances the identity (2.33) holds for all 
primes p, including 2, in the case of Hk/2 . 

The identities (2.33) for all primes p lead to a relation similar to (2.31), 
where either 10 is squarefree and (-If/o == I mod 4, or else 10/4 is squarefree 
and (-1)"10/4 == 2 or 3 mod 4. It can also be shown (see the problems 
below) that CI = 0 for I which are not square multiples of such 10 , Since the 
coefficients clo in these cases are precisely the values L(X(_I)Alo' I - Ie), we 
obtain the following proposition. 

Proposition 9. The element Hkf2EMkf2(fo(4» given by Hk/2 = ((1- 2),) 
(Ekf2 + (1 + ik)Tkf2 Fk/2) has q-expansian coefficients CI which can be de­
termined by the identity 

I ( ) A-I-s 
00 -s - X(-I)Al o P P 
I cloli/l = L(X(_I)Alo ' I - A) TI (1 _ S)(I _ k 2 S)' (2.34) 

1,=1 .1Ip P P 

where either 10 is squarefree and (-1)-<10 == I mod 4, or else 10/4 is squarefree 
and (-1)-<10 /4 == 2 or 3 mod 4. If I is not a square multiple of such an 10' 
then CI = O. Finally, Co = ((1 - 21e). 

Thus, there are two very different elegant properties satisfied by the 
q-expansion coefficients of Hkf2' First, the coefficients corresponding to 
discriminants of quadratic fields are the values of the L-function for the 
corresponding quadratic character at the fixed negative integer 1 - A = 
(3 - k)/2. Second, for a fixed discriminant, the coefficients CI with I a square 
multiple of that discriminant satisfy an Euler product identity. 

Both properties are closely analogous to the results about forms of half 
integral weight which we shall need later to describe Tunnell's work on 
the congruent number problem. The first property of Hk/2 is parallel to 
Waldspurger's theorem, asserting the existence of a modular form of half 
integral weight whose lo-th q-expansion coefficients are closely related to 
L(Ela' 1). The second property is an example of a very general correspon-
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dence due to Shimura [1973a] between forms of half integral weight and 
forms of integral weight. 

Let us look again at the Euler product (2.34) for Hk/2' The only part that 
depends on 10 is the numerator 1 - X(_l)Alo(P)pA-l-S. The remaining part 
of the Euler product 

TI (1 - p-,)-l(1 - pk-2-s)-t, 
p 

depends only on Hk/2 and not on the choice of 10, Observe that this is an 
Euler product we encountered before: it is the Euler product relating all 
the coefficients of the normalized Eisenstein series 

Bk - 1 E 
-2(k - 1) k-l = Bk - 1 ~ ( ) n 

2(k - 1) + n'='l (J'k-2 n q 

(see Problem 16 in §III.3). We say that Hk/2 EMk/2(f'o(4» corresponds to 
(-Bk-d(2(k - I)))Ek- 1 E M k- 1 (r) under the Shimura map. 

We shall discuss the Shimura map in more detail later. The Shimura map 
applies to forms of half integer weight which have Euler products similar 
to (2.34). As in the case of forms of integral weight, Euler products arise 
from the property of being an eigenform for Hecke operators. But when 
we work with half integral weight, it turns out that we only have Hecke 
operators Tn2 whose index is a perfect square; all other Tn are identically 
zero. This is why, in the case of half integral weight, we get a weaker type 
of Euler product, which only connects coefficients whose indices differ by 
a perfect square multiple. Hecke operators on forms of half integral weight 
are the subject of the next section. 

PROBLEMS 

1. Verify the cusp condition for Ek/2' and find the value of Ek/2 and Fk/2 at all three 
cusps of ro(4). 

2. Derive (2.16) from (2.15). 

3. Derive (2.17). 

4. Check that the constants IX and p given in the proof of Proposition 6 are the solutions 
to the two equations giving CIDI = L(XD' I - A) in all cases. 

5. Suppose that we looked for a linear combination IXEk/2 + PFk/2 whose I-th q-expansion 
coefficient for I squarefree is equal to L(X(-l)A[, I - A). (That is. when (_I)AI == 2 or 
3 mod 4, this L-function value is C[ rather than c4 [.) Show that no linear combination 
has this property for all such I. 

6. Show that if( -l)AI == 2 or 3 mod 4, then C[ = 0 in the q-expansion of Hk/2 • (Note. If 
MJ2(['0(4)) denotes the subspace of Mk/2 (['0 (4)) consisting of forms whose q-expan­
sion coefficients satisfy this property, then it has been shown [Kohnen 1980] that 
the Shimura map gives an isomorphism of MJ2(['0(4)) with M i - 1 (r).) 
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7. What is the constant term in Hk/2? What is the coefficient of the first power of q in 
Hk/2? When is this latter coefficient zero? 

8. Show that H5/2 = 1~o05 - i0F, and show how this gives Proposition 7. 

9. Show that for k 2 5 odd and for suitable a and b, we have 0 k - aEk/2 - bFk/2 
ESk/2(fo(4)). Find a and b. Express 0 5 and 0 7 in terms of Ek/2 and Fk/2' 

§3. Heeke operators on forms of half integer weight 

We first recall how the Heeke operator T" can be defined on forms of integral 
weight by means of double cosets. For simplicity, we review the case of the 
full modular group r. 

For n a positive integer and fE Mk(r) we can define T"f as follows. Let 
fl." be the set of all 2 x 2-matrices with integer entries and determinant 
n. For any double coset rocr c fl.", where OCEfl.", we define fl[rocnk = 

Lfl[OCl'j]k, where the sum is over all right cosets rOCl'j c rocr; equivalently, 
I'j runs through a complete set of right coset representatives of r modulo 
oc- I roc (\ r (see Proposition 41 in §III.5). Then 

T"f &f n(k/Z)-l Ifl [rOCnk, 

where the sum is over all double co sets of r in fl.". 
There are not many double co sets of r in fl." ; in fact, if n is squarefree 

there is only one. More precisely, we have the following proposition. 

Proposition 10. A complete set of double coset representatives of r in fl." is 
{(~ "~)}, where no, n I run through all positive integers such that n = noni. 

1 0 

In particular, if n is squarefree, then fl." = reb ~)r. On the other hand, if 
n = pZ is the square of a prime, then fl. p 2 = re~ :,)r u pr (where p(~ ~) = 
(pa pb)) 

pc pd • 

PROOF. Consider the abelian group 7L z with standard basis generators e 1 = 

(b), e Z = (?). Any matrix oc E fl." gives a subgroup of index n in 7L z, denoted 
oc7L 2 , namely, the span of oce l and oce z, the columns of oc. Conversely, any 
subgroup of index n in 7L z can be obtained as oc7L z for some oc. Now fix any 
OCE fl.". By the elementary divisor theorem (see, e.g., [Van der Waerden 1970, 
Vol. 2, p. 4]), there exists a basis e~, e~ of 7L 2 such that the subgroup oc7L z 
is the span of n I e~ and n I no e~ for some positive integers no, n I with n = 

noni. Let 1'1 Er be the change of basis matrix from e1, e z to e;, e~, and let 
I'll E r be the change of basis matrix from oce 1, oce 2 to n Ie;, n I noe;. Thus, 
-1_[' ']_ (" 0)' _ (" 0), r(" o)r S· OCl'2 - nle 1 , nlnoez - 1'1 if "1"0' I.e., oc - 1'1 if "1"0 Y2 E if "1"0 . lnce 

oc E fl." is arbitrary, this proves that the indicated double cosets exhaust fl.". 
Conversely, it is easy to see that these double cosets are disjoint: in fact, 

oc E red "0") r = n I reb ~)r if and only if n 1 is the greatest common divisor 
1 0 0 
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of all entries in the matrix rx. This is because, if rx = YI rx'Y2 with YI, Y2 E r, 
then dlall entries of rx' implies dlall entries of rx; co'nversely, because rx' = 
Yl1rxYz1, it follows that dlall entries of rx implies dlall entries of rx'. This 
completes the proof. 0 

In §III.S we discussed the Hecke operators on forms of integral weight 
for the congruence subgroup r I (N). In that case one lets ,~. = fl'(N, {l}, £:) 
(see (5.23) in §III.S), i.e., fl' is the set of matrices of determinant n which 
are congruent to (b !) modulo N. For fE Mk(r I (N)) one defines 

TJ &f n(k/2)-1 L fl[rl (N)rxrl (N)]b 

where the sum is over all double co sets of r I (N) in fl'. 

Proposition 11. If g.c.d.(n, N) = 1, then a complete set of double coset repre­
sentatives ofrl(N) in fl' = fl'(N, {I}, £:) is {O'./d .,0.)), where no, n l are 
as in Proposition 10 and 0'. is a fixed element of r such that 0'. == C~' .0) , , , 
modulo N. 

PROOF. If rxEfl', we know by Proposition 10 that rx = nlYI(b .°)Y2' where 
a 

Yl, Y2 E rand n 1 is the greatest common divisor of the entries of rx. We must 
show that rx can be written in the form n l y~ 0'. (6 .O)Y; with y~, Y; E r I (N), , a 

or equivalently, in the form n 1 0'. Y; (6 ~)y; with Y; = O'.-ly~ 0'. E r I (N). We 
1 0 1 1 

suppose that n l = 1, i.e., n = no; the general case is completely similar. 

Lemma. If g.c.d.(n, N) = 1, then a set {"CJ of right coset representatives for 
r modulo rl(N) can be chosen so that "CjEro(n). 

PROOF OF LEMMA. Let "C = (~ ~) E r be any coset representative. We look for 
(~ ~)Erl(N) such that "C' = e ~)"CEro(n), in which case we merely replace 
"C by "C'. It is easy to see that there exist u and v relatively prime such that n 
divides au + cv. Let Y = u + (jl + i 2N)n, is = v + In, where il and I are 
chosen so that u + i 1 n == 0 mod N, v + In == I mod N (this is possible be­
cause g.c.d.(n, N) = 1). If we show that i2 can be chosen so that Y and is 
are relatively prime, then we can find rx, f3 such that (~ ~) E r I (N) and (~ ~)t E 
ro(n), because ya + be == au + cv == 0 mod n. But if u + iln + i2Nn and 
v + In have a common factor, we first note that such a divisor must be 
prime to N (since v + In == I mod N) and also prime to n (since g.c.d.(u, v) = 

1). Then if P is the product of all prime divisors of v + in not dividing Nn, 
we can findi2 such that u + iln + i2Nn == 1 mod P. In this way we can find 
the required i 2· 

We now return to the proof of the proposition. We have rx = YI (6 ~)Y2 
with YI' Y2 E r. Using the lemma, we write YI Erin the form YI = Y; y~ where 
y~ Ero(n) and Y; Erl(N). Since y~ Ero(n), it follows that (6 ~)-IY~(6 ~)Er. 
We write 
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a=y~(~ ~)(~ ~rly~(~ ~)Y2=Y~G ~)Y2' 
where Y2 = (6 ~rly~(6 ~)Y2Er. It remains to show that y2Erl(N). But 
since a E An is congruent to (6 ~) modulo N, we have modulo N 

from which it immediately follows that Y2 E r 1 (N). This completes the proof. 
D 

We now look at the analogous construction for forms of half integer 
weight. Recall that in that case we must work with the groups r 0(4) c 

G 1 c G, where 

G = {(a, 4>(z))la = (: ~)EGL1(Q), 

4>(Z)2 = t(cz + d)/.Jdet a for some t = ± I}; 
G 1 = {(a, 4>(z))EGlaEr}; 

ro(4) = {(a,j(a, z))la = (~ ~)Ero(4),j(a, z) = (~)t:il.JCZ + d}. 

Suppose that 41N andfEM1<;I2(rl (N)). Let n be any positive integer prime 
to N. In the case of integer weight we defined Tn by considering double 
co sets of the form r 1 (N)un (6 ~)rl (N), where n = nonf. So for half integer 1 0 __ 

weight one considers double co sets of the form r 1 (N)un , ¢norl (N), where 
¢n EGis any lifting of (01 nO), i.e., ¢n = «6 nO), tn6/4) for some t = + 1, + i. o 0 0 0 - -

Since t would turn out only to affect our definition by the constant multiple 
tk, for simplicity we agree always to take t = 1. Also for simplicity we 
consider the case n1 = 1, no = n; the general case is completely similar. 
So we now examine the action of the double coset r 1 (N) ¢nr 1 (N) onf, where 

That is, we compute 

fl [rl (N)¢n r l (N)]1<;I2 tkf L fl[¢nYj]k/2, 
j 

(3.1) 

where the sum is over all distinct right co sets of r 1 (N) in our double coset, 
i.e., over a set {yJ of right coset representatives of r1 (N) modulo r" = 
¢;lr1(N)¢n n r 1(N) (see Proposition 41 in §III.5). 

Proposition 12. If n is a positive integer prime to N which is not a perfect 
square, thenfl [rl (N)¢n r l(N)]1<;I2 = O. 
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PROOF. Given aEGLi(O) and e = (a, ¢)EG, we construct a map from 
r/.kfa-lrl(N)anrl(N) to T= {±1, ±i} in the following way. Given 
Y = a-1Yl a with y, Yl Er1(N), observe that Y and e-1y1eEGI both have 
the same projection in r, and so they differ by an element of the form 
«~ ?), t), i.e., 

e-1Yl e = Y(1, t). 

For fixed a and e, we consider the map that associates to Y the number t. 
One verifies (see the exercises below) that t(y) is a group homomorphism 
from r ' to T, that it depends only on a and not on the choice of ¢(z) in 
e = (a, ¢), and that in the case a = (~ ~) we have 

t(y) = (~) for Y = (: ~)Erl = a-1r 1(N)a n rl(N). (3.2) 

Let K e r ' denote the kernel of this map t. 
Recall the definition f" = e;lf1(N)ennf1(N). We claim that K= f", 

i.e., if YEf1(N) is of the form e;l y1 en with YIErl(N), then YEK, and 
conversely. To see this, first suppose that y, YIErl(N) and Y = e;l y1 en' 
Applying the projection P: G -+ GLi (0) gives Y = (~ ~)-1 Yl (~ ~), i.e., Y E r ' 
= a-I r 1 (N)a n r 1 (N). Since e;IYl en = Y = y(1, t), it follows that yE Ker t. 
Conversely, if YEKer /, so that y=a-1Yla and e;I}'ten=y(I,t) with 
t = 1, it immediately follows that YEf". 

Thus, in general, f" = K is smaller than f/, i.e., the intersection of 
e;lf1(N)en with fl(N) is a subgroup of the lifting of r ' = a-1r 1(N)an 
r 1 (N). This subgroup f" is all of fl if and only if the map t is trivial. In 
our case t(y) = (*), so that t is trivial if and only if n is a perfect square. (We 
are always assuming here that n is prime to N; the case n = piN is treated 
in Problem 3 below.) If n is not a perfect square, then f" is a subgroup of 
index 2 in fl. In that case let fl = f" U fll-t be a right coset decomposition; 
thus, l' = a-11'la and -t = e;I-t1en '(1, -1). Let r 1(N) = Ujr/Yj be a right 
coset decomposition of r 1 (N) modulo r'o Then 

fl(N) = U fllyju U fll-tYj 
j j 

is a right coset decomposition of fl (N) modulo f" = e;lfl (N)en n fl (N). 
By the definition and Proposition 41 of §III.3, we have 

II[f1(N)en f l(N)]k/2 = LII[enYj]k/2 + LII[e,,-tYj]k/2' 
j j 

But for eachj we have 

I I [en -tyJk/2 = I I [en -te;l en Yj]k/2 

= II [-tl (1, -l)enYj]k/2 

= 11[(1, -l)enYj]k/2, 

because I is invariant under [-t l]k/2 for -tl Efl(N). Since [(1, -1)]"12 = 
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( - l)k = - 1 by definition, we have 

f I [~n Yj]k/2 + f I [~;rYj]k/2 = f I [~n YJk/2 - f I [~n YJk/2 = O. 

This completes the proof of Proposition 12. o 

The same argument will show that fl[['I(N)anl~nll(N)]k/2 = 0 if no 
is a positive nonsquare integer prime to N. 

Because of Proposition 12, we can only work with a Hecke operator on 
Mk/2(['1 (N)) of index prime to N if that index is a perfect square n2; other­
wise, the Hecke operator is identically zero. Recall that the building blocks 
for the Hecke operators in the integer weight case are the Tp for p a prime 
(see Proposition 32 of §III.5). Similarly, in the half integer weight case, the 
building blocks for the Tn2, g.c.d.(n, N) = 1, are the Tp2, p{ N. 

So let us examine in detail the action of Tp2 on Mk/2(['1 (N», where Tp2 
is defined onfEMk/Z(['1 (N» in the following way: 

Tp2f&fp<k/Z)-~II[['I(N)~p2['I(N)]k/2' where ~p2 = ((~ ;2} JP). 
(3.3) 

This definition is not quite the immediate analog of Tp2 acting on fE 
Mk(rl(N», which is given by pk-2(fI[rl(N)(~ ~2)rl(N)]k + X(P)f) for 
fEMk(N, X), because /),,P2(N, {I}, 1:') = rl(N)(~ ~2)rl(N)u rl(N)o-p(g ~). 
r l (N) by Proposition 11, andfl [o-p(g ~)rl (N)]k = x(p)f Besides replacing 
k by k/2 and rl(N) and (~ ~2) by their liftings ['1(N) and ~p2, we also drop 
the trivial double coset r 1 (N)o-p(g ~)r I (N). In the case of integer weight, 
when Tp and not Tp2 is the building block, Tp2 involves two double co sets ; 
but for half integer weight we shall agree to take only the nontrivial double 
coset. 

As in the case of integer weight, in studying Mkj2 ([' I (N» it is convenient 
to decompose it into x-components. If X is any Dirichlet character modulo 
N, recall from §I that 

Mk/Z(['o(N), X) .kf{fEMk/2C['I(N»1 fl[Y]k/2 = xCd)f 

forall y=c ~)Ero(N)}; 
and that 

Mk/2(['I(N» = E!\Mk/2(['o(N), X), 

where the sum is over all even Dirichlet characters modulo N (of course, 
Mk/2(['oCN), X) = 0 if X is an odd character, sincef = fl[ -=-1 ]k/Z = x( -1)f). 

By an argument which is completely analogous to that in the integer 
weight case, one can show that Tp2 takes Mk/2C['I(N» to itself; moreover 
(see Problem 5 below), it preserves the x-component. 

We now fix a Dirichlet character X modulo N, suppose thatfEMk/2C['o(N), 
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x), and evaluate (3.3) explicitly. Our purpose is to express the Fourier 
coefficients for Tp2fin terms of those forf 

By the lemma in the proof of Proposition 43 in §III.5, we know that 
!J"p\N, {l}, Z) is the disjoint union of the right cosets of r I (N) with repre­
sentatives 

ab = (~ :Z) for 0 S b < pZ ; 

Ph = ITp(~ ;) for 0 s h <p; 

Here for n prime to N, ITn denotes a fixed element of r such that ITn == e6n ~) 
mod N. The trivial double coset is the right coset corresponding to Po; 
thus, we have the disjoint union 

(1 0) p2_1 p-I 
r l (N) 0 pZ r l (N) = bVO r l (N)ab U hS r I (N)J~h U r l (N)'t. 

In order to evaluate (3.3) using the definition (3.1), we need the right coset 
decomposition of f\(N)~p2fl(N) in the form Ujfl(N)~p2Yj' If we could 
write each ab, Ph, 't in the form (~ ~2)Y' where Y E r I (N), then the y would be 
right coset representatives of r I (N) modulo (~ ~2) -I r dN)(~ ~2) n r I (N), 
and so the corresponding liftings y would be right coset representatives of 
fl(N) modulo ~;2Ifl(N)~p2nfl(N) (see Problem l(b) below). In that 
case, (3.3) is equal to Lyfl[~p2Y]k/Z' 

Here we may adjust ab , Ph, or 't by multiplying on th{: left by any y'-I E 
r 1 (N)-this merely replaces one right coset representative of r I (N) in 
rl(N)(~ ~2)rl(N) by another representative of the same coset. In other 
words, it suffices to write ab, Ph, 't in the form y'(~ ~2)Y' where y, y' Erl(N), 
and then compute 

Tp2f(z) = p(k/Z)-Z I f(z)I[~p2YJk/Z' (3.4) 
y 

The result will be the following proposition. We shall go through the 
detailed computation of Tp2f after the statement of the proposition. 

Proposition 13. Suppose that 41N, X is a Dirichlet character modulo N, P,f' N 
is a prime, and k = 2Jc + 1 is a positive odd integer. Let fez) = L~=o aneZninz E 

Mk/z(fo(N), X). Then 
00 

Tp2f(z) = I bneZninz, 
n=O 

where 

b - ( )(_l)An) A-I ( 2) k--2 n - ap2n + X P -p-- P an + X P P an/p2 (3.5) 

(here we take an/p2 = 0 ifp2,f'n). 
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PROOF. As explained above, we must write each (Xb' Ph, 't in the form y'(~ ~2)Y 
with y, y' E r 1 (N). First, (Xb = (~ :2) = (~ :2)(~ n, i.e., for (Xb we can take 
y' = 1, y = (~ n. Thus, the contribution to (3.4) from all of the (Xb is equal to 

Since 

if p2 {n; 

if p2ln, 

we see that this contribution is :r.n ap 2ne2 7[inz. Thus, the (Xb give the first term 
on the right in (3.5). 

We next evaluate the contribution of't. Since g.c.d.(p2, N) = 1, we can 
find two integers u, v such that Up2 + vN = 1. Then we have 

-V)(1 0)(p2u v), 
U ° p2 -N 1 

i.e., we take y' = (Jp,y" with y" = (~ -,.V), and y = (~2N 1); then y', y E r 1 (N). 
We have 

f(z)1 [~p2Y]k/2 = J(z) I [l1p2Y" ~p2Y]k/2 

= X(p2)J(z)1 [(yll,j(yll, z»· ((~ p02) , JP)- (y,j(y, Z»]k/2' 

A simple computation of the product inside [ ]k/2 gives «~ ?), p-1/2). 
Thus, the contribution to (3.4) from 't is equal to 

p(k/2)-2X(p2)J(Z) I [(~2 ~), p-1/212 = pCk/2)-2X(p2)pk/2J(p2Z) 

= pk-2X(p2) Lane27[inp2z. 

n 

Hence, 't gives the third term on the right in (3.5). 
Finally, we evaluate the contribution of the Ph, ° < h < p. Again we 

want to write Ph = (Jp(~ ;) in the form (JpY"(~ p~)Y with y and (Jpy" in r 1 (N). 

So we look for y = (~ ~) E r 1 (N) and y" E r o(N) such that (S ;) = y" (~ ~2)' 
(~ ~), i.e., 

( p h) (a b)-1(1 0)-1 = (P h) ( d 
Ope d ° p2 ° P - e 

_bIP2) 
2 Ero(N). 

alp 

Clearly pia, so we write a = pa', e = Ne'. Thus, we need -blp + ha'lpEZ. 
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So first choose any integer a' prime to p such that a = pa' == 1 (mod N). 
Then any (~ ~)Er with a = pa', e = Ne' will be in r1(N). Next choose any 
b prime to a' such that b == ha' (mod p) (this is clearly possible). Since 
g.c.d.(Nb,pa') = 1, we can find e' and d such that dpa' -- e'Nb = 1. Thus, 
(~ ~) = (N~'· ~) E r 1 (N), and 

( p h) = (Pd - he (a'h - b)/P) (1 0) (pa' b), 
o p - pc a' 0 p2 e d 

which we denote y"(~ ~2)Y' As in the previous paragraph, where we evaluated 
the contribution of 't, we obtain 

f(z) I [~p2Y]k/2 = X (p)f(z) I [(yll,j(yll, z))· (G :2). JP)' (y,j(y, z))12' 

We compute 

((Pd - he (a'h - b)/P) (-pc) -1 J _ ,) , , ,Ba, pez + a 
-pc a a 

Sincedpa' - e'Nb = 1, we check that Ba,Bd = Bi ~,1)( _1)(a'-1)(p-1l/4, and that 
(a~d) = (~). Thus, 

(~) (-:,e)/Ba'Bd = (~,1) (:,) (~)/Bp( ~,1) (_1)<a'-1)(p-1)/4 

= B;l (a;e) = B;l (b;e). 

since b == ha' (mod p); but be == -1 (mod p), and so we finally obtain 

Thus, the contribution of all of the Ph to (3.4) is equal to 

p(k/2)-2X(p) Pi1 fez) [((p h), B;l (-h))] 
h=l 0 P P k/2 

(-1) p-1 (h) ( h) = p(k/2)-2X(p) - B; L - f z + - . 
p h=l P P 
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Now 

L - J z + - = L aneZ1<inz L - eZ1<inh/p = GpJP L '!.. aneZ1<inz, p-l (h) ( h) 00 p-l (h) 00 ( ) 

h=l p P n=O h=l P n=O P 

where we have made the usual change of variables (replacing nh by h) and 
used the value GpJP for the Gauss sum. Thus, we obtain 

p(k/Z)-Zx(p) (-=-!) G~+l JP f ('!..) aneZ1<inz 
p n=O P 

= p .. -lX(p) (-=-!) .. f ('!..)aneZ1<inZ. 
p n=O P 

So the contribution to the n-th coefficient of Tp2J(Z) is p"-lX(p)(-~)"n)an. 
This is the middle term on the right in (3.5). The proof of Proposition 13 
is complete. 0 

We note that it can be shown (see Problem 3 below) that the formula 
in Proposition 13 also holds when piN, in which case X(p) = X(pZ) = 0, 
so we have simply bn = ap2 n • 

We further note that, as in the case of integer weight, one can show that 
the different Hecke operators Tn2 commute; that Tn2m2 = Tn2Tm2 when 
g.c.d.(m, n) = 1; and that Tpzv is a polynomial in Tp2. Thus, the operators 
Tp2 for different p generate the algebra of operators C[ {Tn2}~=l]. 

In the case of integer weight, we applied a formula analogous to (3.5) 
in the case when we have a modular form which happens to be an eigen­
function for all of the Hecke operators. The result was a formula for the 
ratio of an to a l , which can be written in the form I:. ann-s = a l . (Euler 
product). (See Propositions 36 and 40 in §III.5.) 

In the case of half integer weight, we can consider modular forms which 
happen to be eigenfunctions for all of the Hecke operators. But since only 
the Tn2 are nontrivial, we only obtain a formula for the ratio of alolr to 
a l , i.e., we can relate coefficients whose indices differ by a perfect square 

o 
factor. 

As in the integer weight case (see the end of §III.5), the spaces Mk/z (f o(N), 
X) have a basis of eigenforms for all Hecke operators of index prime to N; 
and certain important subspaces have a basis of eigenforms for all of the 
Hecke operators, i.e., for Tn2 when g.c.d.(n, N) = 1 and for Tp when piN. 
Thus, let us now suppose that J E Mk/z (f o(N), X) is an eigenform for all of 
the Hecke operators Tn2. 

Proposition 14. Let J(z) = I:.~=o aneZ1<inz E Mk/z(f o(N), X) be an eigenJorm Jor 
all oj the Hecke operators Tp2. Let Ap be the corresponding eigenvalue, i.e., 
Tp2J = Api Suppose that 10 is not divisible by any square prime to N (i.e., 
pZl/o only ijpIN). Then 



§3. Heeke operators on forms of half integer weight 211 

(Note: The use of the letter A to denote (k - 1)/2 and its use with a sub­
script to denote an eigenvalue should not cause confusion.) 

PROOF. If Tp2j = )'pjwithp{ N, then (3.5) gives for any II prime to p: 

" ,,-1 ( ) ( -1)"10) Apa[ [2 = a[ [2p2 + P X P a[ [2 ; 
01 01 pOI 

(3.7) 

1 ,,-I ( ) ( -1)).10) k-2 ( 2) /".pa[ [2p2v = a[ [2p2(v+1) + p X P a[ [2pZV + P X P a[ [2 pZ(v-I), 
01 01 P 01 01 

(3.8) 

v = 1, 2, .... If piN, then we need not assume that 11 is prime to p; we have 
the same relations (3.7)-(3.8) in all cases, with only the first term on the 
right nonzero when piN. 

On the other hand, if we look at the terms in (3.6) corresponding to all II 
which differ by a power of p, i.e., if we consider a[o[ tP2v(llPV)-S for fixed 11 
prime to p (if p{ N) and variable v = 0, 1,2, ... , and if we set X = p-s, we 
find that (3.6) is formally equivalent to the following set of identities for all 
p and all II prime to p (if p{ N): 

00 v_ l-X(P)(-~)).IO)p"_lX 
" a[ [2 2VX - a[ [2 . 
V~O 01P 01 I - ApX + X(pZ)pk-2 X 2 

(3.9) 

But when we multiply both sides of (3.9) by the denominator 1 - )'pX + 
X(pZ)pk-Z XZ and compare coefficients of x v+1 , we obtain (3.7) for v = 0 and 
(3.8) for v = 1, 2, .... Thus, (3.9) holds, and we have established (3.6). 0 

Proposition 14 explains the appearance of Euler products of the type we 
found in the last section (compare (3.6) with (2.31)). 

In the next section, we start by formulating Shimura's theorem, which 
gives a deeper significance to the Euler product in Proposition 14. The Euler 
product (3.6) turns out to be closely related to a Euler product for a modular 
form of integral weight k - 1. 

PROBLEMS 

I. Let ~ = (rx, ¢(Z))EG, let r' c ro(4) be a congruence subgroup, and let r" = r' n 
rx- 1 r'rx. Fory E r" define t(y) by the relation ~jJCl = Yt . (I, ley»~, where Yl = rxyrx- 1 . 

(a) Show that the map l depends only on rx and not on the ¢(z) in ~. Prove that t is 
a group homomorphism from r" to T. 

(b) As usual, let - denote the lifting of an element or subgroup of ro(4) to G, i.e., 
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y = (y,j(y, z» for YEro(4), f' = {yIYEr'} for r' c ro(4). Let K c r" be the 
kernel of l. Show that K = f' n C 1 f' ~. Thus, if 1 is trivial, then Y f-> Y gives an 
isomorphism from r" to f" = f' n ~ -1 f' ~. 

(c) Prove that for fE Mk/l(f'), if 1 is nontrivial, then fl [f' ~f']k/2 = O. Recall that 
fl[f'~f']k/2 = LJI[~jij]k/2' where the sum is over all Yj such that f'~f' = 
Uj f' ~Yj (disjoint union). 

2. Prove that ley) = (;}) for ()( = (6 ~), y = (~ ~) E ro(4) n ()(-1 r o(4)()(. 

3. (a) For r' = r 1 (N), 41N, and ()( = (6 ~), show that 1 is trivial if and only if 81N. 
(b) For r' = r 1 (N), 4p1N, and ()( = (6 ~), show that 1 is trivial. 
(c) For r', p, and ()( as in part (b), show that Tpvf(z) = Lapvnelninz for fez) = 

L ane2ninz E Mk/2(f t (N)), v = I, 2, .... If p = 2 and 8{ N, show that this is still 
true for v even. In particular, Proposition 14 holds for piN. 

4. Compare the formula for the q-expansion coefficients bn for I;,J when fEMk/2 
(fo(N), X) with the corresponding formula for TpJwhenfEMk(N, X). 

5. We noted in the text that Tp2 takes Mk/2(ft (N» to itself. Show that Tp2 preserves 
Mk/2(fo(N), X) for any Dirichlet character X modulo N. 

§4. The theorems of Shimura, W aldspurger, Tunnell, 
and the congruent number problem 

We now state Shimura's fundamental theorem giving a correspondence from 
forms of half integer weight k/2 to forms of (even) integer weight k - I. 

Theorem ([Shimura 1973aJ). Let k ~ 3 be an odd integer, )" = (k - 1)/2, 
41N, X be a Dirichlet character modulo N. Let fez) = L;;'=l ane21dnz E 

Sk/2(f'o(N), X) be an eigenform for Tp2 for all primes p with corresponding 
eigenvalue Ap: Tp2f = Api Define a function g(z) = L;;'=l bne21tinz by the 
formal identity 

~ bnn- s = n I A s 1 ( )2 k (4 I) n'-:I all p - pP + X P P Z Zs' . 

Then g E Mk- I (N', X2) for some integer N' which is divisible by the conductor 
of xZ. If k ~ 5, then g is a cusp form. 

Notice that the definition (4.1) of the bn is equivalent to the following: 

(l)b 1 =1; 
(2) bp = Ap for all primes p; 
(3) bpv = Apbpv-l - X(p)Zpk-Zbpv_z for v ~ 2; 
(4) bmn = bmbn if m and n are relatively prime. 

In Shimura's original theorem, the determination of the level N' of g was 
a little complicated. However, it has since been shown ([Niwa 1975]) that 
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one can always take N' = N12. It should also be noted that Shimura actually 
proved a somewhat more general theorem, applying to / which are not 
necessarily eigenforms for all of the Tp 2. 

As a simple numerical example, suppose N = 4, X is trivial. The first 
nonzero cusp form of half integer weight occurs when k = 9, A. = 4 (see 
Problem 5 of§IV.I). Up to a constant multiple, it is/= E>F(E>4 - 16F) = 
'f.anqn, where we have chosen/so that a1 = 1. (By Problem 17(h) of§III.3 
this / is also equal to '1 12(2z)/E>3(z).) Clearly,! is an eigenform for all Tp2, 
because s9f2(fo(4» is one-dimensional. Then Shimura's theorem holds with 
N' = 2. Now S8(ro(2» is one-dimensional and spanned by the normalized 
form g(z) = ('1(z)'1(2Z»8 = q n~=1 (I - if)8(l - q2n)8 = 'f. bnqn (see Proposi­
tions 19 and 20 in §III.3); hence this g(z) must be the g(z) in the theorem. It 
is now easy to relate the coefficients bn of g to the coefficients an off Namely, 
using (3.7) with 10 = 11 = 1, A. = 4, and noting that a1 = 1, X' = X (this is 
the trivial character mod 2, which equals 1 on odd numbers and 0 on even 
numbers), we obtain: 

bp =A.p=ap2+p3 if p>2; b2 =a4' (4.2) 

While (4.2) follows immediately from Shimura's theorem, it is nevertheless 
quite a remarkable numerical identity: the p-th coefficient in q n (1 _ qn)8 
(1 - q2n)8 is equal to p3 plus the p2_th coefficient in q n (1 - q2n)12/('f. qn2)3 ! 
Like many numerical relations that follow from the theory of modular forms, 
this fact looks rather outlandish when stated in this elementary form without 
the theoretical context. 

If we have a fixed set of linearly independent forms j; in Sk/2(fo(N), X) 
which satisfy the hypotheses of Shimura's theorem, then we can extend the 
Shimura map by linearity to the subspace of Sk/2(fo(N), X) spanned by them. 
Note that the image gi of/; is always a normalized eigenform in Sk-1 (NI2, X2). 
If we take' (other set {/;'} of forms which satisfy Shimura's theorem and 
are also a .1sis for the same space as the/; (for example, if we multiply each 
/; by a scalar), the Shimura map is clearly affected. When we refer to the image 
of a single eigenform under the Shimura map, we shall always mean the 
normalized eigenform g in Shimura's theorem. But if we have a space of 
modular forms with fixed basis/; of eigenforms with Shimura(/;) = gi, then 
we define Shimura('f. ai/;) = 'f. aigi, which is not necessarily a normalized 
eigenform. So our meaning of "image" or "preimage" under the Shimura 
map depends upon the context. 

In general, it is possible for several different/ESk/2(foOV), X) to go to the 
samegEMk _ 1(ro(N ' ), X2). For instance, there might bean/, ESk/2(fo(N), X') 
which corresponds to g, where X' is a character different from X which has 
the same square: X2 = x'2. However, when N = 4, Kohnen [1980] described 
the situation more precisely. We now describe his main result. 

Let Mk"h(fo(4» denote the subspace of M k/2(fo(4» consisting of /(z) = 
'f. anqn for which an = 0 whenever ( - 1 }I.n == 2 or 3 modulo 4. It is certainly 
a priori possible that there are no nonzero forms/with this property, which 
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requires that "half " its coefficients vanish. However, we know from Proposi­
tion 9 that Hk/2 is such a form. Also, it is easy to check (using Proposition 
17(a) of SHI.3 and (1.8) of SIY.I) that 0(z)f(4z)EMk;z(fo(4» for any 
f<=.M(k-lIdSLzCll». It turns out that M k;2(fo(4» is the direct sum of the 
one-dimensional space spanned by the Eisenstein series Hk,z and the sub-
space Sk:2(fo(4» of cusp forms: ' 

Sk;z(f 0(4» = {f= 2>nqn E sk/z(fo( 4» Ian = 0 if ( - I/n == 2 or 3 mod 4}. 

(4.3) 

It is not hard to show that Mk7z(fo(4» is preserved by all of the Hecke 
operators Tp2 except for T4. According to Shimura's definition of T4, one 
has T4 L anqn = L a4nqn. If we look back at §IY.2, we see that F',,/z is an 
eigenform for T4 (with eigenvalue 2k-Z. see (2.21». but Hk/2 is not. In fact, 
it is easy to see that T4Hk'Z~Mk7z(fo(4». For this reason, Kohnen modifies 
T4 , and defines a slightly'different operator T; so that the m-th coefficient 
of T; Lanqn for (-l);'m == 2 or 3 mod 4 is zero and for (-1)"111 == 0 or I 
mod 4 is equal to 

With Shimura's definition. since we have X(p) = 0 when piN even if X is the 
trivial character on ell/ N'1l)*, the second and third terms vanish in 

Thus. Kohnen's modification is to replace the trivial character X by the map 
which takes the value I (and never 0) on all numbers including those not 
prime to N. It is T; rather than T4 which preserves Mk;2([o(4» and 
S~2(fo(4». Note that Hk/2 is an eigenform for T4+ with eigenvalue 1 + 2k - 2 • 

Kohnen further shows that M k;2(fo(4» has a basis of eigenforms for all 
of the Tpl (p # 2) and for T; ~hich is unique up to permutation of the 
elements and scalar multiplication. There is no obvious way to normalize 
an eigenform f = L anqn: for example. we cannot necessarily multiply by a 
scalar to get a l = I, since a l = 0 for allfEMk~2(fo(4» if), is odd. But one 
can require that the coefficients all lie in as small a field extension of I[Ji as 
possible. 

It turns out that the images g of these eigen-basis forms fESk72(fo(4» 
under the correspondence in Shimura's theorem are all contained in Sk-I (r), 
r = SL 2 (1l) (the results of Shimura·Niwa only guarantee that they are in 
Sk -I (r 0 (2) » : they are all distinct: and they form a basis for Sk -I (r) consisting 
of normalized eigenforms for all of the Hecke operators Tn acting on Sk-I (r). 
(In particular, dim Sk72 ([o( 4» = dim Sk-I (r).) Thus, if we take each of our 
basis elements for Sk;z([o(4» to its image under the Shimura map-and take 
H k/Z to the normalized Eisenstein series - 2J~=pEk_l--and then extend by 

linearity to all of M k72([o(42), we obtain an isomorphism from M k72(fo(4» 
to M k - 1 (r) (and from Sk~2(ro(4» to Sk-l (r). This isomorphism commutes 
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with the Hecke operators, in the sense that: 

jl---+g 

and T: I I T2 

Tp2jt---> Tpg T:jt---> T2 g 

The basic method of Shimura's proof of his theorem was to use Weil's 
theorem which we discussed briefly at the end of §III.3. Weirs theorem says 
that if L bnn-s and its "twists" L bnljJ(n)n-S for certain Dirichlet characters 
IjJ each satisfy the right type of functional equation relating the value at s 
to the value at k - 1 - s, then 9 = L bnqn E M k- 1 (ro(N'), /). But the proof 
that all of these functional equations are satisfied is not easy; about twenty 
pages of [Shimura 1973a] are devoted to an investigation of delicate analytic 
properties of the Dirichlet series corresponding to 9 and its twists. 

Shimura's correspondence seems rather roundabout. It says: take the 
q-expansion of a suitable jE Sk/2(['0(N), X); look at the q-expansion coeffi­
cients an as n varies over integers with fixed squarefree part 10' and form a 
Dirichlet series from them which turns out to have an Euler product; then 
take the part of this Euler product which is independent of 10' and expand it 
into a new Dirichlet series L bnn-s ; and finally, go from this new Dirichlet 
series to the q-expansion L bnqn, which will be your modular form of integral 
weight. 

After Shimura's paper appeared, people started looking for a more 
conceptual, less roundabout construction of the Shimura correspondence. 
Certain more direct, analytic constructions were given by Shintani [1975] 
and Niwa [1975]. In addition, group representation theory was found to 
provide a conceptual explanation of this correspondence (see [Gel bart 1976], 
[Flicker 1980]). Moreover, the use of representation theory has led to 
striking new results about forms of half integer weight, especially in the 
work of 1.-L. Waldspurger. 

Using representation theory, Waldspurger [1980, 1981] proved a remark­
able theorem establishing a close connection between critical values of 
L-series for a modular form 9 of weight k - 1 E 27L and the coefficients in 
the q-expansion of a formj of half integer weight kj2 which corresponds to 
9 under the Shimura map. Roughly speaking, the theorem says that the 
critical value is equal to the square of a corresponding q-expansion coeffi­
cient times a nonzero factor which can be explicitly described. Waldspurger's 
general result is complicated to state, so we shall only describe what it says 
in two particular situations. 

As mentioned before, Kohnen [1980] showed that the Shimura map gives 
an isomorphism 

Sk72(['0(4)) Shiroura, Sk-l(r). (4.4) 

Here Sk72(fo(4)) is defined in (4.3). Let g(z) = LbnqnESk_l(r) be a nor­
malized eigenform for all of the Hecke operators, and let XD be the character 
corresponding to the quadratic field of discriminant D. Suppose that 
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(-I)'<D > 0, i.e., the quadratic field is real if A = (k - 1)/2 is even and it is 
imaginary if A is odd. Recall that Lg(xD' s) denotes the analytic continuation 
of L~=l XD(n)bnn- S (which can be shown to converge absolutely if Re s > 
k/2). Let I(z) = L anqn E S';2 (f o( 4)) be the unique preimage of 9 under the 
Shimura map (4.4), i.e., 9 = Shimura(f). Let (/,/) and (g, g) denote the 
Peters son scalar products, where the same definition (see (5.31) in §III.5) is 
used for half integer weight as for integer weight, i.e., 

(/,/) = i r I/(zWyk/2dx~y, 
JFo(4) y 

where Fo(4) is a fundamental domain for ro(4). 

Theorem ([Kohnen-Zagier 1981]). With the above notation and hypotheses, 

( n)k JfDl (g, g) 2 
Lg(XD' A) = rnr (k - I)! (/,/) aiDI' (4.5) 

The basis of eigenforms IE S';2 (f o( 4)) can be chosen so that the q-expan­
sion coefficients are all in some totally real number field. However, there is 
no natural way to normalize them: we can multiply each I by an arbitrary 
constant c in that field. But note that the right side of (4.5) remains unchanged 
when I is multiplied by c, since arDI and (/, I) are both multiplied by c2 • 

So (4.5) does not depend on our choice of basis in defining the Shimura 
isomorphism (4.4). 

The L-series value in (4.5) is a "critical value" in the following sense. 
Recall that the Riemann zeta-function has a functional equation relating 
((s) to ((1 - s), and the region 0 < Re s < I is called the "critical strip" for 
((s). Similarly, the Hasse-Weil L-function of the elliptic curve E = En in 
Chapter II has a functional equation relating L(E, s) to L(E, 2 - s), and 
the region 0 < Re s < 2 is called its critical strip. The value of such a function 
at an integer in the critical strip is called a "critical value"; in the case of 
L(E, s) the critical value is L(E, I). It is such critical values that have been 
found to have arithmetic significance. (A general context for the study of 
critical values is described in [Deligne 1979]') In the case of the L-functions 
for modular forms 9 of weight k - I, it turns out that they have functional 
equations relating Lg(X, s) to Llx, k - 1 - s). (Of course, X = X when we 
are working with quadratic characters X = XD') Thus, the critical strip for 
Lg(XD' s) is 0 < Re s < k - I; and the critical values are Lg(XD,j) for 
j = 1,2, ... , k - 2. The critical value LlxD' A.) atj = A = (k - 1)/2 in (4.5) 
is the value taken at the exact center of the critical strip, i.e., at the fixed 
point under s~k - I - s. 

The first numerical example of the theorem of Kohnen-Zagier occurs 
when k = 13, A = 6, since S12(r) = eA is the first nonzero space of cusp 
forms for r. In this case 9 = A = L 't(n)qn, andl = 0F(04 - 16F)(04 - 2F), 
where F= L nodd O"l(n)qn, 0 = Lqn2 (see Problem 5 (c) in §IV.I; this 
IE s{3/z(f 0(4)) can be given other convenient expressions, for example, in 
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terms of e and E4). For more computational details of this example, see 
[Kohnen-Zagier 1981]. 

Our second example of Waldspurger's theorem is the one studied by 
Tunnell for application to the congruent number problem. In §III.3 we 
explained that the Hasse-Wei I L-function L(E1' s) = I: bnn-s for the elliptic 
curve E 1: y2 = x 3 - x corresponds to a cusp form I:bnqn of weight two. 
In turns out that g(z) = I: bnqn is in S2(r 0(32»; g is a normalized eigenform 
for all of the Hecke operators, and, in fact, is the unique such "new-form", 
i.e., form which does not come from any lower level N < 32. 

For n squarefree, let D = -n if -n == I mod 4, D = ·-4n if -n == 2 or 
3 mod 4; that is, D is the discriminant of the imaginary quadratic field 
Q(.j=n). In Chapter II we saw that L(Em s) = I: XD(m)bmm- S is a twisting 
of L(E1, s). (Actually, in (5.7) of §II.5 we wrote Xn(m) rather than XD(m); 
but bm = 0 unless m == I mod 4, in which case XD(m) = (-;,.") = (~) = Xn(m), 
so one can equally well use either XD or Xn' Because we will be looking at 
the critical value at A = I, we want to work with quadratic characters of 
imaginary quadratic fields, i.e., ( - 1)'1. D = - D > 0.) 

Thus, we can write 

L(E1' s) = Lis) = L bmm-s ; 

L(En, s) = Lg(XD, s) = I XD(m)bmm- S • 

We saw that the critical value L(En, I) = LixD' I) vanishes if and only if n 
is a congruent number ("only if" here is conditional upon the Birch­
Swinnerton-Dyer conjecture). It is this critical value which Waldspurger's 
theorem provides a means of describing. 

Let fJ denote the "real period" of E1 : y2 = x 3 - x, which is obtained by 
integrating dx/y over the segment [1, 00) where y is real: 

fJ ~f Joo ~ = 2.622· ". 
1 X - X 

Theorem ([Tunnell 1983]). There exist a form f= I:amqmES3/2(['o(128» 
and a form I' = I:a;"qm E S3/2 (['0 (128), X2) such that Shimura(f) = 
Shimura(f') = g = I: bmqm and 

{ 

La2 fior n odd; 4J'z n 

L(Em I) = fJ ,2 

r;:,anf2 for n even. 
2v n 

(4.6) 

In particular, L(En' I) = 0 if and only if an = 0 (n odd) or a~2 = 0 (n even). 

Before discussing Tunnell's explicit construction of the forms f and 1', 
we shall discuss how this theorem can be viewed as an analog of the results 
about Hk/2 which we proved in §IV.2 (see Proposition 6). 
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We saw that under the Shimura map Hk/2 = LCnqnEMk/2(['o(4)) corre­
sponds to 

_ 2(k - 1) _ 1 n 
g - - B Ek- 1 - -2(2 - k) + ~::O'k-2(n)q EMk-1(r)· 

k-l 

In Problem 16 of §III.3, we saw that Lis) = (s)' (s - (k - 2)) and that 
Lix, s) = L(X, s)L(X, s - (k - 2)), where the L-functions on the right are 
Dirichlet L-functions. In particular, setting X = XD and s = 2 = (k - 1)/2, 
we obtain 

(4.7) 

But, by the functional equation for L(XD' s), we can rewrite L(XD' 2) in 
terms of L(XD, 1 - 2) as we did in (2.15). We obtain an expression for L(XD' 2) 
as a product of the form *. L(XD' 1 - 2), where * denotes a nonzero factor 
involving the gamma-function and powers of n. Substituting in (4.7) and 
using Proposition 6, we obtain 

(4.8) 

When reformulated in this way, the results of §IV.2 are very similar to the 
previous two examples ofWaldspurger's theorem. As in the Kohnen-Zagier 
formula, on the left in (4.8) we have the value of the L-function for some 
g E M k - 1 (r), twisted by XD' at the center of its critical strip; on the right we 
have the square of the corresponding q-expansion coefficient of the form in 
M;2(['o(4)) which goes to g under the Shimura map. However, the Kohnen­
Zagier theorem does not include this case, because g and 1 = Hk/2 are not 
cusp forms (in their formula, one cannot even define </,/) and <g, g) 
except for cusp forms). The case (4.8) is not even included in Waldspurger's 
general theorem, which also applies only to cusp forms. However, we may 
think of the results of §IV.2, which were proved in an elementary manner, 
as a "prototype" for theorems such as those of Waldspurger, Kohnen­
Zagier, Tunnell. 

Recall that if we could take 2 = 1 in Proposition 6, then the coefficients 
c1D1 = L(XD' 0) of H3/2 would be essentially the class numbers of imaginary 
quadratic fields Q(Jl5). There is actually an analogy between these critical 
values and the critical values L(En' I) in (4.6). For elliptic curves, a role 
analogous to that of the ideal class group of Q(Jl5) seems to be played by 
the so-called Tate-Shafarevich group m. It is the order of m which appears 
in Birch and Swinnerton-Dyer's conjectural formula for L(En' I) (or for 
lims_ 1 (s - 1)-r L(En' s) if L(En' s) has an r-order zero at s = I). Formulas 
for the "average" value of the order of m have been conjectured which are 
analogous to classical results in analytic number theory for the average value 
of the class number of imaginary quadratic fields. For more about this, 
see the papers by Goldfeld et al. [1979, 1982]. 

We now return to Tunnell's theorem, and discuss Tunnell's explicit con­
struction of the modular forms 1 and f' of weight ~ whose n-th or (n/2)-th 
coefficient gives the value of L(En' I). 
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Tunnell's first task is to find all/ES3/l (fo(N), X) whose image under the 
Shimura map is the modular form g E Sl(r 0(32» corresponding to L(El' s). 
According to [Niwa 1975], any such I has Shim (f) ESz(ro(N/2), Xl). So 
one might try taking N = 64. However, there is no guarantee that Shimura(f) 
is not in Sl(r o(N'), Xl) for N' a proper divisor of N/2. For example, we 
know that any IESk1l(fo(4» has Shimura(f) in Sk-l(r) = Sk-l(ro(1». So 
in fact the/we want could be in S3/l(fo(N), X) for Na multiple of64. Tunnell 
computed that, in fact, no lof level 64 maps to g, but that all preimages of g 
under the Shimura map have level 128. 

The character X must be even, since Sk/l(fo(N), X) = 0 for odd X; it must 
have conductor dividing 128; and Xl must be trivial, i.e., X must be quadratic. 
There are two such X: the trivial character X = 1 and the character Xl defined 
by Xl(j) = (1) for j odd. Tunnell determined that Shimura- 1 (g) consists of 
two forms in S3/l(fo(128» and two forms in S3/l(fo(128), Xl)' Moreover, 
he found that these four forms of weight ~ can be constructed in a par­
ticularly simple way: by multiplying a certain form 11 of weight 1 by forms 
of weight! of the type 8(mz). 

Up to a constant multiple, 8(mz) is equal to 81[(~ 7), ml/4]I/l' and so it 
easily follows from Problem 1 in §IV.l that 8 (mz) E M 1/l (fo(4m), Xm) (see 
also Proposition 17 in §III.3). Ifwe multiply this by a formj~ (z) E Ml (r 0(128), 
X), then the product 11 (z)8(mz) is contained in M3/l (1'0(128), XX-m) when 
4m1128. (Recall that MI (r 0(128), X) = Ml/l(f 0(128), X' X-I) by Proposition 
3 of §IV.l, and so the character for II (z)8(mz) is X' X-I' Xm.) 

The form II is chosen to be 

11 (z) = L (- l)nq(4m+1)2+ 8n2. 
m,nE71. 

It is an easy exercise to show that 

11(Z) = (8(z) - 8(4z»)(8(32z) - !8(8z», 

and therefore/lEM1/l(fo(l6»·Ml/z(fo(l28), Xl) c M 1(ro(128), X-l)' Ac­
tuallY'!1 also vanishes at the cusps ofro(l28), and so we have/1 E SI (r 0(128), 
X-l)' Thus, for ml32 we have 

11 (z)8(mz) E s3/l(f 0(128), Xlm)' 

It can be shown, by the way, that/1 can also be written as a product 

11 (z) = 1J(8z)1J(16z) = q n (1 - q8n)(1 - qI6n). 

For a short proof using the Jacobi triple product formula, see [Moreno 
1980]. 

Proposition ([Tunnell 1983]). The modular lorms II (z)E)(2z), II (z)8(8z) E 
S3/l(fo(128» and 11 (z)8(4z)'/1 (z)8(16z) ES3/l (fo(128), Xz) are a maximal 
set 01 linearly independent eigenlorms lor all 01 the Tp2 whose image under 
the Shimura map is the modular lorm g = L bnqn E Sz (r 0(:32» corresponding 
to L(EI' s). 
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Tunnell then proves his theorem by a close examination of what Wald­
spurger says in the very special circumstances of the congruent number 
problem. In our situation, Waldspurger's theorem boils down to the as­
sertions that: (I) there is a linear combination f = L anqn of the preimages 
in S3/2(fo(128» such that for all odd squarefree 10 

Lg(X-l , 1) = car o 0 

for some constant c; (2) there is a linear combination f' = L a~qn of the 
preimages in S3/2 (f 0(128), X2) such that for all odd squarefree fo 

Lg(X-Zlo' 1) = c'a;: 

for some constant c'. Tunnell computes that one can takef(z) = f! (z)0(2z), 
c = f3/4jT;, and F(z) =.f~ (z)0(4z), c' = f3/2Po. Since Lg(X-n, s) = 
L(En' s), this gives his theorem with 

fez) = (0(z) - 0(4z))(0(32z) -10(8z))0(2z), 

F(z) = (0(z) - 0(4z»(0(32z) -10(8z»0(4z). 

The numerical identity (4.6) in Tunnell's theorem is quite bazaar. By the 
formula (6.8) in §II.6, it says that for n odd and squarefree: 

8Jn I (!!...) bme-rcm/n,ffj = a~ roo ~x , 
m=! m 1 ~ 

where L(E!, s) = L bmm-s and an is the n-th q-expansion coefficient in (4.9) 
below! 

Note that in (4.6) we are interested only in the odd q-expansion coefficients 
offandF. But for n odd, the n-th coefficient is the same as the n-th coefficient 
m 

0(z) (0(32Z) - ~ o (8Z)) 0(2z) = L q2x2+y2+ 32z2 - ~ L q2x2+y2+Sz2 
x,Y,ze7L x,y,ze1l. 

(4.9) 

and 

0(z) (0(32z) - ~0(8Z)) 0(4z) = L q4x2+y2+32z2 - ~ L q4x2+y2 +Sz2, 
\ x,y,zeiE x,Y,zeLZ: 

(4.10) 

respectively. 
(Notice that the coefficient of q10 in (4.9) and (4.10) is obviously zero 

if/o == 5 or 7 mod 8 for (4.9), fo == 3 mod 4 for (4.10); but this tells us nothing 
new, since in Proposition 12 of §II.6 we saw that L(En , 1) = 0 if n = 10 == 5 
or 7 mod 8 or n = 2/0 == 6 mod 8.) 

Collecting coefficients of q10 in (4.9) and (4.10), we conclude the version 
of Tunnell's theorem that we cited at the beginning of Chapter I. 
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~Y 
x 

11 is a congruent number 

if "elementary" (proved U in Chapter I) 

En: y2 =x3 - n 2x has 
infinitely many rational points 

-, U/ '~Birc.h-Swinnerton-Dyer conjecture 

Coates-Wiles 

Theorems of Shimura, 
Waldspurger, Tunnell 

the n-th q-expansion coefficient in 
Tunnell's product of theta-functions 

is zero 

Figure IV.l 

Theorem ([Tunnell 1983]). If n is a squarefree and odd (respectively, even) 
positive integer and n is the area of a right triangle with rational sides, then 

# {x, y, zEZln = 2X2 + y2 + 32z2} = t# {x, y, zEZln == 2X2 + y2 + 8z2} 

(respectivelY, 

# {x, y, ZEzl ~ = 4x2 + y2 + 32Z2} 

= ~ # {x, y, ZEzl ~ = 4x2 + y2 + 8z2}). 

If the weak Birch-Swinnerton-Dyer conjecture is true for the elliptic curves 
En: y2 = x 3 - n2x, then, conversely, these equalities imply that n is a con­
gruent number. 

In Fig. IV.} we recall the logical structure of the argument. 
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As mentioned in Chapter I, Tunnell's theorem has the practical value of 
leading to an effective and rapid algorithm for determining whether n is a 
congruent number. In addition, one can give quick new proofs of certain 
conditions for n not to be a congruent number. For example, if n is a prime 
congruent to 3 modulo 8, Tunnell shows that an == 2 mod 4, and therefore n 
is not a congruent number. For this and other corollaries, see Tunnell's 
paper. 

The only sense in which Tunnell's theorem is not yet a completely satis­
factory solution to the ancient congruent number problem is that in one 
direction it is conditional upon the weak Birch-Swinnerton-Dyer conjecture 
for certain elliptic curves. But lately, significant progress has been made 
toward a proof of that conjecture in enough generality to include the curves 
En" As mentioned in §II.6, in the mid-1980s Gross and Zagier were able to 
show that the weak Birch-Swinnerton-Dyer conjecture is true for En for a large 
class of n (but one must be able to show that 1:(En, 1) of. 0). At about the same 
time, R. Greenberg showed that, if the conjecture were to fail for an elliptic 
curve such as En which has complex multiplication, then that would imply a 
highly improbable combination of consequences for the Tate-Shafarevich 
group of the elliptic curve (see [Greenberg 1983]). 

The next few years saw a series of striking developments which, while not 
bearing directly on the congruent number problem, brought us closer to 
having a proof of the Birch-Swinnerton-Dyer conjecture. First, K. Rubin 
proved that if the group of rational points of an elliptic curve E with complex 
multiplication has rank at least 2, then its L-function L(E, s) has a zero at 
s = 1 of order at least 2 (see [Rubin 1987]). In combination, the results of 
Coates-Wiles, Gross-Zagier, and Rubin imply the following: for an elliptic 
curve with complex multiplication, if the order of zero L(E, s) at s = 1 is either 
o or 1, then the order of zero is infact equal to the rank of the group of rational 
points. Then Kolyvagin was able to strengthen this result dramatically, by 
proving that the same theorem is true for the much broader class of modular 
elliptic curves. If the Taniyama-Weil conjecture is true, then this class includes 
all elliptic curves defined over the rational numbers. See [Kolyvagin 1989 and 
1990] and [Rubin 1989]. (For a readable overview of results on the Birch­
Swinnerton-Dyer conjecture, together with a discussion of the relation of 
this work to Gauss' class number conjecture, see [Ireland and Rosen 1990, 
Ch.20].) 

It is remarkable that the nearly complete solution that we now have to 
such an old and naive question as the congruent number problem, has 
required some of the most powerful and sophisticated tools from diverse 
branches of twentieth century mathematics. 



Answers, Hints, and References for 
Selected Exercises 

§I.1 

1. See [Hardy and Wright 1960, pp. 190-191]' 3. (b) Follow the proof that 
X4 + y4 = u2 is unsolvable on pp. 191-192 of Hardy and Wright. 4. For fixed nand 
fixed x (so that Z is fixed), the triples that correspond to x come from the 
intersection of the two conic sections X 2 + y2 = Z2 and XY = 2n in the XY-plane. 
Given one point of intersection (X, y), the other three are ( - X, -- Y), (Y, X), and 
(- Y, -X), and so do not give a distinct triple. 5. (a) 1681/144; (b) 25/4; 
(c) 841/4, 1369/4. 7. Since x 2, y2 == 0, 1 or 4 (moci8), it follows that 2X2 + y2 + 8z2 

can never equal an integer n == 5 or 7 (mod 8). The first congruent number n == 1 or 3 
(mod 8) is 41, which is the area of the right triangle with sides 6fo-, 13t, 14U. 

§I.2 

1. replace y by y/n2 and x by x/n 2. (c) x = -nY/(X + Z), y = 2n2/(X + Z) 

(e) X Y Z x y X Y Z x y 

3 4 5 -3 9 3 4 -5 12 -36 
4 3 5 -2 8 4 3 -5 18 -72 

-3 -4 5 12 36 -3 -4 -5 -3 -9 
-4 -3 5 18 72 -4 -3 -5 -2 -8 

3. (a) If Z is the side opposite e and X, Yare the other two sides, the law of cosines 
gives X 2 + y2 - 2AXY = Z2. Then the point u = (X - A Y)/Z, v = Y/Z is on the 
ellipse u2 + B2 v2 = 1. Again use the slope of the line joining ( - 1, 0) to (u, v) to 
parametrize this ellipse. Show that u = (I - B2 t2 )/(1 + B2 t2), v = 2t/(I + B2 t2). Now 
the area of the triangle is ~XY sin e = ~XY, so we obtain: 
n = ~BZ2(y/Z)(X/Z) = ~BZ2V(U + Av) = BZ 2t(l + 2At - B 2t2)/(I + B 2t2)2. 
Finally, set x = - Bt, Y = (1 + B2 t2 )/Z, so that ny2 = x(x2 + 2~x - 1). (b) Since 
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A = (1 - )..2)/(1 + )..2) and B = 2Aj(1 + )..2), the right side of the cubic equation in 

( 
1)..2 ) part (a) becomes x x 2 + ~x - I = x(x - )..)(x + t). 

§1.3 

1. Counterexample if K = IFp = 7L/p7L: F(x, Y, z) = x p - x. 3. I; 0; 2 5. (b) Here's 
a counterexample if char K = p. Let d be a multiple of p, 
F(x, Y, z) = x d + yd + Zd + Xaybzc, where 0 < a, b, c, a + b + c = d. Then all partial 
derivatives vanish at (0,0, 1), (0, 1,0), (I, 0, 0), but these points are not on the curve. 
In fact, if p = d = 3, a = b = c = I, then the curve is smooth at all of its points, even 
though there are three points of lPi where all three partial derivatives vanish. 
(d) With K = IR or C, think of F as a map F: K3 --+ K, so that the smoothness 
condition becomes nonvanishing of the gradient. Then apply the chain rule to the 

composite function: x'y'z'-space ~ xyz-space!:. K. 6. (b) Reduce to the case 
Zl = Z2 = 1, set Ax = l~t(X2 - XI), so that!'(xl)Ax = l~t(Y2 - YI)' Then 
0= F(xi + Ax, YI + !'(xl)Ax + amAxm + ... , 1) = F(xi + Ax, YI + !,(xl)Ax, I) + 
*(x i + Ax, YI + !,(xl)Ax, l)amAxm + ... = (I + t)-degF F(xi + x2t, YI + Y2t, 
Zl + Z2t) + (nonzero constant)tm + higher terms. 

§I.5 

2. (a)f(z) = (e2nia, e2nib) for z = aWl + bw2, a, beiR. (b) N 2. (c) In part (a), let 
a =j/p, b = kip; then forj, kelFpnot both zero we have (j, k) ...... subgp gen by 
(e2nii/p, e2nik/p) gives the required one-to-one correspondence; there are p + I 
subgroups. 3. (a) If s = 2, reduce to the case whenf(m, n) = I if m, n == ml , nl 
(mod N),f(m, n) = -1 if m, n == m2, n2 (mod N),f(m, n) = 0 otherwise (where mi , 
ni are fixed pairs); then pair together thejN + m l , kN + n l term and thejN + m2 , 

kN + n2 term. (b) (- N)-S I f(m, n)f.J(s-2)(jllw l + N-W2; WI' w 2). 
(s - I)! Osm,n<N 

§1.6 

2. g~ - 27g~. 3. f.J"(z) = 6f.J(Z)2 - tg2' 6. (8) = 7[8/9450. 7. 4/3,8/27 
10. Set v(z) = r l (f.J(z)), find (dv/dz) 2 , and show that dv/dz = ± 1. 
14. (a) Substitute t = sin2 e and integrate by parts. (b) Use Problem 12(b), and 
substitute x = (t - el )/(e2 - e l ) to get the expression under the radical in the form 
x(x - l)(x - )"). (Note: An elliptic curve written in the formy 2 = x(x - I)(x -)..) is 
said to be in "Legendre form".) Then make the substitution t = I/x. (c) Expand 
(1 - )..t)-1/2 in a binomial series in part (b), and use part (a). 

§1.7 

2. (a) «x2 + n2)/2y)2. (c) let ord2 denote the power of2 dividing the numerator 
minus the power dividing the denominator; dividing into the cases ord2 x < ord2 n, 
ord2x = ord2 n, ord2x > ord2 n, determine ord2 (x2 + n2) and use y2 = (x 2 - n 2)x to 
find ord2y, in order to conclude that ord 2 y ~ ord2 (x2 + n2). (Of course, ord2 n = 0 
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or I, since n is squarefree,) 3. (a) 0 together with 3 x-intercepts. (b) points of 
inflection. (c) from each of the 3 x-intercepts there are 4 lines which are tangent to 
the curve at points of order 4. (d) if we have a configuration of three lines crossing 
three other lines, and if the elliptic curve passes through 8 of the 9> points where they 
cross, then it passes through the ninth. 4. (a) eight; setting y" = 0 after twice 
differentiating y2 = f(x) implicitly and then multiplying both sides by 2y2 gives: 

(2yyy = 2y2j"(X), and hencef'(x)z - 2f(x)j"(x) = O. (b) x = ±nv'1 ± 2..{3/3. 
5. four; draw lines from -Q which are tangent to the curve. 7. 4; 3; 8. The four 
points of order 4 not of order 2 are found by drawing lines from (n, 0) which are 
tangent to the curve. 8. two points of order 2 (at infinity and (a l /3 , 0)); three points 
of order 3 (at infinity and «4a)1/3, ±(3a)1/2) if a is positive, (0, ± (_a)l/Z) if a is 
negative); four points of order 4, namely, the two of order 2 and the two points 
(a 1/3 (l + ..{3), ± (3a(3 + 2..{3))1/2) (if a is positive; change the two +'s to - if a is 
negative). 

§I.8 

1 (2 ) - 16x4 + 8gzx 2 + 32g3x + g~ . h _ () 
• go z - 3 ' Wit x - go z . 

16(4x - gzx - g3) 
2. f3(Z) = 3x4 - !gzxZ - 3g3x - n,gi, with x = go (z). 3. Look at zeros and poles 
of go(Nz) - go(z); determine the constant -I by comparing coefficients of z-z. (See 

[Lang 1978b, pp. 34-35]') 4. Considered on the points kWl + )rW2 in the z-plane, 
rI must take every such point either to itself or its negative (modulo L). When 
finding the matrix entries by looking at the cases (j, k) = (I, 0) or (0, I), we first 
obtain (±6 ±~), but consideration of other j, k shows that both signs must be the 
same. The analogous situation in cyclotomic fields is to set 0; = O(cos Z;) (i.e., 
adjoin just the x-coordinate of the point of order N). Then Gal(ON/O;) is the 
subgroup {± I} in (lL/ N7L)*. 5. The image is conjugated by the change of basis 
matrix. 6. (a) a subgroup of order 2, (b) the trivial subgroup, (c) the entire group, 
(d) a subgroup of order 2. (Note: In this and the next problem, these subgroups are 
only defined up to conjugation; see Problem 5.) 7. (a) 48, (b) Using Problem 4(b) 

of §I.7, we see that K3 is generated by ±v'1 ± 2..{3/3 and by the solutions y of 

yZ = xnZ(2..{3/3) = ± Z;3 ../3 ± 2J3. (c) By part (a), [K3: OJ divides 48. Since it is 
obtained by successive extraction of square roots, K3 has degree in fact dividing 16. 
On the other hand, by part (b), it is easy to see that K3 contains i and also the fourth 
root of 4nz(3 + 2..{3), which satisfies x 8 - 24nz X4 - 48n4, which is irreducible (by 
Eisenstein's criterion for the prime 3, if 3{n; if 31n, a generalization of Eisenstein's 
criterion can be used). Thus, the field F obtained by adjoining this root has degree 8. 
But Fe JR, while K3 3i, so that [K3: OJ ~ 16. Hence, the degree is 16, and the image 
of the galois group is a 2-Sylow subgroup ofGLz(lL/3lL). Here afl~ two alternate ways 
of showing that [K3: OJ is at least 16: (i) K3 has at least degree 2: over 

0(../2nv'3 + 2..{3) c JR, so it suffices to show irreducibility over ()i of the polynomial 

II. choio" of ± (x ± v' ± 2nv'3 ± 2..{3). But otherwise a product of 4 of the roots would 
be in lL, and this can be ruled out directly. (ii) First show that 

[0(v'3 + 2..{3): OJ = 4, after which it suffices to show that 0(v'2n../3 + 2..{3) =t-
0(v'3 + 2..{3). Otherwise we would obtain 2n../3 + 2..{3 = (a + b../3 + 2..{3)Z, 
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a, bEilJ(13); since.J3 + 2.J3¢ilJ(13), this gives ° = a2 + b 2 (3 + 213), 
a contradiction, since a, bE IR. (d) 0, D, i.e., ZI = w l /3, Z2 = (WI + ( 2 )/3. 8. (c) 
Show that IX is an eigenvalue of a 2 x 2 matrix with integer entries. 9. (a) 3, (b) 4, 
(e) 6, (d) 7, (e) 8, (f) 5, (g) 7. 

§I.9 

1. Possible conditions on p and I: 81/; or else 211 and p == -I (mod 12). 

2. (a) p 3 5 7 II 13 17 19 23 

type (2, 2) (2,4) (2, 4) (2, 2, 3) (2,4) (4, 4) (2, 2, 5) (2,4, 3) 

(b) (4, 4) (c) (2, 2, 7), (d) (2, 4, 9), (e) (2,2,9,37). For q = 17 and 9, you have to 
check that the x-coordinates of the doubles of all 12 points not of order 2 are 0, I or 
-I, i.e., all points are of order 4. Note that those cases also follow from Problem II 
below. 3. Same as Problem 2 except for: p = 13, (2, 2, 5); p = 17, (2, 2, 5). 
4. Notice that the right side x 3 - a runs through IFq as x runs through IFq, so the 
number of points is the same as on yl = x (plus the point at infinity). 5. See 
Problem 10 below. 

6. P 5 7 II 13 17 19 23 

type (2, 3) (2, 2) (4, 3) (2, 2, 3) (2, 9) (2, 2, 7) (8, 3) 

7. Show that for all but finitely many primes p == - I (mod 6) the group 
homomorphism from the subgroup of points of order min E(ilJ) to E(lFp) is an 
imbedding. Show that this implies that points of finite order can only come from 2 
points of order 2 and/or 3 points of order 3. Then find whether the points of order 2 
or 3 can have rational coordinates. 9. (a) Show that a point of order N is taken to 
another point of order N by the complex multiplication automorphism; but if both 
(x, y) and (- x, J=Ty) have coordinates in IFq, then J=T E IFq. 10. Proceed as in 
9(a), using the complex multiplication (x, y) f-> «(x, y), where ( is a nontrivial cube 
root of unity in IFql. 11. Suppose that IX < {1. Let G be the quotient group of the 
group of points of order IP modulo the subgroup of points of order I'. Then 
G ~ lL/IP-'lL. Show that the complex multiplication used in 9(a) gives an 
automorphism of the group G whose square is the automorphism - I (which takes 
every element in lL/IP-"lL to its negative). Show that there is no such automorphism 
if 1 == 3 (mod 4), because -I is not a square in (lL/IlL)*. If 1 = 2, use the fact that -I 
is not a square in (lL/4lL) * . 

§II.I 

4. Z(T) = (l - T2)-1/2; Z(n = (I - T2)-1 ; take the equation x 2 - a = ° for a any 
quadratic nonresidue mod p. 5. Z(T) = 1/«(1 - T)(J - 2T)'" (I - (M - I)T». 

6. (a) Z(T) = 1/[(1 - TYO - TI)I-I(l - T I2Y-I ... (l - TI'W-'Y- I ] (b) The limit of 
the Z(n in part (a) as M approaches infinity, an infinite product which is not a 
rational function. 
7. (b)-(c) Z(iP'~q/lFq: T) = I/O - T)(I - qT)(l - q2 T) ... (I - qmT). 9. Write V 
as a disjoint union of affine varieties, and use Problem I. To reduce to the case of a 
single equation, use induction and the observation that the number of simultaneous 



Answers, Hints, and References for Selected Exercises 

zeros of 1 = 9 = 0 is equal to the sum of the number for 1 = 0 and the number for 
9 = 0 minus the number for Ig = O. 10. 1/(1 ~ T)(1 ~ qT). 
11. (I ~ qT)/(1 ~ q2T)(1 ~ q 3 T). 
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12. 1/(1 ~ T)(1 ~ qT)(l ~ q2T)2(1 ~ q3 T)(l ~ q4 T). 13. Following Problem 13 
of §I.9, you quickly see that the field extension generated by the points of order 1M +1 

is contained in IFqlM It remains to show that only the 1M -order points, and none of 
exact order IM +1, have coordinates in IFqI M - 1• Prove this by computing the exact power 
of I that divides NIM-l. Consider separately the cases (i) I remains prime in the 
quadratic extension Q(IX); (ii) the ideal (I) = LI splits into a product of two prime 
ideals. Show that, for example, if Leis the highest power of L dividing IX ~ I, then 

L e+ j is the highest power of L dividing IX lj ~ 1. In this way, use the fact that NI is 
exactly divisible by 12 to prove that ~M-l is exactly divisible by 12M. 16. Write 
Z(T) = I + C I T + C2 T2 + ... = P(T)/Q(T), Q(T) = bo + b l T -I- ... , where PiT) 
and Q(T) have no common factors and all coefficients are integers. Check that the 
polynomial Q(T) is primitive. Use the Euclidean algorithm to write PU + Q V = m, 
where U, VEZ'[TJ, mE7L, m -+ O. Write m/Q = U(P/Q) + V = do + d l T + .... 
Since m = Q(T)(do + d l T + ... ) with Q(T) primitive, it follows by the proof of 
Gauss's lemma that mldj' In particular, mldo, and this means that the constant term 
bo is ± 1. It immediately follows that P(T) also has constant term ± 1. 

§II.2 

1. For example, to prove (3), in the double sum for J(XI' X2)g(XI X2)' replace x by x/y 
and then replace y by x + y. 4. ij3, fi, ij7, 3. 5. 1 ± 2i, 3, ~ 3 ± 2i, ~ 1 ± 4i. 
6. X(4)J(X, X) = L X(4x ~ 4x 2 ) = L x(1 ~ (2x ~ 1)2) = L X(1 ~ Xl) 
(replacing 2x ~ 1 by x) = L (l + X2(y»X(1 ~ y) (where y = x2 if X2(y) = 1), 
and this equals J(X2' X). 7. (l ± 3ij3)/2, (~5 ± 3ij3)/2. 8. (a) Use part 
(b) with m a square root of l/n in IFq2. (b) Replace x by x/m2 and y by y/m 3 

in y2 = x 3 ~ n2 x. 9. (a) Replace x by x/a. (b) Choose J to be the ideal of 
elements x for which ax E I, and take the sum over a fixed coset in (R/l)* 
of the subgroup consisting of elements congruent to 1 modulo J; show that 
each such sum vanishes. (Look at the example R = 7L, 1= (N) to get used to the 
argument.) (c) Check that g(X,IjJ) = g(1., 1;1) = X( ~ l)g(1., 1jJ). Then we have 
Ig(x, 1jJJ!2 = g(X, ljJ)g(1., 1;1) = LXEIRII)' LYERII X(x)X(y)IjJ (x ~ y) (here it makes no 
difference whether we sum over R/I or (R/I)*). Replace y by xy in the inner sum, 
thereby changing the summand to 1.(y)ljJ(x(l ~ y». For fixed x not prime to I, if we 
let J denote the ideal of elements whose product with x is in I (thus, J is strictly 
larger than I), we see that the inner sum vanishes by the argument in part (b). So we 
can replace the outer sum LXEIRII)' by LXER(I' We then interchange the order of 
summation to obtain: Ig(x, 1jJ)i2 = LYER(d(y) LXER/lljJ(x(1 ~ y». Wheny = I, the 
inner sum is NI. But when y -+ 1 it vanishes, since, by assumption, IjJ is nontrivial on 
the subgroup (I ~ y)R + 1/ I in R/I. 10-17. See Weil's paper [Weil 1949J or else 
[Ireland and Rosen 1982, §4 in Chapter II]. 20. (b) By part (a), modulo 3 we 
have J(X3' X3) == (LX3(X)IjJ(X»3 == LX~(X)1jJ3(X) = L XE 'qljJ(3x) =-1. (c) J(X3, X3) is an 
element of 7L [w J of norm p which is congruent to ~ I mod 3. ( e) Since J(X 3, X 3) has 
norm p and the right congruence, it suffices to show that it is in the ideal (a + bw) 
(rather than the other possibility (a + bw». Working mod a + bw, replace X3(X) by 
X 1p-1)(3 and X3(l ~ x) by (1 ~ xyp-I)(3 in the definition of J(X3' X:I), and use the fact 
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that LXj = 0 unlessp - 1 dividesj. 21. (a) Use Problem 6 and the Hasse­
Davenport relation. 22. (a) a =1= 0 and char K =1= 3. (b) Use: the map X~X3 is 
one-to-one from K to itself, and so x 3 = u always has exactly one solution. (c) There 
is one point at infinity. For any fixed y, the number of x such that x 3 = y2 + ay is 
1 + X3(y2 + ay) + X3(y2 + ay). Sum this over YEK, making the change of variable 
y = ax, so that X3(y2 + ay) = X3(a)x3(x - x 2 ) = X3(a)x3(x)x3(l - x) (recall that 
-1 = 1 in K). (d) Compute the case r = 1 directly; then use the Hasse-Davenport 
relation. Z(C/1F2 ; T) = (1 + 2T2)/(1 - T)(1 - 2T). (e) Completing the square in the 
equation y2 + y = x 3 and substituting y' = y + ~, x' = x gives y'2 = X'3 + :\.-, i.e., 
(Sy')2 = (4X')3 + 16. Then set y = Sy', x = 4x'. 23. (c) The following tables give the 
number of points in factored form. The type of the group follows from Problem 10 
of §II.l unless that number is divisible by the square of a prime 1 == 1 (mod 4). Those 
cases are marked with an asterisk and discussed below. 

r N;e8 N r"r r N, r Nr 

1 23 22 2 25 10 25 '401 ·761 
3 23 . 13 22 '37 4 27 '5 12* 27 .5.13 2 .37.61 
5 23 '401 22'761 6 25 .13.37 14* 25 .292 .337.673 
7 23 .29.337 22 .29.673 8 29 . 32 ·5 . 17 

(d) 

r N;es N;r r N, r N, 
23 22 '5 2 25 ,5 8* 29 . 32 . 52 . 73 ·97 

3 23 . 277 22.5. 109 4* 27 . 32 . 52 10* 25 .52.101.461.3701 
5 23 ·101·461 22 '52'3701* 6 25 .5.109.277 

To handle the asterisked cases, suppose that En(lFq) contains exactly 1 points of order 
I: jP, 0 '5, j < I; and that En(lFqr) contains exactly [2 points of order t2 of the formjQ, 
o '5, j < 12. Let IFqr' c IFqr be the extension generated by the coordinates of Q. 
Following Problem 12 of §II.I, use the map u~ u(Q) - Q on Gal(lFqr'/lFq) to show 
that r' = I. Use this to show that the 1 part of the type is (t, t) in all cases except N;r 
and N 10 in part (d). In those two cases, show the type is (12) as follows. If there were 
f2 IFqr-points of order t, let IFqr' be the extension of IFq they generate. By suitably 
choosing a basis {P, Q} for the 2-dimensional IF[-vector space of points of order t, get 
an injection of Gal (lFqr,/lFq) into matrices of the form (b ~) ~ IF*. Thus, r'lf - 1. 

§II.3 

4. By (3.11), we have g«p» = La.b~O.l .... P-l (a2;b2)e2rria/p = p - 1 + 
L~:I Lc:b (a2;b2 )e2nia/p. In the inner sum replace b by ab to obtain g( (p» = 
p - 1 + (L~:I e2nia/P) (Lc:b e ;b2» = p - 1 - Lc:b e ;b2) = 
2p - 1 - LC:b<I + e;b2» = 2p - I - # {a, bEIFpla2 = 1 + b2} = 
2p - 1 - # {x, yE IFplxy = I} (after the change of variables x = a + b, Y = a - b; 
a = (x + y)/2, b = (x - y)/2). Hence, g(p» = 2p - 1 - (p - I) = p. 

§II.4 

2. (b) Note that L(X, s) = LbeGX(b)!s(b), and use part (a) together with Problem 
9(a), (b) in §II.2. (c) L(X. I) = - kg(x) LaeGX(a) 10g(1 - ca). (d) L(X. 2) = 
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kg(X)LaeGx(a)I(~-"), 3. (a) rl/2e2niay-ny2/t, (e) n-s12 r(f)NSL(X, s) = 
n-(1-s~2reZ-S)g(X)L(X, 1 - s). (f) Set s = t in part (e). (h) L'(X, --2k) = 
t( _I)kk! n- 2k - 1/2 N2kg(X)r(k + t)L(X, 2k + I). 5. (a) Integrate by parts in the 
definition of the Fourier transform ofj'(x). (b) _iyt-3/2e2niay-nY'/t. 

229 

(e) n-(S+IW2rCil)NSL(X, s) = -ig(x)n-(2-S)/2reZ-S)L(X, 1 - s). (h) For x(n) = G) we 
obtain: L'(X, -I) = i!;(I(e- 2nij3 ) _1(e2nij3 )), where l(x) is the function in Problem 
2(d). 7. Use part (a)(iii) of Problem 4. 8. (a) Add the expression for 
l(a, I - s) + l(l - a, I - s) in Problem 3(c) to the expression for 
l(a, I - s) - l(l - a, I - s) in Problem Sed) to obtain: 

n-s+l/2r(s/2) 
lea, I - s) = «((a, s) + W - a, s)) 

2r((l - s)/2) 

in-s+1/2r«s + 1)/2)«((a s) _ (I _ as». 
+ 2r(l - s/2) , , 

§I1.5 

2. (a) (J(t) = t(J(l/t). (b) Let cjJ(s) = Sf' tS«(J(t) - I) ~t + H tS«(J(t)- t) ~t . As in §II.4, 
show that cjJ(s) is entire, and for Re s > 1 is equal to .f~ tS«(J(t) - I)-,¥- + t + l~s = 
~ + l~s + n-Sr(s) LQ;<me:l'2 Iml- 2S = ~ + I~S + n-sr(s)4(K(S). By substituting I/t for t 
in the integrals for cjJ(s), show that cjJ(1 - s) = cjJ(s), and hence n-sr(s)(K(S) = 

ns-1r(l - S)(K(l - s). Finally, show that 4(K(S) = r~:)(cjJ(s) - ~- 1~.) is analytic' 
except at s = I, and that lims_1 (s - 1)4(K(s) = lims_1ns/r(s) = n. 3. Since the 
Fourier transform of g(x) = e2ni,"xe-ntlx+uI2 is g(y) = te2ttiU'(Y-V)e-(ttfrlly-vI2, one 

obtains: (J~'(t) = te-2niu'v(J~,,(t), 4. (a) (2niw' y)k/(y), (b) (,,;/)kte2niUYe-(nfrlIYI2. 
(c) (Ju,k(t) = i-kr k- 1 (Ju,k(t), (d) Let a + bi run through a set of coset representatives 
modulo 1= (n'), and write x in the sum in the form (a + bi) + n'(mj + m 2i), so that 

'kl '1-2s . «m+u)'w)k . the sum becomes n n La+bi x(a + bl) Lme:l'2 Im+u12S (where U 1 + U 2' = 
(a + bi)/n'). The inner sum is essentially the Mellin transform of (Ju,k(t). The 
functional equation in part (c) will then give a linear combination of terms of the 
form S;;o tk+1-s(Ju,k(t) ~t , and this linear combination can be expn:ssed in terms of a 
Gauss sum and our original sum with s replaced by k + I - s. (e) Suppose the 
(0'0,0'1) for our Hecke character X is (kl' k 2) (this pair of integers is called the 
"infinity type" of X). Consider X as a function on elements as well as ideals of Z[i] by 
defining X(x) = X«x». Let k = Ik j - kzl. If kl > k2' then the mapping 
x 1-+ X(x) = X(x)/xk(Nx)k2 is easily seen to be a character of (Z[iVf)*; if k2 > kl' then 

def -

x(x) ~f X(x)/xk(Nx)k, is a character of (Z[i]/f)*. In, for example, the case kl > k2' 
the Hecke L-series is then! LO*xe:l'[il X(x)(Nx)-S = ! L xkX(x)(Nx)k2-S. 5. (a) Make 
the ch::nge of variables x' = Mx to obtain g(y) = Srr;lne-ZttiM-lx"Yf(x') Id:;~1 = 

Ide!M1f(M*y), since M- 1 x'· Y = x'· M*y. (b) L' = M*zn; let g(x) = j{Mx). Then 

LXEd(x) = LmE:l'ng(m) = Lme:l'ng(m) = Ide!MI LyeL.j(y) by part (a). 
6. (a) M* = ~('1;~ ~); considered in C, L' = ~Z[ ill]. Note that Tr xy = 2x . y, 
where on the left x and yare considered as elements of C, and on the right as 
elements of \R 2 (b) In Problem S(b), letf(x) = e-ntlxI2, g(x) = f(Mx) with M as in 
part (a); then apply Poisson summation. (c) Let (J(t) be the sum on the left in part 
(b), and let cjJ(s) = S';/v'3tS(O(t) - I)-,¥- + H/v'3 tS(O(t) - t~)-'¥-' For Re s > I show that 
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¢(s) = (2/,J3),(t + I~S) + 1er(s)6(K(S), The residue at s = I is n/3J). Finally, 
replacing t by 4/3t in the integrals for ¢(s) leads to the relation: ¢(s) = 
(2/J))2S-1¢(1 - s), and this leads to A(s) = A(I - s) for A(s) = (J)/2n)Sr(S)(K(S). 

deC 
(d) Use the Euler product form (K(S) = TIp(1 - (NP)-,)-I. For a prime ideal P of 
normp == I (mod 3), the contribution from P and P is (I - p-s)-2; for P = (p), 
where p == 2 (mod 3), the contribution is (I - p-2S)-1 = (I - p-S)-I(1 - X(p)p-S)-1 ; 
and for P = (.j=3) the contribution is (I - r S)-I(1 - X(3)rS)-1 (since X(3) = 0). 
So the Euler product is the Euler product for (s) times the Euler product for L(X, s). 
(e) Multiplying the functional equations for (s) and for L(X, s) gives A(s) = A(I - s) 
for A(s) = n-s/2r(f)(s)(3/n)s/2r«s + 1)/2)L(X, s) = (J)/n)S(K(S)rmr«s + 1)/2) = 
const· (J)/2n)sr(s) (K(S) by (4.4). 7. See Problems 20-22 in §II.2; (d) g(x, t/J) = 3. 
8. (a) By part (I) of Proposition 9, dey) equals e2niu.y times the Fourier transform of 
(x· w)e-ntlx'wI2; note that X· w = Mx' (I, i) with M as in Problem 6(a); then proceed 
as in Problem 6(b) to obtain dey) = 3;2 y' (-ro, l)e2niu·Ye-(47r/3t)ly·(-ro.l)12. (b) Use 

Problem 7(c) to obtain ¢(s) = 32s- 1n-sr(s)6L(E, s). (d) Replacing t by +. in the 
integrals in ¢(s), one obtains ¢(s) = (W- l l: x(a + bro) J~ t2- s(JU(t) ~t , where the 
summation is over 0 ~ a, b < 3; u = (a/3, b/3); and 
(JU(t) = l:mez2m' (-ro, l)e2niu'me-ntlm'(-ro, 1)12. Then for Re (2 - s) > 3/2 use (4.6), 
probr~:n 2 of§II.2 (note that u'm = tTr«a + bro)( -rom l + m2)/iJ))), and the 
evaluation of the Gauss sum in Problem 7(d). The result is: rjJ(s) = 

(4/3)s-13ns- 2r(2 - s)6L(E, 2 - s). Equating this with the expression in part (b) and 
collecting terms gives the desired result. 

§II.6 

2. The functionf(s) = A(I + s) is even in the first case (so that its Taylor expansion 
at s = 0 has only even powers of s) and odd in the second case. 3. (c) Use: 
bpe = ex; + ex;-lexp + ... + ex;, and 2ap = exp + exp. 

5-6. n first few nonzero bm,. L(E., I) remainder estimate 

2 bl = I, b5 = 2, b9 = -3 0.92707 IR131 ~ 0.00027 
3 bl = I, b5 = 2, b13 = 6, bl ? = - 2 1.5138 IR251 ~ 0.00123 

10 bl = I, b9 = -3, b13 = 6, b17 = -2 1.65 IR291 ~ 0.289 

7. You want IRM+11 to be less than c/2, i.e., c/2 > 4(1 - e-n/,!N')-le-n(M+l~,!N'; for 

large n the right side is asympotic to ~.JN'e-nM/,!N', so choose 
M> !r.JN' log(8.JN'/nc) ~ !r.JN'log n, i.e. (2n.J'i./n)log n for n odd, (2n/n)log n for 
n even. 8. (a) Use Problem 3 to find the bm,., (b) See Problem 7 of§l.1. 

§III.l 

1. TE r l (N) c ro(N), but STS- l ¢ ro(N); hence, neither r l (N) nor ro(N) is normal 
in r. 2. (a) Given AESL2ClL/NlL), let A be any matrix with A = A mod N. Find 
B, C E SL2 (lL) such that BA C is diagonal: BA C = (g ~), where ad = det A == I 
(mod N). It suffices to find A = (a+,r z/!) with determinant I, since then 
B-1 AC- l ESL2(7L), and B-1 AC- l == B-l (g ~)C-l = A == A(mod N). To find A so 
that I = det A = I + «ad - I)/N + xd)N - ZN2, first find x so that 
xd == -(ad - I)/N (mod N), and then choose z so as to make det A = 1. 
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3. (a) (q2 - l)(q2 - q); (b) q(q2 - I). 4. (b) Since the kernel in part (a) has p4(e-l) 

elements and # GL 2 (71./p71.) = (p2 - 1)(p2 - p), it follows that' # GL2(71./pe71.) = 
p4e-3(p2 _ I)(p - I). (c) Divide the answer in (b) by ¢(pe) to ge1: p 3e-2(p2 - I) 
5. Use the Chinese remainder theorem. 6. N 3 TIpIN(l _ p-2). 
7. N 3 TI pIN(l - p-2); N; NTIplN(l - p-I); N 2 TIpIN(l - p-I); NTIplN(l + p-I) 

8. The image of rcN) under conjugation by (~ -6) is the subgroup of r o(N 2 ) 

consisting of matrices whose upper-left entry is == I (mod N). 10. and 14(b). See 
Figures A.I-A.2. 12. Besides rand r(2), there are four, namely, the preimages of 
the three subgroups of order 2 in S3 and the one subgroup of order 3 under the map 
r ..... SL2(71./271.) ~ S3' (i) r o(2) = W !) mod 2}, Fo(2) = the right half of F(2); 
(ii) rO(2) = {G ~) mod 2}, FO(2) = Fu T- I Fu SF; (iii) (fj(2) = W ~) == lor S 

def 
mod 2}, fundamental domain = Fu T- I Fu T- I SF; (iv) {(~ ~) == I, STor (ST)2 
mod 2}, fundamental domain = Fu T- I F. 13. (a) This can be proved using the 
fundamental domain, as in the proof of Proposition 4 in the text. Here is another 
method. Let G denote the subgroup of (fj(2) generated by ± S, T2. Clearly G c (fj(2). 
Conversely, write g E (fj(2) as a word of the form ± sal Tb l STb, ... STbl, where 
a l = 0 or I and bj 0/= 0,) = I, ... , /- 1. Use induction on / to show that gEG. We 
work mod ± I, so that S 2 = (ST)3 = 1. Without loss of generality we may suppose 
a l = 0, bl 0/= 0, since we can always multiply g on the left or right by S without 
affecting whether gEG. For the same reason we may suppose that b l = bl = I, since 
T2 E G. Note that / = I or 2 is impossible, since T, TST ~ (fj(2). If / > 2, write 
g = TST b' .••. Since (STS)(TST) = I, we have TST= (STS)-I = ST-IS, and so 
T 2 Sg = TSTb2-1 S ... , which is just like g but with b2 replaced by b2 - 1. If b2 > 0, 
use induction on b2 to finish the proof. If b2 < 0, write ST- 2g = ST- I STb, ... = 
TSTb,+1 ... , and again use induction on Ib2 1. (b) Use: rO(2) = T(fj(2)T-l, 

r o(2) = ST(fj(2)(ST)-I. (c) Let G be the subgroup off generated by T2 and ST- 2 S. 
Since G c f(2), it suffices to show that [I": G] = 6, e.g., that any "word" in Sand T 
can be multiplied on the left by elements of G to obtain one of the elements !Xj used in 
the text for coset representatives. Use S2 = (ST)3 = I and induction as in part (a). 
(d) Use part (c) and the isomorphism in Problem 8. 14. (c) Fo(p) is bounded by the 
vertical lines above ~ and - ~; arcs of circles with diameter [0, 2] and 
[ - 2/(2p - I), 0]; and arcs of circles with diameter [ - I/(k - 2), - 1/ k], 

3 . __ +.t.. y'3 
4 4 

o 

Figure A.I 

(The cen ters of the 
boundary arcs are at 
-1/2, 0, 1/6,4/1 0.) 

9 iJ3 -+--
28 28 

1/2 
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..... .-------- ------ ........ 

3 

-10 o 1/2 

Figure A.2. Two possible fundamental domains for ro(4): 

I. Let F(2) be the fundamental domain for r(2) in the text. Then rxF(2), where 
rx = (g -b), is a fundamental domain for ro(4) = rxr(2)rx-l (see Fig. A-l). 

II. UJ=1 rxj- I F is a fundamental domain for ro(4), where Fis the fundamental domain 
for r = SL2 CZ.) given in the text, and rxj are coset representatives for r modulo 
roC 4). Here we have taken: rx 1 = 1, rx 2 = S, rx3 = T- 1 S, rx4 = T- 2 S, rxs = T-3 S, 
rx6 = ST- 2 S. (In Fig. A.2, the number j labels rxj- 1 F; the solid boundary arcs are 
centered at I, -~, -i; the dotted arcs are centered at 0, -I, -1, -1, -t; 
the point Pis (-7 + i.j3)/26.) 

k = 3, ... ,p. For example, Fo(3) is the union of the regions marked 1,2,3 and 4 in 
Figure A.2. 15. See Problems 12 and 14(c) for counterexamples. 16. (b) (i) 2; 
(ii) 2; (iii) 2; (iv) I. 

§III.2 

1. In the sum for Gk , group together indices m, n with given g.c.d. 2. Substitute 
z = i in Proposition 7 to obtain: E2 (i) = 3/rr. 3. (a) Since both sides of each 
equality are in a one-dimensional Mk(r), by Proposition 9(c), it suffices to check 
equality of constant terms. (b) Equate coefficients of q" on both sides of the 
equalities in part (a) to obtain: 0'7(n) = 0'3(n) + 120:r.j:t 0'3 (J)0'3 (n - j); 
I I 0'9 (n) = -100'3(n) + 210's(n) + 5040:r.j::} 0'3(J)O'S(n - j); 
0'13(n) = 210's(n) - 200'7(n) + 10080 :r.j:t O'S(J)0'7(n - j). 4. (a) Since the left side is 
in SI2(r), by Proposition 9(d) it suffices to check equality of coefficients of q. 
(b)T(n) = N6 0'1I(n) + ~;~O's(n) - 6~1 :r.j:t O's(J)O's(n - j). (c) Consider part (b) 
modulo 691. 5. Let F(X, Y) be a homogeneous irreducible polynomial satisfied by 
X = E4, Y = E 6. Substituting z = i in E4(z), E 6(z) leads to a contradiction, since 
E6(i) = 0, E4(i) -# O. 6. (b) Use part (a) with x = e- 2x = e2xi(i), along with the 
relation 0 = 2(.I+1)B.+1 E.+1 (i) = 2(.~I)B.+1 - :r.::"=1 O'.(n)q" with q = e2xi(i). 7. Use 
Proposition 7 and the derivative of the identity f( - liz) = zkf(z). 8. (a) By Problem 
7, the right sides are in M 6 (r) and M8(r), respectively. Now proceed as in Problem 
3(a). (b) 210's(n) = lOOn - 1)0'3(n) + 0'1 (n) + 240 :r.j:t 0'1 (J) 0'3 (n - j); 
200'7(n) = (42n - 21)as(n) - O'l(n) + 504:r.j:t 0'1 (J)O's(n - j). 9. (a) Use the fact 
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that n2 == 1 (mod 24) if n is prime to 12. (b) Use Proposition 9(d) to show that their 

24-th powers are equal. (c) II~l (I - qn) = Ln"'±l mod 12q(nL l)/24 --

Ln"'±5mod 12 q(nL l)/24. 10. j = 2S6(A -2 + I + A2)3/(A + rl)2;j '''' 1728 if A = I; if 
A = alb in lowest terms (with a and b positive) andjEZ', that means that 
a4b4(a2 + b2)2 divides 2S6(a4 + a2b2 + b4)3, but since a, band a2 + bZ each have no 
common factor with a4 + a2bz + b4, that means that aZbZ(aZ + [,Z) divides 16, and 
now it's easy to eliminate all possibilities except a = b = I. 

§II1.3 

4. (a) Since ro(N) = ± r 1 (N) in those cases, there is no difference between 
ro(N)-equivalence and r 1 (N)-equivalence. (b) -1/2 is an irregular cusp for ro(4). 

ro(pZ) r(2) 5. Group 

Cusp 
Index 

-1/kp, k = I, ... ,p - I 
I 

oclol-I 
2 2 2 

7. (a) See the proof of Proposition 18; replace a by X in (3.11). 8. (a) Replacing Z 

by Z + 1/2 in L e2nizn' gives L ( - 1)" e2nizn' ; meanwhile, the right -hand side is 
2Lez•iz(Zn)'. (b) works the same way. (c) On the left side, the constant term is clearly 
zero; the coefficient of qn for p{n is (- 2k/Bk)ak- 1 (n); if pin but pZ{n, then the 
coefficient is - 2k/Bk times ak- 1 (n) - (1 + pk-l )ak- 1 (n/p) = 0; if n = pmno with m > I 
and p {no, then the coefficient of qn is 
-2k/Bk times ak_l(pmnO) - (1 + pk-l)ak_l(pm-l no) + pk-lak_l(pm-zno) = 
ak- 1 (nO)(ak-l (pm) - (1 + pk-l )ak - 1 (pm-I) + pk-l ak _1 (pm-Z» = o. 
(d) Use parts (b) and (c) withp = k = 2. (e) Rearrange the infinite product of 
(1 - eZ.;(z+l/Z)n) = (I - (_I)"qn) by writing I + qn = (I - q2n)/(I - qn), getting 
IInev•n . IIntwiceanodd/IInodd (where II denotes II(l - qn». But this equals 
II;;even' IIneven/IIalln' IIntwice an even = II~ln/IIn' II41n · 9. See the proof of Proposition 
30. 10. (a) Since I]8(z)I]8(2z) E S8(ro(2» by Proposition 20, to show invariance of 
I]8(4z)/I]4(2z) under [yJ2 for YEro(4) it suffices to show invariance of 
I]8(4z)I]8(Z)I]4(2z) under [yJI0 for YEro(4); now use Problem 9 to show this. At the 
cusp OC, we see that I]8(4z)/I]4(2z) = qII(l - q4n)8/(l - q2n)4 has a first order zero; to 
find 1](0) we apply [SJ2: Z-21]8( -4/Z)/I]4( -2/z) = 
z-2(z/4)41]8(Z/4)/( _(Z/2)21]4(Z/2» = -ihII(l - q~)8/(l - q~n)4, which approaches 
-ih as Z -+ oc. To find the value at the cusp -1. which is equivalent to the cusp 
1 = T( -1/2), we can apply W 7)J2, as follows: 

8 ( 4z ) (2Z + 1)4 8 (1 1) 
(2z+ 1)-2 I] ~ =(2z+ 1)-2 ~ I] -4;-2 

I]4(~) _(~)\4 (-~ _ I) 
2z+1 2z 2z 

Z4(-I) 
1 -2ni/6 I] ~ 

=-64z2e 8(-1) 8( 1)~4(-1) I] 4z I] -; e I] ~ 

I]ZO(2z) 
16 I]8(Z)I]8(4z) ' 

by Problem 
8(e) 



234 Answers, Hints, and References for Selected Exercises 

which approaches -h; as Z --+ 00. 
(b) Ez(ST-·Sz) = Ez(S( -a -?)) = (a + WEz( -a - t) + ;; (-a - t), but 
Ez( -a - t) = Ez( -t), so this equals (a + W(ZZ Ez(z) + ~D + 1r( -a - t) = 

(az + I)Z Ez(z) - 6:i (az + 1). (c) Obviously FI[T]z = F. Using Problems 1 and lOeb), 
we have -24F(z)I[Sr4S]z = Ez(z) 1 [Sr4S]z - 3Ez(2z)I[Sr ZS]z + 
2Ez(4z)I[Sr IS]z = Ez(z) + ;'1 (4z;'1) - 3(Ez(2z) + !rf (4Z;'I) + 2(Ez(4z) + :i (4Z;'I) = 
-24F(z). We now look at the cusps. First, we clearly have F(oo) = O. In evaluating 
FI[S]z, ignore terms which approach zero as Z --+ 00; then, using Proposition 7, 
obtain F(z) 1 [S]z - --bEz(z) - 3(tEz(z/2» + 2(-h;Ez(z/4» --+ - z~(1 - i + /6) = 
-i4' This is F(O). To find F( -t), we similarly ignore terms which approach zero: 
-24F(z)l[sr ZS]z = Ez(z) 1 [srZS]z - 3Ez(2z) 1 [srIS]z + 2(2z + l)-zEz(z~z+l) 
by Problem 1 above, and, by Proposition 7 and part (b), neglecting terms which 
approach zero, this becomes E2(z) - 3Ez(2z) + 2(2z + l)-Z( -iz - W Ez( -lz - t) = 

E2(z) - 3Ez(2z) + tz- z( - Ez( -iz) + 6Ez( -lz) - 4E2( -?)) by Problem 8 (d) ; again 
applying Proposition 7 and neglecting small terms, we obtain 
E2(z) - 3Ez(2z) + t( -16Ez(4z) + 24Ez(2z) - 4Ez(z» --+ 1 - 3 + t( -16 + 24 - 4) = 
-1, so that F( -t) = -l4( -~) = -h;. (d) Since the only zero of y/8(4z)/y/4(2z) is a 
simple zero at 00, it follows by Proposition 18 that F(z)/(y/8(4z)/y/4(2z»EMo(ro(4» is 
a constant. To get the identity, write (1 - q4n)/(l - qZn) = (1 + q2n). (e) First show 
that IIf=,"(/ d(z + J/N) ESI2N(ro(Nz», using the same type of argument as in the 
proof of Proposition 17(b). Then setf(z) = d(z)N/IId(Z + J/N), and take the 
logarithmic derivative of the equality f(yz) = fez) for y E ro(NZ). 11. (a) Prove 
invariance under [y]z for y E ro(4) as in Proposition 30. At the cusps, clearly 
0 4(00) = 1; at 0 we have 0 4(z)I[S]z = z- Z0 4( -1/(4z/4» = z-z( -zz/4)04(z/4), 
which approaches -t as z --+ 00; at t we have 0 4(z)I[ST- ZS]z = 

(2z + W Z0 4(z/(2z + 1» = (2z + l)-z04( -I/(4( -I/4z - 1/2») = 
-(2z)-Z04( -I/4z - 1/2) by (3.4), but by Problem 8(a) this equals 
-(2z)-z(20( -I/z) - 0( - 1/4z»4 = -t(2(2i)-I/z0(z/4) - .J2[i0(Z»4 = 

(0(z/4) - 0(Z»4, which approaches zero as z --+ 00. (b) Use: 0 4(00) 4= 0 = F(oo). 
(c) One can proceed directly, as in Problem lO(a). Alternately, write it as 

d(2z) 8 Y/:(2z) , and use Propositions 17 and 20 and Problem lO(a). An even 
(y/(z)y/(2z» y/ (4z) 
easier method is as follows. Letfl(z) = y/4(2z)/y/8(4z), and letfz(z) = 
y/zO(2Z)/y/8(Z)y/8(4z). In the solution to Problem lO(a), we saw that for 
oc = ST-zS = -(~ ?) we havefz = 16fll[oc]z. Sincefl is invariant under [y]z for 
YEro(4), it follows thatfz is invariant under oc-1r o(4)oc, which is easily checked to be 
equal to ro(4); finally, since oc keeps 0 fixed and interchanges the equivalence classes 
of cusps 00 and -to we see thatfz(O) = 16fl (0) = -tfz( -t) = I6fl (00) = 0, 
fz( 00) = 16fl (-t) = 1. (d) Same procedure as lO(d). (e) Use Problem 8(e). 
12. Follow the proof of Proposition 19. 13. Write (y/(z)y/(3z»6 = 

d(z)(y/(3z)/y/3(Z»6, (y/(z)y/(7Z»3 = d(z)(y/(7z)/y/ 7 (z)? 14. Check the generators T Z 
and S, using (3.4) to get ¢(Sz) = JZ!i¢(z); to check the cusp -1 = (TST)-I 00, 

write ¢4(Z) 1 [TST]z = 04(Z/2)1[(~ mz (see Problem 1). 
15. (a) For y = (~ ~)Ero(N) note that OCNyocNI = (-tb -~N)Ero(N), and so 
UI [OCN]k) 1 [Y]k = UI [OCNYOCN1]k) 1 [OCN]k = x(a)fl[ocN]k' But x(a) = Xed). 
(b) For fEMk(N, X) writef = r + r, wheref± = tu ± ikfl[OCN]k)' (c) By lO(d), 
F(z) 1 [oc4]z = --h;y/8(Z)/y/4(2z) = - /6 + tq + ... = - 116 0 4 + F; matrix is 
cb -1{16); M;(4, 1) = Ct04, M z-(4, 1) = C(!F-l404). 
16. (a) ~(Jk_l(n)n-S = ~jm~n/-I(jm)-S = ~j-I-s~mm-s = (s + 1 - k)(s). 
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Figure A.3 

SC~-__ -~SB 

Figure A.4 

(b) Lf(s) = IIp[(l - p-S)(l - pk-I-S)] -I = IIil - Uk- I (p)p-S + pk-I-2s)-I. 

(c) L f (s) = IIp[(l - X(p)p-S)(I - X(p)pk-I-S)]-I 
x = IIp(l _ X(P)Uk_I(P)P-S + X(p)2p k-I-2S)-I. 

17. (a) Any point r-equivalent to i must be ro(4)-equivalent to one of the points 

235 

rlj- I i, where r = UJ=I rlj ro(4). In this way, find that i, (2 + i)/5 E Int F' are 
r-equivalent to i; wand (5 + iJ3)/14EInt F' are r-equivalent to w; the two 
r o(4)-equivalent boundary points (-I + i)/2 and (3 + i)/IO are r-equivalent to i; 
and no boundary points are r-equivalent to w. (b) Follow the proof of Proposition 8, 
but with slightly more involved computations. Note that the three "corners" 
(- 3 + iJ3)/4, (l + iJ3)/4, (9 + iJ3)/28 are all ro(4)-equivalent, and the sum of the 
angles at the three corners is 360°. To illustrate the elements in the integration 
around the cusps and along the circular arcs, let us compute (2ni)-1 If'(z)dz/f(z) 
over the contour ABCDEF pictured in Fig. A-3, where we suppose thatf(z) has no 
zeros or poles on the contour (but may have a zero or pole at the cusp 0), and we 
ultimately want the limit as e -+ O. Here BC is a circular arc of radius e centered at O. 
The element rll = (i ?)Ero(4) takes the arc from A to 0 to the arc from D to O. The 
image of B is very close to C, and so we can use the integral from D to rllB to 
approximate the integral from D to C. First, we use S to take the arc BC to a 
horizontal line between Re z = - 3 and Re z = I (see Fig. A.4). By (2.24), we have 

f C f'(z) dz = rsc f'(z) dz _ kfC dz. 
B fez) JSB fez) B z 

But the latter integral approaches 0 as e -+ 0 (since the angle of the arc BC 
approaches zero), while the first integral on the right approaches -vo(f) (as in the 
proof of Proposition 8, but we use the map q4 = e21tiz/4 into the unit disc). Next, by 
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(2.24), we have 

~z+ ~z- --'-dz- --dz= -k ---f B f'(z) f.D f'(z) fB f'(z) f'IB F(z) fB dz 
A fez) c fez) A fez) alA j(Z) A Z + 1/4 

fo dz fl /4 dz 
~ -k A z + 1/4 = -k (-2+iV3V4--;' 

Similarly, using 11.2 = a =D E roC 4) to take the arc DE to the arc FE, we find that the 
sum of the integrals over those two arcs is equal to - k times the integral of d: from 
(2 + iJ'3)/28 to!. These two integrals are evaluated by taking In z between the limits 
of integration, where the branch is determined by following the contour. As a result, 
we find that the sum of the two integrals is - k times the logarithm of 

1/4 1/4 = _ I 
( - 2 + iJ'3)/4 (2 + iJ'3)/28 ' 

where, if we keep track of the contour, we see that we must take In( - 1) = - ni. 
Thus, (2ni)-1 times the sum of these two integrals is equal to k/2. For a systematic 
treatment of formulas for the sum of orders of zero of a modular form for a 
congruence subgroup, see [Shimura 1971, Chapter 2]. (c) The only zero of 0 4 is a 
simple zero at the cusp -1; the only zero of F is a simple zero at 00. (d) If 
fEM2(ro(4», apply part (b) to the e1ementf- f(oo)0 4 - 16j( -1) FEMz(ro(4», 
which is zero at -1 and 00, and hence is the zero function. (e)-(f) See the proof of 
Proposition 9. (g) Look at the value at each cusp of 
f= a0 12 + b0 8 F + c04 F Z + dF3 :f( 00) = a,f( -1) = d/163, so a = d = 0; then 
j(O) = (-£ - -.f4)( -i4)( -i), so c = -16b. (h) Letf(z) = 1]12(2z). Since 
j(Z)2 = L1(2Z)EM12(ro(2», we immediately have vanishing at the cusps. Let 
11. = (_~ 7). By writing 211.z = -1/(1 - 1/2z), show thatfl[I1.J6 = -f, and so 
f<tM6 (ro(2». However, ro(4) is generated by Tand I1.z. Next, since S6(ro(4» = 
1C(08 F - 1604 F2), to check the last equality in part (h), it suffices to check equality 
of the coefficient of q. 18. (b) If fE MI (4, X), by subtracting off a multiple of 0 z we 
may suppose thatf(oo) = 0; then Mz(4, 1)3j2 = aiqZ + .... But a multiple zero at 
00 would contradict Problem 17(b), unlessf is the zero function. (c) First show that, 
for k ::::: 5 odd, Sk(4, X) = 0-z Sk+1 (4, 1); then, by Problem 17(i), dim Sk(4, /) = 

[(k - 3)/2J (where [ J is the greatest integer function). (d) Use Proposition 20, 
Problem 17 (with r' = ro(2), 11. = (6 ?n, and part (c). 

§III.4 

2. Show that.J -i(cz + d)/.J -i( -cz - d) = i-,gnd (it suffices to check for z = 0), 
and then divide into four cases, depending on the sign of c and d. 3. (b)-(c) Use the 

relation 0(I1.f3z) = 0(I1.f3z) . 0(f3z). 
0(z) o (f3z) 0(z) 

§III.5 

2. (a) By (5.27) and (5.28), TnUI[I1.NJk) = n1k(Z)-1 La,dl[I1.NO'a(~ ~)Jk' Let 
l1.a,b = O'nI1.NO'a(~ ~)I1.NI EL1n(N, {I}, E), and show that the l1.a,b are in distinct co sets of 
r l (N) in L1"(N, {I}, E), and hence form a set of representatives; so, by (5.27), 
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(Tnf)I[IXNJk = nU</2)-1 La,dl[lXa,bIXNJk = dk/2)-1 Lfl[O"nIXNO"a(g ~)Jk ,= T..(fI[IXNJk)' 
becausefl[O"nJk = f (b) T2F = 0, T20 4 = 0 4 + 16F, so {F, iF + 2~04} is a 
normalized eigenbasis. (c) (T2F)I[1X4J2 = 0 =1= T2(FI[1X4J2)' (d) Any eigenvector of T2 
or [1X4Jk must be an eigenvector of T..; this includes F, iF + n04, 0 4, and so all of 
M 2(ro(4»; by Proposition 40 applied to F, we have An = O"I(n) (n odd). (e) Let 
0 4(z) = Lanqn. For n odd, an = 0"; (n)a l = 80"1(n) by Proposition 40. For n = 2no 
twice an odd number, compare coefficients of qno in T20 4 = 0 4 + 16Fto get 
an = an + 160"1 (no) = 240"1 (no)' For n = 2nl divisible by 4, compare coefficients of 
qnl in 1-2 0 4 = 0 4 + 16F to get an = an + 0 = 240"1 (no) by induction. 3. The first 
part follows from (5.19) with n = 0; a ~ounterexample for other cusps is in Problem 
2(b), since 0 4 + 16Fdoes not vanish at s = -1/2. 4. (a) Both 1~fand T:fare 
equal to n(k/2)-1 Lfl[O"a(~ mk over the same a, b, d, because g.c.d.(n, M) = 1. Note 
that g = M- k/2fl[('i{ mk' Thus, Mk/2T:g = n(k/2)-1 Lfl[('i{ ~)O"~G; ~)]k' where 
O"~ == e6a ~) mod MN. Set O"a in the sum for T..fequal to ('i{ ~)O"~('i{ ~)-I. Then 
M k/2T:g = (dk/2)-1 Lfl[O"a('i{ ~)(g ~)('i{ ~)-lJk)I[('i{ mk = (TJ)I[('i{ mk' because in 
(g b~) = ('i{ ?)(g ~)('i{ ?)-I the entry bM runs through a complete set of residues 
mod d. (b) Since Ss(ro(2» = Cf, fis an eigenform for T..; then by part (a), g is an 
eigenform with the same eigenvalue. (c) T2g = U2 Vzf = f; Tzf = - 8fby a 
comparison of coefficients. Hence {f, 8g + f} is the normalized eigenbasis. 
5. (Tpj; g) = Lf;~ (P<k/2)-lfIW ~)Jk' g) = Lf;J (f,p<k/2)-lgl[(~ lj)]k) by (5.33). 
Since gl[(~ Ij)Jk = pk/2g(pz - j) = pk/2g(pz), we have (Tpf, g) = p(f,pk-lg(pZ» = 

pk(j; Vpg). 6. (a) It has a l = O. 
(b) fl = q2 - 48q3 + 8 . 27 . 5q4 - 64 . 5 . 47 q5 + 4 . 9 . 5 . 17 . 47 q6 + ... ; 
f2 = q - 24'43q2 + 4·9·49·139q3 + 64· 171337q4 + ... ; 
T2j~ = q + 1080q2 + ... = f2 + 2112j; ; 
T2j~ = - 24· 43q + (64, 171337 + 223)q2 + ' .. = -1032f2 + 29 36 72fl' 
(c) Tr T2 = 1080, Det T2 = - 210 . 32 . 2221; eigenvalues = 540 ± 12y' 144169; 
normalized eigenforms aref2 + (131 ± y'144169)12j~. (d) 2f2 + 3144f1' (e) From 
part (d): 2(4,9 ·49 '139) - 48·3144 = 8 ·9· 5· 23 ·41. Alternately, compute 
T3fl = -48f2 + 36· 2619fl' Td2 = 36· 6811f2 + * j~ (we don't care about *), so 
Tr T3 = 36(2619 + 6811) = 8·9·5·23·41. 8. In case of difficulty, see §3.1(c) of 
[Serre 1973]. 

§IV.l 

1. (a) pyp-l = «';; ~), m- 1/4) «~ ~), (!J)t;.jly'CZ + d) (el;" ~), ml/4) = 

«c/:n ":Jb), (!J)t;.jly'cz/m + d) by (1.4). (b) )'1 = C/:n mJ'), so YI = 

(C/:n ":Jb), (~)t;.jl y' cz/m + d) = pyp -I W, ~), (J1». Thus, they are equal if m is a square 
mod d. For m not a perfect square, to find y for which YI = Pyp-J (I, -1), it suffices 
to find d prime to 4m such that ('!f) = - 1, since one can then find y of the form 
(:m ~)Ero(4m). To do this, first let m = 2'mimo, where t; = 0 or 1. and mo is 
squarefree. Choose d == 1 mod 8 and d == do mod mo, where do is chosen so that 
(~) = -1. Then one easily checks that m = ('!f) = (.Ii;;) = -1, as desired. 
2. Replacing y by - y, if necessary, without loss of generality we may suppose that 
b> 0 or else b = 0 and a > O. (a) pyp-I = «~ -6), NI/4.JZ)«~ ~). (';r)t;.jly'CZ + d)· 
«-~ I{i'), -iN I/4.JZ) = «N~ Nt), Nlf4y'~:~!(!J)6.jly'CZ + d)«_~ lin, -iN I/4.JZ). 
Note that y'(az + b)/(cz + d)· y'cz + d = '11y'az + b with '11 = --I if a < 0 and 
c ~ 0, '11 = 1 otherwise. Thus, 
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pyp-l = (C-'!Vb -~N), '11 N 1/4 (J)c;;\/a( -l/Nz) + b( -iN 1/412» = 
«-~b -~N), '11 (J)C;;\/ - Nbz + a). (b) We have 
YI = (C-~b -~N), (-~b)c;;\/ -Nbz + a). Since ad - be = 1 and 41e, we have 
a == d mod 4, and so Ca = Cd' Thus, it remains to compare ( -~b) with '11 (J). We 
suppose e :2': 0 (an analogous argument gives the same result if e < 0). Then 
(N"b)(IYf) = (l~t) = I, and (-.1) = (-;l ), so that (-~b) = (-~b). Now 
( -~b )(J) = (~)e dad) = m sgn a = (~)'11' Thus, Yl = PYP-l«6 ~), (~». Again }il and 
Pyp-l are equal if N is a perfect square; otherwise there exist y for which the two 
differ by (I, -I). 3. At 00, P = I, h = I, t = I. At 0, take p = «~ -6),12), so 
pool = ((_? 6), -i12), and we need f o(4)3p«6 ~), t)p-l = 
«~I/),tJZ+h)(U 6), -i12)=«.!h ~), -it-J-I/z+h·12)= 
«_\ ~), - it.jllZ=T). This is in ["0(4) if h = 4, t = I. Finally, at the cusp -1 take 
C( = (-1 7), p = «-1 7),.J -2z + 1), so pool = W~), .J2Z+i). Since 
C(b DC(-l Ero(4), we can take h = I. To find t, compute P«6 D, t)p-l = 
«-1 -D, t.J -4z - I), which isj«_l -D, z) provided that t = i. 
5. (a) sk/2(fo(4» = 0 if k < 9. For k :2': 9, it consists of elements of the form 
0F(l6F - 0 4)P(0, F), where P is a polynomial of pure weight (k - 9)/2. Thus, for 
k:2': 5, dim Sk/2(["o(4» = [(k - 5)/4]. (b) Since t = 1 at the cusps 00 and 0, there are 
always those two regular cusps. Since t = i at the cusp -1, that cusp is k-regular if 
and only if ik = I, i.e., 41k. But I + [k/4J - [(k - 5)/4J = 2 if k:2': 5, 4{k and = 3 if 
k :2': 5, 41k, as can be verified by checking for k = 5, 6, 7, 8 and then using induction 
to go from k to k + 4. (c) 0F(04 - 16F)(04 - 2F). 6. (a) If d' == d mod Nand 
N/4 is odd, then (~) = (lif(-) = (_I)(N/4-1)(d-l)/2(N14) = 
(_I)(N/4-1)(d'-I)/2U/~) = (n. If N/4 is even, then d' == d mod 8, and the proof works 
the same way, with the additional observation that (i) = U). (b) The proof that the 
cusp condition holds for II [p Jk/2 is just like the analogous part of the proof of 
Proposition 17 in §III.3. Now let y = (~ ~)Ero(N), and let 1'1 = (-~N -~N). By 
Problem 2 above, we have pyp-l = (I, XN(d»Yl' Thus, UI[p Jk/2) I [YJk/2 = 
UI[PYP- 1Jk/2)I[pJk/2 = x~(d)UI[YIJk/2)I[pJk/2 = x~(d)x(a)II[pJk/2' But since 
ad == 1 mod N, we have x(a) = xed). Thus, UI[p Jk/2) I [YJk/2 = xx~(d)II [p Jk/2' as 
desired. 7. 0(00) = I, 0( -1/2) = 0, 0(0) = (1 - 0/2. 

§IV.2 

1. Ek/2(00) = I, Ek/2(0) = Ek/2( -1/2) = 0; ~/2(0) = (iJ2.)"k; Fk/2(00) = Fk/2( -1/2) = O. 
5. If one uses (2.16) and (2.19) rather than (2.17) and (2.20), then the solutions C( and 
f3 to the resulting 2 x 2 equations involve X, which depends on I. 6. By 
Proposition 8, it suffices to show this for I squarefree. In that case use (2.16) and 
(2.19) to evaluate the tooth coefficient of Ek/2 + (1 + ik) 2" k/2 Fk/2' 7. Hk/2 = 
W - 2Je) + W - Je)q + ... ; W - Je) = 0 if and only if A :2': 3 is odd. 9. Use 
Problem 1 above and Problem 7 of §IV.I to find a and b so that 0 k - aEk/2 - bFic/2 
vanishes at the cusps. a = I, b = (1 + il2-k/2 0 5 = E5/2 - (I + i)/.j2Fs/2, 
0 7 = E7/2 + (I - i)/.j2F7/2. 

§IV.3 

2. The computation is almost identical to that in Problem I in §IV.1. 3. (c) By the 
lemma in Proposition 43 in §III.5, right coset representatives for r l (N) modulo 
rl(N)n C(- l r 1(N)C(, where Ct = (b :v), are C(b = (~ :v), O:s b <pv. By Problems I (b) 
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and 3(b), we use the (Xb to get representatives for fl (N) modulo 
rl(N) n ~;}rl(N)~pv. Since (Xb = (~ ;)(6 n, we have Tpvj{z) = pv(k/4-1). 
L !I[«I 0) pv/4). «I b) I)J = p-v L ji(z+b) = L . a e2ninz/pV The same argument b 0 pV , 0 l' k/2 b v p"'ln n . 

works for T4 v, since the corresponding t is &ivial even when 8{ N. 4. (3.5) gives bn 

for half integer weight kj2; in the case of integer weight k, the formula (5.19) of 
§III.5 with m = p2 gives bn = ap2n + X(p)pk-I an + X(p2)p2k-2an/p2. If k is formally 
replaced by kj2 here, the middle term on the right differs by X(-I),ln(p)JjJ from the 
middle term on the right in (3.5). 5. Let Y = (~ 5)Efo(N) be such thatp2lb. Then 
for IjE fl (N) we have ~p2Y/i = ~p2Y~;} ~p2y-1 YjY' By Problem 2, we have ~p2g;} = YI 
with YI = (p~c b/f)Efo(N). Let Tj = y-IYjYEfl(N). Then 

UI [rl (N)~p2fl (N)Jk/2)I[yJk/2 = I!I[ ~p2YjYJk/2 
j 

But one checks that the correspondence fl (N)~p2Yjf-+ r l (Ngp2'fj permutes the right 
cosets in r l (N)~p2fl (N), and so this equals x(d)!1 [fl (Ngp2fl (N)Jk/2' (Verify that 
if Tj and Tr are in the same right coset of fl (N) n (X-I fl (N)(X in fl (N), where 
(X = (b po,), then so are Yj = Y9- 1 and Yr = YTry- I.) Thus, Tp2!ICiiJk/2 = x(d)~2f It 
remains to note that fo(N) is generated by fl (N) and Y = (~ 5)E fo(N) for which 
p2lb. Hence Tp2!I[yJk/2 = X(d) Tp2! for all Y = (~ ~)Efo(N). 
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