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Introduction 

The theory of Teichmiiller spaces studies the different conformal structures 
on a Riemann surface. After the introduction of quasiconformal mappings 
into the subject, the theory can be said to deal with classes consisting of 
quasiconformal mappings of a Riemann surface which are homotopic 
modulo conformal mappings. 

It was Teichmiiller who noticed the deep connection between quasicon­
formal mappings and function theory. He also discovered that the theory 
of Teichmiiller spaces is intimately connected with quadratic differentials. 
Teichmiiller ([1], [2]) proved that on a compact Riemann surface of genus 
greater than one, every holomorphic quadratic differential determines a quasi­
conformal mapping which is a unique extremal in its homotopy class in the 
sense that it has the smallest deviation from conformal mappings. He also 
showed that all extremals are obtained in this manner. It follows that the 
Teichmiiller space of a compact Riemann surface of genus p > 1 is homeo­
morphic to the euclidean space jR6p-6. 

Teichmiiller's proofs, often sketchy and intermingled with conjectures, were 
put on a firm basis by Ahlfors [1], who also introduced a more flexible defini­
tion for quasiconformal mappings. The paper of Ahlfors revived interest in 
Teichmiiller's work and gave rise to a systematic study of the general theory 
of quasiconformal mappings in the plane. 

Another approach to the Teichmiiller theory, initiated by Bers in the early 
sixties, leads to quadratic differentials in an entirely different manner. This 
method is more general, in that it can also be applied to non-compact Rie­
mann surfaces. The quadratic differentials are now Schwarzian derivatives of 
conformal extensions of quasiconformal mappings considered on the uni­
versal covering surface, the extensions being obtained by use of the Beltrami 
differential equation. 



2 Introduction 

The development of the theory of Teichmiiller spaces along these lines 
gives rise to several interesting problems which belong to the classical theory 
of univalent analytic functions. Consequently, in the early seventies a special 
branch of the theory of univalent functions, often studied without any con­
nections to Riemann surfaces, began to take shape. 

The interplay between the theory of univalent functions and the theory 
of Teichmiiller spaces is the main theme of this monograph. We do give a 
proof of the above mentioned classical uniqueness and existence theorems of 
Teichmiiller and discuss their consequences. But the emphasis is on the study 
of the repercussions of Bers's method, with attention both to univalent func­
tions and to Teichmiiller spaces. It follows that even though the topics dealt 
with provide an introduction to the Teichmiiller theory, they leave aside 
many of its important aspects. Abikoff's monograph [2J and the surveys of 
Bers [10J, [11J, Earle [2J, Royden [2J, and Kra [2J cover material on Teich­
miiller spaces not treated here, and the more algebraic and differential geo­
metric approaches, studied by Grothendieck, Bers, Earle, Thurston and many 
others, are not considered. 

There is no clearly best way to organize our material. A lot of background 
knowledge is needed from the theory of quasiconformal mappings and of 
Riemann surfaces. A particular difficulty is caused by the fact that the inter­
action between univalent functions and Teichmiiller spaces works in both 
directions. 

Chapter I is devoted to an exposition of quasiconformal mappings. We 
have tried to collect here all the basic results that will be needed later. For 
detailed proofs we usually refer to the monograph Lehto-Virtanen [1]. The 
exceptions are cases where a brief proof can be easily presented or where we 
have preferred to use different arguments or, of course, where no precise 
reference can be given. 

Chapter II deals with problems of univalent functions which have their 
origin in the Teichmiiller theory. The leading theme is the interrelation be­
tween the Schwarzian derivative of an analytic function and the complex 
dilatation of its quasiconformal extension. A large fraction of the results of 
Chapter II comes into direct use in Chapter III concerning the universal 
Teichmiiller space. This largest and, in many ways, simplest Teichmiiller 
space links univalent analytic functions and general Teichmiiller spaces. 

A presentation of the material contained in Chapters II and III paralleling 
the introduction of the Teichmiiller space of an arbitrary Riemann surface 
would perhaps have provided a better motivation for some definitions and 
theorems in these two chapters. But we hope that the arrangement chosen 
makes the theory of Teichmiiller spaces of Riemann surfaces in Chapter V 
more transparent, as the required hard analysis has by then largely been dealt 
with. Also, we obtain a clear division of the book into two parts: Chapters I, 
II and III concern complex analysis in the plane and form an independent 
entity even without the rest of the book, while Chapters IV and V are related 
to Riemann surfaces. 
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The philosophy of Chapter IV on Riemann surfaces is much the same as 
that of Chapter I. The results needed later are formulated, and for proofs 
references are usually made to the standard monographs of Ahlfors-Sario 
[1], Lehner [1], and Springer [1]. An exception is the rather extensive treat­
ment of holomorphic quadratic differentials, which are needed in the proof of 
TeichmiiIler's uniqueness theorem. Here we have largely utilized Strebel's 
monograph [6]. 

Finally, after all the preparations in Chapters I-IV, TeichmiiIIer spaces of 
Riemann surfaces are taken up in Chapter V. We first discuss their various 
characterizations and, guided by the results of Chapter III, develop their 
general theory. After this, special attention is paid to Teichmiiller spaces of 
compact surfaces. The torus is first treated separately and then, via the study 
of extremal quasiconformal mappings, compact surfaces of higher genus are 
discussed. 

Each chapter begins with an introduction which gives a summary of its 
contents. The chapters are divided into sections which consist of numbered 
subsections. The references, such as I.2.3, are made with respect to this three­
fold division. In references within a chapter, the first number is omitted. 

In this book, the approach to the theory of TeichmiiIler spaces is based on 
classical complex analysis. We expect the reader to be familiar with the 
theory of analytic functions at the level of, say, Ahlfors's standard textbook 
"Complex Analysis". Some basic notions of general topology, measure and 
integration theory and functional analysis are also used without explana­
tions. Some acquaintance with quasiconformal mappings and Riemann sur­
faces would be helpful, but is not meant to be a necessary condition for 
comprehending the text. 



CHAPTER I 

Quasiconformal Mappings 

Introduction to Chapter I 

Quasiconformal mappings are an essential part of the contents of this book. 
They appear in basic definitions and theorems, and serve as a tool over and 
over again. 

Sections 1-4 of Chapter I aim at giving the reader a quick survey of the 
main features of the theory of quasiconformal mappings in the plane. Com­
plete proofs are usually omitted. For the details, an effort was made to give 
precise references to the literature, in most cases to the monograph Lehto­
Virtanen [1]. 

Section 1 introduces certain conformal invariants. The Poincare metric is 
repeatedly used later, and conformal modules of path families appear in the 
characterizations of quasiconformality. 

In section 2, quasiconformality is defined by means of the maximal dilata­
tion of a homeomorphism. Certain compactness and distortion theorems, 
closely related to this definition, are considered. Section 3 starts with the 
classical definition of quasiconformal diffeomorphisms and explains the con­
nections between various geometric and analytic properties of quasiconfor­
mal mappings. 

Section 4 is concerned with the characterization of quasiconformal map­
pings as homeomorphic solutions of Beltrami differential equations. Com­
plex dilatation, a central notion throughout our presentation, is introduced, 
and the basic theorems about the existence, uniqueness and representation of 
a quasiconformal mapping with prescribed complex dilatation are discussed. 

The remaining two sections are more self-contained than sections 1-4, and 
their contents are more clearly determined by subsequent applications. Sec­
tion 5 is devoted to the now classical problem of extending a homeomorphic 
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self-mapping of the real axis to a quasiconformal self-mapping of the half­
plane. The solution is used later in several contexts. 

Section 6 deals with quasidiscs. Along with the complex dilatation and 
the Schwarzian derivative the notion of a quasidisc is a trademark of this 
book. For this reason, we have given a fairly comprehensive account of their 
numerous geometric properties, in most cases with detailed proofs. 

1. Conformal Invariants 

1.1. Hyperbolic Metric 

In the first three chapters of this monograph, we shall be concerned primarily 
with mappings whose domain and range are subsets of the plane. Unless 
otherwise stated, we understand by "plane" the Riemann sphere and often 
use the spherical metric to remove the special position of the point at infinity. 

In addition to the euclidean and spherical metrics, we shall repeatedly 
avail ourselves of a conformally invariant hyperbolic metric. In the unit 
disc D = {zllzl < I} one arrives at this metric by considering Mobius trans­
formations z ---> W, 

W - Wo '0 z - Zo 
-,--------=--- = e' . ---
I - Wo W 1 - zoz' 

which map D onto itself. By Schwarz's lemma, there are no other conformal 
self-mappings of D. It follows that the differential 

defines a metric which is invariant under the group of conformal mappings of 
D onto itself. 

The shortest curve in this metric joining two points z 1 and z 2 of D is the 
circular arc which is orthogonal to the unit circle. The hyperbolic distance 
between z 1 and Z2 is given by the formula 

h _111-21z21+lz1-z21 
(Z1,Z2) - -log . 

2 11 - z1z21-lz1 - z21 
(1.1) 

The Riemann mapping theorem says that every simply connected domain 
A of the plane with more than one boundary point is conformally equivalent 
to the unit disc. Let f: A ---> D be a conformal mapping, and 

Then the differential 

1f'(z)1 
IJA(Z) = 1 - If(zW . 
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defines the hyperbolic (or Poincare) metric of A. The function IJA' which is 
called the Poincare density of A, is well defined, for it does not depend on the 
particular choice of the mappingf. In the upper half-plane, IJA(Z) = 1/(2 1m z). 
The geodesics, which are preserved under conformal mappings, are called 
hyperbolic segments. 

The Poincare density is monotonic with respect to the domain: If A I is a 
simply connected subdomain of A and z E A I' then 

(1.2) 

For let I and II be conformal maps of A and A 1 onto the unit disc D, both 
vanishing at z. Then IJA(Z) = II'(z)l, IJA,(Z) = 11{(z)l, and application of Sch­
warz's lemma to the function loll-I yields (1.2). 

Similar reasoning gives an upper bound for IJA(Z) in terms of the euclidean 
distance d(z,8A) from Z to the boundary of A. Now we apply Schwarz's 
lemma to the function , ~ I(z + d(z, 8A)() and obtain 

1 
IJ A(Z) ::;; d(z, JA) . (1.3) 

For domains A not containing 00 we also have the lower bound 

1 
IJA(Z) ;::: 4d(z, 8A) . (1.4 ) 

This is proved by means of the Koebe one-quarter theorem (Nehari [2J, 
p. 214): If I is a conformal mapping of the unit disc D with 1(0) = 0,1'(0) = 
1, I(z) # 00, then d(0,8/(D));::: 1/4. We apply this to the function W ~ 

(g(w) - z)/g'(O), where g is a conformal mapping of D onto A with g(O) = z. 
Because IJ A(Z) = 1/ Ig'(O)I, the inequality (1.4) follows. Both estimates (1.3) and 
(1.4) are sharp. 

There is another lower estimate for the Poincare density which we shall 
need later. Let A be a simply connected domain and WI' W2 finite points 
outside A. Then 

( ) > IWI - w 2 1 

IJA z _ -------
41z - wlliz - w2 1 

(1.5) 

for every zEA. To prove (1.5) we observe that z ~ I(z) = (z - wd/(z - w2 ) 

maps A onto a domain A' which does not contain 0 or 00. Hence, by the 
conformal invariance of the hyperbolic metric and by (1.4), 

, 1 IWI - w2 1 

IJA(Z) = IJA,(f(Z)) II (z)1 ;::: 4d(f(z),8A') Iz _ w212 . 

Since d(f(z), JA') ::;; I/(z)l, the inequality (1.5) follows. 
The hyperbolic metric can be transferred by means of conformal mappings 

to multiply connected plane domains with more than two boundary points 
and even to most Riemann surfaces. This will be explained in IV.3.6. Finally, 
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in V.9.6 we define the hyperbolic metric on an arbitrary complex analytic 
manifold. 

1.2. Module of a Quadrilateral 

A central theme in what follows is to measure in quantitative terms the 
deviation of a homeomorphism from a conformal mapping. A natural 
way to do this is to study the change of some conformal invariant under 
homeomorphisms. 

In 1.6 we shall exhibit a general method to produce conformal invariants 
which are appropriate for this purpose. Hyperbolic distance is not well suited 
to this objective, whereas two other special invariants, the module of a quad­
rilateral and that of a ring domain, have turned out to be particularly im­
portant. We shall first discuss the case of a quadrilateral. 

A Jordan curve is the image of a circle under a homeomorphism of the 
plane. A domain whose boundary is a Jordan curve is called a Jordan domain. 

Let f be a conformal mapping of a disc D onto a domain A. Suppose that 
A is locally connected at every point 2 of its boundary 8A, i.e., that every 
neighborhood U of 2 in the plane contains a neighborhood V of 2, such that 
V n A is connected. Under this topological condition on A, a standard length­
area argument yields the important result that f can be extended to a homeo­
morphism between the closures of D and A. It follows, in particular, that 8A 
is a Jordan curve (Newman [1J, p. 173). 

Conversely, a Jordan domain is locally connected at every boundary point. 
We conclude that a conformal mapping of a Jordan domain onto another 
Jordan domain has a homeomorphic extension to the boundary, and hence 
to the whole plane. For such a mapping, the images of three boundary points 
can, modulo orientation, be prescribed arbitrarily on the boundary of the 
image domain. In contrast, four points on the boundary of a Jordan domain 
determine a conformal module, an observation we shall now make precise. 

A quadrilateral Q(2 1,Zz,23,24) is a Jordan domain and a sequence of four 
points 2 1 , 2 Z ' Z3, 24 on the boundary 8Q following each other so as to 
determine a positive orientation of 8Q with respect to Q. The arcs (ZI'ZZ), 
(2 2,23), (Z3,Z4) and (24,zd are called the sides of the quadrilateral. 

Let f be a conformal mapping of Q onto a euclidean rectangle R. If the 
boundary correspondence is such that f maps the four distinguished points 
z l' 2 z, 2 3 , 24 to the vertices of R, then the mapping f is said to be canonical, 
and R is called a canonical rectangle of Q(ZI,ZZ,Z3,Z4). It is not difficult to 
prove that every quadrilateral possesses a canonical mapping and that the 
canonical mapping is uniquely determined up to similarity transformations. 

The existence can be shown if we first map Q conformally onto the upper 
half-plane, arrange the four distinguished points in pairwise symmetric posi­
tions with respect to the origin, and finally perform a conformal mapping by 
means of a suitable elliptic integral. The uniqueness part follows directly from 
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the reflection principle. (For the details, see Lehto-Virtanen [1]; for this 
monograph, to which several references will be made in Chapter I, we shall 
henceforth use the abbreviation [LV].) 

Now suppose that R = {x + iylO < x < a,O < y < b} is a canonical rect­
angle of Q(z I, Z 2, Z 3, Z4) and that the first side (z I, z 2) corresponds to the line 
segment 0 S x S a. The number alb, which does not depend on the parti­
cular choice of the canonical rectangle, is called the (conformal) module of the 
quadrilateral Q(ZI,Z2,Z3,Z4). We shall use the notation 

M(Q(ZI,Z2,Z3,Z4)) = alb 

for the module. It follows from the definition that M(Q(ZI,Z2,Z3,Z4» = 
1/ M(Q(Z2' Z3, Z4, Z 1 ». 

From the definition it is also clear that the module of a quadrilateral is 
conformally invariant, i.e., if f is a conformal mapping of a domain A and 
Q(ZI,Z2,Z3,Z4) is a quadrilateral such that Q c A and f(Q) is a Jordan do­
main, then M(Q(ZI,Z2,Z3,Z4» = M(f(Q)(f(ZI),f(Z2),f(Z3),f(Z4»). 

1.3. Length-Area Method 

It is possible to arrive at the notion of the module of a quadrilateral through 
an extremal problem, by use of a length-area method. This approach has 
turned out to be extremely useful and it leads to far-reaching generalizations, 
even beyond complex analysis. In the general situation we shall discuss it in 
1.6. In explicit form the idea was announced by A. Beurling in the 1946 
Scandinavian Congress of Mathematicians in Copenhagen, and a few years 
later it was used systematically for the first time by L. Ahlfors and A. Beurling. 

In order to arrive at this characterization of the module we consider the 
canonical mapping f of the quadrilateral Q(z I' Z2, Z3' Z4) onto the rectangle 
R = {u + iv I 0 < u < a,O < v < b}. Then 

f L 1f'(zW dx dy = abo 

Let r be the family of all locally rectifiable Jordan arcs in Q which join the 
sides (ZI,Z2) and (Z3,Z4). Then 

{1f'(Z)lldZI ?:: b 

for every Y E r, with equality if y is the inverse image of a vertical line segment 
of R joining its horizontal sides. Hence 

(1.6) 
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We can get rid of the canonical mapping f if we introduce the family P 
whose elements P are non-negative Borel-measurable functions in Q and 
satisfy the condition L p(z)ldzl ;:::: 1 for every Y E r. With the notation 

mp(Q) = f L p2 dx dy, 

we then have 

M(Q(ZI,Z2,Z3,Z4)) = inf mp(Q). (1.7) 
PEP 

This basic formula can be proved by a length-area reasoning. Define for every 
given PEP a function P I in the canonical rectangle R by (p I 0 f) I f' I = p. 
Then, by Fubini's theorem and Schwarz's inequality, 

mp(Q) = f L pi dudv ;:::: ~ J: du (J: PI (u + iV)dVY· 

The last integral at right is taken over a line segment whose preimage is in r. 
Therefore, the integral is ;:::: 1, and so mp(Q);:::: alb = M(Q(ZI,Z2,Z3,Z4)). To 
complete the proof we note that p = 1f'l/b belongs to P. By (1.6) this is an 
extremal function for which mp(Q) = M(Q(ZI,Z2,Z3,Z4)). 

1.4. Rengel's Inequality 

The power of the characterization (1.7) is that it yields automatically upper 
estimates: M(Q(ZI,Z2,Z3,Z4)):-;:; mp(Q) for any pEP. An important applica­
tion is obtained if we choose p to be the euclidean metric. Let Sl denote the 
euclidean distance of the sides (z 1> Z 2) and (z 3, Z4) in Q, and m the euclidean 
area. Then (1.7) gives Rengel's inequality 

(1.8) 

It is not difficult to prove that equality holds if and only if Q(ZI,Z2,Z3,Z4) is 
a rectangle with its usual vertices ([LV], p. 22). 

Using (1.8) we can easily prove that the module depends continuously on 
the quadrilateral. For a precise formulation of the result let us consider a 
sequence of quadrilaterals Qn(z7,Z~,Z3'Z~), n= 1, 2, .... Suppose that this 
sequence converges to Q(z I, Z2, Z3' Z4) from inside, i.e., Qn c Q for every nand 
to every e > 0 there corresponds an n, such that for n ;:::: n, every point of the 
sides of Qn(z7, z~, Z3, z~) has a spherical distance < e from the corresponding 
sides ofQ(zl,z2,z3,z4). Then 

lim M(Qn(z7,z~,Z3'Z~)) = M(Q(ZI,Z2,Z3,Z4)). 

To prove this, we only need to carry out a canonical mapping of Q(z I' Z2, 
Z3' Z4) and apply Rengel's inequality to the image of Qn(z7, z~, Z3, z~). 
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Rengel's inequality also makes it possible to characterize conformality in 
terms of the modules of quadrilaterals, without any a priori differentiability: 

Theorem 1.1. Let f: A ---> A' be a sense-preserving homeomorphism which leaves 
invariant the modules of the quadrilaterals of the domain A. Then f is cmiformal. 

We sketch a proof. Map a quadrilateral of A and its image in A' canonically 
onto identical rectangles Rand R' whose sides are parallel to the coordinate 
axes. Given a point z = x + iy of R, we consider the two rectangles Rl and 
R2 onto which R is divided by the vertical line through z. Since all modules 
remain invariant, it follows from Rengel's inequality, with regard to the 
possibility for equality, that the images of R 1 and R2 in R' are also rectangles 
(cf. [LV], p. 29). But then the real part of the image of z must be x. A similar 
argument shows that the imaginary part of z does not change either. Thus the 
induced mapping of R onto R' is the identity, and the conformality of f 
follows. 

1.5. Module of a Ring Domain 

A doubly connected domain in the extended plane is called a ring domain. 
Unlike simply connected domains, which fall into three conformal equiva­
lence classes, ring domains possess infinitely many conformal equivalence 
classes. A counterpart for Riemann's mapping theorem says that a ring 
domain can always be mapped conformally onto an annulus r < Izl < R, 
where r 2 0, R ::;; 00. It follows that every ring domain B is conform ally 
equivalent to one of the following annuli: 1° 0 < Izl < 00,2° 1 < Izl < 00,3° 
1 < Izl < R, R < 00. In case 3° the number R determines the equivalence 
class, and 

M(B) = logR 

is called the module of B. In cases 10 and 2° the module of B is said to be 
infinite. A conformal mapping of B onto an annulus is called a canonical 
mapping of B. 

Just as in the case of quadrilaterals, the module of ring domains can also 
be defined without reference to canonical mappings. Let r now be the family 
of all rectifiable Jordan curves in a ring domain B which separate the bound­
ary components of B. As before, P is the family of all non-negative Borel­
measurable functions in B with L pldzl 2 1 for every Y E r. Then 

M(B) = 2n inf mp(B). 
PEP 

By use of this formula, many geometrically more or less obvious state­
ments can be rigorously founded. We list here some applications. The first 
result says that the module cannot be large if neither of the boundary com-
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ponents is small in the spherical metric: Let B be a ring domain which sepa­
rates the points ai' hi from the points a 2 , b 2 . If the spherical distance he tween 
ai and bi , i = 1,2, is ;;::: b, then 

(1.9) 

The second estimate shows that if the boundary components are close to 
each other and none of them is small, then the module is small. More pre­
cisely: Let B be a ring domain whose boundary components have spherical 
diameters > b and a mutual spherical distance < e < b. Then 

M(B) < n2/log tan(b/2). 
- tan(e/2) 

(1.1 0) 

F or the proofs of (1.9) and (1.1 0), see [LV], p. 34. 
The third inequality solves an extremal problem. We introduce the Grotzsch 

ring domain whose boundary components are the unit circle and the line 
segment {xiO :::; x :::; r}, 0 < r < 1; let l1(r) denote its module. If B is a ring 
domain separating the unit circle from the points 0 and r, then 

M(B) :::; l1(r). 

This was proved by Grotzsch in 1928 ([LV], p. 54). 
A simple application of the reflection principle shows that the Teichmuller 

ring domain B bounded by the line segments - r I :::; X :::; 0 and x ;;::: r 2 has the 
module 

(1.11) 

This domain is also connected with an extremal problem: If the ring domain 
B separates the points 0 and z I from the points z 2 and 00, then 

( 1.12) 

Inequality (1.12) generalizes a result of Teichmiiller; for the proof we refer 
to [LV], p. 56. 

1.6. Module of a Path Family 

We showed above that the modules of quadrilaterals and ring domains can 
be defined with the aid of certain path families. We shall now consider the 
more general situation in which an arbitrary family of paths is given. 

By our terminology, a path is a continuous mapping of an interval into the 
plane and a curve the image of the interval under a path. We feel free not to 
make a very clear distinction between a path and a curve, if there is no fear 
of confusion, e.g., to use the same symbol for a path and its image. 

Let A be a domain and r a family of paths in A. We associate with r the 
class P of non-negative Borel measurable functions p in A which satisfy the 
condition 
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lP1dZI;::O: 1 

for every locally rectifiable y in 1; such a P is said to be admissible for 1. The 
number 

M(1) = inf If pZ dx dy 
PEP A 

is called the module of the path family 1. 
The module of a quadrilateral and of a ring domain are special cases of this 

notion, whose properties are studied in [L VJ, pp. 132-136. 
Iff: A --> A' is a homeomorphism, we define f(1) = {f 0 yly E n. It follows 

from the definition of the module that if f is conformal, then M(f(1)) = 
M(1), i.e., the module of a path family is conformally invariant. 

2. Geometric Definition of Quasiconformal 
Mappings 

2.1. Definitions of Quasiconformality 

Given a domain A, consider all quadrilaterals Q(z I' Z2, Z3, Z4) with Q c A. 
Let f: A --> A' be a sense-preserving homeomorphism. The number 

M (f( Q) (f(z I)' f(z 2), f(z 3), f(Z4))) 
sup 

Q M(Q(ZI,ZZ,Z3,Z4)) 

is called the maximal dilatation of f. It is always ;::0: 1, because the modules of 
Q(ZI' Zz, Z3, Z4) and Q(zz, Z3, Z4, Z d are reciprocals. 

Since the module is a conformal invariant, the maximal dilatation of a 
conformal mapping is 1. By Theorem 1.1, the converse is also true: if the 
maximal dilatation of f is equal to 1, then f is conformal. From this observa­
tion we arrive conveniently at the notion of quasiconformality. 

Definition. A sense-preserving homeomorphism with a finite maximal dilata­
tion is quasiconformal. If the maximal dilatation is bounded by a number K, 
the mapping is said to be K-quasiconformal. 

This "geometric" definition of quasiconformality was suggested by Pfluger 
[IJ in 1951, and its first systematic use was by Ahlfors [IJ in 1953. 

By this terminology, f is l-quasiconformal if and only if f is conformal. If 
f is K-quasiconformal, then M(f(Q)) ;::0: M(Q)/ K for every quadrilateral in 
A. A mapping f and its inverse f- I are simultaneously K-quasiconformal. 
From the definition it also follows that iff: A --> B is KI-quasiconformal and 
g: B --> Cis Krquasiconformal, then go f is KI Krquasiconformal. 
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The definition of quasiconformality could equally well have been given in 
terms of the modules of ring domains: A sense-preserving homeomorphism f of 
a domain A is K-quasiconformal if and only if the module condition 

M(f(B)) ~ KM(B) (2.1 ) 

holds for every ring domain B, jj c A. 
The necessity of the condition can be established easily if the canonical 

annulus of B, cut along a line segment joining the boundary components, is 
transformed to a rectangle with the aid of the logarithm. To prove the suf­
ficiency requires somewhat more elaborate module estimations ([LV], p. 39). 

Inequality (2.1) shows that a quasiconformal mapping cannot "blow up" 
a point, and the well known result on the removability of isolated singu­
larities of conformal mappings can be readily generalized ([LV], p. 41): 
A K-quasiconformal mapping of a domain A with an isolated boundary point 
a can be extended to a K-quasiconformal mapping of Au {a}. 

We mention here another generalized extension theorem (cf. 1.2): A quasi­
conformal mapping of a Jordan domain onto another Jordan domain can be 
extended to a homeomorphism between the closures of the domains. This can be 
proved by a modification of the proof for conformal mappings ([LV], p. 42), 
or deduced directly from the corresponding result for conformal mappings 
by use of Theorem 4.4 (Existence theorem for Beltrami equations). 

The modules of quadrilaterals and ring domains, which we used to charac­
terize quasiconformality, are modules of certain path families. As a matter of 
fact, the following general result, proved by Vaisala in 1961, is true. 

A K-quasiconformal mapping f of a domain A satisfies the inequality 

M(f(r)) ~ KM(r) (2.2) 

for every path family r of A. 
Hersch, one of the pioneers in applying curve families to quasiconformal 

mappings, asked as early as 1955 in his thesis whether (2.2) could be true for 
all path families. At that time, certain "analytic" properties of quasiconformal 
mappings, which the proof ([LV], p. 171) seems to require, were not yet 
known. These properties will be discussed in section 3. The reason we men­
tion the result (2.2) here is that we could have taken it as a definition for 
K-quasiconformality. In a way, a characterization by means of the general 
relation (2.2) is more satisfactory than the definition which is based on the 
special notion of the module of a quadrilateral. However, we have preferred 
to use quadrilaterals, not merely for historical reasons, but also to remain 
true to the presentation in the monograph [LV], to which repeated refer­
ences are being made. 

2.2. Normal Families of Quasiconformal Mappings 

Let us consider a family whose elements are mappings of a plane domain A 
into the plane. Such a family is said to be normal if every sequence of its 
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elements contains a subsequence which is locally uniformly convergent in A. 
To cover the possibility that 00 lies in A or in the range of the mappings, we 
use the spherical metric. If 00 is not there, we can of course switch to the 
topologically equivalent euclidean metric. 

If a family is equicontinuous, then it is normal. This is the result on which 
the proofs for a family to be normal are usually based in complex analysis. 
For instance, if the family consists of uniformly bounded analytic functions, 
equicontinuity follows immediately from Cauchy's integral formula, and so 
normality can be deduced. A generalization of this result, proved by use of 
the elliptic modular function, says that if the functions are meromorphic and 
omit the same three values, then the family is normal. 

Much less is needed for normality if the functions are assumed to be 
injective. 

Lemma 2.1. Let F be a family of K-quasicon{ormal mappings of a domain A. 
If every f E F omits two values which have a mutual spherical distance::::: d > 0, 
then F is equicontinuous in A. 

PROOF. Let s denote the spherical distance. Given an e, 0 < e < d, and 
a point zoEA, we consider a ring domain B = {zlc5 < s(z,zo) < r} with 
{zls(z,zo) < r} c A, and choose c5 > 0 so small that M(B) > n2 K/2e 2 . Let ZI 

be an arbitrary point in the neighborhood V = {zls(z,zo) < c5} of zoo 
Let us consider an f E F. By assumption, f omits two values a and b with 

s(a, b) ::::: d. The ring domain f(B) separates the points f(zo), f(z 1) from the 
points a, b. If 1] = min(d, s(f(zo)..{(z d)), it follows from formula (1.9) that 
M(f(B)) ~ 2n2/1]2. This yields 1] < e and hence the desired estimate s(f(zo), 
f(z)) < e whenever z E V, for every f E F. 0 

Lemma 2.l yields various criterions for a family to be equicontinuous and 
hence normal. The following will come into use several times. 

Theorem 2.1. A family F of K-quasicoriformal mappings of a domain A is 
equicontinuous and normal, if for three fixed points z l' Z 2, Z 3 of A and for 
every f E F, the distances S(f(Zi),f(Zj)) are uniformly bounded away from zero 
for i,j = 1,2,3, i =1= j. 

PROOF. By Lemma 2.1, the family F is equicontinuous in A\{Zi,ZJ, i, j = 

1,2, 3, i =1= j, and hence throughout A. 0 

2.3. Compactness of Quasiconformal Mappings 

Let (f,,) be a sequence of K-quasiconformal mappings of a domain A which 
is locally uniformly convergent in A. If the limit function f is not constant, it 
must take at least three different values, because it is continuous. It follows 
from Theorem 2.1 that the functions f" constitute an equicontinuous family. 
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K-quasiconformal mappings possess the same compactness property as 
conformal mappings. 

Theorem 2.2. The limit function f of a sequence (f,,) of K-quasiconformal 
mappings of a domain A, locally un({ormly convergent in A, is either a con­
stant or a K -quasiconformal mapping. 

PROOF. If f is a homeomorphism, then it follows easily from the definition of 
K-quasiconformality and from the continuity of the module of quadrilaterals 
that f is K-quasiconformal ([LV], p. 29). A continuous injective map of an 
open set of the plane into the plane is a homeomorphism (Newman [1], 
p. 122). Therefore, it is sufficient to show that a non-constant limit function 
f is injective. This we can prove, utilizing the fact that the family Un} is 
equicontinuous, with the aid of the module estimate (1.10) ([LV], p. 74). 0 

In case every fn maps A onto a fixed domain A', more can be said about 
the limit function. 

Theorem 2.3. Let A be a domain with at least two boundary points and 
(f,,) a sequence of K-quasiconformal mappings of A onto a fixed domain 
A'. If the sequence Un) converges in A, then the limit function is either a 
K-quasiconformal mapping of A onto A', or a mapping of A onto a boundary 
point of A'. 

Here we need not assume that (f,,) is locally uniformly convergent, because 
we conclude from Lemma 2.1 that Un} is a normal family. The theorem 
follows from equicontinuity and normal family arguments ([LV], p. 78). 

In 4.6 we shall study the convergence of K-quasiconformal mappings fn 
more closely. It turns out that, even though the mappings f" tend uniformly 
towards a K-quasiconformallimit j; the local mapping properties of f and 
the approximating functions f" may be quite different. 

2.4. A Distortion Function 

In later applications we shall often encounter a distortion function which we 
shall now introduce, starting from its simple geometric interpretation. 

Let F be the family of K-quasiconformal mappings of the plane which map 
the real axis onto itself and fix the points -1, ° and 00. By Theorem 2.1, F is 
a normal family, and so 

(2.3) 

exists. This defines our distortion function }., for which we shall now derive a 
more explicit expression. 

Consider the quadrilateral H( -1,0,1, (0), where H is the upper half-plane. 
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The Mobius transformation z ---> (1 + z)/( 1 - z) maps it onto the quadri­
lateral H(O, 1,00, -1). Hence, these two quadrilaterals have the same module. 
On the other hand, the modules are reciprocal, and so M(H( - 1,0,1, IX))) = 

M(H(O, 1, IX), -1)) = 1. 
Let us choose an IE F and write t = 1(1). We form the Teichmiiller ring B 

bounded by the line segments - 1 S; x s; ° and x ~ t. If B is conformally 
equivalent to the annulus A = {zll < Izl < R}, then the canonical mapping 
of B can be so chosen that the upper half of B is conform ally equivalent to 
the upper half of A. By applying the mapping z ---> log z we conclude that 

M(H(O, t, IX), -1)) = M(B)/n. 

By formula (1.11), M(B) = 2/l((1 + t)-1/2). Since I is K-quasiconformal, 
M(H(O, t, 00, -1)) s; KM(H(O, 1, 00, -1)) = K. If we combine all these esti­
mates, we obtain 

(2.4) 

In order to show that there is an I for which equality holds, we first make 
a general remark: Let I be a homeomorphism of a domain A and I a closed 
line segment which lies in A with the possible exception of its endpoints. Then 
I has the same maximal dilatation in A and in A\I. This can be proved by 
means of Rengel's inequality ([L VJ, p. 45), or by making use of the analytic 
characterization of quasiconformality which will be given in 3.5. It follows 
that the reflection principle for conformal mappings generalizes as such for 
K-quasiconformal mappings. In particular, a K-quasiconformal self-mapping 
of the upper half-plane can be extended by reflection in the real axis to a 
K-quasiconformal mapping of the plane. 

Let us now return to (2.4). Let 11 be the canonical mapping of the quadri­
lateral H(O, 1, 00, -1) onto the square Q(O, 1, 1 + i, i), CI. the affine stretching 
x + iy ---> Kx + iy, and 12 the canonical mapping of H(O, t, IX), -1) onto the 
rectangle R(O, K, K + i, i). Then the mapping I which is equal to 12- 1 0 CI. 0 II 
in H and its mirror image in the lower half-plane is K-quasiconformal in the 
plane. For this I, equality holds in (2.4). It follows that 

A(K) = (/l-I (nK/2)r 2 - 1. 

From the obvious result A(1) = 1 we conclude that 

/l(I/j2) = n/2. (2.5) 

Typically the reasoning goes in the other direction, in that we retrieve in­
formation about ),(K) by estimating /-I(r). For instance, we obtain in this way 

),(K) = /6e1tK - t + 0(1), (2.6) 

with a positive remainder term 0(1) as K ---> IX) ([LVJ, p. 82). Also, 

).(K) s; exp(4.39(K - 1)) 

(Beurling-Ahlfors [IJ), which tells about the behavior of ),(K) as K ---> 1. In 
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particular, we see that ). is continuous at K = 1; continuity at an arbitrary K 
follows from the continuity of r ---> fJ.(r). 

2.5. Circular Distortion 

A conformal mapping of the plane which fixes 0 and 00 maps the family 
of circles centered at the origin onto itself. Under normalized K-quasicon­
formal mappings the images of these circles have "bounded distortion". To 
be precise: 

Theorem 2.4. Let f be a K-quasiconformal mapping of the plane fixing 0 and 
00. Then for every r > 0, 

maxq> If(reiq»1 
. If( iq»I:::;; c(K), mlllq> re 

(2.7) 

where the constant c(K) depends only on K. 

There are many ways to prove this important theorem. A normal family 
argument shows that a finite bound c(K) must exist. A quantitative esti­
mate is obtained as follows. Let Z 1 and Z 2 be points on the circle I z I = 

r at which the minimum and maximum of If(z)1 are attained. For B' = 

{wlminq>lf(reiq»1 < Iwl < maxq>lf(reiq»I}, let B be the inverse image of B'. 
Then B separates the points 0, Zl from the points Z2, 00. Hence, by (1.12) 
and (2.5), 

M(B):::;; 2fJ.((Iz11/(lz11 + IZ21))1/2) = 2fJ.(1/J2) = n. 

Consequently, M(B'):::;; KM(B) :::;; nK, and it follows that (2.7) holds for 
c(K) = e"K. 

The sharp bound in (2.7) is A(K) (proved by Lehto-Virtanen-Vaisala in 
1959). This follows from the fact that, as a generalization of (2.3), A.(K) is the 
maximum of If(z)1 on the unit circle in the family of K-quasiconformal 
mappings of the plane which fix -1,0 and 00 but which are not required to 
map the real axis onto itself. There seems to be no easy way to prove this 
result. 

Theorem 2.4, in a form in which the value of the sharp bound is not 
needed, will render us valuable service in section 6 when we study the geo­
metry of quasidiscs. With these applications in mind, we draw here a further 
conclusion from (2.7). 

Let f be a K-quasiconformal mapping of the plane fixing 00. We infer from 
(2.7) that if IZ2 - zol :::;; IZ1 - zol, then 

(2.8) 

The following generalization is also readily obtained. If IZ2 - zol :::;; nlz1 - zol, 
where n :?: 1 is an integer, then 
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(2.9) 

In order to prove this, we denote by (k' k = 0, 1, ... , n, the equidistant 
points on the ray from Zo through Z2 for which I(k - (k-ll = IZ2 - zol/n; here 
(0 = Zo, (n = Z2' By (2.8), II((d - I((k-dl :-:;; elK) II((k-l) - I((k-2)1 for k = 
2, ... , n. Hence, by the triangle inequality, 

n-l 

II(Z2) - I(zo)1 :-:;; II((d - I(zo)1 I e(K)k :-:;; ne(Krl II((d - I(zo)l· 
k=O 

By (2.8), II((d - I(zo)1 :-:;; e(K)II(zl) - I(zo)l, and (2.9) follows. 

We conclude this section with the remark that quasiconformality can be 
defined by means of the distortion function H, 

. maxcplI(z + re icp ) - I(z)1 
H(z) = hmsup . , 

r~O mincplI(z + re lCP ) - I(z)1 

even though we shall not make use of this characterization. A sense­
preserving homeomorphism I oI a domain A is K-quasieonIormal iI and only 
iI H is bounded in A\{oo,f-l(OO)} and H(z):-:;; K almost everywhere in A 
([LV], pp. 177-178). 

3. Analytic Definition of Quasiconformal 
Mappings 

3.1. Dilatation Quotient 

When the definition of quasiconformality in terms of the modules of quadri­
laterals was given in the early fifties, quasiconformal mappings had been 
studied and successfully applied in complex analysis for more than two 
decades. Historically, the starting point for generalizing conformal mappings 
was to consider, not arbitrary sense-preserving homeomorphisms, but diffeo­
morphisms, i.e., homeomorphisms which with their inverses are continuously 
differentiable. We can then generalize the characteristic property of confor­
mal mappings that the derivative is independent of the direction by requiring 
that the ratio of the maximum and minimum of the absolute value of the 
directed derivatives at a point is uniformly bounded. 

We shall now show that this classical definition gives precisely those quasi­
conformal mappings which are diffeomorphic. This local approach using 
derivatives is often much more convenient than the definition using modules 
of quadrilaterals when the problem is checking the quasiconformality of a 
mapping given by an analytic expression. 
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To make the above remarks precise, we introduce for a sense-preserving 
diffeomorphism f the complex derivatives 

and the derivative oaf in the direction IX: 

:1 f( ) = I' f(z + re ia ) - f(z) 
Va Z 1m ia . 

r~O re 

Then oJ = of + (3fe- 2ia, and so 

max I oJ(z) I = I of(z) I + l(3f(z)l, min I oJ(z) I = I of(z) I - I (3f(z) I· 

The difference I of(z) I - I (3f(z) I is positive, because the Jacobian Jf = lofl2 -
l(3fl 2 is positive for a sense-preserving diffeomorphism. We conclude that the 
dilatation quotient 

is finite. 
The mapping f is conformal if and only if (3f vanishes identically. Then oJ 

is independent of IX: we have oJ = of = f'. This is equivalent to the dilata­
tion quotient being identically equal to 1. 

The dilatation quotient is conformally invariant: If g and h are conformal 
mappings such that w = h 0 fog is defined, then direct computation shows 
that Df(z) = Dw (g-l(Z». 

3.2. Quasiconformal Diffeomorphisms 

For diffeomorphisms quasiconformality can be characterized with the aid of 
the dilatation quotient. 

Theorem 3.1. Let f: A ~ A' be a sense-preserving diffeomorphism with the 
property 

Df(Z) ::;; K 

for every z E A. Then f is a K-quasiconformal mapping. 

PROOF. We pick an arbitrary quadrilateral Q of A. Let w be the mapping 
which is induced from the canonical rectangle R(O, M, M + i, i) of Q onto 
the canonical rectangle R'(O, M', M' + i, i) of f(Q). Because of the conformal 
invariance of the dilatation quotient, Dw is also majorized by K. Hence 
IWx l2 ::;; maxloawl2 ::;; KJw , and the desired result M' ::;; KM follows by use 
of a customary length-area reasoning: 
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M' = m(R') = It Jw(z)dxdy?: ~ It IwAz)1 2 dxdy 

?: ~K I dy(LMIWAZ)ldXY ?: M'2/MK. D 

Theorem 3.1 is the classical definition of K -quasiconformality given by 
Grotzsch [1] in 1928. 

The converse to Theorem 3.1 is as follows: 

Theorem 3.2. Let f: A -> A' be a K-quasiconformal mapping. If f is differenti­
able at Zo E A, then 

(3.1) 

The idea of the proof is to consider a small square Q centered at Zo and 
regard it as a quadrilateral with the vertices at distinguished points. The area 
and the distance of the sides of f(Q) can be approximated by expressions 
involving the partial derivatives of fat zoo Application of Rengel's inequality 
then yields a lower estimate for M(f(Q)) from which the desired inequality 
(3.1) follows. (For details we refer to [LV], p. 50.) 

By combining Theorems 3.1 and 3.2 we obtain the following characteriza­
tion for quasiconformal diffeomorphisms: A sense-preserving diffeomorphism 
f is K-quasiconformal if and only if the dilatation condition DJ(z) :::; K holds 
everywhere. 

The class of K-quasiconformal diffeomorphisms does not possess the com­
pactness property of Theorem 2.2. This is one of the reasons for replacing the 
classical definition of Grotzsch by the more general one. Another reason will 
be discussed in 4.5. 

3.3. Absolute Continuity and Differentiability 

We shall soon see that an arbitrary quasiconformal mapping of a domain A 
is differentiable almost everywhere in A. From Theorem 3.2 it then follows 
that the dilatation condition (3.1) is true at almost all points of A. However, 
the converse is not true, i.e., a sense-preserving homeomorphism f which is 
differentiable a.e. and satisfies (3.1) a.e. is not necessarily K-quasiconformal. 
What is required is a notion of absolute continuity. 

A continuous real-valued function u is said to be absolutely continuous on 
lines (ACL) in a domain A if for each closed rectangle {x + iyla :::; x:::; b, 
c :::; y :::; d} c A, the function x -> u(x + iy) is absolutely continuous on [a, b] 
for almost all y E [c, d] and y -> u(x + iy) is absolutely continuous on [c, d] 
for almost all x E [a, b]. A complex valued function is ACL in A if its real and 
imaginary parts are ACL in A. 
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It follows from standard theorems of real analysis that a function f which 
is ACL in A has finite partial derivatives fx and f.,. a.e. in A. 

Theorem 3.3. A quasiconformal mapping is absolutely continuous on lines. 

This result was first established by Strebel (1955) and Mori. A later proof 
by Pfluger, which uses Rengel's inequality and a minimum of real analysis, is 
presented in [LV], p. 162. 

From Theorem 3.3 we conclude that a quasiconformal mapping has finite 
partial derivatives a.e. From this we can draw further conclusions by making 
use of the following result: 

Let f be a complex-valued, continuous and open mapping of a plane domain 
A which has finite partial derivatives a.e. in A. Then f is differentiable a.e. in A. 

The proof, which is due to Gehring and Lehto (1959), uses the maximum 
principle and a standard theorem on the density of point sets ([LV], p. 128). 
Application to quasiconformal mappings yields, with regard to Theorem 3.2, 
a basic result: 

Theorem 3.4. A K-quasicoriformal mapping f of a domain A is differentiable 
and satisfies the dilatation condition (3.1) almost everywhere in A. 

Differentiability a.e. of quasiconformal mappings was first proved by Mori 
[1] with the aid of the Rademacher-StepanofT theorem and Theorem 2.4. 

3.4. Generalized Derivatives 

The ACL-property, which depends on the coordinate system, becomes much 
more useful when combined with local integrability of the derivatives. A 
function f is said to possess (generalized) LP-derivatives in a domain A, p :e:: 1, 
if f is ACL in A and if the partial derivatives fx and fy of fare U-integrable 
locally in A. It is also customary to say that the function f then belongs to 
the Sobolev space Wp: 1oc . This property is preserved under continuously 
differentiable changes of coordinates ([LV], pp. 151-152). 

Roughly speaking, classical transformation rules of Calculus between curve 
and surface integrals remain valid for functions with LP-derivatives. This is 
one reason for the importance of this class of functions. (For details and more 
information see, e.g., [LV], pp. 143-154 or Lehto [4], pp. 127-131.) 

A quasicOl!formal mapping has L2-derivatives. In order to prove this we first 
note that the dilatation condition (3.1) implies the inequality 

max loJ(zW :s; KJ(z). 

In particular, If,(zW :s; KJ(z), Ij~(zW :s; KJ(z) a.e. The Jacobian of an almost 
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everywhere differentiable homeomorphism is locally integrable ([LV], 
p. 131). Consequently, fx and /y are locally U-integrable. 

A homeomorphism with L 2-derivatives is absolutely continuous with respect 
to two-dimensional Lebesgue measure ([LV], p. 150). Thus quasiconformal 
mappings have this property. They carry sets measurable with respect to 
two-dimensional measure onto other sets in this class. The formula 

t J = m(f(E)) (3.2) 

holds for every quasiconformal mapping f of a domain A and for every 
measurable set E c A. If we apply (3.2) to the inverse mapping f- 1, we 
deduce that for a quasiconformal mapping J(z) > 0 almost everywhere. 

The considerations in 4.4 will show that every quasiconformal mapping 
has not only L2-derivatives but actually LP-derivatives for some p > 2. This 
is a much deeper result than the existence of L 2-derivatives. 

3.5. Analytic Characterization of Quasiconformality 

A simple counterexample, constructed with the help of Cantor's function, 
shows that a homeomorphism need not be quasiconformal even though it 
is differentiable a.e., satisfies (3.1) a.e. with K = 1, has bounded partial de­
rivatives, and is area preserving ([LV], p. 167). What is required is the 
ACL-property, but once this is assumed it together with (3.1) guarantees 
quasiconformality. 

Theorem 3.5. A sense-preserving homeomorphism f of a domain A is K-quasi­
conformal if 

10 f is ACL in A; 
2° maxa I oJ(z) I ::; KminaloJ(z)1 a.e. in A. 

PROOF. We first note that being ACL, the mapping f has partial derivatives 
a.e. and, as a homeomorphism, is therefore differentiable a.e. Thus condition 
2° makes sense. As above, we conclude that f has L2~derivatives. After this, 
we can follow the proof of Theorem 3.1, apart from obvious modifications. 

o 

Theorem 3.5 is called the analytic definition of quasiconformality. Appar­
ently different from the equivalent geometric definition, it sheds new light on 
the connection with the classical Grotzsch mappings. In the next section we 
shall show that the analytic definition can be written in the form of a differen­
tial equation. This leads to essentially new problems and results for quasi­
conformal mappings. 

Under the additional hypotheses that f is differentiable a.e. and has 
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e-derivatives, Theorem 3.5 was first established by Yuj6b6 in 1955. Later 
Bers and Pfluger relaxed the a priori requirements. Under the above mini­
mal conditions, the theorem was proved by Gehring and Lehto in 1959. 
(For references and more details, see [LV], p. 169.) 

4. Beltrami Differential Equation 

4.1. Complex Dilatation 

Inequality (3.1) is a basic property of quasiconformal mappings. The very 
natural step to express therein more explicitly the maximum and minimum 
of I 8J(z) I leads to the important notion of complex dilatation and reveals a 
connection between the theories of quasiconformal mappings and partial 
differential equations. 

Let f: A -> A' be a K-quasiconformal mapping and Z E A a point at which 
f is differentiable. Since maxl8JI = 18fl + lafl, minl8JI = 18fl - lafl, the 
dilatation condition (3.1) is equivalent to the inequality 

- K-1 
I 8f(z) I ::;; K + 1 18f(z)l. (4.1 ) 

Suppose, in addition, that 1/(z) > O. Then 8f(z) i= 0, and we can form the 
quotient 

&(z) 
Il(z) = 8f(z)' 

The function II, so defined a.e. in A, is called the complex dilatation of f. Since 
f is continuous, II is a Borel-measurable function, and from (4.1) we see that 

K - 1 
IIl(z)1 ::;; K + 1 < 1. (4.2) 

Complex dilatation will playa very central role in our representation. It 
has a simple geometric interpretation. At a point z at which II is defined, the 
mappmg 

( -> f(z) + ~f(z)(( - z) + af(z)([ - z) 

is a non-degenerate affine transformation which maps circles centered at z 
onto ellipses centered at f(z). The ratio of the major axis to the minor axis of 
the image ellipses is equal to (1 + I/l(Z)I)/(1 - IIl(z)l). We see that the smaller 
I Il(Z) I is, the less the mapping f deviates from a conformal mapping at the 
point z. If Il(z) i= 0, the argument of Il(z) determines the direction of maximal 
stretching: I 8J(z) I assumes its maximum when (J. = argll(z)/2. 
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4.2. Quasiconformal Mappings and the Beltrami Equation 

The definition of complex dilatation leads us to consider differential equations 

(4.3) 

An equation (4.3), where J1 is measurable and 11J1lloo < 1, is called a Beltrami 
equation. If J is conformal, J1 vanishes identically, and (4.3) becomes the 
Cauchy-Riemann equation {jJ = O. 

A function J is said to be an U-solution of (4.3) in a domain A if J has 
U-derivatives and (4.3) holds a.e. in A. 

Theorem 4.1. A homeomorphism J is K-quasiconformal iJ and only iJ J is an 
L 2-solution oj an equation {jJ = J1oJ, where Ii satisJies (4.2) Jor almost all z. 

PROOF. The necessity follows from Theorem 3.4 and the sufficiency from 
Theorem 3.5, when we note that II J111 co < 1 implies that J is sense-preserving. 

o 

The Beltrami equation has a long history. With a smooth coefficient J1, it 
was considered in the 1820's by Gauss in connection with the problem of 
finding isothermal coordinates for a given surface (cf. IV. 1.6). As early as 
1938, Morrey [1] systematically studied homeomorphic L2-solutions of the 
equation (4.3). But it took almost twenty years until in 1957 Bers [1] ob­
served that these solutions are quasiconformal mappings. 

In 4.5 it will become apparent that (4.3) always has homeomorphic solu­
tions, i.e., that the complex dilatation of a quasiconformal mapping can be 
prescribed almost everywhere. This is a deep result. It is much easier to 
handle the question of the uniqueness of the solutions of (4.3). 

Let f and 9 be quasiconformal mappings of a domain A with complex 
dilatations J1f and J1g. Direct computation yields the transformation formula 

~ (0 = J1f(z) - J1g(z) (Og(Z))2 
J1fog I 1 _ 11f(z)J19(Z) 10g(z)1 ' ( = g(z), (4.4) 

valid for almost all Z E A, and hence for almost all (E g(A). 

Theorem 4.2 (Uniqueness Theorem). Let J and 9 be quasiconformal mappings 
oj a domain A whose complex dilatations agree a.e. in A. Then J 0 g-1 is a 
conJormal mapping. 

PROOF. By (4.4), the complex dilatation of J 0 g-1 vanishes a.e. From Theo­
rem 3.5 we deduce that J 0 g-1 is l-quasiconformal. Hence, by Theorem 1.1, 
it is conformal. 0 

Conversely, if J 0 g-1 is conformal, we conclude from (4.4) that J and 9 have 
the same complex dilatation. 
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4.3. Singular Integrals 

The Uniqueness theorem says that a quasiconformal mapping of the plane is 
determined by its complex dilatation /1 up to an arbitrary Mobius trans­
formation. It follows that a suitably normalized mapping is uniquely deter­
mined by /1. We shall now show that, by use of singular integrals, it is possible 
to derive a formula which gives the values of a normalized quasiconformal 
mapping in terms of IL 

Let f be a function with LI-derivatives in a domain A of the ( = ~ + il]­
plane and D, 15 c A, a Jordan domain with a rectifiable boundary curve. 
Application of Green's formula yields a generalized Cauchy integral formula 
([LV],p.155) 

f(z) = _1 . f f(() d( - ~ If 8f(() d~ dl], ZED. (4.5) 
2m aD ( - z n D ( - z 

The first term on the right, a Cauchy integral, defines an analytic function 
in D. We conclude, in passing, that a function f with LI-derivatives in A is 
analytic if 8f = 0 a.e. in A. The second term on the right in (4.5) is to be 
understood as a Cauchy principal value. 

Suppose that f has L I-derivatives in the complex plane IC and that f(z) -+ 0 
as z -+ 00. If we take D = W 1(1 < R} and let R -+ 00, the first term on the 
right-hand side of (4.5) tends to zero for every fixed z. With the notation 

1 If w(() Tw(z) = -- --d~dl], 
n c( - z 

(4.6) 

we then obtain from (4.5) 

f = T8j. (4.7) 

Assume, for a moment, that w in (4.6) belongs to class Clf in the complex 
plane, i.e., w is infinitely many times differentiable and has a bounded sup­
port. Straightforward computation then shows that 

aTw = Hw (4.8) 

([LV], pp. 155-157), where 

1 If w(() Hw(z) = -- 2 d~ dl], 
n d( - z) 

the integral again being defined as a Cauchy principal value. The linear 
operator H is called the Hilbert transformation. We also see that 

8Tw = w, 

that the operators a and 8 commute with T and H, and that Tw and Hw 
belong to CD and are analytic outside the support of w ([LV], p. 157). 

The Hilbert transformation can be extended as a hounded operator to LP, 
1 < p < 00. One first proves that if WE C(f', there exists a constant A P' not 
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depending on w, such that 

(4.9) 

This is called the Calderon-Zygmund inequality; proofs are given, apart 
from the original paper by Calderon and Zygmund (1952), in Vekua [1], 
Ahlfors [5] and Stein [1]. Since C({' is dense in U and U is complete, we can 
use (4.9) to extend the Hilbert transformation to the whole space LP. Inequa­
lity (4.9) then holds for every WE U (cf. [LV], p. 159). 

Using (4.9) we deduce that (4.8) holds a.e. for every WE U (cf. [LV], p. 160). 
For applications it is also important to note that the norm 

IIHllp = sup{IIHwllplllwll p = 1} 

depends continuously on p (Ahlfors [5], Dunford-Schwartz [1]). 
The special case p = 2 is much easier to handle than a general p. A rather 

elementary integration shows that Hilbert transformation is an isometry in 
L 2 ( [LV], p. 157). In particular, II H 112 = 1. 

4.4. Representation of Quasiconformal Mappings 

We shall now apply the results of 4.3 to quasiconformal mappings. Let f be 
a quasiconformal mapping of the plane whose complex dilatation /1 has a 
bounded support. Wishing to represent f by means of /1, we introduce a 
normalization so that /1 determines f uniquely. 

We first require that f( 00) = 00. Near infinity, where f is conformal, we 
then have f(z) = Az + B + negative powers of z. If we set A = 1, B = 0, then 
f is uniquely determined by /1. 

In a neighborhood of 00 we thus have 

00 

f(z) = z + L bnz-n. 
n=1 

It follows that the partial derivatives of the function z -> f(z) - z, which are 
locally in L2, are L 2-integrable over the plane. We conclude from (4.7) and 
from the generalized formula (4.8) that of = 1 + H 8f a.e. Since 8f = /1of a.e. 
we thus have 

8f = /1 + /1H 8f a.e. (4.10) 

This integral equation can be solved by the customary iteration procedure. 
The Neumann series obtained converges in L 2, but it also converges in LP, 
p > 2, if p satisfies the condition 

(4.11 ) 

More explicitly, suppose that /1(z) = 0 if I z I > R, and define inductively 

CPt = /1, n = 2, 3, .... (4.12) 
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Then 

II CI1i lip::; (nR2)1/P II H 11~-1( II JlII rot 
Hence, under condition (4.11), 

n 

lim L CI1i = af, 
n-oo i=l 

and it is a function in LP. 

27 

(4.13) 

(4.14) 

This solution gives the desired representation formula for f(z), first estab­
lished by Bojarski in 1955. 

Theorem 4.3. Let f be a quasiconformal mapping of the plane whose com­
plex dilatation Jl has a bounded support and which satisfies the condition 
limz_ro (f(z) - z) = O. Then 

00 

f(z) = z + L TCI1i(Z), 
i=l 

where CI1i is defined by (4.12). The series is absolutely and uniformly convergent 
in the plane. 

PROOF. By (4.7) we havef(z) = z + Taf(z). By (4.14), Taf(z) = (TLCI1i)(Z). For 
p> 2, it follows from Holder's inequality that I TCI1i(Z) I ::; cpllCl1illp, where the 
constant cp depends only on p and R. Therefore, by (4.13), 

(4.15) 

where c~ depends only on p and R. (For this crucial estimate, (4.10) must be 
solved in a space U with p > 2.) We conclude from (4.15) that 

( T i~ CI1i) (z) = i~ TCI1i(Z) 

and that the series on the right is absolutely and uniformly convergent. 0 

We proved above that under condition (4.11), afEU locally. From of = 

1 + Haf and (4.9) we see that the same holds for of. It follows that the partial 
derivatives of a quasiconformal mapping are locally in LP for same p > 2 
( [LV], p. 215). The p will, of course, depend on II JlII 00. 

4.5. Existence Theorem 

In proving Theorem 4.3 we started from a quasiconformal mapping which 
gave the function Jl. The following result, fundamental in the theory of quasi­
conformal mappings, shows that we could equally well have started from a 
measurable function Jl. 
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Theorem 4.4 (Existence Theorem). Let /1 be a measurable function in a domain 
A with 11/11100 < 1. Then there is a quasicoriformal mapping of A whose complex 
dilatation agrees with /1 a.e. 

The proof can be divided into three parts. One first shows that if /1 E C[f, 
the Beltrami equation aw = /10W has a locally injective solution. This can be 
so constructed that a topological argument shows it to be in fact globally 
injective. Another way to obtain from locally injective solutions a globally 
injective one is to use the general uniformization theorem for Riemann sur­
faces (Theorem IV.3.3). Finally, we get a general solution by approximating 
the given /1 with Co-functions (cf. Theorem 4.5 below). For details of the 
proof and historical remarks we refer the reader to Lehto [4], p. 136. The 
proof in [LV], p. 191, employs step functions, while Vekua [1] makes use of 
the explicit expression in Theorem 4.3. 

For continuous /1, the solutions of the Beltrami equation are not neces­
sarily continuously differentiable. In other words, for a diffeomorphic quasi­
conformal mapping its complex dilatation, which is continuous, cannot be 
prescribed as an arbitrary continuous function /1 with 11/11100 < 1. This is one 
more reason to generalize the classical Grotzsch definition of quasiconfor­
mality (cf. the remark made at the end of 3.2). 

If /1 is a little more regular than just continuous, we are back in the classical 
situation. For instance, a quasiconformal mapping whose complex dilatation is 
locally Holder continuous is a diffeomorphism. (See [LV], p. 235, where this 
conclusion is drawn from a still weaker condition on /1.) 

Theorem 4.4 gives immediately a striking generalization of the Riemann 
mapping theorem: Let A and B be simply connected domains in the extended 
plane whose boundaries consist of more than one point, and let /1 be a mea­
surable function in A with 11/11100 < 1. Then there is a quasiconformal mapping 
of A onto B whose complex dilatation agrees with /1 a.e. 

In fact, by Theorem 4.4 there exists a quasiconformal mapping f of A with 
complex dilatation equal to /1 a.e. The boundary of the simply connected 
domain f(A) consists of more than one point. Hence, by Riemann's mapping 
theorem, there is a conformal map g of f(A) onto B. Then g 0 f has the desired 
properties. 

4.6. Convergence of Complex Dilatations 

It is important in proving Theorem 4.4 that we can initially consider a 
smooth /1 and then obtain the general result by approximation. Let us now 
study more closely what relations there are between the convergence of 
mappings and that of their complex dilatations. 

We first remark that convergence of mappings need not imply convergence 
of their complex dilatations. More precisely, let Un) be a sequence of quasi­
conformal mappings of a domain A. We suppose that the complex dilatations 
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fln of f" satisfy the condition II fln II OC! ::; k < 1 and that fn converges locally 
uniformly in A towards a quasiconformal mapping f with complex dilatation 
fl. By Theorem 2.2, II flll OC! ::; k, but otherwise there need be no connection 
between the functions fln and fl, i.e., the local mapping properties of fn and f 
may be quite different (see [LV], p. \86). 

The situation changes if the functions fln converge. 

Theorem 4.5. Let (f,,) be a sequence of K-quasiconformal mappings of A 
which converges locally uniformly to a quasiconformal mapping f with com­
plex dilatation fl. If the complex dilatations fln of fn tend to a limit a.e., then 
lim fln(Z) = fl(Z) a.e. 

This result ([LV], p. 187) is needed to take the third step in the proof of 
Theorem 4.4 sketched above. It can also be used to prove that an arbitrary 
quasiconformal mapping can be approximated by smooth quasiconformal 
mappings (cf. [LV], p. 207). 

The following complement to Theorem 4.5 shows that convergence of 
complex dilatations implies convergence of the corresponding normalized 
mappings. 

Theorem 4.6. Let fl and fln, n = 1, 2, ... , be measurable functions in the plane 
such that II fln II 00 ::; k < 1 and lim fln(Z) = fl(Z) a.e. If f and fn are the quasi­
conformal mappings of the plane which fix the points 0, 1 and 00 and have the 
complex dilatations fl and fln, then f(z) = lim /,,(z) uniformly in the plane in the 
spherical metric. 

PROOF. By Theorems 4.4 and 4.2, the mappings f and f" exist and are uni­
quely determined. By Theorem 2.1, Un} is a normal family. By Theorems 4.5 
and 4.2, every convergent subsequence Un) tends to f. Then the sequence (f,,) 
itself has the limit f. 0 

4.7. Decomposition of Quasiconformal Mappings 

Let f be a quasiconformal mapping with maximal dilatation K, and assume 
that f = f2 0 fl, where fl and f2 are K 1- and K2-quasiconformal. We then 
have trivially K ::; K 1 K 2 • Using Theorem 4.4 we shall now show that for 
any given Kl ::; K, a "minimal" decomposition f = f2 0 fl always exists with 
K = K 1 K 2. 

Theorem 4.7. Let f be a quasiconformal mapping with maximal dilatation 
K, and 0 < t < 1. Then f = f2 0 fl' where fl is Kt-quasiconformal and f2 is 
K l-t -quasiconformal. 

PROOF. Let fl denote the complex dilatation of f. We choose the complex 
dilatation fll of fl as follows: fll (z) is the point on the line segment from 0 to 
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J.l(z) for which h(O, J.l1 (z)) = th(O, J.l(z)), where h is the hyperbolic distance in 
the unit disc. It then follows from formula (1.1) that 

1 + 1J.l1(Z)1 = (1 + 1 J.l(z) I)'. 
1 - lJ.ldz)1 1 - 1 J.l(z) 1 

(4.16) 

From this we see that 11 is K'-quasiconformal. 
If J.l2 denotes the complex dilatation of 12 = 1 0 11-1, then by formula (4.4), 

I J.l(z) - J.l1(Z) I 
1J.l2(OI = 1 - J.l1(Z)J.l(Z) , 

Hence, again by (1.1), 

log 1 + :J.l2~g: = 2h(J.l1(Z),J.l(z)) = 2(1 _ t)h(O,J.l(z)) = (1 _ t)log 1 + :J.l~Z)I. 
1 - J.l2 1 - J.l z)1 

We conclude that 12 is K 1-'-quasiconformal. 0 

It follows from Theorem 4.7 that if I is a K-quasiconformal mapping and 
I; > ° is given, we can always write 

I=In o ... 012 011' (4.17) 

where each mapping J;, i = 1,2, ... , n, is (1 + I;)-quasiconformal. 

5. The Boundary Value Problem 

5.1. Boundary Function of a Quasiconformal Mapping 

A quasiconformal mapping I of a Jordan domain A onto another Jordan 
domain B can always be extended to a homeomorphism between the closures 
of A and B (cf. 2.1). Thus we can speak of the boundary function of I, and it 
is a homeomorphism of aA onto aBo 

Now let h: aA -> aB be a given homeomorphism under which positive 
orientations of the boundaries with respect to the Jordan domains A and B 
correspond to each other. The boundary value problem is to find necessary 
and sufficient conditions for h to be the boundary function of a quasicon­
formal mappingI: A -> B. 

We restrict ourselves here to studying the normalized case in which A = 

B = the upper half-plane, which we denote, by H. Then the given mapping h 
is a homeomorphism of the one point compactification iR of the real axis 
onto itself. 

Let Xl' X 2 , X 3 , X 4 be a sequence of points of iR determining the positive 
orientation with respect to H. We call 
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where the supremum is taken over all such sequences XI' X2, X3, X4 , the 
maximal dilatation of h. If it is finite, h is said to be quasiconformal, and if it is 
~ K, the mapping h is K-quasiconformal. From the definition it is clear that 
these one-dimensional quasiconformal mappings have the customary prop­
erties of quasiconformal mappings in the plane: If h is K-quasiconformal, 
then so is its inverse h-l, and if hi is Ki-quasiconformal, i = 1, 2, then h2 0 hi 
is KI K2-quasiconformal. 

Now suppose that h is the boundary function of a K-quasiconformal 
mapping f: H -> H. Then clearly h itself must be K-quasiconformal, and we 
have found a necessary condition for h, albeit an implicit one. 

This necessary condition becomes much more explicit if we choose the 
points XI' X2' X3' X4 in a special manner and introduce the normalization 
h( co) = co. The normalization means that h is a strictly increasing contin­
uous function on the real axis, growing from - 00 to + 00. 

Theorem 5.1. The boundary values h of a K-quasiconformal self-mapping f of 
the upper half-plane, f( co) = 00, satisfy the double inequality 

1/ A(K) < h(x + t) - h(x) < A(K) 
- h(x) - h(x - t) -

(5.1) 

for all X and all t > O. Here A is the distortion function of 2.4. The inequality is 
sharp for any given K, X and t. 

PROOF. Choose Xl = X - t, X2 = X, X3 = X + t, X4 = co, and denote the 
middle term in (5.1) by rt.. By the considerations in 2.4, we then have 
M(H(X I,X2,X3 ,X4 )) = 1 and 

M(H(h(x l ),h(x2),h(x3),co)) = (~ll((1 + rt.- S r I/2 ))' 

for s = 1 and s = -1. Thus (5.1) follows from the fact that h is K-quasi­
conformal. From the characterization of A as an extremal function we deduce 
that (5.1) is sharp. 0 

5.2. Quasisymmetric Functions 

An increasing homeomorphism h: iR -> iR with h( 00) = 00 is said to be k­
quasisymmetric if 

1 h(x + t) - h(x) 
-< <k 
k - h(x) - h(x - t) -
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for all x E IR and all t > O. A function is quasisymmetric if it is k-quasi­
symmetric for some k. The smallest possible k is called the quasisym­
metry constant of h. From the proof of Theorem 5.1 it follows that if h is 
K-quasiconformal and h( 00) = 00, then h is ),(K)-quasisymmetric. 

Lemma 5.1. The family of k-quasisymmetric functions h which keep 0 and 1 
fixed is equicontinuous at every point of the real axis. 

PROOF. We first conclude from h(2-n+ 1 ) - h(rn) ~ h(rn)jk that 

h(rn) ~ C ~ 1)" (5.2) 

for every non-negative integer n. In looking for a bound for h(a + x) - h(a) 
we may assume that a and x are non-negative. Then, if x ~ rn, it follows 
from (5.2) that 

o ~ h(a + x) - h(a) ~ (h(a + 1) - h(a))C ~ 1)". (5.3) 

If m ~ a < m + 1, where m is an integer, then 

h(a + 1) - h(a) ~ km(h(a + 1 - m) - h(a - m)) ~ kmh(2) ~ km(k + 1). 

Hence, (5.3) implies equicontinuity at a. o 

A quasisymmetric function which fixes 0 and is said to be normalized. 
We conclude that every infinite sequence (hn ) of normalized k-quasisym­
metric functions contains a subsequence which is locally uniformly con­
vergent on the real axis. The limit is also a normalized k-quasisymmetric 
function. This result allows the following conclusion. 

Lemma 5.2. Let [a, bJ be a closed interval on the real axis, and e > o. Then 
there is a c5 > 0 such that for a normalized quasisymmetric function h, 

Ih(x) - xl < e, XE [a, bJ, 

whenever h is (1 + c5)-quasisymmetric. 

PROOF. If the lemma is not true, there is an e > 0 and a sequence of normal­
ized (1 + 1jn)-quasisymmetric functions hn , 11 = 1,2, ... , such that 

sup Ihn{x) - xl ~ e 
a~x~b 

for every n. Since {h n } is a normal family, there is a subsequence which 
converges uniformly on [a,b]. The limit is 1-quasisymmetric and hence the 
identity. This is a contradiction. 0 
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5.3. Solution of the Boundary Value Problem 

By Theorem 5.1, quasisymmetry is a necessary condition for h to be the 
boundary function of a quasiconformal self-mapping of H fixing 00. The 
condition is also sufficient (Beurling and Ahlfors [IJ): 

Theorem 5.2. Let h be k-quasisymmetric. Then there exists a quasicOliformal 
self-mapping of the upper half-plane which has the boundary values h and whose 
maximal dilatation is bounded by a number K(k) which depends only on k and 
tends to 1 as k --> 1. 

PROOF. Let f be defined in the closure of H by the formula 

f(x + iy) = 1-L (h(x + ty) + h(x - ty))dt + i L (h(x + ty) - h(x - ty))dt. 

(5.4) 

Clearly f = h on the real axis. We call f the Beurling-Ahlfors extension of h 
and prove that it has the desired properties. 

Set 

fl 1 fX +Y 

IX(X, y) = h(x + ty) dt = - h(t) dt, 
o y x 

fl 1 fX 
{3(x, y) = h(x - ty) dt = - h(t) dt. 

o Y x-y 

(5.5) 

We see that IX and {3 are continuously differentiable in H, and an easy calcula­
tion shows that the Jacobian J = lXy{3x - IXx{3y is positive throughout H. More 
than that, we deduce from (5.5) that f is a continuously differentiable bijective 
self-mapping of H (cf. [L VJ, p. 84). This conclusion can be drawn from the 
fact that h is a homeomorphism of IR onto itself, quasisymmetry is not needed 
here. 

In estimating the maximal dilatation of (5.4) we make use of linear func­
tions Z --> A)z) = ajz + bj, j = 1, 2, with real coefficients aj > 0 and bj. If f is 
the Beurling-Ahlfors extension of h, then A 2 0 f 0 A 1 is the Beurling-Ahlfors 
extension of A 2 0 h 0 A IIIR. This can be verified directly from (5.4). Moreover, 
the maximal dilatation of f and the quasi symmetry constant of h do not 
change under such a transformation. 

Suppose now that there is not a number K(k) bounding the maximal 
dilatation of an extension (5.4). Then there are k-quasisymmetric functions 
hn and points Zn E H such that the dilatation quotients Dn of the Beurling­
Ahlfors extensions In of hn have the property Dn(zn) --> 00 (cf. Theorem 3.1). 

Application of suitable linear transformations Aj makes it possible to as­
sume that the boundary functions hn are normalized and that Zn = i for every 
n. By Lemma 5.1, the functions hn then constitute a normal family. We may 



34 J. Quasiconformal Mappings 

thus suppose that the functions hn converge to a k-quasisymmetric function 
h, uniformly on bounded intervals of the real axis. Let I denote the Beurling­
Ahlfors extension of this limit function h. 

Let CXn' {3n be the functions (5.5) for hI/" From (cxn)Ai) = I, ({3nUi) = -hn( -I), 
and 

we conclude that the partial derivatives of CXn and {3n at i converge to the 
partials of cx and {3 at i. Because J(D + I/D) = (5/4)(cx; + cx; + {3; + {3;) -
(3/2)(cxx{3x + cxy{3y), it follows that Dn(i) tends to the dilatation quotient of I at 
i. Hence, Dn(i) --> Cf) is impossible, and the existence of a finite bound K(k) 
follows. 

The above reasoning can also be used to proving the existence of a bound 
K(k) with the additional property K(k) --> I as k --> 1. If no such K(k) exists, 
there is a sequence of normalized functions hn whose quasisymmetry con­
stants tend to I while Dn(i) does not converge to I. From Lemma 5.2 we 
conclude that lim Iln(x) = h(x) = x. By (5.4), the Beurling-Ahlfors extension 
of the limit function is then the identity mapping. Thus lim Dn(i) = D(i) = I, 
and we have arrived at a contradiction. 0 

For all our applications it is sufficient just to know the existence of a 
bound K(k) which is finite and tends to I as k --> 1. For the sake of complete­
ness, we mention here that K(k) can be estimated. Beurling and Ahlfors [IJ 
show, after rather laborious computation, that if the imaginary part of (5.4) 
is multiplied by an appropriate positive constant, the maximal dilatation K 
of the modified extension satisfies the inequality K :s;; kZ. For the required 
calculations, see also Lehtinen [I]. 

The smallest upper bound known at present for the maximal dilatation 
in the class of quasiconformal mappings with k-quasisymmetric boundary 
values is min(k3/z, 2k - I) (Lehtinen [3J). 

5.4. Composition of Beurling-Ahlfors Extensions 

Let Il I and Ilz be k-quasisymmetric functions and II and Iz their Beurling­
Ahlfors extensions. If the quasisymmetry constant of h2 0 hi l tends to I, it 
follows from the proof of Theorem 5.2 that the maximal dilatation of the 
Beurling-Ahlfors extension of hz 0 hi l converges to 1. However, Iz 0 II-I is 
not necessarily the Beurling-Ahlfors extension of h2 0 hi l . A small modifica­
tion for the proof of Theorem 5.2 is therefore required to show that the 
maximal dilatation of Iz 0 II-I then also tends to 1. (Cf. Earle and Eells [I].) 
This is a result which we shall need in III.3.2-3. 
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Lemma 5.3. Let hI and h2 be k-quasisymmetric functions and fl and fz their 
Beurling- Ahlfors extensions. If the quasisymmetry constant of hz 0 h~1 tends 
to 1, then the maximal dilatation of fz 0 fl- 1 converges to 1. 

PROOF. Suppose the lemma is not true. Making use again of the linear 
transformations Ai' appealing to Lemmas 5.1 and 5.2, and reasoning as in the 
proof of Theorem 5.2, we would arrive at the following situation. There exist 
normalized k-quasisymmetric mappings hnl and hnz' n = 1, 2, ... , which 
converge locally uniformly on the real axis to k-quasisymmetric mappings hI 
and h2 and for which hn2 0 h;;l converges locally uniformly to the identity 
mapping. On the other hand, if fnl and fn2 are the Beurling-Ahlfors exten­
sions of hnl and hnz, the dilatation quotient of fn2 0 fn~1 at the point i is 
bounded away from 1. 

Let fl and f2 be the Beurling-Ahlfors extensions of hI and h2. Arguing as 
in Theorem 5.2 we obtain the result 

lim DJn2oJ;;i(i) = DJ,oJ,-,(i). 

But from (hn2 0 h;;l )(x) -+ x it follows that hI = h2 • 

DJ,oJ,-,(i) = 1. Thus (5.6) is a contradiction. 

5.5. Quasi-Isometry 

(5.6) 

Hence fl = f2' and so 
o 

In a later application, the following property of the mapping (5.4) will be 
needed (Ahlfors [4]). 

Lemma 5.4. The Beurling- Ahlfors extension of a quasisymmetric function is a 
quasi-isometry in the hyperbolic metric of the upper half-plane. 

PROOF. Let h be a k-quasisymmetric function and fits Beurling-Ahlfors 
extension (5.4). We have to prove the existence of a constant c depending only 
on k, such that 

1 Idzl I df(z) I Idzl --- < --- < c--. 
c 1m z - 1m f(z) - 1m z 

(5.7) 

The mapping f is K-quasiconformal for a K which depends only on k. We 
have Idf(z)l/ldzl :::;; maxloJ(z)1 and maxloJ(z)1 2 :::;; KJJ(z), where JJ is the 
Jacobian of f. Hence, the right-hand inequality (5.7) follows if we prove that 

y2 KJJ(z) :::;; c2(lmf(z)f (5.8) 

with y = lmz. 
Suppose that (5.8) is not true, and apply again the same method of rea­

soning used in the proofs of Theorem 5.2 and Lemma 5.3. We conclude that 
there are normalized k-quasisymmetric functions hn' which converge locally 
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uniformly to a k-quasisymmetric function h, such that for the Beurling­
Ahlfors extensions /" of hn , 

(5.9) 

But if J is the Beurling-Ahlfors extension of h, then JjJi) -> Jj(i), Imf,,(i)-> 
ImJ(i), as we showed in the proof of Theorem 5.2. It follows that (5.9) is 
impossible. 

Similar reasoning yields the lower inequality (5.7). 0 

5.6. Smoothness of Solutions 

In the 1950's it was a famous open problem whether the boundary function 
of a quasiconformal self-mapping of H is absolutely continuous. A direct 
construction (Beurling-Ahlfors [IJ) combined with Theorem 5.2 gives an 
entirely negative answer: 

For every k > 1, there is a k-quasisymmetric Junction h which is singular, i.e., 
Jar which h'(x) = 0 a.e. 

Hence, a quasiconformal mapping, while absolutely continuous on lines, 
need not be absolutely continuous on every closed line segment in its domain 
of definition. Singular quasisymmetric functions were first regarded as a 
curiosity. But now we know that, except for linear mappings, all boundary 
functions encountered in the classical theory of Teichmiiller spaces are singu­
lar (see V.3.6). 

In spite of the fact that a given boundary function may be singular, it 
always admits extensions which are very smooth in the upper half-plane. We 
remarked already that the solution (5.4) is continuously differentiable in H, 
and very much more is true: 

Theorem 5.3. For every quasisymmetric Junction, the boundary value problem 
has a real-analytic solution. 

PROOF. The result can be proved with the aid of the decomposition formula 
(4.17) in 4.7 which makes it possible to express a k-quasisymmetric function 
as a composition of (1 + e)-quasisymmetric functions. The proof based on 
this method will be given in 11.5.2. A more direct proof (Lehtinen [IJ) is 
obtained by a modification of the formula (5.4). We can write in (5.4) 

ReJ(z) = t fna) K(t)(h(x + ty) + h(x - ty))dt, 

where K(t) = 1 on [O,IJ and vanishes elsewhere, and a similar expression 
obtains for 1m J(z). If K is replaced by a suitable exponential, the correspond­
ing J turns out to be a real-analytic solution. 0 
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5.7. Extremal Solutions 

Let Fh be the family of all quasiconformal self-mappings of H whose bound­
ary values agree with a given quasisymmetric h. Then Fh is a countable union 
of normal families, and each of these contains its limits under locally uniform 
convergence. This allows an important conclusion: 

III the class Fh , there always exists all extremal mappillg which has the 
smallest maximal dilatatioll ill Fh . 

While the existence of an extremal mapping can be deduced immediately, 
it is much more difficult to study its uniqueness. It was in fact an open 
problem for quite a long time whether the extremal mapping in Fh is always 
unique, until Strebel in 1962 gave an example which shows that Fh can 
contain more than one extremal. 

In Strebel's example one considers the domain A which is the union of the 
lower half-plane and the "chimney" {z I 1m z Z O} (\ {z I 0 < Re z < I} (Fig. 1). 
In A we set II (x + iy) = x + iKy, K > 1, and define another mapping 12 so 
that 12 agrees with II in the chimney and is the identity in the lower half­
plane. Then II and 12 are K -quasiconformal in A, they agree on the boundary 
of A, and both are extremal for their boundary values (Strebel [lJ). By using 
a suitable conformal mapping of A onto H we can transform II and 12 to 
normalized self-mappings of H. 

More examples of boundary values with non-unique extremals will be 
obtained in V.3.7. On the other hand, there are important cases in which 
uniqueness can be proved (V.8.S). The question of unique extremality has 
been systematically studied by Reich and Strebel; see, for instance, Strebel 
[1], Reich and Strebel [1] and Reich [1]. 

In certain cases the Beurling-Ahlfors solution (5.4) is far from extremal. 
Lehtinen [3] proved that if h has the quasisymmetry constant k, the maximal 
dilatation of (5.4) is always z k. Now let h be the restriction to IR of the 
K-quasiconformal extremal mapping described in 2.4. Then h has the quasi­
symmetry constant ).(K). In this case the minimal maximal dilatation in Fh is 
equal to K, whereas by (2.6), the maximal dilatation of the Beurling-Ahlfors 
extension is ze"K/16 - 1/2. 

The preceding considerations make it possible to compare the maximal 
dilatation of the boundary function h with the extremal maximal dilatation 
for Fh • 

~L 
Figure 1. Strebel's chimney. 
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Lemma 5.5. Let K* be the maximal dilatation of the quasisymmetric function 
hand K the minimal maximal dilatation of the quasiconformal self-mappings of 
H with boundary values h. Then K -> 1 as K* -> 1. 

PROOF. The function h is )(K*)-quasisymmetric by the remark in 5.2 pre­
ceding Lemma 5.1. Here )(K*) -> 1 as K* -> 1, as we noted at the end of 2.4. 
By Theorem 5.2, the maximal dilatation of the Beurling-Ahlfors extension of 
h tends to 1 as K* -> 1. A fortiori, the same is true of the minimal maximal 
dilatation K. 0 

The bounds at the end of 5.3 for the maximal dilatation of the quasicon­
formal extensions of h yield quantitative estimates between K and K*. For 
instance, we have 

(5.10) 

Here the lower estimate is trivial, and the upper estimate follows if we use 
Lehtinen's bound for the maximal dilatation of the modified extension (5.4). 
For our later applications, the qualitative result in Lemma 5.5 is sufficient. 

6. Quasidiscs 

6.1. Quasicircles 

A Jordan curve can be defined as the image of a circle under a homeomor­
phism of the plane. If the homeomorphism is conformal, then the image is a 
circle. Between the topological and proper circles, quasicircles form a class of 
curves which will come to frequent use in Chapters II, III and V. 

A quasicircle in the extended plane is the image of a circle under a 
quasiconformal mapping of the plane. If the mapping can be taken to be 
K-quasiconformal, the image curve is called a K-quasicircle. A domain 
bounded by a quasicircle is called a quasidisc. 

Let f be a quasiconformal mapping of a domain A and F a compact subset 
of A. Then there exists a quasiconformal mapping of the plane whose restric­
tion to F agrees with f ([L V], p. 96). It follows that f maps circles in A onto 
quasicircles. 

Since a quasiconformal mapping preserves sets of area zero, a quasicircle 
has zero area. On the other hand, it is possible that all non-empty subarcs of 
a given quasicircle are non-rectifiable; concrete examples are provided in 
[LV], p. 104. Gehring and Viiis~ilii [1] have proved the striking result that, 
while the Hausdorff dimension of a quasicircle is always less than 2, it can 
take any value )., 1 ~ ) < 2. We remark that quasicircles with Hausdorff 
dimension greater than 1 playa role in the modern theory of iteration of 
polynomials in the plane. 

It follows from what we said in 2.4 that a homeomorphism of the 
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plane which is K-quasiconformal in the complement of a straight line is 
K-quasiconformal everywhere. From the definition of quasicircles we obtain 
immediately a generalization, which we shall need later several times. 

Lemma 6.1. Let C be a quasicircle and J a homeomorphism oj the plane which 
is K-quasiconJormal in the complement oj C. Then J is a K-quasicmiformal 
mapping oj the plane. 

PROOF. It follows from the definition of a quasicircle that there is a quasi­
conformal mapping w of the plane which maps the real axis onto C. Then 
J 0 w is quasiconformal in the plane, as is also J = (J 0 w) 0 w- I . Since the area 
of C is zero, we conclude from Theorem 3.5 (Analytic definition) that J is 
K-quasiconformal. 0 

6.2. Quasiconformal Reflections 

Let C be a Jordan curve bounding the domains A I and A z. A sense-reversing 
K-quasiconformal involution cp of the plane which maps A I onto A z is a 
K-quasiconJormal reJlection in C if cp keeps every point of C fixed. 

Theorem 6.1. A Jordan curve admits a quasiconJormal rej1ection iJ and only iJ 
it is a quasicircle. 

PROOF. Suppose first that C is a quasicircle. Let J be a quasiconformal map­
ping of the plane which maps A I onto the upper half-plane H. Then the 
mapping cp = J- I oj 0 J, where j(z) = z, is a quasiconformal reflection in C. 

Conversely, let cp be a quasiconformal reflection in a Jordan curve C. Let 
h map H conformally onto A I' Define J by J(z) = h(z) in the closure of H, 
and J(z) = cp(h(z)) in the lower half-plane. Then J is a homeomorphism of the 
plane which is quasiconformal off the real axis, which it maps onto C. By 
Lemma 6.1, J is quasiconformal in the plane, and so C is a quasicircle. 0 

We can draw certain additional conclusions from the above proof. 
First, if C admits a K-quasiconformal reflection, then C is a K-quasicircle. 
In the opposite direction we deduce that a K-quasicircle always admits a 
K z -q uasiconformal reflection. 

In the second part of the proof, the required quasiconformal mapping of 
the plane is conformal in a half-plane. For the sake oflater reference, we wish 
to express certain connections between conformal mappings and quasicircles 
explicitly. 

Lemma 6.2. A K-quasidisc A has the Jollowing properties: 

10 Every quasiconJormal rej1ection in oA is oj the Jorm J oj 0 J-I, where J is a 
quasiconJormal mapping oj the plane which maps the upper half-plane H 
conJormally onto A, and j denotes the rej1ection z -> z. 
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2° A is the image of H under a K2-quasiconformul mapping f of the plane 
which is conformal in H. 

3° Every conformal mapping f: H -> A has a K2-quasiconformal extension to 
the plane. 

PROOF. Let cp be an arbitrary quasiconformal reflection in 8A. If f is con­
structed as in the second part of the proof of Theorem 6.1, with A replacing 
AI' we obtain 1°. Since 8A is a K-quasicircle, there exists a KZ-quasicon­
formal reflection cpo The corresponding f is also K 2 -quasiconformal, and 2° 
follows. We use this same cp in 3° and conclude that cp 0 f oj is a desired 
extension of f. 0 

We return to our previous notation and denote by C a Jordan curve which 
bounds the domains A I and A z. In what follows, c(K), CI (K), ... denote 
constants which depend only on K. 

Lemma 6.3. Let cp be a K -quasiconformal reflection in C which passes through 
00. Then 

cl(K) 
Icp(z) - zi :::;; '1Z(cp(z)) , 

where '12 is the Poincare density of A 2. 

(6.1) 

PROOF. Let h: H -> A I be a conformal mapping, h( (0) = 00, and set again 
f = h in the closure of Hand f = cp 0 h oj in the lower half-plane. Then f is a 
K-quasiconformal mapping of the plane. 

Fix ZEAl and zoEC. The function f maps the circle {wllw - h-l(zo)1 = 
Ih-I(z) - h-I(zo)[} onto a curve which passes through the points z and cp(z). 
By Theorem 2.4, 

Iz - zol/c(K) :::;; Icp(z) - zol :::;; c(K) Iz - zol· (6.2) 

If we choose Zo such that 1 cp(z) - Zo 1 is equal to the distance d(cp(z), C), then 

Icp(z) - zl:::;; Icp(z) - zol + Iz - zol :::;; (\ + c(K))d(cp(z),C). 

From this we obtain (6.1) by using the inequality (1.3). o 

We remark that (6.2) yields the estimate 

d(z, C)/c(K) :::;; d(cp(z), C) :::;; c(K)d(z, C). (6.3) 

Here we can take c(K) = A(K) (see 2.5). 
For our later applications (see 11.4.2) it is important to know that there 

exist quasiconformal reflections which are quasi-isometries in the euclidean 
metric (Ahifors [4]). We also call such reflections Lipschitz-continuous. 

Lemma 6.4. Let C be a K-quasicircle bounding the domains Al and Az and 
passing through 00. Then there exists a cz(K)-quasiconformal reflection cp in C, 
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continuously differentiable in Al and A 2, such that 

(6.4) 

at every point Z E A I' 

PROOF. Let hi be a conformal mapping of Al onto the upper half-plane H 
and h2 a conformal mapping of A2 onto the lower half-plane, both fixing 00. 

Since hi and h2 have homeomorphic extensions to the boundary, we can 
form the function h2 0 hi1 on the real axis. It is quasisymmetric. For if IjJ is a 
K 2-quasiconformal reflection in C and j again denotes the reflection z -+ Z, 
then j 0 h2 0 IjJ 0 hi1 is a quasiconformal self-mapping of H with boundary 
values h2 0 hil. 

By using the Beurling-Ahlfors extension (5.4), we construct a quasi­
conformal diffeomorphism f: H -+ H with boundary values h2 0 hil. Set 
<P = <PI = h21 ojofohl in the closure of Al and <P = <Pi1 in A2. Then <P is 
a c2 (K)-quasiconformal reflection in C, which is continuously differentiable 
outside C. 

Since the Poincare metric is conformally invariant, it follows from formula 
(5.7) that 

112(<P(Z)) Id<p(z)1 ::; c4 (K)111 (z) Idzl· 

From this we obtain (6.4), in view of (1.3), (1.4) and (6.3). 

6.3. Uniform Domains 

o 

Let us now start studying the geometry of quasi discs. We shall prove a chain 
of theorems which, when put together, give several characterizations for 
quasidiscs and shed light on their geometric properties. In subsections 6.3-
6.5, we follow the presentation of Gehring [4]. A summary will be given at 
the end of subsection 6.7. 

Throughout this subsection we assume that A is a simply connected proper 
subdomain of the complex plane. The domain A is said to be uniform if there 
are constants a and b such that each pair of points z I' Z2 E A can be joined by 
an arc II. in A with the following properties: 

10 The euclidean length of II. satisfies the inequality 

1(11.) ::; alz l - z21. 

2° For every z E 11., 

min(l(rxd, 1(11. 2)) ::; bd(z, aA), 

where 11.1 and 11.2 are the components of rx\{z}. 

(6.5) 

(6.6) 

It will appear that a domain A is uniform if and only ifit is a quasidisc. We 
first prove directly that a quasidisc is uniform. This requires a fairly lengthy 
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argument, and we begin with a lemma in which, as before, c(K), c1(K), '" 
denote constants depending only on K. These are not necessarily the same 
constants that arose in the previous subsection. 

Lemma 6.5. Let A be a K-quasidisc with 00 E 8A, and f: H -> A a conformal 
mapping satisfying f( ctJ) = ctJ. Then 

f: 1f'(it)1 dt :s; C1 (K)d(f(iy), 8A) 

for 0 < y < 00. 

PROOF. By Lemma 6.2,fhas a K 2-quasiconformal extension to the plane. We 
may assume without loss of generality that f(O) = O. 

For Y > 0, the mapping f satisfies the inequality 

If'(iy) 1 :s; 4d(f(iy), 8A) . 
y 

(6.7) 

This follows directly from the Koebe one-quarter theorem cited in 1.1, if we 
apply it to the function ( -> (f(iy + yO - f(iy»fyf'(iy). 

In order to estimate the distance d(f(iy),8A) we fix y. After this, we 
choose a sequence (Yj) so that 0 < Yj+l < Yj :s; y and that If(iYJI = c-jlf(iy)l, 
j = 0, 1, ... , where c = C(K2) is a constant for which Theorem 2.4 holds for f. 
(We can take, for instance, c = e"K2.) 

Let Yj+l :s; t :s; Yi- Because d(f(it),8A) :s; If(it) - f(O)I, we obtain from (2.8) 

d(f(it),8A) :s; clf(iYj) - f(O) 1 = c- j+1 If(iy)l. 

Hence, by (6.7) 

fYj 1f'(it)1 dt :s; 4c- j+llf(iy)llog JIL. 
Yj+l Yj+1 

The logarithm can be estimated by aid of (2.9). Let n be the smallest integer 
for which c :s; n. Then If(iYj) - f(O) 1 :s; nlf(iYj+d - f(O)I, and so by (2.9), 

Yj = liYj - 01 :s; nc"liYj+l - 01 = cAK)Yj+l' 

It follows that 

f: 1f'(it)1 dt :s; 410gc 2 (K) If(iY)1 j~O c- j+1 = c3 (K) If(iy)l· 

Finally, if x E 8H, then by applying (2.8) again we infer that If(iy) 1 :s; 
clf(iy) - f(x)l. Thus If(iy)1 :s; cd(f(iy), 8A), and the proof is completed. 0 

Let 21 and 22 be points of A and rt. the hyperbolic segment of A joining 21 

and 2 2 , If A is a disc or a half-plane, it is easy to show that (6.5) and (6.6) hold 
for a = b = nf2. This property generalizes to quasidiscs. 
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Theorem 6.2. Let A be a K-quasidisc and rx a hyperbolic segment in A with 
endpoints Zl and Z2' Then rx satisfies the conditions (6.5) and (6.6) with constants 
a and b which depend only on K. 

PROOF. By Lemma 6.2, there is a K 2-quasiconformal mapping f of the plane 
which maps A conformally onto the unit disc D. We can choose f so that 
f(z d and f(z 2) are real. Let D' be the open disc in D which has the line seg­
ment with endpoints f(z I) and f(Z2) as a diameter. Then f-I(D') is a bounded 
K2-quasidisc, in which rx is a hyperbolic line. Since d(z,J-I(aD')) ~ d(z, aA) 
for zEf-I(D'), we may assume, therefore, that A itself is bounded and rx is a 
hyperbolic line in A, i.e., z I' Z 2 E aA. 

Let A' and rx' be the images of A and rx under the Mobius transformation 
z --> g(z) = (z - Zl)/(Z - Z2)' Then (g-I)'(W) = (Zl - Z2)(W - n-2, and so 

f Idwl 
l(rx) = IZI - Z21 2' 

a,lw - 11 
(6.8) 

In order to estimate the integral, we use the arc length representation 
s --> w(s) for rx'. Let So = cl(K)/(cl(K) + 1), where cl(K) is the constant of 
Lemma 6.5. If 0 < s ~ So, then Iw(s) - 11 ;::0: 1 -lw(s)1 ;::0: 1 - s;::O: 1/(c l(K) + 1). 
For s > So, we apply Lemma 6.5 to a conformal mapping f: H --> A' fixing 
o and 00. Then rx' is the image of the positive imaginary axis, and so by 
Lemma 6.5, 

s = J: If'(it) I dt ~ c 1 (K)d(w(s), aA') 

for iy = f-I(W(S)). From 1 = g(oo)rtA' we further conclude that d(w(s),aA') ~ 
I w(s) - 11, It follows that 

f Idwl fSO foo c (K)2 
,------;;:2 ~ (cl(K) + 1)2ds + _1-2-ds = 2c 1(K)(c 1 (K) + 1). 

a' I w - 11 0 So s 

Thus (6.5) is obtained from (6.8) with a = 2c l (K)(c l (K) + 1). 
In order to establish (6.6), we consider a K 2-quasiconformal mapping f of 

the plane, f( (0) = 00, which maps A conformally onto the unit disc D. Fix 
z E rx and choose Zo E aA so that Iz - zol = d(z, aA). Since f(rx) is a hyperbolic 
line in D, 

min If(z) - f(zJI ~ 2d(f(z), aD) ~ 2If(z) - f(zo)l. 
j=1. 2 

By formula (2.9), 

min Iz - zjl ~ 2c(K2)2Iz - zol = 2c(K2)2d(z, aA). 
j=1. 2 

Since l(rxj ) ~ alz - zjl by (6.5), we obtain (6.6) with b = 4c(K2)2C 1 (K)(c 1 (K)+ 1). 

o 

The following result follows immediately from Theorem 6.2. 
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Theorem 6.3. A quasidisc is a uniform domain. 

Theorem 6.3 is the first link in a closed chain of four theorems. Once these 
have all been proved we get the converse to Theorem 6.3. 

6.4. Linear Local Connectivity 

A set E is linearly locally connected if there is a constant c such that the 
following two conditions hold for every finite z and every r > 0, where 
D(z,r) = {wllw - zl < r}: 

1 ° Any two points of the set E (l D(z, r) can be joined by an arc in E (l D(z, cr). 
2° Any two points of the set E\D(z, r) can be joined by an arc in E\D(z, ric). 

In order to illustrate this notion, we let E be the parallel strip {x + iYI 
-1 < y < 1}. The points 0 and 2r > 0 of E\D(r, r) can be joined in E\D(r, ric) 
only if c > r. Letting r --> 00 we conclude that E is not linearly locally 
connected. 

If a simply connected domain A with more than one boundary point is 
linearly locally connected, then A is a Jordan domain. To prove this, we 
consider a finite boundary point z of A. Let U be an arbitrary neighborhood 
of z, and choose r > 0 such that the closure of the disc D(z, cr) lies in U. Then 
V = D(z, r) is a neighborhood of z such that A n V lies in a component of 
A n U. It follows that A is locally connected at z. A similar reasoning, based 
on the use of condition 2°, shows that if 00 E 8A, then A is locally connected 
at 00. We conclude that A is a Jordan domain (see l.2 or Newman [IJ, 
pp. 167 and 161). 

We shall see after completing our chain of theorems that in fact, a simply 
connected domain with more than one boundary point is linearly locally 
connected if and only if it is a quasidisc. We shall now establish the second 
link of the chain. 

Theorem 6.4. A uniform domain A is linearly locally connected. 

PROOF. Fix a finite Zo and r>O, and suppose that Zl, z2EAnD(zo,r). 
Since A is uniform, there exists an arc IX joining z 1 and z 2 in A such that 
1(1X) ::0;; alz l - z21 ::0;; 2ar. If ZEIX, we thus have 

Iz - zol::O;; Iz - zll + IZI - zol::O;; 1(1X) + r::O;; (2a + 1)r. 

It follows that IX joins z 1 and Z2 in A n D(zo, cr) if c = 2a + l. 
Next assume that Zl, Z2EA\D(zo,r). We consider an arc IX joining Zl and 

Z2 in A with minl(lXj)::O;; bd(z,8A) for every ZEIX. Set c = 2b + 1. If IX joins ZI 

and z 2 in A \D(zo, ric), the theorem is proved. Now suppose that IX does not 
join ZI and Z2 in A\D(zo,rlc). We prove that, nonetheless, A\D(zo,rlc) is 
connected. 
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By our hypothesis, there IS a point ZEa for which Iz - zol < r/c. For 
j = I, 2 we have 

I(a) ;:0: IZj - zi ;:0: IZj - zol - Iz - zol ;:0: r - r/c. 

Thus 

r(1 - I/c) 2r r 
d(z, aA) ;:0: = - > Iz - zol + -. 

b c c 

We conclude that D(zo,r/c) cA. It follows that ZI and Z2 can be connected 
in A \D(zo, r/c). D 

From the proof we see that A is linearly locally connected with the con­
stant c = 2 max(a, b) + 1. 

6.5. Arc Condition 

Let C be a Jordan curve and Z I' Z 2 finite points of C. They divide C into two 
arcs, and we consider the one with the smaller euclidean diameter. The curve 
C is said to satisfy the arc condition if the ratio of this diameter to the distance 
I Z I - Z 21 is bounded by a fixed number k for all finite Z I' Z 2 E C. 

A circle satisfies the arc condition for the constant k = 1. An example in 
the opposite direction is obtained if we consider the curve C = {x + iyix ;:0: 0, 
y = ±X2}. If ZI = X + ix2, Z2 = X - ix2, then IZI - z21 = 2X2, and the smal­
ler diameter in the above definition is ;:0: x. Hence d/I Z I - Z 21 -> OCJ as x -> 0, 
so that this curve does not satisfy the arc condition. 

We shall now establish the third link of our chain. 

Theorem 6.5. Let A be a simply connected domain whose boundary contains 
more than one point. If A is linearly locally connected, then aA is a Jordan 
curve which satisfies the arc condition. 

PROOF. In 6.4, after defining the notion oflinear local connectivity, we proved 
that aA is a Jordan curve. 

Choose two finite points ZI' Z2EaA and set zo=(zl+z2)/2, r= 
Iz I - z21/2. The theorem follows if we prove that at least one of the arcs 
ai' a2 into which the points ZI' Z2 divide aA lies in the closure of the disc 
D(zo, c2 r). 

The proof is indirect. Suppose there is at> r and points Wi E !Y.i\D(zo, c2 t), 
i = 1,2. Let r < SI < S2 < t; then ZI and Z2 belong to the set aA!l D(zo,sd. 
Since A is a Jordan domain, its boundary points are accessible. We can thus 
find points z; E A !l D(zo, sd and arcs Pi joining z; to Zi in A !l D(zo, s d. By the 
linear local connectivity of A, the points z~ and z; can be joined by an arc P3 
in A !l D(zo, cs2 ). 

The points WI and w2 lie in aA\D(zo,C 2 S 2 ). Therefore, we can find an arc y 
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joining WI and W2 in A\D(zo, cs2 ). But then the cross-cut y does not meet the 
cross-cut f31 u f32 U f33' This is a contradiction, because their endpoints are in 
the order Zl' WI' Z2' W2 on 8A. D 

The proof indicates that if A is linearly locally connected with a constant 
c, then 8A satisfies the arc condition with the constant c2 . 

6.6. Conjugate Quadrilaterals 

We shall now close our chain of theorems by proving that if the boundary of 
a lordan domain A satisfies the arc condition, then A is a quasidisc. This is a 
difficult step for which no simple proof seems to exist. As a preparatory 
result, we give a characterization of quasicircles in terms of quadrilaterals. 

Let C be a lordan curve bounding the domains A I and A 2' Take a se­
quence of four points ZI, Z2, Z3' Z4EC such that A I(ZI,Z2,Z3,Z4) is a qua­
drilateral. Then A 2 (Z4,Z3,Z2,zd is also a quadrilateral, and these two 
quadrilaterals are said to be conjugate. 

Lemma 6.6. Let C be a Jordan curve such that for all conjugate quadrilaterals 
AI' A2 with M(A I) = 1 we have M(A2)::;; K. Then C is a c(K)-quasicircle, 
where c(K) depends only on K. 

PROOF. Let gl: Al ~ Hand g2: A2 ~ H' be conformal mappings, where H' is 
the lower half-plane. Consider the increasing homeomorphism x ~ h(x) = 

g2( gl l(x)) of the real axis. For all quadrilaterals H(ZI,Z2,Z3,Z4) with module 
1 we then have 

We proved in section 5 that the validity of this module inequality is 
a sufficient condition for the existence of a c(K)-quasiconformal mapping 
f: H ~ H with boundary values h. Then fogl extended by g2 is a c(K)­
quasiconformal mapping of the plane carrying A I onto H. Thus C is a 
c(K)-quasicircle. D 

In order to utilize Lemma 6.6, we need a result about the geometry of 
conformal squares. 

Lemma 6.7. Let Q(ZI,Z2,Z3,Z4) be a quadrilateral with module 1, and let Sl and 
S2 denote the euclidean distances in Q between the sides (z I' Z 2), (z 3' Z4) and 
(z 2' Z 3), (Z4' Z I ), respectively. Then 

SI/S2 > 10- 3 . 

PROOF. We may assume that among the arcs which join the sides (Z2' Z3) and 
(Z4, Z I) in Q there is a ')'0 of length S2' Let Zo be the point which divides 1'0 into 
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two parts of length s2/2. Set p(z) = 2/s2 if Iz - Zo I :s; s2/2, p(z) = 1/1 z - Zo I if 
S2/2 < Iz - zol :s; Sl + s2/2, and p(z) = 0 elsewhere. The area mp(Q) of Q in 
this p-metric then satisfies the inequality 

mp(Q):S; n(1 + 21og(1 + 2s l /S 2 ». 
Consider next an arc y joining the sides (z I' Z 2) and (z 3, Z4) in Q. For the 

p-Iength of y we obtain a minorant if we integrate 1/x over a segment with 
endpoints S2/2 and S2/2 + s I. Therefore, 

Setting 

I p(Z)ldZ I ~ log(1 + 2s l /S 2 ). 

1 + 2log(1 + x) 
F(x) = -(l-og-(-1-+-x-)--=)2-

we thus we have by formula (1.7), 

1 = M(Q(ZI,Z2,Z3,Z4»:S; nF(2s l /S 2 ). 

From this we obtain, by interchanging the roles of SI and S2, 

SI 2 2 _ > = > 10- 3 . 
S2 - F- I (lin) e1t +(1t 2 +1t)1/2 - 1 

6.7. Characterizations of Quasidiscs 

We can now establish the remaining link of our chain. 

D 

Theorem 6.6. A Jordan domain whose boundary satisfies the arc condition is a 
quasidisc. 

PROOF. Let C be a Jordan curve which satisfies the arc condition and bounds 
the domains Al and A 2. Choose four points Zl, Z2, Z3' Z4 on C such that 
A 1(ZI,Z2,Z3,Z4) is a quadrilateral with module 1. We shall derive an upper 
bound for the module of the conjugate quadrilateral A 2(Z4,Z3,Z2,zd. 

Let s I denote the distance in A 1 between the sides (z I' Z 2) and (z 3, Z4), and 
dl the same distance measured in the plane. For the remaining sides (Z2,Z3) 
and (z4,zd these distances are denoted by S2 and d2. From Lemma 6.7 it 
follows that 

(6.9) 

Since C satisfies the arc condition, there is a constant k ~ 1 such that one 
of the sides (Z2,Z3), (Z4,ZI) lies inside a disc of diameter kd l . From this we 
conclude that 

(6.10) 
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For if not, one of the sides (2 2 ,23 ), (24 ,2 1 ) lies in a disc of diameter 1O- 3 d2 /n. 
The other, which is at a distance d2 from this one, must lie outside this disc. 
It follows that the sides (2 1,22) and (23 ,24 ) can be joined in A I by a circular 
arc of length :<=:::: 1O- 3 d2 • This is in contradiction with (6.9), and (6.10) follows. 

Since (6.10) is formulated in terms of the distances in the plane, it can be 
used to estimating the module of A 2 . We first conclude as above the existence 
ofa disc 12 - 201 < kd2 /2 which contains one of the sides (2 1,22 ), (23 ,24 ), Let 

r = kd2/2 + 1O- 3d2/nk, 

and define p(2) = 1 if 12 - 201 < r, and p(2) = 0 elsewhere. By (6.10), the 
p-length of an arc y joining the first and the third side of A 2 is ~ 10- 3 d2 /nk. 
Hence, 

M(A 2(24 ,23,22,2d):<=:::: 106n3r2k2/d~ = 106n(nk2/2 + 10-3)2. 

By Lemma 6.6, C is a quasicircle, and the theorem is proved. We remark that 
C is a c(k)-quasicircle where c(k) depends only on the constant k in the arc 
condition. D 

Before summarizing our results we remark that the converse of Theorem 
6.6, which we now know to be true, admits a fairly simple direct proof ([L V], 
p. 101). 

Quasicircles passing through 00 satisfy a particularly simple geometric 
condition. 

Theorem 6.7. Let C be a K-quasicircle passing through 00, and 2 1 , 2 2 , 23 finite 
points of C such that 22 lies between 2 I and 2 3 , Then 

(6.11 ) 

PROOF. Let f be a K-quasiconformal mapping of the plane which maps the 
real axis onto C such that f( (0) = 00. Denote Xi = f- I (2i)' i = 1, 2, 3, and 
C l = {wllw - xII = IXI - x21}, C2 = {wllw - x 3 1 = IX2 - x31}. Join 21 and 
23 by a line segment L, and denote by a l and a2 the first points at which L 
meets f(C d and f(C 2 ) when one moves along L from 21 and from 2 3 , Then 

121 - all + 12 3 - a2 1:<=:::: 121 - 231· 

By Theorem 2.4, 

121 - 221 :<=:::: c(K) 121 - all, 

These yield the desired inequality (6.11). It follows from the proof and our 
remark in 2.5 that (6.11) holds for c(K) = )"(K). D 

Conversely, assume that a Jordan curve C containing 00 satisfies (6.11). 
Then C satisfies the arc condition with the constant c(K), and C is a 
quasicircle. 

The implications in Theorems 6.2-6.6 form an unbroken chain which 
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starts and ends with quasidiscs. This makes it possible to draw the remark­
able conclusion that the converse of each of these theorems is true. It follows 
that quasidiscs can be characterized as domains with the hyperbolic segment 
property of Theorem 6.2, as uniform domains (Theorem 6.3), as domains 
which are linearly locally connected (Theorem 604) or as domains whose 
boundary satisfies the arc condition (Theorem 6.5 or Theorem 6.6). Here we 
assume of course that the domains are simply connected and have more than 
one boundary point. In addition, Theorem 6.1 tells that quasidiscs are Jordan 
domains whose boundaries admit quasiconformal reflection. 

The special position of infinity necessitates some clarification. In defining 
uniform domains A we assumed that 00 is not in A, and Theorem 6.2 is not 
true if A contains 00. By contrast, Theorems 6.5 and 6.6 hold without this 
restriction, which is not utilized in the proofs. It is not hard to prove that the 
converses of these theorems are also valid for domains in the extended plane. 
For Theorem 6.6 this follows immediately from the fact that if A is a quasi­
disc and 00 EA, then aA is a bounded quasicircle. Since the converse of 
Theorem 6.6 holds for quasidiscs of the complex plane, aA satisfies the arc 
condition. 

There are also characterizations of quasi discs in terms of analysis rather 
than geometry. They sometimes reveal surprising connections between var­
ious problems of analysis which on the surface have nothing to do with 
quasiconformal mappings. In 1104 we shall establish a result of this type, using 
Schwarzian derivatives (see especially IIAA). A comprehensive account of the 
main properties of quasi discs known in 1982 is given in Gehring's lecture 
notes [4], which we have utilized to a large extent in this section. These notes 
also contain an extensive bibliography. 

Quasicircles were introduced by Pfluger [2] (1961) and Tienari (1962). In 
1963, Ahlfors [4] characterized quasicircles geometrically by proving that the 
arc condition is necessary and sufficient. In this same paper, he also intro­
duced quasiconformal reflections and used them to prove an important ex­
tension theorem for conformal mappings (Theorem 1104.1). Gehring [2] 
defined the notion of linear local connectivity and proved Theorem 6.5 in 
1977. Theorem 6.3 and its converse were established by Martio and Sarvas 
[I] (1979), and Theorem 6.2 with its converse by Gehring and Osgood [I] 
(\ 979). 



CHAPTER II 

Univalent Functions 

Introduction to Chapter II 

The theory of univalent analytic functions covers a large part of complex 
analysis. In this chapter, we deal with certain aspects of the theory which are 
directly or indirectly connected with Teichmiiller theory. The interaction 
between univalent functions and Teichmiiller spaces was already explained 
briefly in the Introduction to this monograph. A more comprehensive des­
cription is provided by Chapters II, III, and V, taken together. 

In this chapter a central position is occupied by the Schwarzian derivative 
of a locally injective meromorphic function. In section 1 we begin with the 
classical result that the Schwarzian derivative vanishes identically if and only 
if the function is a Mobius transformation. Some other basic properties of the 
Schwarzian and its hyperbolic sup-norm are also established. 

In section 2 we consider Schwarzian derivatives of conformal mappings of 
a simply connected domain A. Particular attention is paid to the case in 
which the image domain is a disc. The norm of the Schwarzian is then 
intimately related to the geometry of A and provides a measure of the dis­
tance of A from a disc. 

Sections 3 and 4 deal with a problem which, apart from its intrinsic interest, 
plays an important part in Teichmiiller theory. Let I be quasiconformal in 
the plane with complex dilatation J1 and conformal in a simply connected 
domain A. The problem is to describe the interrelations existing between J1 
and the Schwarzian derivative of the restrictionilA. 

In section 3 we derive a quantitative estimate which shows that if the sup 
norm of J1 is small, then the norm of the Schwarzian of II A is also small. 
The method of proof can be adapted to the study of many other problems 
concerning univalent functions with quasiconformal extensions. We establish 
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some results of this type, even though they might veer a little off the main 
track from the standpoint of applications to the Teichmiiller theory. 

We return to the main problem in section 4. A basic result says that if a 
function I, merom orphic in a quasidisc, has a small Schwarzian derivative, 
then I is univalent and has a quasiconformal extension to the plane with a 
small /1. It is then proved that the result does not hold in simply connected 
domains which are not quasidiscs. In this section, the interplay of the con­
cepts complex dilatation, quasi disc and Schwarzian derivative becomes very 
concrete. 

In section 5 we consider meromorphic functions in a disc. Results of 
section 4 can then be supplemented and expressed in a more explicit form. 
Again, this is not only of interest in itself but leads to important conclusions 
in Teichmiiller theory. 

1. Schwarzian Derivative 

1.1. Definition and Transformation Rules 

Let us consider a Mobius transformation z --+ I(z) = (az + b)/(cz + d). Dif­
ferentiation yields 

f"(z) 

!'(z) 

Using the notation 

2c (I")' 2C2 T (z) = (cz + d)2· cz + d' 

S = (I")' _ ~(I")2 
:r I' 21" (1.1) 

we conclude that every Mobius transformation satisfies the differential 
equation 

(1.2) 

Conversely, if we start from the equation (1.2) and set y = f"/!', then 
y' = y2/2. From this we deduce, by an easy integration, that every solution of 
(1.2) is a Mobius transformation. 

The expression (1.1) is called the Schwarzian derivative of the function f. It 
can of course be defined for a much more general class of functions than 
Mobius transformations. In order to make clear the notions to be used, we 
remark that in our terminology, a merom orphic function need not necessar­
ily have poles. A holomorphic function is a meromorphic function without 
poles. The word "analytic" is a synonym for "merom orphic", but to avoid 
confusion it is more rarely used. The terms "conformal mapping", "injective 
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meromorphic function", and "univalent analytic (merom orphic) function" ali 
have the same meaning. Sometimes we foliow time-honored practice and say 
"univalent" instead of "univalent analytic". 

Let us first assume that J is holomorphic in a domain A in the complex 
plane and I'(z) =1= 0 in A. We then define the Schwarzian derivative Sf of J by 
means of formula (1.1). 

If, in addition, J(z) =1= 0, we see from (1.1) that 

Sf(z) = Sl/f(Z). 

We use this formula to define Sf(z) for a merom orphic J at points where J has 
a first order pole. It foliows that if a meromorphic J is localiy injective in A, 
then Sf is defined everywhere in A, and it is holomorphic in A. 

Direct computation gives the transformation rule 

Sfog = (Sf og)g'2 + Sg. 

If 9 is a Mobius transformation, we have Sg = 0, and so 

Sfog = (Sfog)g'2. 

(1.3) 

(1.4) 

This formula can be used to define the Schwarzian derivative at infinity. 
Assume that J is meromorphic and localiy injective in a domain which 
contains 00, and let cp be defined in a neighborhood of the origin by 
cp(z) = J(1/z). By (1.4), we have z4 S",(z) = Sf(1/z). Hence, if we define 

Sf( 00 ) = lim Z4 S",(z), 
=-0 

then Sf is holomorphic at 00. We see that Sf has a zero of order ~ 4 at 
infinity. In conclusion, the Schwarzian derivative can be defined in any do­
main A for every function J merom orphic and localiy injective in A, and it is 
a holomorphic function in A. 

The Schwarzian derivative wili playa very central part throughout this 
chapter on univalent functions and in the presentation of Teichmiilier theory 
in Chapters III and V. It was introduced to complex analysis in 1869 by 
H. A. Schwarz ([1], p. 78). Schwarz established equation (1.2) and used it to 
map a simply connected domain bounded by finitely many circular arcs con­
formaliy onto a disc. 

The special role of Mobius transformations in connection with Schwarzian 
derivatives appears not only from equation (1.2) but also from the invariance 
property foliowing from (1.3) and (1.2): If J is a Mobius transformation, 

Sfog = Sg. 

In studying the local approximation of a meromorphic function by Mobius 
transformations Martio and Sarvas arrived at the Schwarzian derivative in 
a way which justifies using the word "derivative" for the operator Sf. Let J be 
a localiy injective merom orphic function in a domain A and Zo an arbitrary 
finite point of A. Then there is a unique Mobius transformation h such that 
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. (h 0 f)(z) - z 
hm _ 3 
=~=o ('" - zo) 

is finite. This limit is equal to Sf{zo)/6. 
In the proof we may assume that f{zo) =1= 00, for if h corresponds to 

I/f, then z --> h{l/z) corresponds to f For an undetermined Mobius 
transformation h, we write (h 0 f)(z) = ao + adz - zo) + az{z - zo)Z + 
a3{z - ZO)3 + .... Since h depends on three complex parameters, there is a 
unique h such that ao = Zo, a 1 = 1, az = O. Then ({h o f)(z) - z)/{z - ZO)3 has 
the finite limit a3 as z --> zo0 A direct computation, based on a 1 = 1, az = 0, 
and Sh = 0, shows that 6a3 = Sf{zO)' 

1.2. Existence and Uniqueness 

The Schwarzian derivative can be prescribed: 

Theorem 1.1. Let cp be a holomorphic function in a simply connected domain A 
in the complex plane. Then there is a meromorphic function f in A such that 

Sf = cpo (1.5) 

The solution is unique up to an arbitrary Mobius transformation. 

PROOF. Through the substitution y = J"/J' equation (1.5) transforms to the 
Riccati equation y' - yZ/2 = cpo From this we obtain, by the standard sub­
stitution y = -2w'/w, the linear second order equation 

w" + tcpw = O. (1.6) 

It is a well-known result in the classical theory of linear differential equa­
tions that given a point Zo E A, equation (1.6) has a unique holomorphic 
solution w in a neighborhood of Zo, once we prescribe the values w(zo) and 
w'{zo). It is also easy to verify this directly, with the aid of power series. In 
fact, we have cp{z) = 2 L an{z - zot in a disc around Z00 If 

00 

w(z) = L cn{z - zot, 
n=O 

then for w to be a solution we obtain from (1.6) 

n-Z 
n{n - I)cn + L an-Z-kck = 0, 

k=O 

(1.7) 

n = 2,3, .... 

The coefficients Co and C1 can be chosen arbitrarily; we take Co = 0, C1 = 1. 
Next we fix an r, 0 < r < 1, and a finite number M > 1 such that lanl < Mr-n, 
n = 0, 1, ... , and that Mrz < 1. Then 

n-Z n-Z 
n{n - I)lcnl :s; M L r-n+2+ klck l < r-n L rklckl. 

k=O k=O 
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The hypothesis Ickl S;; r- k for k = 0, 1, ... , n - 2, which is fulfilled for k = 0, 
1, gives nlcnl S;; r-n. It follows that (1.7) is a holomorphic solution of (1.6) in 
the disc Iz - zol < r. 

Since A is simply connected, we can apply the Monodromy theorem and 
obtain a global solution of (1.6) by analytic continuation. 

Let WI and W2 be two linearly independent holomorphic solutions of (1.6). 
Since WI w~ - W~W2 = 0, we have WI w; - w~ W2 = constant. This constant is 
not zero, because WI and W2 are linearly independent. Set I = W I /W2; then I 
is a locally injective meromorphic function in A. Direct computation yields 
J"/J' = -2w;/w2, and so Sf = -2W~/W2 = cp. 

From the invariance of the Schwarzian derivative under Mobius transfor­
mations we conclude that, if I is a solution of (1.5) and h an arbitrary Mobius 
transformation, then hoI also is a solution of (1.5). 

Assume, conversely, that I and g are solutions of (1.5) in A. Since I is 
locally injective, we can define go I-I locally. Using (1.3) we deduce from 
Sf == Sg that Sgor' = O. It follows that locally g = hoI, where h is a Mobius 
transformation. But then g = hoI with the same Mobius transformation h 
everywhere in A, and the uniqueness part of the theorem is proved. D 

We supposed in Theorem 1.1 that 00 is not in A. If 00 E A, it follows from 
the definition of the Schwarzian derivative at 00 (see 1.1) that Theorem 1.1 
remains valid under the sole restriction that the given function cp must have 
a zero of order ;::: 4 at infinity. In particular, a function is determined by its 
Schwarzian derivative up to a Mobius transformation. 

1.3. Norm of the Schwarzian Derivative 

The Schwarzian derivative Sf measures the deviation of I from a Mobius 
transformation. In order to make this statement more precise we introduce a 
norm for Sf. 

Let A be a simply connected domain conformally equivalent to a disc and 
YJ the Poincare density of A (cf. I. 1.1). For functions cp holomorphic in A we 
define the norm 

II cp IIA = sup Icp(z)IYJ(z)-2. 
ZE A 

In particular, 
IISfllA = supISf(z)IYJ(z)-2. (1.8) 

ZE A 

There are many reasons to use this "hyperbolic sup-norm" instead of the 
ordinary norm supISf(z)l. We shall soon see that (1.8) exhibits more in­
variance with respect to Mobius transformations than supISf(z)l. This is 
important as such and becomes crucial when we generalize the notion of 
Schwarzian derivative to Riemann surfaces, because ISf IYJ- 2 is a function on 
a Riemann surface whereas ISfl is usually not. 
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It is important to see how the norm (1.8) transforms under conformal map­
pings. Let f and g be meromorphic functions in a domain A and h: B --> A a 
conformal mapping. By the transformation rule (1.3), 

SJoh - Sgoh = (SJoh - Sgoh)h'2. 

We also know that the hyperbolic metric is conformally invariant: 'iB = 
('lA oh)lh'l· If w = h(z), we thus obtain the basic invariance formula 

ISJ(w) - Sg(W) I 
'lA(W)2 

ISJoh(z) - Sgoh(z)1 

'lB(zf 
(1.9) 

Equation (1.9) yields a number of results about the norm. First, it follows 
immediately from the definition of the norm that we have the invariance 

IISJ - SgllA = IISJoh - SgohllB' 

For the special case in which g = h- I is a conformal mapping of A we obtain 
the formula 

(1.1 0) 

which will be repeatedly used later. If we choose f here to be the identity 
mapping, we get the invariance 

(1.11) 

between a conformal mapping and its inverse. Finally, if g = h- I is a Mobius 
transformation, (1.9) shows the invariance of ISJI/'l2 under Mobius transfor­
mations, and (1.10) assumes the form 

( 1.12) 

We see that II SJ II is completely invariant with respect to Mobius transforma­
tions: If hand g are Mobius transformations, the norms of the Schwarzians 
are the same for f in A and h 0 fog in g-I(A). 

1.4. Convergence of Schwarzian Derivatives 

Suppose that the functions fn, n = 1, 2, ... , are meromorphic and locally 
injective in a domain A. If they converge to a locally injective merom orphic 
function f locally uniformly in A, then the Schwarzians SJn also tend to SJ 
locally uniformly in A. However, this does not imply convergence in norm: 

From 

lim SJ"(z) = SJ(z) 

locally uniformly in A, it does not necessarily follow that 

lim IISJn - SJIIA = O. ( 1.13) 
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A counterexample is obtained as follows. Let rn, 0 < rn < 1, n = 1, 2, ... , 
be numbers tending to 1 and A = {zllzl > 1}. If we set fn(z) = z + rn lz, 
f(z) = z + l iz, then f" and fare meromorphic and even globally injective 
in A. From Ifn(z) - f(z)1 < 1 - rn we see that fn(z) -> f(z) uniformly even in 
the whole domain A. In spite of this, it follows from IJA(Z) = (lzl2 - 1)-1 and 

6 

that 

for every n. 
The approximating functions f" map A onto the exteriors of ellipses which 

collapse to a slit domain f(A). However, if a slit domain is approximated 
differently, we do get for the Schwarzian derivatives both locally uniform 
convergence and convergence in norm. 

This is seen from the example in which A is the upper half-plane and 
fn(z) = zan, where the numbers an are positive and tend increasingly to 2. 
Then f" and the limit function z -> f(z) = Z2 are univalent in A. From 
SfJz) = (1 - a; )/(2z2) it follows that 

4 - a2 

ISfJz) - Sf(z)1 = 2Izl/' IISfn - SfllA = 2(4 - a;). 

We see that SfJz) -> Sf(z) locally uniformly in A and that Sfn -> Sf in norm. In 
this case f(A) is the plane slit along the non-negative real axis, and the 
approximating domains f,,(A) = {wlO < arg w < nan} are infinite sectors. 

Figure 2 illustrates the difference between the two cases. In order to get the 
same limit domain and the same "critical" points, we have replaced f" in the 
first example by 2f,,1( 1 + rn) and in the second one by 2(f" + bn)/(f" - bn) with 
bn = einan/2. These changes leave the Schwarzians invariant. 

The converse problem is to study whether we can conclude from (1.13) that 
the mappings fn converge to f Since the Schwarzian derivative determines 

[" 
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f 
-4 

~
' , 
1 , , , 

. , . , , . 
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[" 
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f 
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Example 2. 

Figure 2 
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h" o 
z ~ log: Ii 8 

Figure 3 

the function only up to a Mobius transformation, some normalization is of 
course needed for the functions fn and f. 

If no normalization is imposed on the functions fn in (1.13), they may 
converge pointwise but the limit can be very different from f. For instance, 
consider the mappings z -+ f(z) = log z and z -+ fn(z) = zl/n in the upper half­
plane. Since Sf(z) = 1/(2z 2), we have 

II Sfn - Sf II = 2/n2, 

and so (1.13) is valid. But fn(z) does not tend to logz but to the constant 1. 
The situation changes if suitable Mobius transformations are applied to fn 

and f. In fact, set 
7r 1 + we-(7[i/2n) 

hn(w) = tan - ' ( '/ 2 ) ' 4n 1 - we 7[, n 

7r 

h ( w) = -m-' ---::-2-w 

(For the images of the upper half-plane under hn 0 fn and h 0 f, see Fig. 3.) 
We still have of course Shn ofn -+ Sh of' but now we also have lim hn(zl /n) = 
h(log z). 

In general, the reasoning might go as follows. If we can infer that the 
functions f,. constitute a normal family, then there is a subsequence f,., which 
tends locally uniformly to a limit function fo. If fo is a locally univalent 
meromorphic function, then Sfn, (Z) -+ Sfo(z) for every z E A. On the other 

hand, (1.13) implies that SfJz) -+ Sf(z) in A. Hence, by the uniqueness part of 
Theorem 1.1, f = h 0 fo, where h is a Mobius transformation. 

Let us give an application. Assume that in (1.13) the functions f,. are 
conformal mappings of A which have K-quasiconformal extensions to the 
plane and which keep three fixed boundary points ai' a2 , a3 of A invariant. 
By Theorem I.2.1, the mappings fn form a normal family . Let fo be the limit 
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of a locally uniformly convergent subsequence J~ .. In A the function fa is 
conformal and Sfn = lim Sfn. Hence, we conclude as above that .f = h 0 fa, 

where h is a Mobius transformation. It follows that f also is a conformal 
mapping of A with a quasiconformal extension. If f fixes ai' a2, a3, then 
every convergent subsequence fn. tends to f In this case (1.13) implies that the 
sequence (j~) itself converges pointwise and f(z) = lim fn{z) locally uniformly 
in A. 

We remark that there is a certain analogy in the behavior of Schwarzian 
derivatives and complex dilatations. In 1.4.6 we pointed out that locally 
uniform convergence of quasiconformal mappings does not imply the con­
vergence in L ro-norm of their complex dilatations. On the other hand, Theo­
rem 1.4.6 shows that the L ro-convergence of complex dilatations does imply 
pointwise convergence of suitably normalized mappings. 

1.5. Area Theorem 

Let us leave Schwarzian derivatives for a moment and establish a classical 
result on univalent functions, which we shall need in estimating the norm of 
the Schwarzian derivative of a conformal mapping. 

Theorem 1.2 (Area Theorem). Let f be a univalent meromorphic function in the 
domain {zllzl > l}, with a power series expansion 

ro 
f(z) = Z + L bnz-n. (1.14) 

n=O 

Then 
00 

L nlbn l2 ::s;; 1. ( 1.15) 
n=l 

The inequality is sharp. 

PROOF. Let Cp be the image of the circle Izl = p > 1 under f The finite 
domain bounded by Cp has the area 

mp = ~t wdw. 
p 

Substituting w = f(z) and considering (1.14) we obtain 

00 

mp = np2 - n L nlbnI2p-2n. 
n=1 

As an area, mp > 0 and the result (1.15) follows as p -> 1. D 

The Area theorem was first proved by Gronwall in 1914 and efficiently 
used by Bieberbach two years later. It is a historically significant result as it 
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marks the beginning of the systematic theory of univalent functions. We need 
the following immediate consequence of it: 

Under the assumptions olthe Area theorem, 

(1.16) 

Equality holds if and only ifl(z) = z + eiO/z. 
For the extremal function of (1.16), the equality sign holds as well in (1.15). 

For (1.15), there are many other extremals. 
The functions satisfying the conditions of the Area theorem with bo = 0 are 

said to form the class L. Another important class in the theory of univalent 
functions is S, which consists of functions 1 univalent and holomorphic in 
the unit disc with 1(0) = 0, 1'(0) = 1. If 1 E Sand I(z) = z + If anzn, then 
z ---+ qJ(z) = 1/I(z-2)1/2 belongs to Land qJ(z) = z - ta2/z + .... Hence by 
(1.16), 

(1.17) 

with equality only for the Koebe functions z ---+ z/(1 + eiO Z)2. 
If 1 E Sand g is an arbitrary conformal self-mapping of the unit disc, then 

log - l(g(O)) 

I' (g(O) )g' (0) 
(1.18) 

belongs to S. Setting g(O = (( + z)/(1 + Z{), we obtain by calculating a2 for 
(1.18) and considering (1.17), 

I"(z) 
1(1 - Iz12) I'(z) - 2:Z1 s 4. 

Integration of this inequality twice leads to the estimate I/(z)1 ~ Izl/(1 + Iz1)2. 
As Izl ---+ 1 we get the Koebe one-quarter theorem which we used already in 
1.1.1. 

1.6. Conformal Mappings of a Disc 

By Theorem 1.1, any function qJ holomorphic in a simply connected domain 
A of the complex plane is the Schwarzian derivative of a function 1 which is 
meromorphic and locally injective in A. It follows that ISf (z)I/'1A(z)2 can grow 
arbitrarily rapidly as z tends to the boundary of A. In particular, there are 
many classes of functions 1 for which the norm of Sf is infinite. Even if 1 is 
bounded, it may happen that II Sf IIA = 00. An example is the function 

z ---+ I(z) = exp((z + 1)/(z - 1)) ( 1.19) 

in the unit disc, for which Sf(z) = - 2(1 - Z)-4. 

The behavior of (1.19) differs greatly from that of a Mobius transformation 
in that (1.19) takes every value belonging to its range infinitely many times. 
In contrast, a univalent 1 is analogous to a Mobius transformation in its 
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value distribution, and it will turn out that the norm of its Schwarzian is 
always finite. We shall first prove this in the case where A is a disc, a disc 
meaning a domain bounded by a circle or a straight line. 

Theorem 1.3. Iff is a cmiformal mapping of a disc, then 

(1.20) 

The bound is sharp. 

PROOF. By formula (1.12) it does not matter in which disc f is defined. We 
suppose that f is a conformal mapping of the unit disc D. Let us choose a 
point zoED and estimate ISf (zo)I1J(zo)-2 = (1 -lzoI2)2ISf(zo)l. By (1.9), this 
expression is invariant under Mobius transformations. Hence, we may as­
sume that Zo = O. Also, since f can be replaced by h 0 f, where h is an arbi­
trary Mobius transformation, there is no loss of generality in supposing that 
f E S. Let an denote the nth power series coefficient of f. 

The function 

00 

Z --> Il.f(1/z) = z + I bnz-n 
n=O 

satisfies the conditions of the Area theorem. From b l = a~ - a3 we thus 
conclude that I a~ - a 3 1 :s; 1. On the other hand, Sf(O) = 6(a3 - a~). Conse­
quently, ISf(O)1 :s; 6, and (1.20) follows. 

For the Koebe functions f the coefficient b l of z --> l/f(1/z) is of absolute 
value 1. Hence, for the Koebe functions la~ - a3 1 = 1, and equality holds in 
(1.20). More generally, in D equality holds in (1.20) for all functions h 0 fog, 
where g is a conformal self-mapping of D, f a Koebe function, and h an 
arbitrary Mobius transformation. In the upper half-plane, z --> f(z) = Z2 is a 
simple example of a univalent function for which II Sf II = 6. 0 

The estimate (1.20) was proved by Kraus [1] in 1932. His paper was 
forgotten and rediscovered only in the late sixties. Meanwhile, (1.20) was 
attributed to Nehari ([1]) who proved it in 1949. 

2. Distance between Simply Connected Domains 

2.1. Distance from a Disc 

Let A be an arbitrary simply connected domain which is conformally equi­
valent to a disc. Even in this general case, the norm of the Schwarzian 
derivative of a conformal mapping of A is always finite, but the bound may 
be as high as 12. 
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In order to study the situation more closely, we introduce the domain 
constant 

b(A) = IISfIIA' 

where J is a conformal mapping of A onto a disc. We call b(A) the distance oj 
the domain A Jrom a disc. In view of the invariance of the norm of the 
Schwarzian derivative under Mobius transformations, the distance b(A) is 
well defined. 

We have b(A) = 0 if and only if A is a disc. By Theorem 1.3 and formula 
(1.11 ), 

b(A) :::;; 6 

for all domains A. The distance b(A) measures how much A deviates from a 
disc, or equivalently, how much a function J mapping A onto a disc deviates 
from a Mobius transformation. 

An illustrative example is provided by the case in which A is the exter­
ior of the ellipse {z = ei'P + ke-i'PIO :::;; qJ < 2n}, 0:::;; k :::;; 1. (For k = 1, the 
ellipse degenerates into the line segment with endpoints ± 2.) The func­
tion z --> J(z) = z + k/z maps the disc E = {zllzl > 1} conformally onto A. 
Because Sf(z) = -6k(zz - k)-z, it follows that 

b(A) = 6k. 

We see that b(A) changes continuously from 0 to 6 as k increases from 0 to 1. 
Thus the range of b(A) for varying domains A is the closed interval [0,6]. 

Another simple example is the angular domain A = {ziO < argz < kn}, 
o < k :::;; 2. Now z --> J(z) = Zk maps the upper half-plane onto A. From 
Sf(z) = (1 - kZ)/(2zZ) we obtain 

b(A) = 21kz - 11. (2.1) 

Again, b(A) covers the whole closed interval from 0 to 6 as k grows from 1 to 
2. 

It might be expected that domains close to a disc are quasidiscs. This is 
indeed the case: In section 3 we shall prove that for a K-quasidisc A the 
distance b(A) --> 0 as K --> 1, and in section 5 that all domains with b(A) < 2 
are quasidiscs. 

2.2. Distance Function and Coefficient Problems 

The problem of estimating the distance function b(A) is connected with 
classical problems regarding the power series coefficients of univalent func­
tions. Theorem 1.3 gave an indication of this. To make this more precise, we 
first note that in view of formula (1.11), we could define b(A) with the aid of 
conformal mappings of the unit disc D onto A. Let g be a conformal self­
mapping of D, such that g(O) = zoo Since I1D(O) = 1, we conclude from the 
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invariance relation (1.9) that 

ISj (zo)I17(zO)-2 = ISjog(O)I· 

This yields the characterization 

J(A) = sup{ISj(O)II/: D -T A conformal} 

for the distance function. 

(2.2) 

Since composition of 1 with a Mobius transformation does not change 
J(A), we may further assume that 1(0) = 0,1'(0) = 1 and that 00 is not in A, 
i.e., that 1 E S. Then 

(2.3) 

Hence, determining J(A) amounts to maximizing the expression la 3 - a~l. 

2.3. Boundary Rotation 

As an example of the use of the characterization (2.2) and the formula (2.3), 
we shall determine the sharp upper bound for J(A) in certain classes of 
domains characterized geometrically in terms of their boundary. We shall 
first introduce "boundary rotation". 

Let A be a domain of the complex plane whose boundary is a regular 
Jordan curve. It follows that 8A is the image of the interval [0,2n) under a 
continuously differentiable injection y with a non-zero derivative. Let nljJ(t) 
be the angle between the tangent vector y'(t) to 8A at y(t) and the vector in 
the direction of the positive real axis. We assume that y(t) describes 8A in 
the positive direction with respect to A as t increases. Then 

f2" 

o dljJ(t) = 2. (2.4) 

The boundary rotation of A is the total variation of nljJ. If 

f2" 

o IdljJ(t)1 = k < 00, (2.5) 

the domain A is said to have the boundary rotation kn. 
For an arbitrary domain A in the complex plane conformally equivalent to 

a disc, boundary rotation is defined as follows. Let An, n = 1, 2, ... , be an 
exhaustion of A, i.e., An c: An+l c: A for every nand u An = A. Suppose that 
An c: Bn, En c: A, and that Bn is bounded by a regular Jordan curve. For a 
fixed n, let IXn be the infimum of the boundary rotations of all such domains 
Bn. Then the boundary rotation of A is defined to be IX = lim IXn. The limit IX 

does not depend on the choice of the exhausting domains An, and it agrees 
with the previously defined boundary rotation for domains whose boundary 
is a regular Jordan curve. 

Boundary rotation can also be defined directly for the above domain A in 



2. Distance between Simply Connected Domains 63 

purely analytic terms. Let f be a conformal mapping of the unit disc D onto 
A, and let 

z!"(z) 
u(z) = 1 + Re-f . 

'(z) 

Then the boundary rotation of A is equal to 

f21[ 

lim lu(reilP)1 dcp. 
r~l 0 

(2.6) 

(2.7) 

Suppose that A has finite boundary rotation kn. From the finiteness of(2.7) 
it follows that the harmonic function u can be represented by means of the 
Poisson-Stieltjes formula. Integration then yields 

(2.8) 

Here 1/1 is a function of bounded variation satisfying (2.4) and (2.5). It agrees 
with the 1/1 defined earlier using the tangent if 8A is a regular Jordan curve. In 
integrated form (2.8) is a generalization of the classical Schwarz-Christoffel 
formula for the function mapping a disc conformally onto the interior of a 
polygon. 

Conversely, let 1/1 be a function of bounded variation satisfying (2.4) and 
(2.5). Under the additional condition k ~ 4, a function f whose derivative is 
defined by (2.8) is then univalent in D and maps D onto a domain with 
boundary rotation kn. 

Convex domains of course have finite boundary rotation. More exactly, a 
domain is convex if and only if its boundary rotation is 2n. Equivalent to this 
is the assertion that the function u defined by (2.6) is positive in D or that the 
function 1/1 is non-decreasing. 

For convex domains formula (2.8) was derived by Study in 1913. The 
notion of boundary rotation was introduced in 1931 by Paatero; his thesis 
[1] contains detailed proofs for all the results in this subsection. 

2.4. Domains of Bounded Boundary Rotation 

Using the representation formula (2.8) we can easily estimate <5(A) for convex 
domains. 

Theorem 2.1. If A is Mobius equivalent to a convex domain, then 

<5(A) ~ 2. (2.9) 

Equality holds if A is the image of a parallel strip under a Mobius trans­
formation. 

PROOF. We may assume that A itself is convex. Let f be an arbitrary con­
formal mapping of D onto A. In view of (2.2), inequality (2.9) follows if we 
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prove that ISJ(O)I ~ 2. Since we may replace f by the function z -.... cf(ze i",) for 
c complex and If> real, there is no loss of generality in assuming that SJ(O) ~ 0 
and that /,(0) = 1. 

From (2.8) we obtain by direct computation 

SJ(O) = L21t e- 2iB dljJ(8) - t( f: 1t e- iB dljJ(8) y. (2.10) 

Since SJ(O) is real and dljJ(8) ~ 0, it follows that 

f 21t (f21t )2 (f21t )2 SJ(O) = 0 cos 28 dljJ(8) - t 0 cos 8 dljJ(8) + t 0 sin 8 dljJ(8) 

f 21t (f21t )2 f21t ~ 0 cos 28 dljJ(8) - t 0 cos 8 dljJ(8) + 0 sin2 8 dljJ(8) (2.11 ) 

f 21t (f21t )2 f21t = 0 cos 2 8 dljJ(8) - t 0 cos 8 dljJ(8) ~ 0 cos 2 8 dljJ(8) ~ 2. 

Because SJ(O) ~ 0, we have proved (2.9). 
Equality holds if 

f2" 

o cos 2 8 dljJ(8) = 2, f
21t 

o cos 8 dljJ(8) = O. 

These conditions are fulfilled if IjJ has a jump + 1 at the points 0 and n and is 
constant on the intervals (0, n) and (n, 2n). Then SJ(O) = 2, and it follows from 
(2.8) that /,(z) = (1 - Z2)-I. We conclude that the image of D is a parallel 
strip. D 

Theorem 2.1 expresses in a quantitative manner the fact that a convex 
domain is close to a disc: Its distance to a disc is at most 2, while the distance 
can be as large as 6 in the general case. 

Not all domains close to a disc need be Mobius equivalent to a convex 
domain, as the example A = {ziO < argz < kn}, k > 1, shows. Its boundary 
forms two interior angles> n, one at 0 and the other at 00. Since these angles 
are preserved under Mobius transformations, A is not Mobius equivalent 
to a convex domain. On the other hand, by formula (2.1) we have c5(A) = 
2(k 2 - 1). 

Theorem 2.1 can be generalized. 

Theorem 2.2. Let A be Mobius equivalent to a domain with boundary rotation 
~kn. Ifk ~ 4, then 

The bound is sharp. 

2k + 4 
c5(A) ~ 6 _ k . (2.12) 
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k = 2.5 k = 3.5 

Figure 4. Extremal domains. 

The main lines of the proof are the same as those in Theorem 2.1. After 
similar initial remarks we start from (2.10), assuming this time that Sf(O) < O. 
In the first line of (2.11) we now ignore the third integral and conclude that 

ISf(O)1 ~ t(J:" COSOdl/l(O)Y - J:" cos20dl/l(O). 

With attention paid to (2.4) and (2.5), the estimate (2.12) follows from this 
after some computation; for the details we refer to Lehto and Tammi [1], 
p.255. 

From (2.8) we get for the extremal J with J(O) = 0 the representation 

f= (1 + Ok12-1 

J(z) = ( 4 _ 2k )k/4+1/2 d(. 
o 1 + _ _ ( + (2 

6-k 

The corresponding domain A = J(D) is symmetric with respect to the real 
axis. Its boundary consists of two half-rays in the right half-plane emanating 
from a point of the real axis and forming the angle kn/2 in A, and of a 
vertical line in the left half-plane (Fig. 4). As k grows from 2 to 4, the vertical 
line moves to the left until it disappears when k = 4, i.e., it then reduces to the 
point 00. 

2.5. Upper Estimate for the Schwarzian Derivative 

The use of the distance function <5 makes it possible to generalize Theorem 
1.3 in a precise form. 

Theorem 2.3. Let A and A' be domains conJormally equivalent to a disc and 
J : A -> A' a conformal mapping. Then 

II Sf II A ~ <5(A) + <5(A' ). (2.13) 

The estimate is sharp Jor any given pair oj domains A and A'. 

PROOF. Let h be a conformal mapping of the unit disc D onto A. From 
J = (foh)oh - 1 we conclude that IISfllA = IISf oh - ShIID' Since 



66 II. Univalent Functions 

the triangle inequality yields (2.13). 
In order to verify that the estimate (2.13) cannot be improved, we consider 

conformal mappings hi: D -> A, h2 : D -> A'. Given an e> 0, we choose hi 
and hz such that 

i = 1,2. (2.14) 

This is possible, because ISf (z)I1J(zf Z is invariant under Mobius transforma­
tions (cf. the reasoning in 2.2). 

Let g be the rotation z->eiBz. Then f=hzogoh~1 maps A conformally 
onto A', and 

Now 

IISh20g - Sh,lID ~ ISh2og(0) - Sh,(O)1 = ISh2(0)eZi9 - Sh,(O)I. 

For a suitable e we obtain from this and (2.14), 

II Sf ilA ~ ISh,(O)1 + ISh,(O)1 > b(A') + b(A) - 2e. 

Consequently, (2.13) is sharp. 

From Theorem 2.3 we obtain the new characterization 

b(A) = tsup{ II Sf IIAlf conformal self-mapping of A} 

for the distance function. 

2.6. Outer Radius of Univalence 

Let us introduce another domain constant 

/Jo(A) = sup{IISfllAlfunivalent in A}. 

o 

We call /Jo{A) the outer radius of univalence of A. In III.S.1 we shall also define 
the inner radius of univalence of A. 

Theorem 2.3 shows that there is a simple connection between the outer 
radius of univalence and the distance function b (Lehto [6]). 

Theorem 2.4. Let A be a domain conformally equivalent to a disc. Then 

/Jo(A) = b(A) + 6. (2.15) 

PROOF. We write the definition of /Jo(A) in the form 

/Jo(A) = sup{ II Sf II A If: A -> A' conformal}. 
A' 
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Then it follows from Theorem 2.3 that 

IJo(A) = b(A) + supb(A'). 
A' 

Hence, we obtain (2.15) from Theorem 1.3. o 

We can thus extend Theorem 1.3 to domains A for which we know b(A). 
For instance, if I is univalent in the sector A = {ziO < arg z < kn}, 1 ~ k ~ 2, 
then II Sf II A ~ 2k2 + 4, or if I is univalent in a convex domain A, then 
IISfIiA~8. 

Since b(A) ~ 6, we see that in all simply connected domains A and for all 
functions I univalent in A, we always have 

IISfllA ~ 12. 

The maximum 12 can be attained. We must then have b(A) = 6, and extre­
mals are obtained, for instance, if we consider suitable self-mappings of such 
domains A. 

As one example, let us consider the domain A which is the complement of 
the line segment {x I - 1 ~ x ~ I} with respect to the extended plane. In the 
disc E = {wllwl > 1} we set ho(w) = (w + eiO jw)j2, 0 ~ 8 ~ n, and define 

10 = e- iO/ 2 ho 0 hoI. 

Then every ho is a conformal mapping of E, and 10 a conformal self-mapping 
of A. We have 

8 . r:::z-1 . 8 
lo(z) = zcos 2 - Iv z - 1 sm 2· 

From Sh,(W) = _6e iOj(w 2 - eiO )2 and IISfoliA = IISh, - ShoilE it follows that 

. 8 
IISf,IIA;::: 12sm2· 

In particular, the maximum value 12 is taken by the function 

z --+ I,,(z) = - ip-=t. 
There is even a point of A, namely 00, at which ISf Jz)IIJA(Zr 2 takes the 
value 12. 

2.7. Distance between Arbitrary Domains 

Let us consider again two domains A and A' which are conformally equiva­
lent to a disc. As a generalization of the distance to a disc, we introduce the 
number 

b(A, A') = inf{ II Sf IIAII: A --+ A' conformal} 

and call it the distance between the domains A and A'. 
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The triangle inequality yields the estimates 

Ib(A) - b(A')1 s b(A, A') S b(A) + b(A'). 

Equality holds in both places if A or A' is a disc. A less trivial example of 
equality in the lower estimate is provided by the angular domains 

A = {ziO < argz < kn}, A' = {ziO < argz < k'n}, 

Os k s k' s 2. If 11 (z) = z\Il(z) = Zk', then j~ 011-1 is a conformal mapping 
of A onto A'. Hence 

b(A, A') s II Sf, - Sf! 11f! = 2(k'1 - k1). 

If k' < 1 or if k ~ 1, we have 2(k'1 - kl) = 2(1 - kl) - 2(1 - k'l) = 

Ib(A) - b(A')I, so that in these cases b(A, A') = Ib(A) - b(A')I. 
If k' > 1, k < 1, then 2(k'1 - kl) = b(A) + b(A'), but b(A, A') is presumably 

smaller. 
Let 0 be the quotient of the set of domains conformally equivalent to a 

disc by the group of Mobius transformations. The equivalence class con­
taining all discs can be called the origin of 0 and our previous function b(A) 
the distance to the origin of the equivalence class which contains A. 

It is an open problem whether 

b(A, A') = 0 

implies that A and A' are Mobius equivalent. If the answer is affirmative, then 
(0, b) is a metric space. Another open problem is to determine the diameter 
ofO. 

3. Conformal Mappings with Quasiconformal 
Extensions 

3.1. Deviation from Mobius Transformations 

Let I be a sense-preserving homeomorphism of the extended plane onto 
itself. If I is conformal everywhere, then I is a Mobius transformation. If I is 
a quasiconformal mapping whose complex dilatation 11 is small in absolute 
value, we know that I behaves locally almost like a conformal mapping; we 
remind the reader of the simple geometric interpretation of IIl(z)1 in 1.4.1. 
Thus the number 111111 C1j can be regarded as a measure for the deviation of I 
from a Mobius transformation. 

Suppose now that I is quasiconformal in the extended plane with complex 
dilatation 11 and that, furthermore, I is conformal in a simply connected 
domain A. From the results in the preceding sections we know that there is 
another measure for the deviation of I from a Mobius transformation, its 
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Schwarzian derivative: If the norm IISJ1A II is small, then at least in A the 
mapping f is close to a Mobius transformation. 

It turns out that the norms 111111 ex and IISJIA II are closely related. If 111111 Cf) is 
small, then so is IISJ1A II, i.e., the behavior of f in the complement of A, which 
contains the support of 11, is reflected in the behavior of f in A (Theorem 3.2 
in this section). Conversely, if f is conformal in a quasidisc A and II SJ II A is 
small, then f can be extended to a quasiconformal mapping of the plane with 
a small 111111:0 (Theorem 4.1 in the following section). 

The study of the relationships between complex dilatations and Schwar­
zian derivatives will be one of the leading themes of this monograph. Apart 
from its intrinsic interest, the possibility of using these two apparently dif­
ferent measures of the deviation from Mobius transformations is important 
in the theory of Teichmiiller spaces. 

3.2. Dependence of a Mapping on its Complex Dilatation 

In studying the effect of the complex dilatation on the Schwarzian derivative 
we need a result detailing how a quasiconformal mapping changes when its 
complex dilatation is multiplied by a complex number. We consider the 
normalized case of Theorem 1.4.3 and make use of the representation formula 
given therein. 

Theorem 3.1. Let ~l he a measurable function in the plane with bounded support 
and 11111100 < 1. Let z --> f(z, w) be the quasiconfonnal mapping of the plane with 
complex dilatation '1'.'11 and with the property lim (f(z, w) - z) = 0 as z --> 00. 

ThenJor every fixed z =I 00, the function w --> f(z, '1'.') is holomorphic in the disc 

Iwl < 1/11111100' 
AlsoJor every fixed z outside the support of 11, the derivatives of the analytic 

function z --> f(z, w) depend hoiomorphically on w for I wi < 1/111111,"" 

PROOF. By Theorem 1.4.3, 
00 

f(z) = f(z, 1) = z + L TCfJi(l1)(z), 
i=l 

where we now write CfJi(l1) instead of CfJi to accentuate the dependence of CfJi on 
11. From the definition of the functions CfJ;(I1) it follows that 

CfJi(WIl) = WiCfJi(I1)· 

Hence, 

ex 

f(z, w) = z + L TCfJi(I1)(Z)W i. (3.1 ) 
i=l 

From formula (4.15) in 1.4.4 we see that L TCfJi(I1)(Z) converges uniformly 
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whenever II Ilil '" < 1. It follows that the power series (3.1) converges if 
I will Ilil 00 < 1. Consequently, w -> f(z, w) is analytic in the disc I wi < 1/11 Ilil o(). 

Outside the support of Il, the function z -> f(z, w) is a conformal mapping. 
Also, each function z -> TqJi(Il)(Z) is holomorphic, and TqJi(Il)(Z) is no longer a 
singular integral. Therefore, we can differentiate in (3.1) with respect to z term 
by term, without affecting the convergence of the series. If prime denotes 
differentiation with respect to z, we obtain 

00 

I'(z, w) = 1 + L (TqJi(Il)),(Z)W i, 
i=l 

and similarly for higher derivatives. It follows that all derivatives of z -> f(z, w) 
depend holomorphically on w in the disc I w I < 1 I II Ilil x' D 

Theorem 3.1 makes it possible to study the dependence of the power series 
coefficients of z -> f(z, w) on w. Let 

w 

f(z, w) = z + L b,,(w)z-n 
n=1 

in a neighborhood of infinity. Then the coefficients w -> bn(w) are holomorphic 

in Iwl < I/lllllloo· 
To prove this we first note that if f is analytic for I z I > R, then z -> f(Rz)1 R 

is in class 1:. Therefore, we may assume without loss of generality that f 
satisfies the conditions of the Area theorem. 

First of all, we have 

b l (w) = lim z(f(z, w) - z). 
Z--J>CO 

Here the convergence is uniform in w, because Schwarz's inequality and the 
Area theorem yield the estimate 

00 1 
Iz(f(z, w) - z) - bdwW s L Izl 2- 2nln S 2 . 

n=2 Izl - 1 

By Theorem 3.1, the function w -> z(f(z, w) - z) is holomorphic in Iwl < 
I/lllllloo for every fixed z. Hence w -> bl(w) is holomorphic, as the uniform 
limit of hoi om orphic functions. The analyticity of w -> bn(w) is deduced simi­
larly from 

n-I 

bn(w) = lim zn(f(z, w) - Z - L biw)z-j) 
=-C£, j=l 

by induction. 
The special normalization of the mappings is not essential in Theorem 3.1. 

Corollary 3.1. Let Il be a measurable function in the plane which vanishes in the 
upper halJ:plane and for which II Ilil 00 < 1. Let fWI1 be the quasiconformal map­
ping of the plane with complex dilatation Wll which keeps the points 0, 1, CfJ 
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fixed. Then the function w --+ f"'/1(z) is holomorphic in I wi < 1/11 p II Xl for every 
finite z. 

PROOF. Let 9 be the Mobius transformation which maps the points 0, 1, 00 

on the points -I, i, I, respectively, andi ... v a quasiconformal mapping of the 
plane whose complex dilatation wv agrees with that of f ..... /1 0 g-I. Then 

p(z) = v(g(z))g'(z)lg'(z). 

Further, let iwv satisfy the normalization condition iwv(O - ( --+ ° as ( --+ 00. 

By Theorem 3.1, w --+ f:v(g(z)) is analytic in I wi < 1/11 v II co = 1/11 p II GO" 

Set a l = iwv( -1), az = iwv(i), a3 = f:v(1), and 

hw(O = az - a3 ( - a l . 

az - a l ( - a3 

Then hw 0 iwv 0 9 has the complex dilatation wp, and it fixes 0, 1, 00. Conse­
quently, 

fW/1(z) = hwCi:..v(g(z))). 

By applying Theorem 3.1 again, we conclude that hw(O depends analytically 
on w. It follows that w --+ f"'/1(z) is holomorphic in the disc claimed. 0 

From fW/1 = hw 0 iwv 0 9 we also deduce that for every z in the upper half­
plane, the derivatives of z --+ fW/1(z) depend holomorphically on w in the disc 
Iwl < I/llplloo· 

Remark. Theorem 3.1 (and Corollary 3.1) can be generalized: The mapping 
depends holomorphically on w if its complex dilatation p(., w) is a holomor­
phic function of w. We shall not need the result in this generality. (A proof, 
which is still a straightforward application of the representation formula 
for f(z, w), is in Lehto [3].) For most of our applications, the simple case 
p(z, w) = wp(z) is sufficient, but in V.S we shall also be dealing with complex 
dilatations of the form wp + v. In this case, the generalization of Theorem 3.1 
is immediate. 

More precisely, let us assume that p and v vanish outside of a disc and that 
II p II co < 1, II v II co < 1. Now TqJi(wp + v) = Pi(w), i = I, 2, ... , where Pi is a 
polynomial in w of degree i. We again use the fact that I TqJi(p)(z) converges 
uniformly whenever II p II ~ < 1. It follows that in the representation 

'1) 

f(z, wp + v) = z + I Pn(W)(Z), 
n=1 

the right-hand series is uniformly convergent in w, provided that II wp + 
v II 00 < 1. We conclude that for every finite z, the function w --+ f(z, wp + v) is 
holomorphic in the disc Iwl < (1 - IIvILXJ)/llpliOO" 

By using this result we see that in Corollary 3.1, the complex dilatation wp 
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can be replaced by WI1 + v. Also, the holomorphic dependence of the deriva­
tives on the parameter w remains in effect if WI1 is replaced by Wll + v. 

Ahlfors and Bers realized that in the theory of Teichmiiller spaces it is of 
basic importance to study quasiconformal mappings with varying complex 
dilatations. In their joint paper [I] they proved the holomorphic dependence 
of the mapping on its complex dilatation. 

3.3. Schwarzian Derivatives and Complex Dilatations 

Using Theorem 3.1, we can prove a result which shows that a small complex 
dilatation forces the Schwarzian derivative to be small. 

Theorem 3.2. Let f be a quasiconformal mapping of the plane which has the 
complex dilatation 11 and which is conformal in a simply connected domain A 
with at least two boundary points. Then 

(3.2) 

PROOF. If 9 is a Mobius transformation, we can replace f by fog without 
changing the norms of either the Schwarzian derivative or the complex 
dilatation. Also, O"o(A) = O"o(g-l(A)). We may therefore assume that OJ EA. 
Then 11 has bounded support. 

Let w be a complex number with Iwl < 1. We consider for a moment the 
unique quasiconformal mapping z --> f(z, will 1111 oJ of the plane which has the 
complex dilatation will II 1111 00 and the property f(z, will 1111 oJ - z --> 0 as 
z --> 00. (We may assume that 11111100 > 0.) By Theorem 3.1, the derivatives of 
the analytic function z --> (fl A)(z, will 1111 00) with respect to z depend analyti­
cally on w in the unit disc, at every finite point z of A. 

Keeping z fixed, we define the function 

w --> I/I(w) = Sf( .. w/III'lloo)(Z)1JA(Z)-2. 

Since Sf is a rational function of the first three derivatives of fl A, we conclude 
that 1/1 is analytic in the unit disc I wi < 1. Furthermore, the function 1/1 is 
bounded: I I/I(w) I ~ O"o(A). From the fact that z --> f(z,O) is the identity map­
ping it follows that 1/1(0) = o. We can therefore apply Schwarz's lemma to 1/1 
and get 

Setting w = 111111 O:l' we get back, modulo a Mobius transformation, the func­
tion z --> f(z) we started with, and (3.2) follows. 0 

If A is a disc, (3.2) assumes the form 

IISflA II ~ 611111100 

(Kiihnau [1], Lehto [1]). The bound is sharp: For each 111111 ro = k, 0 ~ k < 1, 
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there are mappings f for which IISflA II = 6k. For instance, III the case 
A = {z liz I > I} the function f defined by 

f(z) = z + k/z if Izl> 1, f(z) = z + kz if Izl ~ 1, (3.3) 

is such an extremal. Other extremals are obtained if this f is composed with 
Mobius transformations. 

Using Theorem 3.2, we can estimate b(A) for quasidiscs. 

Theorem 3.3. If A is a K-quasidisc, then 

K2 - 1 
b(A) :s; 6 2 • 

K + 1 
(3.4) 

PROOF. By Lemma 1.6.2, the domain A is the image of the upper half-plane H 
under a K 2-quasiconformal mapping f of the plane which is conformal in H. 
By Theorem 3.2, 

K2 - 1 
II SflR II R ~ 6 K 2 + 1 . 

On the other hand, IISflRllu = b(A). o 

It is not known whether the bound in (3.4) is sharp. From the example (3.3) 
we deduce that the sharp bound is ~ 6(K - l)/(K + 1). In any event, in­
equality (3.4) shows that for a K-quasidisc A, the distance b(A) -> 0 as K -> 1. 

3.4. Asymptotic Estimates 

Application of the representation formula (3.l) and reasoning similar to that 
used in proving Theorem 3.2 make it possible to obtain readily a number of 
results for conformal mappings with quasiconformal extensions. The rest of 
this section will be devoted to questions of this type. This entails a brief 
detour from our main theme, the connection between Schwarzian derivatives 
and complex dilatations. 

Let us consider conformal mappings f which belong to class L, i.e., f is 
univalent in E = {zllzl > I} and has a power series expansion of the form 

00 

f(z) = z + L bnz-n (3.5) 
n~l 

in E. If f has a quasiconformal extension to the plane with complex dilatation 
11 satisfying the inequality 111111 00 ~ k < 1, we say that f belongs to the subclass 
Lk of L. By abuse of notation, we sometimes use the symbol f both for the 
conformal mapping of E and for its extension to the plane. 

We shall first derive asymptotic estimates for If(z) - zl and Ibnl in Lk as 
k -> O. 
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Theorem 3.4. Let f ELk and k < ko < 1. As k -> 0, 

f(z) = z - ~ ff .u(O d~ d'1 + O(k2) 
n D( - z 

(3.6) 

in the whole plane. Here IO(k2 )1 :s:: ck2, the constant c depending only on ko. 

PROOF. If P > 2 and ko II H II p < 1, we see from formula (4.15) in 1.4.4 that 

en ro 

L I Tcpi(z) I :s:: c~ I (kIIHllp)i:s:: cF 
i=2 i=2 

Hence, Theorem 3.4 follows from Theorem 1.4.3. 

Corollary 3.2. The functions f ELk satisfy the asymptotic inequality 

If(Z)-zl:s::"-ff d~d'1 +ce. 
n DI(-zl 

If 

. (- z .u(O = ke IO __ a e I( - zl .. , 

then 

If(z) - zl = - -- + O(k2). k ff d~ d'1 
n DI(-zl 

D 

(3.7) 

(3.8) 

For z = 0, the estimate (3.7) gives If(O)1 :s:: 2k + ck2. The mapping with 
extremal .u's (3.8) can be determined: 

if Izl > 1, 

iflzl:S:: 1. 

Hence If(O)1 = 2k, These functions f are not only asymptotically extremal 
but they actually maximize If(O)1 in Lk (Kiihnau [2J, Lehto [3J). 

For the coefficients bn in (3.5), a counterpart of (3.7) can also be easily 
established. 

Theorem 3.5. In the class L k , 

2k 
Ib I < -- + ck 2 
n-n+l ' 

then j~ E Lk and bn = 2k/(n + 1). 

n = 1,2, ... , 

if Izl > 1, 

if I z I :s:: 1, 

(3.9) 

(3.1 0) 
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for Izl > 1. Hence, 

(3.11 ) 

Schwarz's inequality and the estimate (4.13) in 1.4.4 for p = 2 (in which case 
IIHllp = 1) yield 

If L CfJi(o(n-ld~dryl::; nl/2n-l/21ICfJiI12::; nn- 1/2V 

Consequently, we have the asymptotic representation 

bn = ~ f L J1((W- 1 d~ dry + O(k2), n = 1,2, ... , 

the remainder term being ::;n- 1/2 k2/(l - k) in absolute value. From this (3.9) 
follows. 

We conclude by easy computation that bn = 2k/(n + 1) + O(k2) if 

J1(O = k((/o<n-l)/2 a.e. 

Direct verification shows that the function!" defined by (3.10) has this com­
plex dilatation. We also see that for in' the coefficient bn = 2k/(n + 1). 0 

Inequality (3.9) was established by Kiihnau [2] using variational methods. 
Note that the functions (3.10) are related to each other by 

n = 1,2, .... 

Along with in, the functions z ~ e- i8/(n+l)f,,(ze i8/(n+l)) are also extremal. Some 
extremal domains are pictured in Fig. 5. 

In 3.6 we shall make a few more remarks on the coefficients bn in L k • 

n = I n=2 

n=5 n = 23 

Figure 5. Extremal domains for k = t. 
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3.5. Majorant Principle 

By the Area theorem, the coefficients of a function fEr satisfy the inequality 
I bn I :::;; 1. It foIIows that 

(3.12) 

We conclude from Theorem 1.2.1 that r is a normal family. The estimate 
(3.12) also shows that r is closed, i.e., it contains the limits of its 10caIIy 
uniformly convergent sequences. 

Every subfamily r k is then also normal. Applying Theorem 1.2.1 once more 
we infer that the functions of r k , extended quasiconformaIIy to the plane with 
II f.111 00 :::;; k, constitute a normal family. This implies that every r k is closed 
also. 

Let <D be a complex-valued functional defined on r. We say that <D is 
continuous if <D(fn) -+ <D(f) whenever f,,(z) -+ f(z) 10caIIy uniformly in E. For 
a continuous <D, there are extremal functions which maximize 1<D(f)1 in r k • 

This foIIows immediately from the fact that r k is a closed normal family. We 
set 

M(k) = max 1<D(f)I. 
fE"f. k 

Clearly M(k) is non-decreasing in k. 
Let us assume, in particular, that <D(f) is a holomorphic function of finitely 

many of the power series coefficients of f and of the values of f and its 
derivatives f', !", ... , f(m) at finitely many given points of E. We caII such 
functionals analytic. An analytic functional is continuous, because uniform 
convergence of analytic functions implies uniform convergence of their de­
rivatives. An example of an analytic functional is <D(f) = (lzl 2 - 1)2Sf (z), 
considered in Theorem 3.2, which is a rational function of f'(z), !"(z) and 
f'''(z). 

Applying Schwarz's lemma as in the proof of Theorem 3.2, we get the 
foIIowing general result (Lehto [3]). 

Theorem 3.6. Let <D be an analytic functional on L which vanishes for the 
identity mapping. Then M(k)/k is non-decreasing on the interval (0,1). 

PROOF. Fix k and k', ° < k < k' < 1, and choose an arbitrary mapping fa E r k . 

Let f.1 be the complex dilatation of some extension of fa, II f.111 CXo :::;; k. Consider 
the mappings fE r k, which have the complex dilatation Wf.1 with I wi < k'/k. 
By Theorem 3.1, <D(f) depends holomorphicaIIy on w in the disc I wi < k'/k. 
If w = 0, then f is the identity mapping, so that <D(f) vanishes at w = 0. 
Therefore, by Schwarz's lemma 

1<D(f)1 :::;; :' M(k')lwl· 
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For w = 1 we have f = fo. Since fo is an arbitrary element of Lk , we get the 
desired inequality M(k) ::::; kM(k')lk'. D 

Corollary 3.3 (Majorant Principle). If <I> is an analytic functional on L which 
vanishes for the identity mapping, then 

max I <I> (f) I ::::; kmax I <I> (f) I· (3.13) 

If equality holds for one value k E (0, 1), then it holds for all values of k. 

PROOF. Inequality (3.13) follows immediately from Theorem 3.6 if we let 
k -> 1. 

Suppose that equality holds in (3.13) for some value k, ° < k < 1. Let h. 
be extremal in this Lk and 11 the complex dilatation of its extension. For 
functions f with complex dilatation Wll, I wi < 11k, Schwarz's lemma gives 
I <I> (f) I ::::; kM(I)lwl, where M(1) = maxl<l>(f)1 over L. But now equality holds 
for w = 1. It follows that 

I <I> (f) I = kM(1)lwl (3.14) 

in the whole disc Iwl < 11k. If k' E [0,1) is arbitrarily given, then for w = k'ik 
the function f is in Lk" Combining (3.13) and (3.14) we deduce that f is 
extremal in L k ,. In other words, if equality holds in (3.13) for one value 
k E (0,1), then it holds for all values of k, and if 11 is an extremal complex 
dilatation, then all dilatations Wll, Iwl < 1/111l11~, are extremal. D 

3.6. Coefficient Estimates 

Let us illustrate the majorant principle (3.13) with an example. We choose 
<I>(f) = bn , for an arbitrary fixed n. This <I> is admissible, because every bn is 
zero for the identity mapping. It follows that 

maxlbnl::::; kmaxlbnl. (3.15) 
~k ~ 

Assume that for a fixed n, equality holds for some k > 0. By what was said 
about equality in (3.13), equality then holds for all values of k. It follows that 
the extremallbnl for k is klko-times the extremallbll l for ko. Furthermore, if 110 
is an extremal dilatation for ko, then Wll o is extremal for k with I wi = klko. 
Now consider the formula (3.11). If 110 is replaced by Wllo, then CfJi is multi­
plied by the power Wi. It follows that all terms in the series (3.11) vanish, 
except for the first one. But then Ibnl = 2kl(n + 1), and by (3.15), 

max Ibnl = 2/(n + 1). 
~ 

This is known to be true if n = 1, 2. (For classical results on univalent 
functions we refer to Duren's monograph [1], which also contains an exten-
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sive bibliography.) We showed that bn = 2kj(n + 1) for the extremal (3.10) in 
Theorem 3.4. Consequently, (3.15) is sharp if n = 1,2. 

Thus in Lb maxlb11 = k, maxlbzl = 2kj3. In L, maxlb 3 1 = 1/2 + e- 6 , 

whereas in Lb k > 0, we only know that maxlb 3 1 is strictly less than 
k(I/2 + e- 6 ). For 11 ~ 4, maxlbnl is unknown both in Land L k • From 
Theorem 3.5 it follows that 

limmaxlbnl/k = 2/(11 + 1) 
k~O ~k 

for all values of n. 
The Area theorem can also be established for L k • Getting its sharp form 

requires a small modification of the reasoning which led to (3.13). 

Theorem 3.7. III the class L k , 

00 

L nlb"l z ~ kZ. (3.16) 
n=1 

The estimate is sharp. 

PROOF. Given an arbitrary function f ELk with the coefficients bn , we set 
Xn = Ib"lz/b; if bn # 0; otherwise Xn = 1. Let fl be the complex dilatation of 
the extended f, and bn(w) the coefficients of the function z --+ f(z, w/k) with 
L-normalization and complex dilatation Wfl/k. 

For an arbitrary positive integer N, we write 

N 

ljJ(w) = L nXnbn(w)z. 
n=1 

By Theorem 3.1, IjJ is holomorphic in the unit disc. The Area theorem gives 
the estimate 1 ljJ(w) 1 ~ 1. Since bn(O) = 0, the function IjJ has a zero of order 
~ 2 at the origin. Schwarz's lemma therefore yields the improved estimate 

(3.17) 

If we set w = k, we get back the function f with which we started. Hence 

N N 

L I1Xnb; = L nlb"l z ~ kZ. 
n=1 n=1 

The desired inequality (3.16) follows as N --+ 00. 

Equality holds in (3.16) if f(z) = z + keiO/z in Izl > 1 and f(z) = z + keiOz 
in Izl ~ 1. A relatively simple argument shows that there are no other ex­
tremals (Lehto [IJ). D 

The result (3.16) is due to Kiihnau [2J and Lehto [1]. 
In V.7.5 we shall again use an estimate of type (3.17) in connection with 

another problem where we know that the holomorphic function under con­
sideration has at least a double zero at the origin. 
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The general inequality (3.13) allows many other applications. For instance, 
the classical Grunsky and Golusin inequalities in L can be immediately 
sharpened for L k • It is also possible to change the original setting and use 
other normalizations for the mappings. If we consider the class S instead of 
L and define the subclass Sk of S in the same way we defined Lk, a difficulty 
is encountered, because the complex dilatation of the extended mapping does 
not determine the element of Sk uniquely (S contains many Mobius trans­
formations). Unique correspondence follows, for example, if we require that 
the extended mappings fix 00. For this subclass Sk( (0) we can sharpen a 
number of results known to be valid in S. (For various applications of the 
majorant principle, see e.g. Lehto [3], [5].) 

Univalent functions with quasiconformal extensions can also be studied by 
use of variational techniques. Compared to (3.13), such methods often involve 
much more laborious computations, but are essentially better in many cases 
where (3.13) fails to give a sharp result. Kiihnau is a pioneer in this field. He 
has had many successors, so that an extensive literature exists today. Delving 
into these questions would take us too far afield from our main topic, and we 
content ourselves here with mentioning, besides Kiihnau's works [1] and [2], 
the papers of Schiffer [1] and Schiffer-Schober [1], the lecture notes of 
Schober [1], and the monographs of Pommerenke [1] and Krushkal­
Kiihnau [1] among many others. 

4. Univalence and Quasiconformal Extensibility of 
Meromorphic Functions 

4.1. Quasiconformal Reflections under Mobius 
Transformations 

Theorem 3.2 establishes a relation between complex dilatations and Schwar­
zian derivatives in one direction: If a quasiconformal mapping of a plane 
which is conformal in a simply connected domain A is close to a Mobius 
transformation in the sense that its complex dilatation is small, then it is close 
to a Mobius transformation also in the sense that its Schwarzian derivative 
is small in A. 

We shall now establish a result in the opposite direction: Iff is merom or­
phic in a quasidisc A and has a small Schwarzian derivative, then f is 
univalent and can be extended to a quasiconformal mapping of the plane 
with a small complex dilatation. We shall then complement this result by 
proving that the result does not hold for a simply connected domain A unless 
A is a quasidisc. 

The extension of f is carried out by means of smooth quasiconformal 
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reflections. We begin by studying the behavior of quasiconformal reflections 
under conjugation by Mobius transformations. 

Let C be a q uasicircle bounding the domains A 1 and A 2 and I{! a 
K-quasiconformal reflection in C. If h is a Mobius transformation, then 
<p = h a I{! a h- I is a quasiconformal reflection in h(C). Using the identity 

h(zd - h(Z2) = (h'(zdh'(Z2))1/2(ZI - Z2), 

valid for all Mobius transformations, we shall establish two formulas, both of 
which reveal invariance properties of quasiconformal reflections with respect 
to Mobius transformations. 

Writing ( = h(z), (0 = h(zo), we conclude from <p«() = h(I{!(z)) that <p«() -
(0 = (h'(I{!(z))h'(zO))I/2(t/I(Z) - zo). Hence 

<p«() - (0 = (h'(I{!(Z)))1/2 I{!(z) - Zo . 
( - (0 h'(z) z - Zo 

Now fix Zo E C, such that zo, h(zo) # 00, and let z -> zoo Then also I{!(z) -> Zo, 
and we obtain our first invariance 

I· l<p«()-(oll· II{!(Z)-zol ~s~ = Ims~ . 
~~~o (-(0 Z~Zo Z-Zo 

(4.1 ) 

If C passes through 00, then by formula (6.2) in 1.6.2, 

(4.2) 

with a finite constant cdK) depending only on K. The invariance (4.1) shows 
that inequality (4.2) holdsfor all K-quasic01iformal reflections. 

In order to derive the second invariance property, we assume that I{! is 
continuously differentiable off C. From h'(I{!(z)) dl{! (z) = d<p«() we then obtain 

h'(t/I(z)) dl{!(z)ldz = h'(z) d<p «()Id(. 

Combined with the identity <p«() - ( = (h'(I{!(z))h'(z))1/2(I{!(Z) - z), this yields 

(I{!(z) _ Z)2 dl{!(z) h'(I{!(Z))2 = (<p«() _ ()2 d<p«() . 
dz d( 

Finally, let f be a locally injective meromorphic function in A 2 • If j = 

fa h-l, then Sf(I{!(z)) = SJ(<p(O)h'(I{!(Z))2, and we arrive at our second invari­
ance 

This invariance gives an estimate which will be needed in what follows: 
Let C be a K-quasicircle bounding the domains Al and A 2. There exists a 

quasiconformal reflection I{! in C such that, for every function f meromorphic 
and locally injective in A2, 
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(4.4) 

at each point Z E A I' Z i= W, IjJ-I ( 00). Here the finite constant c(K) depends 
only on K. 

PROOF. If C passes through 00, we take IjJ = cp as in Lemma I.6.4. Then (4.4) 
follows directly from the formulas (6.1) and (6.4) in I.6. If C is bounded, we 
choose the Mobius transformation h so that 00 E h(C). We then obtain (4.4) 
from the invariance formula (4.3), because IISf llA 2 = IISjllh(A 2 )' D 

4.2. Quasiconformal Extension of Conformal Mappings 

We can now prove the main result on the role of the Schwarzian derivative 
for the univalence and quasiconformal extension of merom orphic functions 
(Ahlfors [4]). 

Theorem 4.1. Let A be a K-quasidisc. Then there is a constant e(K) > 0, 
depending only on K, such that every function f meromorphic in A with the 
property 

(4.5) 

is univalent in A and can be extended to a quasiconformal mapping of the plane 
whose complex dilatation satisfies the inequality 

II II < IISfIIA. 
J1 00 - e(K) 

(4.6) 

PROOF. Let f be meromorphic in A. We may assume that f is locally injective 
and that 00 does not lie in A. Let WI and W z be solutions of the differential 
equation w" + Sfw/2 = ° in A, so normalized that WI w; - Wz w~ = 1. In 
proving Theorem 1.1 we showed that SW,/W2 = Sf. It follows that f is the 
composition of wi/Wz with a Mobius transformation. We may therefore take 
f = wi/WZ' 

The desired extension of f is obtained by an explicit construction. In order 
to circumvent the difficulty arising from the fact that we have no a priori 
knowledge about the behavior of f on the boundary of A, we resort to an 
approximation procedure. We assume first that WI' W z and fare holomor­
phic on the boundary of A. Having proved the theorem under this additional 
condition, we obtain the general result by exhausting A with subdomains 
which are K-quasidiscs and on whose boundaries f has no poles. 

Let A I denote the complement of the closure of A and IjJ a quasiconformal 
reflection satisfying (4.4); the domain A now plays the role of A z in the earlier 
discussion. We write z = 1jJ(() and define a function g in A I by 

g(() = WI (z) + (( - z)w~ (z). 
wz(z) + (( - z)w;(z) 
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At infinity, g is defined as its limit: g( 00) = w~ (t{!( w ))/w;(t{!( w )). We prove 
that g is a desired continuation of / if (4.5) holds for an appropriate c(K) > O. 

It is immediate that g(() -+ /(zo) as ( approaches a boundary point Zo E cA. 
Moreover, if ( is a finite point of A 1 and g(() # w, then g is continu­
ously differentiable at (. In view of the relations WI w; - W 2 w~ = 1 and 
w;' = - SJwJ2, i = 1,2, we obtain by direct computation 

c (() = _ 1 + SJ(z)(( - z)2ct{!(()/2 
g (w2(z) + (( - z)W;(Z))2 ' 

a (() = _ SJ(z)(( - z)2at{!(()/2 . 
g (w2(z) + (( - z)w;(z)f 

(4.7) 

From this we get an estimate for the complex dilatation J1 = ag/cg. With 
c(K) the constant in (4.4), we choose c;(K) = l/c(K). It then follows from (4.4) 
that 

I ( V)I < c(K)IISJIIA < IISJIIA < 1. 
J1~ -2-c(K)IISJ IIA- c(K) 

(4.8) 

We see from (4.7) that with this c;(K), we have cg(() # O. Thus the Jacobian 
19 = Icgl 2(1 - 1J112) is positive at (. Hence g is injective at every finite point ( 
at which g(() # 00. By symmetry, l/g is injective at every finite point of Al 
which is not a zero of g. Consequently, g is injective at all finite points of A l' 
By considering the function ( -+ g(l/() we conclude that g is locally injective 
at 00 also, and hence throughout A l' 

Define a function F by F(z) = /(z) in Au cA, and F(z) = g(z) in AI' 
Then F is locally injective in A and in A l' Since F(z) # w on cA, the set 
E = {zIF(z) = w} consists of only finitely many points. 

Let Zo be an arbitrary point of cA. Considering (4.2) we deduce by direct 
computation that 

I. g(() - /(zo) _ j"( ) 
1m - Zo' 
~~=o ( - Zo 

Applying (4.4) for z -+ /(z) = log(z - zo), we conclude that (( - Z)2Ct{!(() -+ 0 
and (( - z)2at{!(() -+ 0 as (-+ zo0 Consequently, by (4.7), cg(() -+ f'(zo) and 
ag(() -+ 0 as ( -+ Z00 We conclude that F is continuously differentiable on cA, 
and hence everywhere outside E. On cA we have 1F(Z) = If'(zW, and so F is 
locally injective throughout the plane. 

By the existence theorem for Beltrami equations (Theorem I.4.4), there is a 
quasiconformal homeomorphism w of the plane which has the same complex 
dilatation as F a.e. The function cp = F 0 w- I satisfies the Cauchy-Riemann 
equation acp = 0 a.e. As a quasiconformal mapping w- 1 has L2-derivatives. 
Since the derivatives of F are continuous outside E, we conclude that outside 
the finite set w(E) the function cp has L 2-derivatives. By the remark made 
in connection with formula (4.5) in I.4.3, cp is analytic in the complement 
of w(E). Since cp is continuous everywhere, the points of w(E) cannot 
be essential singularities, and it follows that cp is meromorphic throughout 
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the extended plane. Hence, q> is rational, and being locally injective, it is a 
Mobius transformation. We conclude that F = q> 0 w is a quasiconformal 
homeomorphism of the plane. This proves the theorem, provided that I is 
hoI om orphic on the boundary of A. 

4.3. Exhaustion by Quasidiscs 

In order to complete the proof, we shall now show how to relax the restrictive 
assumption that I is holomorphic on vA. Since A is a K-quasidisc, there 
exists a K-quasiconformal mapping of the plane under which the unit disc 
maps onto A. It follows that there is an increasing sequence of positive 
numbers rn < 1, n = 1,2, ... , tending to 1, such that the image of each circle 
Iwl = rn is a K-quasicircle on which I(z) i= 00. Let A ln and An C A denote the 
complementary K-quasidiscs bounded by this quasicircle. As n -> (/J, the 
domains An exhaust A. 

We proved in 1.1.1 that the Poincare density is smaller in A than in its 
subdomain An' Therefore, 

(4.9) 

It follows that condition (4.5) can be applied to II An. If we choose E:(K) as in 
the above proof (note that c;(K) depends only on K, not on A), we conclude 
that IIAn agrees with the restriction to An of a quasiconformal mapping FlI 
of the plane. 

Let I1n be the complex dilatation of F .. By (4.8) and (4.9) 

I (1')1 < c(K) II SJ IIAn < II SJ IIA < 1. 
I1n ~ - 2 - c(K) IISJllAn - £(K) 

We see that the maximal dilatations of the quasiconformal mappings Fn are 
uniformly bounded. Thus these mappings constitute a normal family. The 
limit of a locally uniformly convergent subsequence is a quasiconformal 
mapping of the plane whose restriction to A is f. Its complex dilatation also 
satisfies (4.8), i.e., (4.6) is true and the theorem is proved. D 

4.4. Definition of Schwarzian Domains 

Theorem 4.1 leads to the question whether the condition that A be a quasidisc 
is necessary for the conclusion that a meromorphic function with a small 
Schwarzian derivative is univalent in A and has a quasiconformal extension. 
Or we may restrict ourselves to classical complex analysis and pose the 
simpler question: In which domains does a small Schwarzian derivative 
imply univalence? 

Let us introduce the following definition: A simply connected domain A 
with more than one boundary point is called a Schwarzian domain if there is 
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a positive constant f; such that every meromorphic function f with II Sf II A ::; s 
is univalent in A. More precisely, we say that A is then an s-Schwarzian 
domain. This notion is due to Gehring [2]. 

Theorem 4.1 tells us that every quasidisc is a Schwarzian domain. It was 
for a long time an open problem whether or not this sufficient condition was 
also necessary, and few conjectures were expressed favoring either direction. 
Finally, in 1977, Gehring [2] solved the problem by proving that every 
Schwarzian domain is a quasidisc. Thus a small Schwarzian derivative forces 
a function to be univalent in A if and only if A is a quasidisc. This is one of 
the unexpected characterizations of quasi discs in terms of analysis we were 
talking about in I.6.7. Unexpected, because it shows that quasiconformal 
mappings are intrinsic to the problem of relating the injectivity of merom or­
phic functions to their Schwarzian derivative, a problem which on the sur­
face has nothing to do with quasiconformality. 

We shall now present Gehring's proof, which is based on the fact that a 
linearly locally connected domain conformally equivalent to a disc is a qua­
sidisc (cf. I.6.4 and I.6.7). 

4.5. Domains Not Linearly Locally Connected 

Topological properties of plane domains can often be expressed in analytic 
terms with the aid of the complex logarithm. We shall derive a result of this 
type for domains which fail to be linearly locally connected with a given 
constant. (For the definition of linear local connectivity, see I.6.4.) 

Lemma 4.1. Let A be a simply connected domain which is not linearly locally 
connected for a constant c > 1. Then there are two points z I' Z Z of A and two 
finite points \VI' \vz outside A, such that the fimction z -> h(z) = log((z - \V JlI 
(z - wz)) sati.~fies the inequality 

4 
Ih(zJl- h(zz) - 2nil ::; ~-. 

c-1 
(4.10) 

PROOF. It follows from the assumption and from the definition of linear local 
connectivity that there is a disc D(zo, r) with the following property: Either 
there are two points PI and pz in An 15(zo, r) which cannot be joined in 
An 15(zo, cr), or else there are two points in A \D(zo,r) which cannot be 
joined in A\D(zo, ric). Suppose initially that the former alternative is true. 

Consider the line segment with endpoints PI' pz and a simple arc in A from 
PI to pz which meets the line segment at finitely many points only. Among 
these points of intersection there are two adjacent, ZI and zz, which cannot 
be joined in A (1 15(zo, cr). Let IY. be the line segment with endpoints z I' Zz, and 
f3 the subarc from Zz to ZI of the arc joining PI and Pz' Then IY. U f3 bounds 
two Jordan domains Al and A 2 ; we assume that infinity lies in A z. 
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For brevity we write D(zo, cr) = V. Suppose that there are points Wi E av n 
Ai' i = 1,2, in the complement CA of A. Then 

h(zd - h(Z2) = I ((z - wd- I - (z - W 2 )-I)dz = 2ni(n(w l ) - n(w2 )) 

-1 ((z - wd- I - (z - W 2)-I)dz, 

where n(w;) is the winding number of IX U f3 with respect to Wi' Since WI E AI' 
w2 ¢:A I , we have n(w l ) = n = ± 1, n(w2 ) = O. It follows that 

1/1(z1)-h(Z2)-2nni l ::;;f( 1 + 1 )ldZ I. (4.11) 
a Iz-wll Iz-w2 1 

Because IX C D(zo, r) and WI' W2 E aD(zo, cr), we see that Iz - w;! ~ (c - l)r 
for every z E (1.. Therefore 

f ( 1 + 1 )ldZ I < 2 f Idzl < _4_. 
a Iz - wll Iz - w2 1 - (c - l)r a - C - 1 

(4.12) 

If n = 1, we thus get (4.10) from (4.11) and (4.12). If n = -1, we obtain (4.10) 
by interchanging the roles of WI and w 2 • 

We still have to prove that it is possible to find points Wi E av n Ai which 
are not in A, i.e., that 

CA n av n Ai -# 0, i = 1,2. (4.13) 

This requires topological arguments. 
We first observe that. because IX C V and f3 has points outside the closure 

of V, the curve IX U f3 meets av in at least two points. By Kerekjart6's 
theorem (Newman [1], p. 168), each component of the complement of 
IX U f3 U a V is a Jordan domain. In particular, each component of A I n V is 
a Jordan domain. Since a Jordan domain is locally connected at every bound­
ary point, there is a neighborhood V of z I such that each pair of points in 
A I n V can be joined in A I n V. Let z E A I n V and let A'I be the z-component 
of A I n V. Every point p of A I n V can be joined with z in A I n V, and the 
joining arc lies in A'I' It follows that p E A'I' and so A I n V c A'I n V, i.e., A'I 
is the only component of A I n V whose boundary contains z I' 

I[ Z' E IX, we can join z' and z I by an arc whose inner points lie in A I n V. 
Then this arc is in the closure of A'I' Hence z' E C A'I' and we conclude that 
r:t. c aA'I' If }' is the complement of r:t. with respect to aA'I' then}' c Au 
(aV n AI)' On the other hand,}, joins Zl and Z2 in the closure of V. Thus y is 
not contained in A, and (4.13) follows for i = 1. Similar reasoning yields (4.13) 
for i = 2. 

Finally, we have to consider the case in which there are two points in 
A \D(zo, r) which cannot be joined in A \D(zo, ric). Let J(z) = Zo + I/(z - zo). 
By what we just proved, there are points (I' (2 in J(A) and points t I' t 2 
outside J(A), such that the function z ~ g(z) = log((z - td/(z - t 2 )) satisfies 
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the inequality 

(4.14) 

If Zi = !-1((), Wi = !-1(tJ, i = 1,2, then direct calculation yields 

Zo - w1 
h(z) = g(f(z)) + log . 

Zo - W2 

Hence, (4.10) follows from (4.14). D 

4.6. Schwarzian Domains and Quasidiscs 

The result we set out to prove can now be established without difficulty. 

Theorem 4.2. A Schwarz ian domain is a quasidisc. 

PROOF. Let A be an a-Schwarzian domain. Then A is trivially a'-Schwarzian 
for a' ::;; a. We may suppose, therefore, that a ::;; 2. (In IlLS we shall show 
that, in fact, no domain A is a-Schwarzian for a > 2, but here this result is not 
needed.) Nor is there any loss of generality in assuming that co does not lie 
in A. 

We shall show that A is linearly locally connected with constant 

c = 1 + 16/a. (4.1S) 

The theorem then follows from Theorems 1.6.S and 1.6.6. More precisely, we 
conclude that an a-Schwarzian domain is a K(a)-quasidisc, where the con­
stant K(a) depends only on a. 

The proof is indirect. Suppose that A is not linearly locally connected with 
the constant c = 1 + 16/a. By Lemma 4.1, there are points Z1' Z2 in A and w1, 
W2 outside A, such that (4.10) holds. Clearly h(zd # h(Z2)' 

Define 

b = 2ni 
h(zd - h(Z2) 

Then!(z1)/!(z2) = 1, so that!is not univalent. 
From Sf = - b2 h'2 /2 + Sh we get by an easy computation 

Sf(z) = 1 ~ b2 Cz _ ::1~ZW~ W2)Y 

If '1 denotes the Poincare density of A, then formula (1.5) in 1.1.1 yields the 
estimate 

(4.16) 

Since a::;; 2, we see from (4.1S) that c - 1 ~ 8. Then II1(z1) - h(z2)1 ~ 
2n - 1/2, and so 
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4 4 1 
Ib - 11 <--- < <-. 

- (c - 1)(2n - 1/2) 5(c - 1) - 10 

It follows that 

We conclude from (4.16) that II Sf IIA < a. Since A is an a-Schwarzian domain, 
f is univalent. This is a contradiction, and so A is linearly locally connected 
with the constant c = 1 + 161a. D 

The effect of the Schwarzian derivative on the univalence and quasicon­
formal extension of merom orphic functions will be studied in more detail in 
sections 1II.4 and III.5. 

5. Functions Univalent in a Disc 

5.1. Quasiconformal Extension to the Complement of a Disc 

Certain special curves admit simple quasiconformal reflections. In such cases 
Theorem 4.1 can be expressed in a more explicit form. Particularly important 
is the case where the domain is a disc. From the expression for the complex 
dilatation of the extended mapping in this special setting we shall draw in 
Chapter V important conclusions regarding the theory of Teichmiiller spaces. 

Theorem 5.1. Letfbe meromorphic in a disc D. If 

IISfllD < 2, 

then f is univalent and can be extended to a quasiconiormal mapping of the 
plane. The constant 2 is best possible. 

If D is the unit disc, there is an extension with complex dilatation 

p(l/z) = -!(zlz)2(l - Izl2)2Sf(z) 

for z in D, while ifD is the upper half-plane, an extension exists with 

p(z) = -2y2 SAz) 

for z in D. 

(5.1) 

(5.2) 

PROOF. Suppose first that D is the unit disc. In this case we have the simple 
quasiconformal reflection ( ~ 1/'. More precisely, in proving Theorem 4.1 
we use in the approximation stage of the argument the reflection 1/1(0 = r;;/', 
rn < 1. By letting rn ~ 1, we then obtain from (4.7) the expression (5.1) for the 
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complex dilatation )1 = (jglog. Since II )111 en = II SJ 11/2, it follows that we can 
take e(K) = 2. 

After this it is clear that e( K} = 2 ( = e(l)} will do for any disc, because all 
discs are Mobius equivalent. 

If the domain is the upper half-plane, we have the reflection' -> [. In this 
case (4.7) yields the expression (S.2) for )1. 

In order to show that the bound 2 cannot be replaced by any larger, we 
consider the function z -> f(z} = log z in the upper half-plane H. This func­
tion f is univalent, and from SJ(z} = (2z2 }-1 it follows that II SJ II = sup 2y2 I 
Izl2 = 2. But the image of H is the parallel strip {wiD < 1m w < n}, which is 
not a Jordan domain. Consequently, f does not even possess a homeomor­
phic extension to the plane. 0 

Here we obtained Theorem 5.1 as a corollary of the general Theorem 4.1, 
but actually Theorem 5.1, proved by Ahlfors and Weill [1 J in 1962, was 
discovered before Theorem 4.1. Thanks to the simple reflections z -> liz for 
the unit disc and z -> z for the half-plane, the proof of Theorem 5.1 is consi­
derably shorter than that of Theorem 4.1. We can bypass the considerations 
which guarantee the existence of the special reflection t/J needed in the case of 
an arbitrary quasidisc. 

Theorem 5.1 gives the result we mentioned in 2.1: 

Let A be a simply connected domain with more than one boundary point. If 
the distance b(A} from a disc is < 2, then A is a quasidisc. 

Let us return to (S.2) and set c)J(z} = - SJ(z}/2. We then have in the lower 
half-plane 

where ({J is a holomorphic function and I] the Poincare density. 
Supplementing Theorem 4.1, Bers proved that the same result holds even 

in the general case: A junction f which is meromorphic in a quasidisc A and has 
a sufficiently small II SJ II is univalent and has a quasicoriformal extension with a 
complex dilatation c)JII]2, where ({J is a holomorphicfunction and I] the Poincare 
density in the complement of the closure of A. 

The complex dilatations c)JI1]2 turn out to be important in Chapter V when 
we consider quasiconformal mappings which are lifts to the universal cover­
ing surface of quasiconformal mappings between Riemann surfaces. In our 
applications we shall get along with the case of the half-plane and content 
ourselves therefore to indicating only briefly how the reasoning goes in the 
general case. For the complete proof we refer to Bers [7J or [9]. 

Let M be the set of complex dilatations which are zero in A and of the form 
c)JI1]2 outside the closure of A, and Q the space of holomorphic functions of A 
with a finite hyperbolic sup-norm. If f is a quasiconformal mapping with 
complex dilatation /1 in M, then SJIA is uniquely determined by Il. By methods 
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of functional analysis, Bers proves that the mapping J1 ....... SflA of Minto Q is 
invertible in a neighborhood of the origin of Q. The proof makes use of the 
representation formula for I, of the reproducing property of the Bergman 
kernel function and, just as in Theorem 4.1, of a Lipschitz-continuous quasi­
conformal reflection. 

5.2. Real Analytic Solutions of the Boundary Value Problem 

Interrupting briefly the study of functions meromorphic in a disc, we show 
how Theorem 5.1 can be utilized for constructing real analytic solutions of 
the boundary value problem discussed in 1.5. 

Let a k-quasisymmetric function h be given (cf. 1.5.2). We assume first that 

k < J2. Let ii be a quasiconformal self-mapping of the upper half-plane H 
with boundary values h. We construct ii by using the Beurling-Ahlfors 
method so that the maximal dilatation of ii does not exceed kZ (cf. 1.5.3). 
Because kZ < 2, the complex dilatation 11 of ii satisfies the condition 

11111100 < 1/3. (5.3) 

By Theorem 1.4.4, there exists a quasiconformal mapping I of the plane 
which has the complex dilatation J1 in H and which is conformal in the lower 
half-plane H'. By Theorem 3.2 and formula (5.3), 

II SflH' II H' :::; 611111100 < 2. 

Thus we can apply Theorem 5.1 and obtain a new quasiconformal extension 
f for II H'. Then 1* = ii 0 (fl H)-I 0 f is a quasiconformal self-mapping of H 
with boundary values h. From the expression 

1_- _ wI(z) + ("2 - z)w~(z) 
(z) - () (_ )' ( )' W z Z + z - z W z z 

Z E H', we see that f is real analytic. By the Uniqueness theorem 1.4.2, the 
mapping ii 0 (fl H)-I is conformal. Hence 1* is real analytic. 

In the case of an arbitrary quasi symmetric function h we write h = 

hn 0'" 0 hz 0 hi' where each hi is k-quasisymmetric for k < J2. Using formula 
(4.17) in 1.4.7 we remark that this is possible, because the boundary function 
of a K-quasiconformal self-mapping of H fixing 00 is ).(K)-quasisymmetric 
and ).(K) ....... 1 as K ....... 1. If /;* is a real analytic solution corresponding to hi' 
then In* 0'" 0 11* is a real analytic solution for h. We have thus given a proof 
for Theorem 1.5.3. 

5.3. Criterion for Univalence 

Theorem 1.3 says that if I is univalent in a disc, then II Sf II :::; 6. By use of 
Theorem 5.1, we obtain a converse to this theorem. 
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Theorem 5.2. Let I be meromorphic in a disc. II 

II Sf II ::; 2, 

then I is univalent. The bound 2 is best possible. 

II. Univalent Functions 

PROOF. Consider functions In' n = 1, 2, ... , which are merom orphic in the 
given disc, fix three points of the disc, and have Schwarzians (1 - l/n)Sf; by 
Theorem 1.1 such functions exist. Since II Sfn II < 2, every In is univalent owing 
to Theorem 5.1. They form a normal family, and the limit of a locally 
uniformly convergent subsequence is a univalent function. Since the limit 
function shares the same Schwarzian derivative with I, we conclude that I is 
univalent. 

In order to prove that the bound 2 cannot be replaced by a larger number, 
consider the analytic function z ...... I(z) = ZiE, e > 0, in the upper half-plane. 
Then Sf(z) = (1 + e2 )(2z2)-I, and so II Sf II = 2(1 + e2 ). On the other hand, I 
is not univalent for any e > 0: For instance, I takes the same value at the 
points i and i exp(2rr/e) of the upper half-plane. 0 

Here we derived Theorem 5.2 as an easy corollary of Theorem 5.1. How­
ever, as might be expected, quasiconformal mappings are not needed for the 
proof of Theorem 5.2, which is in fact a much older result than Theorem 5.1. 
It was proved in 1949 by Nehari [IJ, and in the same year Hille showed that 
the bound 2 is sharp. 

5.4. Parallel Strips 

We shall now show that the condition II Sf II ::; 2 in a disc allows for conclu­
sions about the function I beyond its univalence. The results in the remaining 
part of this section are due to Gehring and Pommerenke [1]. 

Let I be a merom orphic function in a disc D, h a conformal mapping of a 
domain A onto D, and g = Ioh. Since IISfllD = IISg - S,.IIA' we can transfer 
Theorem 5.2 to A. If we can construct h explicitly, the modified theorem can 
be of interest. In particular, if A is a parallel strip, certain technical advan­
tages are gained which will be utilized in the following. 

Let us normalize the domains and assume that D is the unit disc and 
A = {zll 1m zl < rr/2}. Then 

z ...... h(z) = tanh(z/2) 

is a conformal map of A onto D. It maps the real axis IR onto the real 
diameter of D, and it has the Schwarzian Sh(Z) = -1/2. The Poincare density 
of A at z = x + iy has the value (2cosy)-I. 

We list two immediate consequences. First, Theorem 5.2 assumes the fol­
lowing form: Let g be merom orphic in A = {z 111m z I < rr/2}. If 
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ISg(Z) + ~I ~ 2C~S2 y' 

then 9 is univalent in A. The bound is best possible. 
Second, if x is a point of the real axis and w = h(x), then by the basic 

invariance formula (1.9) in 1.3, 

(5.4) 

This equation remains valid if h is replaced by an arbitrary conformal map­
ping of A onto D. The image of the real axis is always a geodesic line in the 
Poincare metric of the unit disc, i.e., it is a circular arc which intersects the 
unit circle orthogonally. 

If f has no poles in D, then 9 is holomorphic in A. Direct computation 
shows that on the real axis IR, the function x ---+ v(x) = Ig'(x)I-1/2 then satisfies 
the differential equation 

v" = cpv (5.5) 

with 

m = -~ReS + ~Im-1 (1 g")2 
't' 2 9 2 g' 

(5.6) 

We remark that equation (5.5) with cp determined by (5.6) is an identity which 
holds on IR for every g hoI om orphic in A. Note that by (5.4), condition 
II Sf II D ~ 2 implies Re Sg(x) ~ 0 and hence cp(x) ;:::: o. 

5.5. Continuous Extension 

We shall prove that if IISfllD ~ 2, then f always has a continuous extension 
to the boundary of D. Using (5.5) and (5.6), we first establish as a preparatory 
result an estimate on 1f'1 when f satisfies certain additional conditions. 

Lemma 5.1. Let f be a function meromorphic in the unit disc D satisfying 
r(O) = 0, IISfllD ~ 2, and (1 -lwI2)2ISf(w)1 ~ 1 in a neighborhood Iwl ~ a < 1 
of the origin. Then f is holomorphic in D and 

If '(w)1 < MIf'(O)1 (10 1 + IWI)-Z 
- 1 - Iwlz g 1 - Iwl ' (5.7) 

where M is a constant depending only on a. 

PROOF. By symmetry, it is sufficient to consider the case w > O. Assume first 
that f is holomorphic in D. 

We make use of the conformal mapping h: A ---+ D defined in 5.4, the com­
position g = f 0 h, and the function x ---+ v(x) = Ig'(x)I-1/z. Because h"(O) = 0, 
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we conclude from the assumption r(O) = 0 that g"(O) = O. Hence 

, 1 g"(O) 
v (0) = --v(O) Re-- = O. 

2 g'(O) 

The hypothesis II Sf liD::; 2 implies, as we mentioned at the end of 5.4, that 
<p(x) ~ 0 on IR. By (5.5) we then have v"(x) ~ 0, so that v' is increasing in x. 
From v'(O) = 0 it follows that v'(x) ~ 0 for x ~ O. Consequently, v(x) ~ v(O), 
and by (5.5), v"(x) ~ <p(x)v(O). 

From (1 -lwI2)2ISf(w)l::; 1 in Iwl::; a we infer, in view of (5.4) and the 
relation z = h-1 (w) = 10g((1 + w)/(1 - w)), that Re Sg(x) ::; - 1/4 if 0 ::; x ::; 
b = 10g((1 + a)/(l - a)). Hence, by (5.6), <p(x) ~ 1/8, and so v"(x) ~ v(0)/8 
for 0 ::; x ::; b. This yields v'(x) ~ xv(0)/8 for 0::; x ::; b. We conclude that 

v(x) ~ v(O)(l + b(x - b)/8) 

for x ~ b. If c = min(1/b, b/8), it follows that v(x) ~ cv(O)x, i.e., 

I '( )1 < Ig'(O)1 
g x - 2 2 ' 

C X 

for x ~ O. Because 2Ig'(x)1 = 2Ih'(x)f'(w)1 = (1 - IwI 2 )lf'(w)l, 2g'(0) = 1'(0), 
and x = 10g((1 + w)/(l - w)), this is (5.7) with M = c-2 . 

Now drop the assumption that f is holomorphic in D and set r = inf 
{Iwollwo a pole of n. Repetition of the above reasoning shows that (5.7) 
then holds in Iwl < r. We see that ifr < 1 and Iwol = r, then If'(w)1 remains 
bounded as w --> woo This is a contradiction, and so f has no poles in D. 0 

Inequality (5.7) yields the following preliminary result: A function f satisfy­
ing the conditions of Lemma 5.1 has a continuous extension to the boundary 
of D. This follows from the fact that 

I/I(r) = Mlf'(~)1 (lOg 1 + r)-2 
1-r 1-r 

is integrable over the interval [a, 1]. Hence, we see from 

that the limit of f(re iO ) as r --> 1 exists uniformly in e. It defines, therefore, a 
continuous extension of f. 

5.6. Image of Discs 

We can now prove the main theorem about the image of a disc under a 
conformal mapping f for which II Sf II ::; 2. The result (Gehring and Pomme­
renke [1]) complements Theorem 5.2. 
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Theorem 5.3. Let f be meromorphic in a disc D and II Sf II :;:; 2. Then f(D) 
is either a Jordan domain or the image of a parallel strip under a Mobius 
transformation. 

PROOF. We may assume that D is the unit disc. We first note that 

m = inf (1 - IwI2)2ISf(w)1 = O. 
WED 

For if m > 0, the function 1/Sf is holomorphic in D. From 

1 (1 - Iw12)2 
--<----
ISf(w)1 - m 

(5.8) 

and the maximum principle we then arrive at the impossible conclusion that 
1/Sf vanishes identically in D. 

From (5.8) we conclude the existence of a point Wo E D at which 

ISf(wo)1 < (1 - IWoI2)-2. 

We may assume that f(wo) = O. If gl(W) = (w + wo)/(1 + wow) and f1 = 

fog l' then II Sf! II :;:; 2 and 

ISf!(O)1 = ISf (wo)l(l - IWo12 )2 < 1. 

Thus there is an a > 0 such that 

ISf!(w)1 < (1 - IwI 2)-2 

for I wi < a. Next set c = f{,(0)!2f{(Of, g2(W) = w/(cw + 1), and f2 = g2 0 fl' 
Then Sh = Sf! and f;'(O) = 0, so that f2 fulfills all conditions of Lem­
ma 5.1. It follows that f2 has a continuous extension to aD, and hence 
f = g;.l 0 f2 0 g~l also has this property. 

If the extended f is injective in the closure of D, then it is a homeomor­
phism of the closure of D onto its image. In this case f(D) is a Jordan domain. 

Suppose then that the extended f is not injective. Let f take the same value 
at the points WI and W2 in the closure of D. Since the condition II Sf II :;:; 2 
implies that f is injective in D, it follows that WI and W2 lie on aD. Let y be 
the noneuclidean line of D with endpoints WI and w2 , and Wo a fixed interior 
point of y. We assume first that the value the extended f takes at WI and W2 
is 00. Then the images of the components of y\{wo} under f both have 
infinite length. 

Let h now be a conformal mapping of the parallel strip A onto D which 
maps the real axis onto y, and g = f 0 h. Then the g-images of the components 
of 1R\{xo}, Xo = h- 1(wo), are the same as thefimages ofy\{wo}. Hence, 

r~ Ig'(x)1 dx ~ I~ Ig'(x)1 dx = 00. (5.9) 

On the other hand, we get upper estimates for these integrals by studying 
the function v = Ig'I-1/2. As before, we deduce from (5.5) that v' is increasing 
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in x. If v'(xo) > 0, it follows that v(x) ~ v(xo) + v'(xo)(x - x o) for x ~ Xo' 
Hence, 

fro 1 
Ig'(x)1 dx::; ( )'( ) . 

Xo V Xo v Xo 

Similarly, if v'(xo) < 0, 

fx o 1 
Ig'(x)1 dx < - . 

-ro - v(xo)v'(xo) 

In conjunction with (5.9) these estimates show that v'(xo) = 0, i.e., that v' 
vanishes on the real axis. It follows that Re(g"lg') = -2v'lv = 0 on IR. By 
(5.6) and (5.5), 

(1 Im(g"lg'))2 ::; qJ = O. 

We conclude that g" vanishes on IR and hence in A. Thus g is a similarity 
transformation, and I(D) = g(A) is a parallel strip. 

If the extended I takes a finite value c at WI and W 2 , we can apply the above 
reasoning to the function II = 11(1 - c). We infer that II (D) is a parallel strip, 
and the proof of the theorem is completed. 0 

5.7. Homeomorphic Extension 

The following result (Gehring- Pommerenke [1]), an easy consequence of 
Theorem 5.3, fits in the narrow gap between Theorems 5.1 and 5.2. 

Theorem 5.4. Let I be meromorphic and satisly 

2 
ISf(z)1 < (1 _ Iz12)2 

in the unit disc. Then I is univalent and has a homeomorphic extension to the 
plane. 

PROOF. By Theorem 5.2, I is univalent. The image I(D) is a Jordan domain if 
and only if I has a homeomorphic extension to the plane. Hence, if a homeo­
morphic extension does not exist, then by Theorem 5.3, I(D) is the image of 
the parallel strip A under a Mobius transformation. If h again denotes the 
conformal mapping z ---+ tanh (zI2) of A onto D, then g = 1 0 h is a Mobius 
transformation. It follows from (5.4) that 

(1 - IzI2)2ISf(z)1 = 2 

at every point of h(IR). This is in contradiction with the hypothesis. 0 

Summarizing, we obtain the following precise classification for functions I 
merom orphic in the unit disc: Condition 
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(I - IzI2)2ISJ(z)1 ::; 2 

implies that f is univalent, condition 

(I - IzI2)2ISJ(z)1 < 2 

95 

that f is univalent and has a homeomorphic extension to the plane, and 
condition 

that f is univalent and has a quasiconformal extension to the plane. 



CHAPTER III 

Universal Teichmiiller Space 

Introduction to Chapter III 

The notion of universal Teichmiiller space was crystallized in connection 
with the problem of imbedding the Teichmiiller space of a Riemann surface 
into a space of Schwarzian derivatives. In the general case, the Schwarzians 
in question are holomorphic quadratic differentials for a group of Mobius 
transformations (see V.4). The universal Teichmiiller space corresponds to 
the situation in which the group is trivial. The Schwarzians are then just 
hoI om orphic functions, and the machinery developed in Chapter II can be 
applied directly. It follows that Chapter III, devoted to the study of the 
universal Teichmiiller space, provides a bridge between univalent functions 
and Teichmiiller spaces. 

The other end of the bridge will not be visible until Teichmiiller spaces of 
Riemann surfaces are introduced in Chapter V. The drawback is that in 
section 1 of this chapter we are unable to motivate the definition of the 
universal Teichmiiller space. In fact, plenty of explanation is required before 
the role of the universal space in Teichmiiller theory becomes clear; a reader 
who wishes to get an early idea of this role may want to consult V.3. 

In section 1, various models of the universal Teichmiiller space T are in­
troduced, and the group structure of T is discussed. 

Following Teichmiiller's classical example, we define in section 2 a distance 
function which makes T a metric space. This space is shown to be path wise 
connected and complete. 

In section 3, we study the model of T provided by the family of normalized 
quasi symmetric functions. This characterization offers certain technical ad­
vantages. Using it, we prove that T is contractible and that T is not a topo­
logical group. 
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Section 4 deals with the problem of mapping T into the Banach space of 
Schwarzian derivatives with finite norm. By appealing to the results of Chap­
ter II, we prove that the mapping is a homeomorphism of T onto its image 
and that the image agrees with the interior of the set consisting of the 
Schwarzians of univalent functions. The mapping could also be used to intro­
duce a natural complex analytic structure into the universal Teichmiiller 
space, but we shall not take up this question until V.5, in connection with an 
arbitrary Teichmiiller space. 

In section 5 we introduce the inner radius of univalence of a simply con­
nected domain. Its use makes it possible to analyze further the image of the 
universal Teichmiiller space in the space of Schwarzian derivatives. 

1. Models of the Universal Teichmiiller Space 

1.1. Equivalent Quasiconformal Mappings 

Let us consider the family of all quasiconformal mappings of a fixed domain 
in the plane. In this section we assume that this domain is the upper half­
plane H. We wish to introduce additional structure to this family and begin 
by regarding two mappings as equivalent if they differ by a conformal map­
ping. In view of the Riemann mapping theorem, we may then restrict our­
selves to self-mappings of H and require that they are normalized so as to 
keep fixed the three boundary points 0, 1 and 00. We denote by F the family 
of such normalized mappings. (Recall: every element of F can be extended to 
a homeomorphic self-mapping of the closure of H. It is actually the extended 
mappings to which the normalization requirements apply.) 

By the existence and uniqueness theorems for Beltrami equations (Theo­
rems 1.4.4 and 1.4.2), there is a one-one correspondence between F and the 
open unit ball B of the Banach space which consists of all U"-functions on H. 

A more interesting space is obtained if we introduce a weaker equivalence 
relation. 

Definition. Two mappings of the family F are equivalent if they agree on the 
real axis. The complex dilatations of equivalent mappings are also said to be 
equivalent. The set of the equivalence classes is the universal Teichmiiller 
space T. 

We thus have two models for T: Its points are classes of equivalent map­
pings in the family F or of equivalent functions on the ball B. 

A third model is obtained in terms of quasi symmetric functions. We recall 
that a quasisymmetric function is said to be normalized if it fixes the points 0 
and 1. Let X denote the class of all normalized quasi symmetric functions. If 
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[!J is the point of T represented by the mapping f E F, then 

[f] -> fllR (1.1) 

is a bijective mapping of Tonto X. For it is clear from the definition of T that 
(1.1) is well defined and injective. By Theorem 1.5.1, it maps T into X, and by 
Theorem I.5.2, it is surjective. It follows that we can rephrase the definition of 
the universal Teichmiiller space: T is the set of all normalized quasisymmetric 
functions. 

This observation allows an important conclusion: 

Theorem 1.1. Every point of the universal Teichmiiller space call be represented 
by a real analytic quasicollformal mapping f E F or by a real analytic complex 
dilatation J1 E B. 

PROOF. The result follows immediately from Theorem I.5.3. (For a complete 
proof, see 1I.5.2.) 0 

We shall see in V.3.2 that the universal Teichmiiller space contains as a 
subset the Teichmiiller space of any Riemann surface which allows a half­
plane as its universal covering surface. It was Bers [7,8] who recognized the 
importance of this largest and, in many ways, simplest Teichmiiller space and 
gave it the name universal. 

1.2. Group Structures 

If f belongs to F, then so does its inverse f- 1; along with f and g in F, the 
compositionf 0 g is also in F. The family F can thus be regarded as a group. 
From the definition of the universal Teichmiiller space it follows that T 
inherits this group structure: T is the quotient of the group F of all normalized 
quasiconformal se/j:mappings of the upper ha/j:plane by the normal subgroup of 
mappings equivalent to the identity. 

If 1, g E F, the rule 

[!Jo[g] = [fog] (1.2) 

defines the group operation in T. The neutral element, i.e., the point of T 
determined by the identity mapping (or by the complex dilatation which is 
identically zero) is called the origin of T and denoted by O. 

Normalized quasisymmetric functions also form a group under composi­
tion. This follows from Theorems I.5.1 and I.5.2 or from an easy elementary 
computation. We see that the mapping (1.1) is an isomorphism between the 
groups T and X. 

Let us consider, for a moment, quasiconformal self-mappings of H which 
are not necessarily normalized. If f1 and f2 are two such mappings, we still 
say that f1 is equivalent to .f~ if (f2 0 f1- 1 )IIR is the identity. Let f E F be a 
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normalized and 9 an arbitrary quasiconformal self-mapping of H. We choose 
a Mobius transformation h, mapping H onto itself, such that h 0 f 0 g-l E F, 
and define W = WIg]: T ~ T by the formula 

w([f]) = [h ofog-1]. 

Then w, which depends only on the equivalence class [gJ, is a well 
defined bijection of T onto itself. Further, [gJ = 0 implies that W is the 
identity and 

w[gd 0 w[gz]([fJ) = [hI 0 h2 of 0 g:;l og1 1 J = w[gdo[gz]([fJ). 

We conclude that when 9 rims through all quasiconformal self-mappings of 
H, the transformations WIg]: T ~ T form a group. It is called the universal 
modular group M. 

We now return to normalized quasiconformal self-mappings of Hand 
consider the subgroup M, of the universal modular group consisting of trans­
formations WIg] with 9 E F. Then 

w[g]([fJ) = [f 0 g-l J, 

i.e., elements of M, are right translations of the group T. 
In 2.1 we shall introduce a metric into T and prove that every WIg] is an 

isometry with respect to this metric. 
The group M, of right translations is transitive: If PI = [f1J and pz = [f2J 

are given points of T, there is an WIg] E M, such that pz = W[g](p 1). This is 
clearly the case if 9 = fz- 1 0 fl. 

1.3. Normalized Conformal Mappings 

The mappings belonging to F can be continued quasiconformally to the 
plane by reflection in the real axis. However, such an extension does not give 
new insight into the properties of T. It was a fundamental observation of Bers 
[4J that one should extend, not the mappings of F but rather their complex 
dilatations, in such a way that the corresponding extended mappings are 
conformal in the lower half-plane. The machinery developed in Chapter II 
can then be applied to the study of T. 

Let fJ E Band f/l be the mapping of F with complex dilatation fJ. We extend 
fJ to the lower half-plane H' by giving it there the value o. Let f/l be the 
quasiconformal mapping of the plane which fixes 0, 1, CfJ and whose complex 
dilatation agrees with the extended fJ. Then f/lIH' is conformal. 

Theorem 1.2. The complex dilatations fJ and v are equivalent if and only if 
the conformal mappings f/lIH' and fvlH' coincide. 

PROOF. Suppose first that f/lIH'=fvIH'. The mappings f/lo(jIl)-l and 
fv 0 (fv)-l are both conformal in the upper half-plane H, which they map 
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onto the same quasidisc. Because they fix 0,1,00, it follows that they agree in 
H, and hence also on the real axis R Since f~ = J,., on IR, we conclude that 
f~ = fV on IR, i.e., J1 and v are equivalent. 

Assume, conversely, that f~ = r on IR. We define a mapping w of 
the plane by the requirements w = f~ 0 J,.,-1 in fv(H' u IR), and w = 

f~ 0 (f~)-1 0 r 0 fv- 1 in fv(H). From the hypothesis p = r on IR it follows 
that w is a homeomorphism of the plane. In addition, wlJ,.,(H') is conformal. 
But so is also wlfv(H), because f~ 0 (f~)-1 and 1" 0 fv- 1 are conformal. Since 
fJiR) is a quasicircle, we infer from Lemma I.6.1 that w is a Mobius trans­
formation. Owing to the normalization, w is the identity mapping, and so 
f~ = fv in H'. D 

Let F* be the family of all quasiconformal mappings of the plane which fix 
the points 0, I, 00 and are conformal in the lower half-plane. Two mappings 
f~ and fv of F* are said to be equivalent if they agree in the lower half-plane. 

Theorem 1.1 says that every equivalence class [f~] contains real analytic 
mappings. It follows that each class [f~] has representatives which are real 
analytic in the upper half-plane H. For in H, 

f~ = f~ o(Pfl op, 
where f~ 0 (f~)-1 is conformal. Therefore, f~IH is real analytic whenever f~ is. 

In particular, there are mappings 1;, which are conformal in H' and real 
analytic in H but which, nonetheless, are very irregular on the real axis IR. 
We recall that the Hausdorff dimension of the image curve J;,(IR) can be arbi­
trarily close to 2 (cf. I. 6.1 ). 

By Theorem 1.2, the space T can be regarded as the set of the equivalence 
classes [f~]' Or more explicitly: The universal Teichmiiller space is the set of 
the normalized conformal mappings f~ I H'. 

1.4. Sewing Problem 

The characterization of T by means of the conformal mappings f~ I H' leads 
to far-reaching conclusions. Section 4, in particular, will be devoted to consi­
derations emanating from this model of T. 

Anticipating a need in section 1.5, we give a solution to the following 
sewing problem: Let h be a strictly increasing continuous function on the 
real axis, growing from - 00 to + 00. Find conformal mappings fl and f2 of 
the upper and lower half-plane, respectively, onto complementary Jordan 
domains such that 

fl- 1 0f2 = h 

on the real axis. We call the pair (j~ ,12) normalized if f~ and f~ both fix 0, 1 
and 00. 

Depending on h, the sewing problem, to which many questions in complex 
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analysis seem to lead, need not have any solution or it may have infinitely 
many pairs of solutions. However, if h is a normalized quasi symmetric func­
tion, the existence of a unique normalized solution can be easily established 
by aid of the quasiconformal mappings f" and f~. It is in this form that the 
result will be used for studying the universal Teichmiiller space. 

Lemma 1.1. Let h be a normalized quasisymmetric function. Then the sewing 
problem has a unique normalized pair of solutions. 

PROOF. Given a function hEX, there is a mapping f" E F such that f!'llR = h. 
Then 

is a solution of the sewing problem. This can be verified immediately. 
Suppose that the pair (gl,gZ) is also a normalized solution. Then gzllR = 

9 1 0 h = 9 1 0 fflllR. Hence, the mapping w which agrees with 9 1 0 f" in H u IR 
and with gz in H' is a homeomorphism of the plane. Off the real axis it is 
quasiconformal. By Lemma 1.6.1, w is quasiconformal everywhere. Since w 
has the same complex dilatation as fll and both mappings fix 0, 1 and 00, it 
follows from the uniqueness theorem (Theorem 1.4.2) that w = f~. Compari­
son of the definitions of w, fl and f2 then shows that gl = fl' gz = fz· 0 

Note that fl and fz map the half-planes onto quasidiscs. Lemma 1.1 is due 
to Pfluger [2]; in [LV], p. 92, it was proved without the use of the existence 
theorem for Beltrami equations. 

1.5. Normalized Quasidiscs 

We shall now express in geometric terms the fact that points of the universal 
Teichmiiller space can be represented by the conformal mappings fflIH'. We 
call a quasidisc normalized if its boundary passes through the points 0, 1, 00 

and is so oriented that the direction from ° to 1 to 00 to ° is negative with 
respect to the domain. Let fl denote the class of all normalized quasidiscs. 

Iff E F*, then 

[f] --> f(H') (1.3) 

is a bijective mapping of Tonto fl. We first conclude from Theorem 1.2 that 
(1.3) is well defined. If f(H') = g(H'), then g-1 0 f is a conformal self-mapping 
of H' fixing 0, 1, 00. Hence flH' = gIH', i.e., [f] = [g], and it follows that 
(1.3) is injective. Finally, by Lemma 1.6.2, every quasidisc is the image of H' 
under a quasiconformal mapping of the plane which is conformal in H'. Since 
the required normalization is achieved by use of a suitable Mobius transfor­
mation, we conclude that (1.3) is surjective. 
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The bijection (1.3) provides one more model for the universal Teichmiiller 
space: Tis the collection of all normalized quasidiscs. 

Using Lemma I.! we obtain a connection between normalized quasidiscs 
and the group structure of T(Gardiner [1]). 

Theorem 1.3. Two points [fll], [F] E T are inverse elements of the group T if 
and only if the quasidiscs fll(H) and fv(H') are mirror images with respect to the 
real axis. 

PROOF. Assume first that [fll] and [F] are inverse; we can then take 
F = (fll)-I. Let f ll , be the quasiconformal mapping of the plane which fixes 
the points 0, 1, 00 and whose complex dilatation /1* vanishes in Hand 
equals ji (z) at almost all points Z E H'. We write g I = fll,1 H and denote by g z 
the unique conformal mapping of H' onto fll,(H') which keeps 0, 1, CI) fixed. 
Then gl and gz are normalized conformal mappings of the upper and lower 
half-planes, respectively, onto complementary quasidiscs. 

In order to study gil 0 gz on the real axis IR, we continue fll by reflection 
in IR and use the same notation fll for the extended mapping. Then 

fll = gzl ofll , 

in H', because both sides are normalized quasiconformal self-mappings of H' 
with the same complex dilatation. Hence, on IR 

gil 0 gz = (fll)-I = F. 
Now set 

Then fl and fz are also normalized conformal mappings of the upper 
and lower half-planes onto complementary quasidiscs. On the real axis, 
fl- I oj~ = F = gil ogz. We conclude from Lemma 1.1 that gl = fl' gz = fz· 

From the definition of f ll , it follows that fll,(z) = J;,(z); one way to verify 
this is to compute the partial derivatives. Since J...(H) = fl (H) = g I (H) = 

fll,(H), we obtain 

J...(H') = fll,(H') = J;,(H), 

and the first part of the theorem has been proved. 
After this the converse is easily established. Suppose that J;,(H) = fv(H'). 

By what was just proved, there is a quasiconformal mapping j~., where l is 
determined by fA = (fll)-I, such thatJ;,(H) = fA (H'). Since the mapping (1.3) 

is injective, we conclude that A is equivalent to v. It follows that [r] and 
[1''] are inverse elements of T. D 

In n.2.1 we defined the distance r5(f(H'» = IISflw Ilw between the domains 
f(H') and H'. This notion was generalized in II.2.7 to apply to two arbitrary 
domains conformally equivalent to discs. When the domains are normalized 
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quasidiscs, we can give a new definition: If I, gEF*, then the distance be­
tween I(H') and g(H') is defined by 

q(f(H'), g(H')) = liS! - Sgllw· 

It is easy to check that q, so defined, is a metric on l1. By use of the 
bijection (1.3), the metric can be transferred to T This q-metric will be studied 
in detail in section 4. Before that in section 2, a different metric will be defined 
for T in a more direct manner. 

2. Metric of the Universal Teichmiiller Space 

2.l. Definition of the Teichmiiller Distance 

In addition to the group structure, the universal Teichmiiller space has a 
natural metric. We obtain this metric by measuring the distance between 
quasiconformal mappings in terms of their maximal dilatations. When repre­
senting points of T by mappings I it does not matter whether we assume that 
IE F (normalized self-mapping of H) or that IE F* (normalized mapping of 
the plane, conformal in H'). This follows from the fact that f" and I/1 have the 
same maximal dilatation. 

The distance between the points P and q of T is defined by 

T(p,q) = !inf{logKgor,IIEp,gEq}, (2.1 ) 

where K denotes the maximal dilatation and I, 9 E F or ./; ?J E F*. This is 
called the Teichmiiller distance between p and q. Teichmiiller [1] used this 
idea for defining distance in his studies on compact Riemann surfaces 
(cf. V.2.2). 

Before proving that the Teichmiiller distance makes T into a metric space, 
we show that T admits various other formulations. In order to fix the ideas, 
we assume for a moment that the quasiconformal mappings representing 
points of T are in the class F*. 

Fix a representative Io E P and set 

T1(p,q) = !inf{1ogK go !u,lgEq}. (2.2) 

Alternatively, we can fix both ./~ E P and go E q, consider the class W of all 
quasiconformal mappings of the plane which agree in Io(H') with go 0 IO-I, 
and set 

T2(P,q) = !inf{logKwlwE W}. (2.3) 

Lemma 2.1. The Iunctions T, T 1 and T 2 are the same. 

PROOF. Clearly, T :s; T I. If WE W, then 9 = W 0 Io E q, so that T 1 :s; T 2. Finally, 
ifIEp, gEq, then goI-1 E W, and so T2 :S; T. 0 
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By our previous remark, Lemma 2.1 holds also if the points of Tare 
represented by mappings from F. The class W must of course be modified, 
being now the family of all quasiconformal self-mappings of H which agree 
on ~ with go 0 fo- I. If we set h = go 0 fO-I~, we thus reencounter the family we 
considered in 1.5.7, there under the name Fh. We proved that Fh contains an 
extremal mapping which has the smallest maximal dilatation in Fh • If this is 
denoted by K h , then by Lemma 2.1, 

r(p, q) = t log K h • (2.4) 

One important consequence of the existence of an extremal mapping in Fh 
is that in expressions (2.1), (2.2), and (2.3), we can replace inf by min. After this 
observation, it is readily seen that (2.1) (or (2.2), (2.3), or (2.4)) defines a metric 
in T Clearly r is non-negative and symmetric, and r(p, p) = O. Suppose that 
r(p, q) = O. Then it follows from (2.4) that Fh contains a conformal mapping, 
and because of the normalization, this mapping is the identity. Hence fo I ~ = 

gol~, which implies p = q. The triangle inequality follows from the property 
Kgof ~ KfKg of the maximal dilatation. 

The Teichmiiller distance is invariant under the universal modular group. For 
the subgroup M r, the trivial observation 

gof-I = (gofo-I)o(fofo-I)-I 

yields immediately the invariance 

In particular, 

r([f],[g]) = r(O,[gof-I]), 

so that all distances can be measured from the origin. The general result 
(which we shall not make use of) follows from the fact that conformal map­
pings do not change maximal dilatation. 

2.2. Teichmiiller Distance and Complex Dilatation 

If f and 9 have the complex dilatations fl and v, the norm of the complex 
dilatation of go f- I is equal to II (fl - v)/(1 - )1v) II Xl' Therefore, in terms of 
complex dilatations, the Teichmiiller distance assumes the form 

( ) 1 . {I 1+ II (fl- V)/(I-)1v)IIOOI 1 

r p,q = :2 mm og 1 _ II(fl- v)/(1 _ flv)ll", pEp, vEqf· 

The right-hand expression displays a striking similarity to the hyperbolic 
distance h in the unit disc D given by formula (1.1) in 1.1.1. We introduce the 
number 

II h(fl, v) II 00 = ess sup h(fl(Z), v(z)) 
ZEH 

and call it the hyperbolic distance between the complex dilatations fl and v. 
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From (1.1) in 1.1.1 we then obtain the characterization 

r(p,q) = min{llh(p,v)II",\pEp,vEq} 

of the Teichmiiller distance as the minimal hyperbolic distance. 
Consider the bounded function 

P(p,q) = inf {II; ~ ;v IUPEP, VEq}. 
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From P = tanh r we see that in the definition of p, inf can be replaced by min, 
that P also makes T into a metric space, that P is invariant under the universal 
modular group and that the metrics defined by rand P are topologically 
equivalent. In other words, in studying topological properties of T we may 
use the metric provided by P instead of the Teichmiiller metric. Let us give a 
simple application. 

Theorem 2.1. The universal Teichmiiller space is path wise connected. 

PROOF. Consider the origin of T, i.e., the point represented by the function of 
B which is identically zero, and an arbitrary point pET represented by p. For 
o ~ t ~ 1, let Pt be the point represented by the function tp of B. Then 

We see that the mapping t -> Pt is continuous, i.e., it is a path in T joining 
the origin to p. 0 

In 3.3 we shall prove that the universal Teichmiiller space is not only 
path wise connected but even contractible. This means that T can be de­
formed continuously to a point. The result is less trivial than it would seem 
at first glance, because for equivalent p and v, the complex dilatations tp and 
tv need not be equivalent for 0 < t < 1 (Gehring [1]). 

2.3. Geodesics for the Teichmiiller Metric 

The length of an arc y: [0, 1] -> (T, r) is the supremum of L r(y(tj-d, y(tj )) for 
all subdivisions 0 = to < t 1 < ... < tn = 1 of the unit interval. An arc y is a 
geodesic if the length of every subarc rJ. of y is equal to the distance between 
the endpoints of rJ.. 

Geodesics of T can be described explicitly with the help of extremal com­
plex dilatations. We say that pEp is extremal if II p II co = min { II v II co I v E p}. 

Theorem 2.2. fr p is an extremal complex dilatation for the point PET, then 

(J + IplY - (1 - 1,uIY It 
Pt = (1 + IplY + (1 - IplY Gj' o ~ t ~ 1, (2.5) 
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is extremalfor the point p, = [11,]. The arc t -> p, is a geodesic from 0 to p, and 

r(p" 0) = tr(p, 0). (2.6) 

PROOF. From (2.5) we see that 11,(z) is the point which divides the hyperbolic 
length (in the unit disc) of the line segment from 0 to I1(Z) in the ratio t: (1 - t) 
(cf. formula (4.16) in 1.4.7). 

If 1'" has maximal dilatation K, then by Theorem 1.4.7, the mapping 1'"' 
has maximal dilatation K' and f~ 0 (f~,)-I has maximal dilatation K 1-'. 
Suppose that WEp,. Then ({J = f~o(f~,)-I OWEP, and so K ~ Kq> ~ KI-'K w . 

Consequently, Kw 2:: K'. We conclude that 11, is extremal for the point p,. 
This reasoning also shows that r(p"O) = t log K' = tr(p,O), i.e., the validity 
of (2.6). 

Since f~ 0 (f~,)-I has maximal dilatation K 1-', we conclude that r(p" p) ~ 
(1 - t)r(p,O). Consequently, r(O, p,) + r(p" p) = r(O, p) for every t. Finally, if 
we repeat the above argument for an arbitrary subarc of t -> p" we see that 
t -> p, is a geodesic. D 

Since the extremal 11 need not be unique (cf. 1.5.7), we cannot conclude that 
the geodesic t -> [I1,J is unique. 

2.4. Completeness of the Universal Teichmiiller Space 

We shall now prove that the space (T, r) is complete. We first describe ex­
plicitly the construction on which our proof of the completeness is based and 
list the pertinent facts associated with that construction. 

Lemma 2.2. Every Cauchy sequence in (T, r) contains a subsequence whose 
points are represented by complex dilatations lIn with the following properties: 

1 c lim I1n(Z) = I1(Z) exists almost everywhere; 
2° U~J -> U~J in the Teichmuller metric; 
3° f~,,(z) -> f~(z) uniformly in the spherical metric; 
4° f~n(z) -> 1'"(z) locally uniformly in the upper half-plane. 

PROOF. In order to simplify the notation, we renumber functions each time 
that we pass from a sequence to its subsequence. Also, we write 1" = f~n. 

Let ([!"J) be a Cauchy sequence in (T, r). We shall construct inductively a 
subsequence with the properties 1°_4° using suitably chosen mappings!". 

First, fix a mapping .r; so that 

inflog K f . of.' < -21 , 
r+p I 

p = 1,2, ... , 

where for each p, the infimum is taken over all mappings of [.t;+p]. Since 
([fnJ) is a Cauchy sequence, such a mapping .t; exists, as can be seen from 
formula (2.2) and Lemma 2.1. We renumber the sequence by setting .t; = fl. 
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After this, we choose for every n > 1 the mapping /" from its equivalence 
class so that 

log K fnof ,' < 1-. 
From this new sequence Un) we choose a mapping J.. so that 

inflogKh.pofk' < t, 
where again for each p the infimum is taken over all mappings of the class 
[fk+p]. We set J.. = f2' and for n > 2, choose a representative of [fn] so that 

10gKfnofi' < *" 
Continuing this procedure we obtain a sequence (f,,), such that ([f,,]) is a 

subsequence of the given Cauchy sequence and such that, for any two con­
secutive indexes, the maximal dilatations satisfy the inequality 

n = 1,2, .... 

It follows that 
p 

10gK _, < " 2-(II+j-l) < 2- n + 1, 
fn+poJ" - L 

j=1 

(2.7) 

for n, p = 1, 2, .... 
Considering the connection between the maximal dilatation and the norm 

of the complex dilatation, we deduce from (2.7) that the complex dilatations 
fln of /" satisfy the inequality 

II fln+p - fln II co :<::::; 211 fl: p - fln II < 2 tanh rn. 
1 fln fln + p co 

Thus (fln) is a Cauchy sequence in VO. Since V Co is complete, the limit 
fl = lim fln exists in L eLl. Thus the validity of condition 10 follows. From (2.7) 
we conclude that the mappings fn (and hence also fll,,) are K-quasiconformal 
for a fixed K. It follows that Ilfllloo < 1. Therefore, [fl] = lim [fln] in (T,{J) and 
hence also in (T, T). This means that the statement 2° is true. Since the 
mappings fn and pn keep the three points 0, 1, 00 fixed, the families Un} and 
{p"} are normal, by Theorem 1.2.1. Hence 3° and 4° follow, after possible 
passage to further subsequences. D 

Theorem 2.3. The universal Teichmiiller space is complete. 

PROOF. In view of statement 2° in Lemma 2.2, it is enough to observe that if 
a Cauchy sequence contains a convergent subsequence, then the sequence 
itself is convergent. D 

Having proved Theorem 2.3 we see that in Lemma 2.2, we need not pick a 
subsequence: If Pn -> P in (T, T), there are complex dilatations fln E Pn, fl E p, such 
that the conditions 1 0, 3 0, and 4 0 of Lemma 2.2 hold (cf. Theorem 1.4.6). 
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In view of the simple relation between the distances rand [3, it is easy to 
show that the metric space (T, [3) is also complete. In contrast, using Schwar­
zian derivatives we shall obtain in section 4 one more model for T which is a 
metric space homeomorphic to (T, r), but is not complete. (It is, in fact, the 
metric space (ll, q) discussed at the end of 1.5.) 

3. Space of Quasisymmetric Functions 

3.1. Distance between Quasisymmetric Functions 

Let us consider again the space X of normalized quasisymmetric functions 
discussed in 1.1. For hEX we defined in 1.5.1 the maximal dilatation K:. 
Imitating the method we used in defining the Teichmiiller distance, we set 

p(hl,hz) = ~logK:20hll 

for hi' hz EX. It is easy to verify that p defines a metric on X. 

Theorem 3.1. The group isomorphism 

[f] -> fllR (3.1 ) 

is a homeomorphism of(T, r) onto (X, pl. 

PROOF. We proved in 1.1 that (3.1) is a bijection of T onto X. From (2.4) and 
the left-hand inequality (5.10) in 1.5.7 it follows that 

(3.2) 

Hence (3.1) is continuous. From Lemma 1.5.5 (or from the right-hand inequa­
lity (5.10) in 1.5.7) we conclude that the inverse of (3.1) is continuous. 0 

From the double inequality (5.10) in 1.5.7 we can draw another conclusion: 
The space (X,p) is complete. For we conclude from the right-hand inequality 
(5.10) that the preimage of a Cauchy sequence in (X, p) is a Cauchy sequence 
in (T, r). The inequality (3.2) then shows that (3.1) maps a convergent sequen­
ce of (T, r) onto a convergent sequence of (X, pl. 

Suppose that h, hn E X, n = 1, 2, ... , and that lim p(hn' h) = O. Then hn -> h 
locally uniformly in the euclidean metric. For by Lemma 1.5.1, {h n } is a 
normal family. If ii is the limit of a convergent subsequence (hnl of (hn), we 
have Ktoh-1 ~ lim K: oh-1 = 1. Hence ii = h. Since every con~ergent sub­
sequence of (hn) has th'b limit h, the sequence itself tends to h. 

The converse is not true. A counterexample is obtained if we set hn(x) = x 
for x ~ n, and hn(x) = 2x - n for x > n. Then hn E X and lim hn(x) = h(x) = x, 
uniformly on every bounded interval. But the quasisymmetry constant of hn 

is 2, so that by the remark in 1.5.2, lim inf p(hn' h) ~ (log), -I (2))/2 > O. 
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3.2. Existence of a Section 

Using the space (X,p), we can prove that the universal Teichmiiller space is 
contractible, i.e., there exists a continuous mapping of T x {tiO ::<::; t ::<::; 1} into 
T which is the identity mapping for t = 0 and a constant mapping for t = 1. 

As a preparation for the proof, we modify the mapping (3.1) by changing 
its domain of definition. Let L 00 be the space of functions bounded and 
measurable in the upper half-plane, and B = {J1 E L 00 \11 J111 00 < I} its open 
unit ball. For J1 E B, we now consider the mapping IjJ of B onto X, defined by 

1jJ(J1) = PlITt 

In view of the definition of the Teichmiiller distance, inequality (3.2) can be 
written in the form 

p(fI'IIR,FIIR)::<::; ~log 1 + 1I(J1- v)/(1 - ,uv)lloo. 
2 1 - II (J1 - v)/(l - J1v) II 00 

It follows that IjJ is continuous. 
Of course, the mapping 1jJ: B -> X is not invertible. However, there exists a 

section s: X -> B, i.e., a continuous mapping of X into B such that IjJ 0 s is the 
identity mapping of X. 

A section s can be constructed with the aid of the Beurling-Ahlfors exten­
sion of a quasi symmetric function. Given a function hEX, we set as in 1.5.3, 

f(x + iy) = 1 L (h(x + ty) + h(x - ty)) dt + i L (h(x + ty) - h(x - ty)) dt. 

Let J1 be the complex dilatation of f. We shall prove that the mapping 
s: X -> B, defined by s(h) = J1, is a section. 

For hi E X, i = 1,2, we denote their Beurling-Ahlfors extensions by /;, and 
set s(hi ) = J1i' Let K be the maximal dilatation and k the quasi symmetry 
constant of h2 0 hI I. We showed in 1.5.2 that k ::<::; A(K). Hence, 

p(h l ,h2 ) = 110gK ~ 110grl(k). 

Now suppose that h2 -> hi in (X, p). It follows from the above inequality 
that k -> 1. By Lemma 1.5.3, the maximal dilatation of f2 0 fl- I then tends to 
1. This is equivalent to J12 converging to J11' and we have proved that s is 
continuous. 

Trivially, (1jJ 0 s)(h) = r(h)11R = h, so that IjJ 0 s is the identity mapping of X. 
Consequently, s: X -> B is a section. 

3.3. Contractibility of the Universal Teichmiiller Space 

After these preparations, the desired result can be easily established (Earle 
and Eells [1]). 

Theorem 3.2. The universal Teichmiiller space is contractible. 
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PROOF. Every point of T is an equivalence class [s(h)], hEX. We show that 

([s(h)], t) --> [(1 - t)s(h)] (3.3) 

deforms T continuously to the point 0 as t increases from 0 to 1. 
In proving this, we make use of Theorem 3.1 which says that [11] --> f!'11R 

is a homeomorphism of (T, r) onto (X, p). It means that instead of (3.3), we 
can consider the induced mapping 

(h, t) --> j<l-t)S(h)11R (3.4) 

of X x [0, 1] into X. Clearly, (h,O) --> hand (h, 1) --> identity. The theorem 
follows if we prove that (3.4) is continuous. 

The mapping (3.4) is the composition of the three mappings 

(h, t) --> (s(h), t), (s(h), t) --> (1 - t)s(h), (l - t)s(h) --> fO-I)S(h)1 R 

The first one is continuous, because we just proved that h --> s(h) is a con­
tinuous map of X into B. The second maps B x [0,1] continuously into B, 
since 11(1 - tds(hJ) - (1 - t2 )s(h2 )11oo ::;; Ils(hd - s(h2)11", + It 1 - t21. Final­
ly, the third mapping is continuous, because we showed that 11 --> f'111R maps 
B continuously into X. Hence, (3.4) is a continuous contraction of X to a 
point, and (3.3) has the same property with respect to T. 0 

3.4. Incompatibility of the Group Structure with the Metric 

We showed at the end of 3.1 that pointwise convergence of functions of X 
does not imply p-convergence. A slightly more complicated counterexample 
leads to the conclusion that the topological structure and the group structure 
of X are not compatible. We express the result in terms of T. 

Theorem 3.3. The universal Teichmuller space is not a topological group. 

PROOF. The theorem follows if we find an [f] E T and a sequence of points 
[g,,] E T, such that [g,,] tends to [g] but [fog,,] does not tend to [fog]. 
Because the mapping (3.1) is a group isomorphism and a homeomorphism, 
the counterexample can be constructed in X. We follow a suggestion of 
P. Tukia. 

In order to simplify notation we write I instead of II R We define I 
as follows: I(x) = x if x:2': 0, I(x) = x/2 if -2::;; x < 0, and I(x) = x + 1 
if x < - 2. Then I is a 2-quasisymmetric function of X. Set I,,(X) = x 
if x:2': 0 and I,,(X) = (I + l/n)x if x < 0, n = 1, 2, .... Then IIIEX is 
(I + I/n)-quasisymmetric, and therefore (1 + l/n)2-quasiconformal (cf. I.5.3). 
If I denotes the identity mapping of IR onto itself, we thus have 

p(I", I) ::;; log(1 + I/n). 

Let us define g" = In 0 I-I. Because p(gn,f-l) = P(ln' I), we deduce that 
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lim p(gn,f-I) = O. (3.5) 

We prove that Io gn = Io In 0 I-I (which converges to the identity I point­
wise) does not tend to Io (lim gn) = I in the p-metric. 

Direct calculation yields 

. {(1 + 1/I1)x 
}(g,,(x)) = 2(1 + 1/I1)x + I 

if - 11/(11 + I) =::; x < 0, 

if-I =::;X< -11/(11+ I). 

It follows that Io gn has a quasisymmetry constant ;:::.: 2 for every 11. 
Consequently, 

pUogn,I);:::': tlogA- I (2). 

In conjunction with (3.5), this shows that (X, p), and hence (T, r), is not a 
topological group. 0 

We see that, unlike the right translation, the left translation UJ ...... Uo 0 IJ, 
Io fixed, need not be continuous in T 

4. Space of Schwarzian Derivatives 

4.1. Mapping into the Space of Schwarzian Derivatives 

The universal Teichmiiller space was defined by means of quasiconformal 
self-mappings of the upper half-plane. In this section and in section 5, we 
change the roles of the upper and lower half-planes. Now I/1 is a self-mapping 
of the lower half-plane H' and I/1 is conformal in the upper half-plane H. This 
change, which does not affect any of the results in sections 1-3, simplifies 
notation here, because we are now dealing primarily with the conformal part 
of the mappings I/1" 

It follows from what we proved in 1.3 that each point of the universal 
Teichmiiller space T can be represented by a normalized conformal mapping 
I/1IH. It was Bers [6J who noticed the importance of forming the Schwarzian 
derivative and defining the mapping 

[IlJ ...... Sf,IH 

of T The image points, as Schwarzian derivatives, are holomorphic functions 
in H, for which the norm defined in 11.1.3 is pertinent. 

This leads us to introduce the space Q of all functions <p holomorphic in H 
for which the hyperbolic sup norm 

II <p II = sup4y21<p(z)l, 
= E II 
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Z = X + iy, is finite. The space Q has a natural linear structure over the 
complex numbers. 

Furthermore, Q is complete. For if (CfJn) is a Gauchy sequence in Q, then 
CfJn1]-z, 1](z) = (2y)-I, is a Cauchy sequence in V D • Since VO is complete, there 
is a I/IEL oo such that CfJn1]-2 converges to 1/1 in VO. Here 1/1 can be taken to be 
continuous. Then CfJn converges locally uniformly to CfJ = I/Il]z, because I] is 
locally bounded. It follows that CfJ is holomorphic, II CfJn - CfJ II --+ 0, and CfJ E Q. 
We conclude that Q is a Banach space. Its points are Schwarzian derivatives: 
By Theorem 11.1.1 every function CfJ E Q is the Schwarzian derivative of a 
function I meromorphic in H. 

Going back to the functions I/l' we write s/l = Sf,IIl' By Theorem II. 1.3, 
II s/lll s 6. Therefore, [11] --+ s/l maps T into Q. The mapping is well defined, for 
if v is equivalent to 11, we have IvlH = I/lIH and hence Sv = sl'" 

4.2. Comparison of Distances 

We shall prove that the mapping [11] --+ s/l is a homeomorphism of T onto its 
image in Q. To this end we shall compare the p-distance of two given points 
[11] and [v] of T to the distance of their images s/l and Sv in Q. We write 
q(CfJI'CfJz) = IICfJI - CfJzll for points ofQ. 

In the special case v = 0, estimates in both directions can be obtained 
directly from our previous results. If v = 0, then also 05" = 0, and q(s/l' O) = 

Iis/lil. Moreover, P([Il],O) = infllllll oo • By Theorem 11.3.2, Iis/lil s 611111100' This 
holds no matter how 11 is chosen from the equivalence class. Consequently, 

q(S/l'O) s 6P([II], 0). (4.1 ) 

We remark that q(s/l' 0) is equal to the distance i5(f/l(H)) of I/l(H) from H (cf. 
the remark at the end of 1.5). 

In order to get an inequality in the opposite direction, we choose an 
arbitrary CfJ E Q such that II CfJ II < 2. By Theorems 11.1.1 and 11.5.1, there is a 
normalized quasiconformal mapping I of the plane which is conformal in H, 
for which Sflll = CfJ, and whose complex dilatation 11 in the lower half-plane 
is obtained from the formula Ilei) = - 2yZ CfJ(z), Z E H. For this mapping 1= 
I/l we have 11111100 = II s/lII/2. Hence, 

q(s/l'O) ;:0: 2P([Il], 0). (4.2) 

We assumed that q(S/l' 0) < 2. But since all p-distances are < 1, (4.2) holds 
trivially if q(s/l' 0) ;:0: 2. 

We shall now generalize (4.1) and (4.2) for arbitrary points [11] and [v]. We 
start with the transformation rule 

(4.3) 

for the Schwarzian derivatives (formula (1.10) in 11.1.3). We write Av = Iv(H) 
and apply Theorem 11.3.2 to the conformal mapping w = I/l 0 (fv-II AJ in the 
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quasidisc Av. It follows that 

II SW IIA, ~ IJo(Av) II ; ~ ;v t; 
here IJo(Av) = 6 + b(AJ is the outer radius of univalence of Av. In view of 
(4.3), this yields the estimate 

(4.4) 

which is the desired generalization of(4.1). Since IJo(Av) ~ 12, we could use as 
the coefficient on the right-hand side the absolute constant 12. On the other 
hand, IJo(Av) can be replaced by min(IJo(AIl),lJo(A v)), where All = fll(H). 

It is more difficult to generalize the inequality (4.2). We choose v from its 
equivalence class so that fv has the smallest possible maximal dilatation Kv. 
After this, we consider Schwarzian derivatives Sil which are so close to Sv that 
q(sil'sv) < e(Kv), where e is the constant of Theorem 11.4.1. Then, by formula 
(4.3), 

II Sw IIA, < e(Kv)· 

We know that w has a quasiconformal extension, namely, fll 0 fv- I . However, 
we prefer to extend w by utilizing Theorem 11.4.1, which makes it possible to 
estimate the complex dilatation. By that theorem, w has a quasiconformal 
extension to the plane such that the complex dilatation K of the extended 
mapping satisfies the inequality 

(4.5) 

If the extended w is also denoted by w, then f). = w 0 fv is a quasiconformal 
extension of fill H to the lower half-plane. Thus ). is equivalent to J..I.. Because 
w = fA 0 fv- I , we have, therefore, 

Combining this with (4.5) we finally arrive at the inequality 

(4.6) 

valid also if q(sll' sv) ~ e(K,.}. This contains (4.2) as a special case: If v = 0, 
then Kv = 1 and c(Kv) = 2. Since the roles of J..I. and v can be interchanged, we 
can replace £(Kv) in (4.6) by max(e(KIl),e(K v)). 

4.3. Imbedding of the Universal Teichmiiller Space 

The estimates (4.4) and (4.6) show that the fJ- and q-metrics are topologically 
equivalent. Thus a new important model is obtained for the topological space 
(T, r). 
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Theorem 4.1. The mapping 

(4.7) 

is a homeomorphism oj the universal Teichmiiller space onto its image in Q. 

PROOF. We noted already in 4.1 that (4.7) is well defined in T. If [II] and [v] 
ha ve the same image, it follows from the normalization that j~ I H = J,.I H, i.e., 
Il and v are equivalent. Hence (4.7) is injective. Inequality (4.4) shows that 
(4.7) is continuous, and (4.6) that its inverse is continuous. D 

In 4.5 we shall show that the image of T under the homeomorphism (4.7) 
is open in Q. (We have almost proved this in establishing (4.6).) The mapping 
(4.7), which will later be considered in connection with an arbitrary Teich­
muller space, is called the Bers imbedding of Teichmuller space. 

By Theorem 4.1, the convergence Sf --> Sf in Q implies that [Iln] --> [Il] in 
T. Hence, by Lemma 2.2 and the rema;k foll~wing Theorem 2.3, j~Jz) --> J)z) 
uniformly in H. 

Anticipating developments in Chapter V, we denote the image of T under 
(4.7) by T(1). When there is no fear of confusion, we often identify T( 1) with 
the universal Teichmuller space. Like X, the space T(I) is simpler than Tin 
that its points are functions and not equivalence classes of functions. 

We can also define 1'(1) = {SflJis conformal in H and has a quasicon­
formal extension to the plane}. For such an J is equal to a normalized 
mapping j~IH modulo a Mobius transformation, which does not change the 
Schwarzian derivative. 

By Theorem 11.5.1, the set T(I) contains the open ball B(O, 2) = 

{qJ E Q III qJ II < 2}. In this ball, the inverse of the mapping (4.7) can be 
described explicitly: 

qJ --> [Il], Il(Z) = - 2y2 (p(z). 

The space (T(1), q) is not complete, even though it is homeomorphic to the 
complete spaces (1', r), (1', fJ) and (X, pl. In order to prove this, it is sufficient 
to find an Sf E Q\ T(1) and functions Sf" E T(1), n = I, 2, ... , such that Sf" --> Sf 
in Q. Then (Sf) is a Cauchy sequence in T(1) but its limit is not in T(1). An 
example is provided by the functions z --> J(z) = log z, z --> I,,(z) = z1!n in H, 
which we considered, for another purpose, in II.l.4. Since 

Sf.,(z) = (1 - 1:2 ) 2:2' 
we have II SfJ II = 2(1 - l/n 2 ) < 2. By Theorem 11.5.1, the mappingJn has a 
quasiconformal extension to the plane. Hence Sf" E T(1). In II.l.4 we saw 
already that 

II Sf" - Sf II = 2/n2 --> 0. 

But since z --> log z does not even have a homeomorphic extension, Sf is not 
in 1'(1). 
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4.4. Schwarzian Derivatives of Univalent Functions 

Let us define the set 

U = {Sfli univalent in H}. 

Then trivially T(l) c U, and by Theorem 11.1.3, U c Q. More precisely, we 
conclude from Theorem II.1.3 that U is contained in the closure of the ball 
B(0,6) = {<p E Q III <p II < 6}. On the other hand, it follows from Theorem II.S.2 
that U contains the closure of B(O, 2). 

Let 11 (w) = W + 1/w,j2(w) = w - l/w. If h is a conformal mapping of the 
upper half-plane onto {wllwl > l}, then Sfloh, ShohE U. From the calcula­
tions in II.2.6 it follows that IISf,oh - Shohll = 12. We conclude that the 
diameter of U is 12. 

The set U is closed in Q. For suppose that Sfn E U, n = 1,2, ... , and that Sfn 
converges to Sf in Q. We show that I is univalent. 

We are free to compose the functions In with arbitrary Mobius transforma­
tions. There is no loss of generality, therefore, in assuming that every In fixes 
the same three points a 1 , a2 , a3 in H. By Theorem 1.2.1, the family Un} is then 
normal. Consequently, (fn) contains a subsequence which is locally uniformly 
convergent in H. By renumbering the functions we may assume that Un) itself 
has this property. The limit 9 = limfn fixes a 1 , a2 and a3 , and is there­
fore univalent in H. At every point Z E H we have lim SfJz) = Sg(z) and also 
lim SfJz) = Sf(z). Hence, I differs from 9 by a Mobius transformation, and so 
I is univalent. 

Since U is closed and T(l) c U, the closure of T(l) is contained in U. If 
Sf E U, we can always find functions In with Sfn E T(1) such that 

I(z) = limIn(z) locally uniformly in H. (4.8) 

An approximating sequence In with Sfn E T(1) is obtained as follows. Set 

z + i/n 
gn(z) = 1 . / ' 

- IZ n 
n = 2, 3, .... 

Then gn maps H onto the disc Dn = {wllw - il < ((n - 1)/(n + l))lw + il}, 
whose closure lies in H. As n -+ 00, the discs Dn exhaust H, and gn(z) -+ z, 
locally uniformly. Hence, by setting In = 1 0 gn, we obtain a sequence of 
functions for which (4.8) is true. The property Sfn E T(1) follows from the fact 
that j~(IR) = I(8Dn) is a quasicircle (cf. the remark in 1.6.1). 

If (4.8) holds, the derivatives of In converge to the derivatives of f. Hence, 

Sf(z) = lim SfJz) 

locally uniformly in H. However, as we showed in 11.1.4, it does not neces­
sarily follow that Sfn -+ Sf in Q. We cannot conclude, therefore, that the 
closure of T(l) coincides with U. A counterexample such as the one in 11.1.4 
does not disprove this either, but actually the closure of T(1) is not the whole 
of U. This will be explained in 4.6. 
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4.5. Univalent Functions and the Universal Teichmliller Space 

From Theorems 11.4.1 and 1I.4.2 we obtain a remarkable connection between 
the sets T(l) and U (Gehring [2J). 

Theorem 4.2. The set T( 1) is the interior of U. 

PROOF. We prove first that T(l) is an open subset of Q. Fix an arbitrary point 
Sf of T(I). For ShEQ we write g = hof-I, and conclude that g is merom or­
phic in the quasi disc f(H). By Theorem lI.4.1, there exists a positive constant 
e such that if II Sg Ilf(H) < e, then g is univalent in f(H) and has a quasi con­
formal extension to the plane. Now choose ShEQ such that II Sir - SfllH < e. 
Then 

IISgllf(//) = IISh - Sfllu < B. 

Because h = go f, we conclude that Sh E T(1). It follows that T(1) is open. 
Since T(1) c U, the proof will be complete if we show that int U c T(I). 

Choose a point Sf E int U. We then have an f. > 0 such that 

V = {<pEQIII<p - Sf II :::; B} C U. 

Let g be an arbitrary merom orphic function in the domain f(H), with the 
property II Sg II f(H) :::; e. If h = g 0 f, then 

IISh - SfllH = IISgllf(ll):::; B. 

It follows that Sir EVe U, i.e., h is univalent in H. But then (J = h 0 f- I is 
univalent in f(H). What we have proved is that f(H) is an I.:-Schwarzian 
domain. Hence, by Theorem 11.4.2, the domain f(H) is a quasidisc. We 
conclude that SfE T(\) (cf. Lemma I.6.2, statement 3°) as we wished to 
show. D 

The result that T( 1) is open in Q was first proved by Ahlfors [4]. 

4.6. Closure of the Universal Teichmliller Space 

For a long time it was a famous open problem, raised by Bers, whether the 
closure of T(I), which is contained in U, actually agrees with U. In 1978, 
Gehring [3J showed that the answer to this question is in the negative. He 
constructed a counterexample with the help of the simply connected domain 
G which is the complement of the curve 

y = {z = ±e(-a+i)tIO :::; t < CI.)} u {OJ, 

where a > 0 is small (Fig. 6). This G is not a Jordan domain, but more than 
that, at the origin its boundary is so rigid that G possesses the following 
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Figure 6. Sh not in the closure of T(1). 

property: There is a positive constant G such that if f is a conformal mapping 
of G and II SJ II G ~ E, then f( G) is not a Jordan domain. 

F or the proof we refer to Gehring [3]. With the aid of this result the 
negative answer to the question of Bers is readily established. 

Theorem 4.3. The closure of T(l) is a proper subset of U. 

PROOF. Let G be the domain defined above and G > 0 the associated constant. 
If h is a conformal mapping of the upper half-plane onto G, we prove that Sh 
does not lie in the closure of T( 1). 

Consider an arbitrary point Sw of the neighborhood {cp E Q\II cp - ShliH < G}. 
For f = w 0 h- 1 we then have II SJ IIG = II SW - S" IIIf < G. Therefore, either f is 
not univalent or f is univalent butf(G) = w(H) is not a Jordan domain. It 
follows that Sw is not in T( I). 0 

Recently, Theorem 4.3 has been strengthened: There exists a conformal 
mapping h: H -> G, where G is now a Jordan domain, such that Sh¢ T(l) 
(Flinn [I]). 

Theorem 4.3 gives rise to the study of the boundary of T(l). If T(l) is 
visualized as the collection of quasi discs fll(H), then Flinn's result means that 
there are Jordan domains which do not belong to the boundary of T(l). 
More information about the boundary of T(I) is provided by some recent 
results in the joint paper of Astala and Gehring [I]. 

We showed in 4.4 that the diameter of U is 12. Since the closure of T(I) 
does not coincide with U, we cannot conclude immediately that the diameter 
of T(I) is also 12. But this can be proved if we modify slightly the example 
which we used for U. For every positive r < I, the functions w -> f1 (w) = W + 
r/w, w -> f2(W) = W - r/w are not only univalent in E = {wllwl > I} but have 
the quasiconformal extensions w -> W + rw and w -> w - rw, respectively. 
Moreover, an easy calculation shows that 

If h: H -> E is a conformal mapping, SJI a II' Sh 0 hE T( 1), and by the invari­
ance formula (l.9) in 11.1.3, IISJlo/1 - Shohli ;:0: 12r. It follows that the set 
T( 1) has diameter 12. 

Theorem 2.1 says that the universal Teichmiiller space is pathwise con­
nected. Therefore, T(I) and its closure are connected, and by Theorem 3.2, 
the set T(l) is even contractible. 
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Since V is not the closure of T( 1), the connectedness of T( 1) does not imply 
that V is connected. In fact, the author just learned of a striking result of 
Thurston [1] which asserts that V possesses one-point components. (Thurs­
ton's result contains Theorem 4.3 as a corollary.) 

5. Inner Radius of Univalence 

5.1. Definition of the Inner Radius of Univalence 

Let A be a simply connected domain of the extended plane whose boundary 
consists of more than one point. In 11.2.6 we defined the outer radius of 
univalence 

ao(A) = sup{ IISfllAlf univalent in A} 

of the domain A. We proved that ao(A) is directly connected with the dis­
tance b(A) of A from a disc (defined in 11.2.1): ao(A) = b(A) + 6 for all do­
mains A. 

Let us now define the inner radius of univalence 

a 1(A) = sup{aIIISfIlA:S; a=> funivalent in A} 

of A. Note that a = 0 is always an admissible number, because II Sf II = 0 
implies that f is a Mobius transformation and hence univalent. Like the 
distance b and the radius ao, the inner radius a1 is also invariant under 
Mobius transformations, i.e., two Mobius equivalent domains have the same 

a1 • 

The set {Sflf univalent in A} is closed in the family of functions holomor­
phic in A, when the topology is defined by the hyperbolic sup norm. We 
proved this in 4.4 in the case where A was the upper half-plane, and the same 
proof applies to an arbitrary A. It follows that we can replace sup by max in 
the definition of a 1(A). In other words, if II Sf IIA = a 1(A), then f is univalent. 

Theorems 11.4.1 and 11.4.2 imply that a 1(A) > 0 if and only if A is a quasi­
disc. As we remarked before, this is an interesting result because quasicon­
formal mappings do not appear in the definition of the inner radius of 
univalence. 

For a disc, 

a 1(A) = 2. 

This follows directly from Theorem 11.5.2. We shall see in 5.7 that for all 
other domains A, the inner radius of univalence is smaller. Before that, we 
shall show how to get information about a1 from the results derived in the 
previous section. For this purpose, these results must be slightly generalized 
so that the special position of the half-plane in the definition of the universal 
Teichmiiller space is removed. 
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5.2. Isomorphic Teichmiiller Spaces 

Throughout this section the roles of the upper and lower half-planes in 
connection with the universal Teichmuller space are as in section 4, i.e., fll is 
a self-mapping of the lower half-plane and fll is conformal in the upper 
half-plane. 

Let A be a quasidisc whose boundary contains the points 0, 1, 00 and for 
which the direction from ° to 1 to 00 orients oA positively with respect to A. 
The universal Teichmuller space TA is defined by means of quasiconformal 
self-mappings of the complement of A which fix 0, 1, and 00, exactly as we did 
it in 1.1 in the case of a half-plane. Theorem 1.2 can be proved for A word for 
word as in the case of a half-plane. It follows that the points of TA can be 
represented by conformal mappings of A which are restrictions to A of 
quasiconformal mappings of the plane and which fix the points 0, 1, and 00. 

The given quasidisc A can be regarded as a point of the universal Teich­
muller space T = TH. By this we mean that there is a unique point P E TH such 
that fllu(H) = A whenever Ilo E P (cf. 1.5). 

Take a fixed mapping f llu with the property fll)H) = A, and consider the 
transformation 

(5.1) 

This is an isomorphism between ~l and TA in the sense that it is a bijective 
isometry. Obviously, (5.1) is well defined in TH and a bijection of TH onto TA­
U Wi = J; 0 fll~1 , i = 1, 2, then W2 0 wi1 = f2 0 f1- 1, and so (5.1) preserves Teich­
muller distances. 

Note that under (5.1) the origin is shifted: the point [Ilo] E TH maps to the 
origin of ~. More generally, [Il] maps to the point represented by the 
complex dilatation of 1;, 0 fll~1. 

Suppose [Il] E~. In order to study the mapping [Il] --+ Sf"iA' we define 
QA as the space of functions cp holomorphic in A for which the norm 
suplcp(z)IIJA(z)-2 is finite. As in the case A = H, we set UA = {cp = Sflf univa­
lent in A}; by Theorem 11.2.3, this is a subset of QA- Finally, TA ( 1) = {Sf E UA If 
has a quasiconformal extension to the plane}. Our previous space Q will now 
be denoted by QH. 

The function w = f 0 fll~ 11 A is merom orphic in A if and only if f is mero­
morphic in H. From II S", II A = II Sf - Sf II H we get 

"u 

IISfllll - IISf,,)Il:-::::; II S",IIA :-::::; IISfllll + IISf")1l 

and conclude that II SW II A is finite if and only if II Sf Illl is finite. It follows that 
the mapping 

(5.2) 

is a bijection of Qu onto QA- Clearly, (5.2) maps Ull onto UA and Tll (1) onto 
~(1). U Wi = 1;0 fll~1IA, i = 1,2, then by formula (1.9) in 11.1.3, 

II SWt - SW211A = II Sft - Sh Illl' 
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We see that the mapping (5.2) of QH onto QA is also an isometry. 
Let 1/11 be the mapping [p] ~ Sf.IH of TH onto TH(l) and 1/12 the mapping 

[p] ~ Sf.IA of TA onto ~(l). Then (5.1) followed by 1/12 is the same as 1/11 
followed by (5.2) 

5.3. Inner Radius and Quasiconforrnal Extensions 

Let A be a quasidisc. We define the spaces QA' VA' and TA(l) as in 5.2. 
Let h: H ~ A be a conformal mapping. Generalizing (5.2) we can define a 
bijective isometry of QH onto QA by 

(5.3) 

We conclude that for varying quasidiscs A, all spaces VA and TA(l) are 
isomorphic. In particular, Theorem 4.2 can be generalized: 

For all quasidiscs A, 

~(l) = int VA" (5.4) 

This relation leads to a new characterization of the inner radius of univa­
lence. It follows from the definition of (J[ and from the subsequent remark 
about sup and max in the definition that the closed ball {CfJEQAIIICfJIIA S 
(J[(A)} is contained in VA" By (5.4), the interior of this ball lies in TA(l). In 
other words, if 

thenfis not only injective in A but has a quasiconformal extension to the plane. 
This result generalizes the statements of Theorems II.5.1 and II.5.2 which 

are concerned with a disc. It sheds new light on the inner radius of univalence 
and explains why quasiconformal mappings playa role. We conclude that 
the definition of the inner radius of univalence can be expressed in the form 

(J[(A) = inf{ II Sf II A II univalent in A,f(A) not a quasidisc}. (5.5) 

This characterization yields upper bounds for (J[(A). 
Another way of expressing (5.5) is that B(O, (J [(A)) = {CfJEQA III CfJ II A < (J [(A)} 

is the largest open ball in QA centered at the origin which is contained in 
~(l). The inverse of the isomorphism (5.3) takes this ball onto the ball 
B(Sh' (J[(A)) of QH' This gives a characterization for the inner radius of uni­
valence in geometric terms: If h is a conformal mapping of H onto a quasidisc 
A, then (J[(A) is the distance from the point Sh to the boundary ofTH(l). 

This result gives additional information about the mapping [p] ~ Sf.IH of 
TH onto TH(l). We proved in section 4 that TH(1) is open in QH' Now we can 
express this result in a more precise form: 

Theorem 5.1. The largest open ball of QlJ which is centered at the point Sf.lll 
and lies in TH(l) has the radius (J[UI'(H)). 
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We recall that the domain constant b also has a similar geometric interpre­
tation: b(A) is the distance from the point Sh to the origin of TH(l). The 
geometric interpretations of a [ and b can actually be exploited. Before doing 
it we shall estimate the inner radius for certain specific domains. We first 
derive a lower estimate for a[(A) with the aid of quasiconformal reflections. 

5.4. Inner Radius and Quasiconformal Reflections 

The outer radius of univalence can often be readily determined thanks to the 
relation aD = b + 6. In contrast, there seems to be no easy way to find the 
exact value of the inner radius of univalence of a quasidisc. A modification of 
the proof of Theorem IIo4.l yields a lower bound for a [(A) which turns out to 
be sharp in certain cases. 

Lemma 5.1. Let A be a bounded quasidisc which can be exhausted by the 
domains AT = {rzlz E A}, 0 < r < 1, and A a quasiconformal reflection in aA 
which is continuously differentiable off aA. Let A' = A \ V -I (oo)}. Then 

(A) > 2 . f la A(z)1 - I a).(Z) I 
a[ - zl~A' IA(z) _ zI21]A(z)2' 

(5.6) 

PROOF. Let f be a merom orphic function in A. Suppose first that f is holo­
morphic on aA. As in the proof of Theorem H.4.1, we set f = W I /W 2 and write 

WI (z) + (A(Z) - z)w~ (z) 
q>(z) = , . 

W2(Z) + (A(Z) - z)w2(z) 

Let g = q> 0 ).-1 and 119 = ag/ag be the complex dilatation of g. The reasoning 
in the proof of Theorem IIo4.l shows that if 11119 II 0Ci < 1, then f is univalent 
and g is a quasiconformal extension of f. (In proving Theorem 11.4.1 we 
resorted to inequality (404) to determine the boundary values of ag and ago 
Here we can proceed more directly, since we may assume that the right-hand 
expression in (5.6) is positive.) 

Now 

11190 ).1 = 1 Ilrp --- 11;.1· 
1 - 1l;.llrp 

Since). is a sense-reversing quasiconformal mapping, 11;. = a)./aA is bounded 
away from 1 in absolute value. It follows that 11119 II 00 < 1 if and only if 
II Ilrp II 00 < 1. 

Direct computation gives 

aq>(Z) aA(Z) + (,.1.(z) - Z)2 Sj(z)/2 
Ilrp(Z) = aq>(z) = a..i.(z) 

Weconc1udethat Illlrplloo < 1 if 
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lal{z) + (},{z) - z)2Sf {z)/21 :s; tI8),{z)1 

for some t < I. A fortiori, this is the case if 

This in turn holds whenever 

. 18),{z)I - la),{z)1 
II Sf II A < 2 mf . 2 2 . 

=EA' I),{z) - zl 11A{Z) 

Under this condition Sf is a point of the ball B{O, O'AA)) of QA-

(5.7) 

If I is not holomorphic on aA, we apply the above reasoning to IIA, for 
suitable values of r tending to 1. The function z -> r),{z/r) is a quasiconformal 
reflection in aA" and rllAr{Z) = 11A{z/r). It follows that whenever (5.7) holds, 
the mappings IIA, are univalent and have quasiconformal extensions with 
uniformly bounded maximal dilatations. As in 11.4.3, a normal family argu­
ment then shows that under (5.7), SfE ~(I), and (5.6) follows. 0 

Remark. Let h be a Mobius transformation, <p = h 0),0 h- 1, and, = l1{z). 
Then 

I aA{Z) I - la},{z)1 la<p{OI - la<p{OI 
IA{Z) - Z/2I]A{Z)2 l(p{O - ([Zl]h(A){02' 

This can be verified by direct computation (cf. 11.4.1). It follows that Lemma 
5.1 holds for quasidiscs which are Mobius equivalent to a quasidisc A ful­
filling the conditions of the lemma. 

Let us test the accuracy of (5.6). If A is the upper half-plane and ),(z) = z, 
then 

/a),{z)/ - la},{z)1 
IA{z) - ZI2I]A{Z)2 

Hence (5.6) gives O'J{A) ~ 2. We get the same result if A is the unit disc and 
A{Z) = I/z. Consequently, in these two cases the lower bound in (5.6) is equal 
to O'J{A). 

If A is the exterior of the ellipse {z = ei'l' + ke-i'PIO :s; <p < 2rr}, O:S; k < 1, 
we have the reflection z -> I/w + k/w with 2w = z + (Z2 - 4k)I/20 Now (506) 
gives the simple estimate O'J{A) ~ 2{1 - k)Zo This lower bound is asymptoti­
cally correct as k -> 0 or k -> 1, but is not sharp, as we shall see in 5060 

5.5. Inner Radius of Sectors 

Lemma 501, combined with the characterization (505), makes it possible to 
determine O'J{A) for sectors {Lehto [7J, Lehtinen [2J)0 
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Theorem 5.2. Let A be the sectoral region {ziO < argz < kn}, 0 < k < 2. Theil 

{
2k2 if 0 < k ~ 1, 

lJ1(A) = 4k _ 2k2 if 1 < k < 2. (S.8) 

PROOF. A continuously differentiable quasiconformal reflection ), in oA can 
be defined by the formula 

2(z) = ZI-I/kZl/k, ZEA. 

It follows that 

la2(z)1 - 102(z)1 l/k - 11 - l/kl 
12(z) - zl2 IZ1-l/kZl/k - zl2 . 

Setting z = re iO we obtain 

In addition, 

Therefore, 

ZI-I/kZl/k _ z = - 2riei(1-I/k)8 sin(8/k). 

1 2kImzl/k . 
- = l/k-l = 2kr sin(8/k). 
Yf(z) Izl 

1 
IZ1-l/kZl/k - zl = -". 

kYf(z) 

Thus (S.6) gives, in view of the Remark in S.4, 

lJ1(A) ~ 2k(1 - Ik - 11), 

which is (S.8) with ~ instead of equality. 

(S.9) 

We still have to show that equality holds in (S.9). Suppose first that 
o < k ~ 1. In this case it is easy to prove directly, without making use of 
Lemma S.I, that lJ1(A) = 2k 2 . The proof is based on the fact that lJ1(A) is 
equal to the distance from Sh to oTH (I), where h: H --> A is a conformal 
mapping. Now z --> h(z) = Zk is such a mapping. Hence, Sh(Z) = (1 - k2)/(2z2) 
and IIShliu = 2(1 - k2 ). For the function z --> g(z) = logz we have Sg(z) = 

1/(2z2 ), and we know that Sg is not in TH (1), because g(H) is not a Jordan 
domain. It follows that 

lJ1(A) ~ IISg - ShllH = sup4y2k2/(2IzI2) = 2k 2 . 

In conjunction with (S.9), this yields the first result (S.8). 
As we said, in this case the inequality (S.9) is readily obtained directly. In 

fact, if cp is a boundary point of TH (1) nearest to Sh' then 

lJ1(A) = Ilcp - Shll ~ Ilcpll - IIShll· 

Since cp is not in '01(1), we have II cp II ~ 2, and so 



124 III. Universal Teichmiiller Space 

f 
--------+ B 

Figure 7. SfE 8TA (1) closest to the origin. 

(If no nearest point exists, an obvious f.-reasoning yields this inequality.) 
In order to complete the proof, we still have to show that 0"1(A) :s; 4k - 2k2 

if 1 < k < 2. In view of (5.5), this follows if we find a conformal mapping 
f: A - B such that IISfllA = 4k - 2k2 and B is not a Jordan domain. 

Set 

B = {zllarg zl < kn/2} n {zllarg(1 - z)1 < kn/2}. 

This is not a Jordan domain because of the behavior of oB at 00 (Fig. 7). The 
Schwarzian derivative ofthe conformal mapping WI: H - H n B, with wI(O) = 

1, WI (00) = 0, WI (1) = 00, can be computed (see Nehari [2J, p. 203). It follows 
that 

4 - k2 2k - k2 k2 - 2k 
Sw,(z) = ~ + 2(z - If + 2z(z - 1)· 

A conformal mapping w: H - B is obtained if the map z - WI (Z2), defined in 
the first quadrant of the plane, is reflected in the imaginary axis. The compo­
sition rule for Schwarzian derivatives yields 

1 - k2 4k - 2e 
Sw(z) = ~ + (Z2 _ 1)2 . 

With h(z) = Zk, the function f = W 0 h- I maps A conformally onto B. Since 
II Sf II A = II Sw - Sh II H, we finally arrive at the desired result 

4y2(4k - 2k2) 2 
II Sf II A = sup (2 2 1 V + 4 2 2 = 4k - 2k . 

y>O x - y - x y 

This completes the proof of (5.8). The example of the conformal mapping 
f: A - B is due to Lehtinen [2]. D 
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5.6. Inner Radius of Ellipses and Polygons 

In many cases Theorem 5.2, in conjunction with the fact that the hyperbolic 
metric depends monotonically on the domain, provides an efficient means for 
deriving estimates of the inner radius. The underlying ideas, which are due to 
Lehtinen ([5]; cf. also [4]), are in the following two lemmas. 

Lemma 5.2. Let A be a quasidisc which is contained in a domaill Bk Mobius 
equivalent to the sector Ak = {z II arg z I < kn/2}. If 0 < k ~ 1, assume that a 
vertex v of Bk lies Oil 8A. Theil 

(J[(A) ~ 2kz. 

If 1 < k < 2, assume that there are points ZI and Zz ill 8A such that for a 
Mobius transformatioll g mapping Bk OlltO Ako g(zd = eik1t /Z, g(zz) = e- ik1t/Z. 

Then 

PROOF. Suppose first that 0 < k ~ 1. Let g be a Mobius transformation 
mapping Bk onto Ak with g(v) = o. Set f(z) = logg(z). Then f(A) is not a 
quasidisc, and so by (5.5), (J[(A) ~ IISJllk By the monotonicity of the hyper­
bolic metric (formula (1.2) in I.1.1), IISJIIA ~ IISJIIB. = 2kz. 

Suppose next that 1 < k < 2. From the proof of Theorem 5.2 we deduce 
the existence of a conformal mapping f of Ak such that II SJ II A. = 4k - kZ and 
that f(e ik1t/Z ) = f(e- ik1t /Z ) = 00. Then f(g(A)) is not a Jordan domain, and by 
reasoning as in the case 0 < k ~ 1, we arrive at the desired estimate. 0 

The second lemma, which does not rest on Theorem 5.2, is more general. 

Lemma 5.3. Let A be a quasidisc. If every two-point subset of A is contained ill 
the closure of a quasidisc B c A for which (J[(B) ~ m, then 

(J[(A) ~ m. 

PROOF. Let an e > 0 be given. There exists a merom orphic function f in A for 
which IISJIIA < (J[(A) + e but which is not univalent. Let ZI and Zz be two 
different points of A such that f(z 1) = f(z z), and B c A a quasidisc such that 
{z l' Z Z} C jj and (J [(B) ~ m. Since either f is not univalent in B or else f(B) is 
not a quasi disc, II SJ liB ~ (J [(B). By the monotonicity of the hyperbolic metric, 
II SJ II A ~ II SJ II B· Hence (J [(A) > m - e, and the lemma follows. 0 

As a first application, let us reconsider the case in which A is the exterior 
of the ellipse {z = ei'l' + ke-i'l'IO ~ qJ < 2n}, 0 ~ k < 1. The domain A is con­
tained in the infinite domain B whose boundary consists of two circular arcs 
of which one passes through the points 1 + k, i(l - k), - (1 + k) and the 
other through 1 + k, - i(1 - k), -(1 + k). Since B is Mobius equivalent to 
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the angle A, with I = 1 + (4/n)arctan k, Lemma 5.2 yields the upper estimate 

G/(A) ::; 2 - (32/n 2 )(arctan k)2. 

On the other hand, simple geometry shows that each pair of points in A 
lies in a domain B' c A Mobius equivalent to the angle AI' with I' = 1 + (2/n) 
arctan(4k/((1 - k)(k2 + 6k + 1)1/2)). By Lemma 5.3, 

G /(A) ~ 2 - (8/n2 )(arctan(4k/((1 - k)(k2 + 6k + 1)1/2)))2. 

This is sharper than the simple estimate G/(A) ~ 2(1 - k)2 we obtained from 
Lemma 5.1. 

In the second application of Lemmas 5.2 and 5.3, we suppose that A 
is a finite polygonal domain with interior angles kin, i = 1, 2, ... , n. Then 
Lemma 5.2 yields immediately the upper estimate 

G/(A) ::; min {2k i (1 - Ik i - II)}· (5.10) 
i 

In certain cases, we can refine this result with the aid of Lemma 5.3 so as 
to obtain the exact value of the inner radius. If A is a triangle or a regular 
n-sided polygon, then (5.10) holds as an equality. 

It follows that for a triangle A, 

G/(A) = 2(~y' (5.11) 

where IX is the smallest angle of A, and for a regular Il-Sided polygon 

( n - 2)2 
G/(A) = 2 -n- (5.12) 

For the proofs we refer to Lehtinen [5]; the results (5.11) and (5.12) are also 
due to Calvis [1]. 

5.7. General Estimates for the Inner Radius 

Let h: H --> A be a conformal mapping. Then b(A) is the distance from Sh to 
the origin of QH, and G/(A) the distance from Sh to VH\TH(1). The set TH(I) 
contains the ball B(0,2), and VH is contained in the closure of B(0,6). It 
follows that the double inequality 

2 ::; b(A) + G/(A) ::; 6 

holds for all domains A conformally equivalent to a disc. 
The left-hand inequality G/(A) ~ 2 - b(A) is an equality for all sectors 

A = {ziO < argz < kn}, 0 < k::; 1, because by Theorem 5.2, G/(A) = 2k2, 
and we have earlier computed b(A) = 2(1 - k2 ). Other extremals are ob­
tained as follows. Consider a domain for which II Sh II = 2 and which is not a 
quasidisc. If 0 < r ::; 1 and Sf = rSh , then for A = f(H), we have b(A) = 2r 
and G/(A) = 2(1 - r). 
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The upper estimate O'[(A) ::::; 6 - c5(A) is of interest only if c5(A) is close to 6. 
For c5(A) < 4, a better estimate can be derived. 

Theorem 5.3. For all domains A conformally equivalent to a disc, 

O'[(A) ::::; 2. (5.13) 

Equality holds if and only if A is a disc. 

PROOF. Let A be an arbitrary quasidisc. Every Jordan domain is Mobius 
equivalent to a subdomain of H having 0 and Cf) as boundary points. We may 
assume, therefore, that A itself is such a domain. 

In A, we consider the function z ...... f(z) = logz, for which Sf(z) = Ij(2z 2 ). 

From the monotonicity of the hyperbolic metric it follows that II Sf IIA ::::; 2. 
Because f maps both 0 and Cf) to infinity, f(A) is not a Jordan domain. 

Hence, we obtain (5.13) from the characterization (5.5) of the inner radius. 
The same idea, in a refined form, can be used to prove that O'[(A) = 2 only 

if A is a disc (Lehtinen [2]). We now assume that A c H has two finite 
boundary points on the real axis. If A is not H, there are two finite points in 
8A 11 IR such that the open interval on IR between these points lies in the 
complement of 8A. A simple geometric argument shows that A then lies in a 
non-convex sector both of whose sides contain a point of 8A at an equal 
distance from the vertex (for the details, see Lehtinen [2]). Therefore, we may 
assume that A lies in an angle Ak = {ziO < arg z < kn}, 1 < k < 2, such that 
the points 1 and e kni are on the boundary of A. 

Instead of the logarithm, we now consider the extremal mapping f of the 
sectoral domain Ak exhibited in the proof of Theorem 5.2. Since f(l) = f(e kni ), 

the image of A under fl A is not a Jordan domain. It follows from (5.5), the 
monotonicity of the hyperbolic metric, and Theorem 5.2, that 

o 

By Theorem 5.3, every point =I- 0 of TH(I) has a distance < 2 from the 
boundary of TH(I). 

It is an open question what values the inner radius of univalence can 
assume for K-quasidiscs. The sectoral domains show that 

inf{O'[(A)IA K-quasidisc} ::::; (K ! 1)2 

We may also ask whether Theorem H.4.1 holds if c;(K) is replaced by O'[(A). 



CHAPTER IV 

Riemann Surfaces 

Introduction to Chapter IV 

A number of textbooks have been written on the subject of Riemann surfaces. 
In spite of this, we found it advisable to include in our presentation a chapter 
in which we have collected the material on Riemann surfaces that will come 
into play in Chapter V. A brief survey of the general theory of Riemann 
surfaces is given in sections 1-3 and of groups of Mobius transformations in 
section 4. We have occasionally lingered on some topics slightly longer than 
would be strictly necessary for later needs, in order to provide the reader with 
a broader background. 

In section 1 standard definitions of manifolds and Riemann surfaces and 
of functions and differentials are given. We have also treated in some detail 
the classical problem of Gauss to map a portion of a surface imbedded in 
euclidean three-space conformally into the plane. This problem inaugurated 
the theory of quasiconformal mappings around 1825. It also gives a first hint 
of the intrinsic role of quasiconformal mappings in the theory of Riemann 
surfaces. 

Section 2 deals with covering surfaces and their topology. The main results 
are formulated but proofs are usually only sketched. References for complete 
proofs are to the monograph Ahlfors and Sario [ll 

In section 3, results of section 2 are applied to Riemann surfaces. In con­
junction with the general uniformization theorem, they yield the fundamental 
result that, modulo conformal equivalence, every Riemann surface is the 
quotient of a disc or the finite plane or the extended plane by a discontinuous 
group of Mobius transformations. The section concludes with a study of how 
mappings between Riemann surfaces induce mappings between the covering 
surfaces and the covering groups. 
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Section 4 provides a survey of some main features of the theory of groups 
of Mobius transformations. For detailed proofs, reference is usually made to 
the monograph of Lehner [1]. In section 5 we have collected various results 
on compact Riemann surfaces, using Springer [1] as a reference. 

Quadratic differentials playa remarkable role in the theory of Teichmiiller 
spaces. Therefore, the geometry and the metric induced by a quadratic differ­
ential are studied quite extensively in sections 6 and 7. Here we have largely 
utilized the recent monograph of Strebel [6], to which we also refer for more 
details. 

1. Manifolds and Their Structures 

1.1. Real Manifolds 

A real n-dimensional manifold M is a Hausdorff space with a countable base 
for topology which is locally homeomorphic to the euclidean space [R". This 
means that to every point p E M there is an open neighborhood U c M of p 
and a homeomorphism h of U onto an open set in [R". Such a mapping h is 
called a local parameter on M. A set of local parameters is said to be an atlas 
of M if the union of their domains covers M. 

Let hi' h2 be local parameters on M such that their domains Ul and U2 
have a non-void intersection. Restricting hi and h2 to Ul n U2, we obtain a 
homeomorphic mapping h2 0 hi l between the open sets hdU I n U2) and 
h2 (U I n U2 ) in [R". With the help of this induced mapping, which we call a 
parameter transformation, properties definable in [R" can be transported to the 
manifold M. 

An atlas is called differentiable if for all pairs of local parameters, the 
parameter transformations are differentiable where defined. A maximal dif­
ferentiable atlas is called a differentiable structure on the manifold, and a 
manifold with a differentiable structure is a differentiable manifold. When 
speaking in the following of the local parameters on a differentiable manifold, 
we always assume that the parameters belong to its differentiable structure. 

With obvious modifications, the method used for defining differentiable 
manifolds leads to manifolds with other structures. For instance, if every 
parameter transformation is of class Ck (has continuous partial derivatives 
up to order k), we speak of Ck-manifolds. Or if the word "differentiable" is 
replaced by "real-analytic", we obtain real-analytic manifolds. 

A continuous map f of a differentiable manifold M into a differentiable 
manifold N is said to be differentiable at a point p E M if there are local 
parameters hand k, defined in neighborhoods of p and f(p), respectively, 
such that the composition k 0 f 0 h- l is differentiable at h(p). If f is differenti­
able at p, then k 0 f 0 h- l is differentiable at h(p) for all local parameters hand 
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k near p and f(p). The map f: M ---> N is said to be dilTerentiable if it is 
differentiable at every point of M. 

A path on a manifold M is a continuous mapping of an interval into M. If 
M is differentiable, we can speak of a differentiable path. 

Letfbe a mapping of an n-dimensional CI-manifold M into a manifold N. 
The function f is said to be (Lebesgue) measurable on M if for every local 
parameter h on M defined in an open set U, the function f 0 h- I is measurable 
with respect to n-dimensional Lebesgue measure, i.e., if for every open set 
G c N, the inverse image (foh-lrl(G) = h(U nf-I(G)) is a measurable 
subset of h(U). If the preimage h(U nrl(G)) is always a Borel set,f is Borel 
measurable on M. This latter definition can be used for all manifolds, because 
Borel sets are preserved under homeomorphisms. 

A swface is a connected two-dimensional manifold. A surface is always 
path wise connected. This follows by standard reasoning from the facts that a 
surface is connected and, clearly, locally pathwise connected. A surface may 
or may not be compact. In the classical literature a compact surface is called 
closed, a non-compact surface open. 

1.2. Complex Analytic Manifolds 

If we replace in the definition of an n-dimensional manifold in 1.1 the euclidean 
space [R" by the space 1C" of n-tuples of complex numbers, we get a complex 
n-dimensional manifold. The euclidean space [R211 becomes identified with 
the space 1C" if we associate (x l , ... ,X,,,YI, ... ,Yn)E[R211 with (XI + iYI'"'' 
X" + iYn) E 1C". Therefore, a complex n-dimensional manifold can be regarded 
as a real 2n-dimensional manifold. 

Let M be a complex n-manifold. Suppose M has an atlas in which all 
parameter transformations are biholomorphic, i.e., along with their inverses 
they are holomorphic functions of n complex variables. Maximal atlases with 
this property are called complex analytic structures on M. We say that a 
manifold equipped with such a structure is a complex analytic manifold. 

Definition. A one-dimensional connected complex analytic manifold IS a 
Riemann surface. 

In the case n = 1 we also call the complex analytic structure conformal. 
Thus a Riemann surface is a surface with a conformal structure. 

Besides playing a central role in complex analysis, the notion of a Riemann 
surface has initiated or influenced a multitude of other mathematical disci­
plines. The basic observation that the natural habitat of an analytic function 
is not a subdomain of the complex plane but a surface which is locally 
conformally equivalent to a plane domain appears already in Riemann's 
thesis [IJ from 1851. A rigorous definition of Riemann surface in modern 
terms was given as early as 1913 by Weyl [1]. WeyI's monograph also 
contains the first precise definition for a surface. 
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A domain in the complex plane is to be regarded as the Riemann surface 
with its natural conformal structure induced by the identity mapping, unless 
otherwise stated. The Riemann sphere is another example of a Riemann 
surface with a natural conformal structure. 

An open subset of a Riemann surface S is assumed to have the conformal 
structure induced by the conformal structure of S. When speaking of the local 
parameters on a Riemann surface, we always assume that the parameters 
belong to its conformal structure. 

Analytic functions can be defined on Riemann surfaces. A continuous map 
f of a Riemann surface S into a Riemann surface W is analytic at a point PES 
if there are local parameters hand k, defined in a neighborhood of p and f(p), 
such that k 0 f 0 h- 1 is holomorphic at h(p). This is an invariant definition, 
independent of the choice of the local parameters near p and f(p). If f is 
analytic at each point, f is an analytic mapping. In case W is the complex 
plane, an analytic mapping f is said to be holomorphic, while if W is the 
extended plane, f is termed merom orphic. 

An injective analytic function on S is called a conformal mapping of S. 
It follows from the definitions that local parameters of S are conformal 
mappings of open subsets of S into the complex plane. 

1.3. Border of a Surface 

A bordered surface is a connected Hausdorff space with a countable base for 
topology in which there exists an open covering by sets homeomorphic 
with sets open in the closed half-plane H = {x + iy[y ::::: O}. The concepts of a 
local parameter and an atlas can be introduced in an obvious manner for 
bordered surfaces. 

Let S* be a bordered surface, p E S*, and h a homeomorphism of an open 
neighborhood of p onto an open subset of H. Let us assume that h(p) is an 
interior point of H. If k is another homeomorphism of a neighborhood of p 
onto an open set in H, we can choose a disc D with center at h(p) and with 
closure in H, such that k 0 h- 1 is homeomorphic in D. Now k 0 h- 1 is an 
injection of D into the plane and it is continuous in the topology of the plane. 
Since D is an open neighborhood of h(p) in the topology of the plane, it 
follows from the invariance of open sets under continuous injections that 
k(p) must be an interior point of H. Hence, if the image of p under one local 
parameter of S* is an interior point of H, then it is so under all local para­
meters of S* defined at p. 

It follows that we can write S* = SuB, where S is the subset of S* whose 
points map into the interior of H under any local parameter, and B the set 
whose points map on the boundary of H. Clearly, S is open in S*, and so B 
is closed. Each neighborhood of every point of S* contains points of S. 
Consequently, S* is the closure of S. It is easy to show that S is connected, 
whence it follows that S is a surface. The set B is called the border of S*. Each 
point p E B has a neighborhood U in S* which is homeomorphic to the 
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half-disc {Z = x + iyilzi < 1, y :2: O} under a parameter which maps p to the 
origin and B n V onto the line segment (-1,1). We conclude that B is a real 
one-dimensional manifold. 

A bordered Riemann surface is a bordered surface S* = SuB with a con­
formal structure on S determined by an atlas on S*. It follows that S is a 
Riemann surface. 

1.4. Differentials on Riemann Surfaces 

Let S be a Riemann surface whose conformal structure is determined by the 
local parameters Zi with domains Vi' i = 1,2, .... 

Let.f be a complex-valued holomorphic function on S. Suppose that Zi and 
Zj have overlapping domains, and write.J; = f 0 Zil, Jj = f 0 Zj-l. It is custom­
ary to regard Zi and Zj as complex variables. If we do so and differentiate 
1;(z;) = Jj(Zj)' we arrive at the invariance 

(1.1) 

It follows that while an invariant derivative cannot be defined for .f, we can 
speak of the invariant differential df, defined locally by (1.1). 

Let us now generalize the notion of a differential. A collection qJ of 
complex-valued functions qJi defined on Vi' i = 1, 2, ... , is said to be an 
(m, n)-differential on S if 

( 1.2) 

in Vi n V j . The function element qJi is a representation of qJ in terms of the 
local coordinate Zi' The differential qJ is said to be holomorphic if all functions 
qJi are holomorphic. Meromorphic differentials are defined similarly. 

Two (m, n)-differentials qJ and t/J on S are equal if their local representations 
in the same local coordinate always agree. In case qJ and t/J are mero­
morphic, we conclude that qJ = t/J if their representations agree for some local 
coordinate. 

From the definition it is clear that the set of (m, n)-differentials on Sand 
the subset of all holomorphic (m, n)-differentials form linear spaces over the 
complex numbers. We can also form the product of an (m, n)-differential and 
a (p, q)-differential in an obvious manner and so obtain an (m + p,11 + q)­
differential. 

Particularly important in the following is the case m = 2, n = O. Then qJ is 
called a quadratic differential. Such differentials will be studied in sections 5, 
6, and 7 of this chapter, as a preparation for the applications in Chapter V. A 
holomorphic or merom orphic (1,O)-differential is called an Abelian differ­
ential. Its square is a quadratic differential. Deeper connections between 
holomorphic Abelian and quadratic differentials will be investigated in 5.5. 
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Quasiconformal mappings between Riemann surfaces will be introduced 
in V.l. It turns out that in this setting the complex dilatation generalizes to a 
( - 1, 1 )-differential. For a ( - 1, I)-differential CfJ it follows from the in variance 
(1.2) that we can speak of the function I CfJ I on S. If (p is Lebesgue measurable 
in all local coordinates and II CfJ II CD < 1, then the ( - 1, 1 )-differential CfJ is called 
a Beltrami differential. 

In applications (1, I)-differentials are often important, because they can 
be integrated with respect to the two-dimensional Lebesgue measure. This 
follows from the fact that if z -> W is a change of local coordinates, then 

dwdw = Iw'(zWdzdz, 

where Iw'1 1 is the Jacobian of the mapping z -> w. If CfJ is a quadratic differ­
ential, then I CfJ; dz; I = I CfJ;I dz; dz; for all local representations CfJ;. Thus the 
absolute value of a quadratic differential is a (1, I)-differential. Another im­
portant observation is that the product of a quadratic differential and a 
( - 1, 1 )-differential is a (1, 1 )-differential. 

1.5. Isothermal Coordinates 

The natural question of how to make a concrete surface in [R3 into a Rie­
mann surface leads us to quasiconformal mappings. Let S be an orientable 
Ct-surface in [R3, and f = (fl '/2,f3) the inverse of a local parameter of S. The 
metric on S is defined locally by the line element ds, where 

3 (ai ai )2 ds2 = L --'-dx + -;dy = Edx 2 + 2Fdxdy + Gdy2. 
;=1 ax uy 

( 1.3) 

Here 

E= L -"'-'- , 3 (a r )2 
i=1 ax 

F = t ai ai, 
i=1 ax ay G = L 2i 3 (a r )2 

;=1 ay 
are the classical Gaussian quantities. The expression (\.3) is invariant, i.e., 
independent of the choice of the local parameter. 

Using the complex notation dz = dx + i dy, dz = dx - i dy, we obtain 
from (1.3) 

ds = Aldz + I1dzl, (1.4) 

with 

).2 = ~(E + G + 2JEG - p), 
E - G + 2iF 

11= . 
E + G + 2JEG - F2 

Note that 

1 E + G - 2JEG - F2 
1111 = < 1. 

E + G + 2J EG - F2 
(1.5) 
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It is a classical result (and not difficult to prove by direct calculation) that 
J is conformal in the sense that it preserves angles if and only if E = G, F = o. 
This condition is equivalent to 11 being identically zero. In this case 

Local coordinates z of S with this property are called isothermal. 
Let us consider another local parameter of S which defines the local co­

ordinates w. If the coordinates z and ware both isothermal (ds = 1.11 dwl) and 
if the induced mapping z ...... w is defined in some non-empty open set of the 
plane, then 

This shows that z ...... w is conformal or indirectly conformal. Since S is ori­
entable, we may assume that z ...... w is conformal. We conclude that isothermal 
coordinates define a natural conJormal structure for an orientable CI-surJace, 
which thus becomes a Riemann surJace. 

1.6. Riemann Surfaces and Quasiconformal Mappings 

We are thus led to the new problem of finding isothermal coordinates for 
a surface. Without bothering about minimal conditions, we show how a 
solution is obtained with the aid of the existence theorem for Beltrami 
equations. 

Theorem 1.1. Every orientable C 2 -surJace in [R3 can be made into a Riemann 
sUlface. 

PROOF. Let S be an orientable C2-surface. Consider an arbitrary local para­
meter of S inducing local coordinates z in a domain A of the complex plane. 
The theorem follows if we can transform the z-coordinates diffeomorphically 
so that the new coordinates are isothermal. 

Expressed in terms of z, the line element of S is of the form (1.4). Here 11 
is continuously differentiable and by (1.5), we have suplll(z)1 < 1 in every 
relatively compact subdomain of A. Let z ...... w be a quasiconformal mapping 
of such a subdomain with complex dilatation 11. By the Existence theorem 
1.4.4 such a mapping w exists, and by the remark in 1.4.5, w is continuously 
differentiable and ow(z) i= 0 everywhere. Comparison of 

Idwl = lowdz + (lwdzl = lowlldz + Jldzl 

with (1.4) shows that 
J. 

ds=-Idwl· 
lowl 

We see that the w-coordinates are isothermal, and the theorem is proved. 
o 
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In essence, Theorem 1.1 is due to Gauss [1]. Since every sense-preserving 
diffeomorphism is locally quasiconformal, there is no undisputed criterion 
to determine the first appearance of quasiconformal mappings in analysis. 
But in developing the theory of surfaces, Gauss realized the importance of 
finding locally injective solutions for a Beltrami equation (i.e., quasiconformal 
mappings with a given complex dilatation) and he actually constructed such 
solutions. Therefore, it is not without justification to say that quasiconformal 
mappings entered analysis around 1825, in connection with the problem of 
how to map a plane domain conformally onto a portion of a surface imbedded 
in euclidean three-space. 

For Gauss conformal mappings were just a tool in differential geometry. It 
was Riemann who recognized the fundamental connection between conformal 
mappings and complex analysis. Later, the concrete method of Theorem 1.1 
to generate Riemann surfaces was used by Klein [IJ, whose work paved the 
way for Weyl's monograph [IJ cited in 1.2. 

Theorem 1.1 and its proof mark the first indication of the intimate rela­
tionship between Riemann surfaces and quasiconformal mappings. Later we 
shall uncover plenty of additional evidence of the depth of this connection, 
and Theorem 1.1 will be generalized in various ways. 

2. Topology of Covering Surfaces 

2.1. Lifting of Paths 

The unifying link between the theory of abstract Riemann surfaces and com­
plex analysis in the plane is provided by covering surfaces. In this section, we 
shall discuss topological properties of covering surfaces. 

A smooth covering surface of a surface S is a pair (W,f), where W is a 
surface and f: W -> S is a local homeomorphism. The mapping f is called a 
projection, and the inverse images of a point PES are said to lie over p. Being 
locally a homeomorphism, f is both continuous and open. 

Let y be a path on S, more precisely a continuous map of the closed unit 
interval I = {tiO :-:;:; t :-:;:; 1} into S. A path y' on W with initial point a = 1'(0) 
and with the property f 0 y' = y is called a lift of}' from a. It is easy to prove 
that on a smooth covering surface the lifi from a fixed initial point is unique 
(Ahlfors~Sario [IJ, p. 28). 

From the local injectiveness of f it is clear that a part of y can always be 
lifted from an arbitrary point a lying over its initial point. If the whole of y 

cannot be lifted, there is a to, 0 < to :-:;:; 1, such that y restricted to any closed 
subinterval of [0, to) can be lifted from a but yl[O, toJ cannot be so lifted. 

A smooth covering surface (W,f) of S is said to be unlimited (regular, in the 
terminology of Ahlfors~Sario [1 J) if every path on S has a lift to W from each 
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point lying over its initial point. In this case I: W -> S is surjective, and the 
cardinality of the set I -I {p} is the same for all points pES. 

Unlimited covering surfaces have an important topological property 
(Ahlfors-Sario [IJ, p. 30). 

Theorem 2.1 (Monodromy Theorem). Let (W,f) be an unlimited covering 
surface of a surface S, and Yo and )'1 homotopic paths on S. Then the lifts of Yo 
and y I on W from the same initial point have the same terminal point and they 
are homotopic. 

Suppose, in particular, that the surface S is simply connected, i.e., that the 
fundamental group of S is trivial. In this case the monodromy theorem yields 
an interesting corollary: 

If (W,f) is an unlimited covering surface of a simply connected sUlface S, 
then the mappingf: W -> S is a homeomorphism. 

For since the projection f is continuous, open and surjective, it is enough 
to show that f is injective. Assume that there are two points a and b of W 
such that f(a) = f(b). A path y from a to b then has a projection on S which 
is a closed curve. This is homotopic to zero, since S is simply connected. By 
the monodromy theorem, y terminates at the same point as the constant path 
t -> a. Hence a = b. 

2.2. Covering Surfaces and the Fundamental Group 

Let S be a surface, (W,f) an unlimited covering surface of S, and a a point of 
S. We denote by Fa the fundamental group of S whose elements are homo­
topy classes [y J of closed paths y on S from a. Fix a point a' E W over a, and 
consider a homotopy class [y J containing a path whose lift from a' is closed. 
It follows from the Monodromy theorem that the lifts of all paths of [y J from 
a' are then closed, and such elements [y] form a subgroup of Fa. We denote 
this subgroup, determined by the triple (W,f, a'), by r a ,. 

The choice of a E S is immaterial. For given another point bE S, consider a 
path (J on S from a to b; let b' be the terminal point of the lift of (J from a'. If 
[y] E Fa, then [y] -> [(J-I Y(J] is a group isomorphism of Fa onto Fb which 
carries r a , onto the subgroup r b, determined by (W,j; b'). Also, if a' E W is 
replaced by another point an of W over a, then the groups determined by 
(W,f, a') and (W,f, an) are conjugate subgroups of Fa. This can be easily 
verified. 

An unlimited covering surface (W,f) of S is said to be normal if the triple 
(W,f, a') determines a normal subgroup of Fa. This notion is well defined, 
because the property of a covering surface being normal does not depend on 
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the choice of the points a E S and a' E W. If (W,f) is normal, then all triples 
(W,f,a') with a'Ef-l{a} determine the same subgroup of Fa. 

There is an important connection between the topologies of Wand S: 

Let (W,f) be an unlimited covering surface of S. Then the fundamental group 
of W is isomorphic to the subgroup of Fa determined by a triple (w, f, a'). 

The proof is easy. We consider closed paths y of W from a' and check that 
[y] ...... [Joy] is a required isomorphism (Ahlfors-Sario [1], p. 36). 

The connection between the triples (W,f, a') and the subgroups of Fa makes 
it possible to partially order the unlimited covering surfaces of S according to 
strength. The strongest covering surfaces are those which determine the trivial 
subgroup of Fa. They are called universal covering surfaces of S. By what we 
just proved, a universal covering surface is simply connected. It is of course a 
normal covering surface. 

Every surface possesses universal covering surfaces. This can be shown by 
direct construction. Given a surface S and a point a E S, consider all paths y 
of S from a to a point p. We define the set 

W= {p' = (p,[y])lpES} 

and the mapping f: W ...... S by the requirement f(p') = p. Then a topology 
can be introduced on W so that (W,f) is a universal covering surface of S. For 
the details of the proof we refer to Ahlfors-Sario [1], p. 35. There the more 
general result is proved that, given any subgroup of Fa, there exists an un­
limited covering surface of S which determines this subgroup. 

The notion of a universal covering surface is due to H. A. Schwarz, who 
noticed its importance in the theory of Riemann surfaces (see Theorem 3.4 in 
the next section). 

2.3. Branched Covering Surfaces 

In elementary function theory, Riemann surfaces are first encountered in 
connection with the mapping z ...... zn. This defines the plane as a covering of 
itself, but in such a way that the projection mapping has branch points at 0 
and 00. More generally, if f: W ...... S is a non-constant analytic mapping 
between the Riemann surfaces Wand S, then (W,f) need not be a smooth 
covering surface of S. This state of affairs leads us to generalize the notion of 
smooth covering surface. 

A covering surface of a surface S is a pair (W,f), where W is a surface, 
f: W ...... S is a continuous mapping, and every point PEW has a neigh­
borhood U such that (U\{p},fIU\{p}) is a smooth covering surface of 
S \ {f(p)}. 

A smooth covering surface is trivially a covering surface. A covering surface 
which is not smooth is called branched. 
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We can deduce from the definition that the projection mapping f: W --> S 
behaves locally like the mapping z --> zn for suitable n. More precisely, the 
following result is true: 

Lemma 2.1. Let (W,f) be a covering swface of S. For every pE W, there are 
parameter discs U '3 P and f( U), with local parameters k and h normalized by 
k(p) = h(f(p)) = 0, such that in U, 

hof= k n, (2.1 ) 

where n is a natural number. 

The proof is given in Ahlfors-Sario [lJ, p. 40. Conversely, if f: W --> S is a 
continuous mapping and the above condition holds, we conclude immediately 
that (W,f) is a covering surface of S. Thus this condition characterizes 
covering surfaces. 

We mention here that there are other non-trivially equivalent character­
izations of covering surfaces, even though we shall not be using them in what 
follows. Let Sand W be surfaces and f: W --> S a continuous mapping. Then 
(W, f) is a covering surface of S if and only if f is locally homeomorphic with 
the possible exception of a discrete set, or if and only if f is light (the preimage 
of a point is totally disconnected) and open. (A function which is continuous, 
light and open is called an interior mapping. It is a famous theorem of Stoi10v 
that an interior mapping f of a plane domain is of the form f = cP 0 h, where 
h is homeomorphic and (p analytic.) 

2.4. Covering Groups 

Let S be a surface and (W,f) its smooth covering surface. A cover trans­
formation g of W over S is a homeomorphism g: W --> W such that fog = f. 
All such mappings g form a group G which is called the covering group of W 
over S. 

Two points of W equivalent under G have the same projection on S. If 
conversely, any two points lying over the same point of S are equivalent 
under G, then G is said to be transitive. 

Let us consider the quotient space ltJG and furnish it with the quotient 
topology. Under certain conditions, ltJG is a surface which is homeomorphic 
to the surface S. 

Theorem 2.2. If the projection mapping f: W --> S is surjective and the covering 
group G of Wover S is transitive, then ltJG and S are homeomorphic. 

PROOF. We write [pJ E ltJG for the equivalence class containing the point 
pEWand prove that 
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[p] -> f(p} (2.2) 

is a homeomorphism of W;'G onto S. First, it follows from f = fog, 9 E G, 
that (2.2) is well defined in WjG. It is surjective, because f: W -> S is onto, and 
injective, because G is transitive. Its continuity follows from the continuity of 
f: W -> S, and the continuity of its inverse from the fact that f: W -> S is 
locally homeomorphic. 0 

The points of Ware isolated with respect to G in the following sense: 

Each point of the surface W has a neighborhood in which no two points are 
equivalent under the action of the covering group. 

In fact, it follows from the definition of a cover transformation that an 
open set in which the projection mapping f: W -> S is injective cannot contain 
points equivalent modulo G. From this observation we can draw another 
conclusion: 

Except for the identity mapping, a cover transformation has no fixed points. 

For assume that q is a fixed point for a transformation 9 E G. Since 9 is 
continuous, it maps a point p near q onto a point g(p) near g(q) = q. Because 
p and g(p) are equivalent under G, we conclude that for all p in a sufficiently 
small neighborhood of q, we have g(p) = p. It follows that the set in which 
g(p) = p is open. It is also closed and non void. Since a surface is connected, 
we see that 9 is the identity mapping. 

For the most part, we shall be dealing with the covering groups corre­
sponding to universal covering surfaces. 

Theorem 2.3. The covering group of a universal covering swf"ace W over a 
sUiface S is transitive. 

PROOF. Suppose that a and a' are points of W which lie over the same point 
of S. Choose a point PEW, join a to p by a path on W, project this path onto 
S, and lift the projection back, but from the point a'. Let p' be the terminal 
point of this lift. We define 9 by the condition g(p) = p', and check that g is 
well defined and a cover transformation of W over S. Hence a and a' are 
equivalent under the covering group. o 

Combined with Theorem 2.3, Theorem 2.2 says that for a universal covering 
surface Wof S, the space W;'G is always homeomorphic to S. The following 
result sheds additional light on this connection. 

Theorem 2.4. The covering group of a universal covering surface of S is iso­
morphic to the fundamental group of" S. 
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PROOF. Given a point a E W, let}' be a closed path on S from I(a), and bE W 
the terminal point of the lift of]l from a. Then a and b both lie over I(a). By 
Theorem 2.3, there is a unique cover transformation g, with the property 
gy(a) = b. It is easy to verify that [I'] -> gy is the desired group isomorphism 
(cf. Ahlfors-Sario [1], p. 38). D 

2.5. Properly Discontinuous Groups 

Starting with a given surface S, we arrived via a covering surface (W,f) of S 
at the covering group G of W over S. Theorem 2.2 tells that, under very 
general conditions, the circle from S to W to G closes, in the sense that the 
quotient W;'G is homeomorphic to S. 

We shall now take a different starting point and prescribe directly a surface 
W together with a group G of homeomorphic self-mappings of W Again, we 
form the quotient space WIG, furnish it with the quotient topology, and want 
to impose a condition on G which makes W;'G a surface. 

For a covering group, every point has a neighborhood in which no two 
points are equivalent. However, this property does not characterize covering 
groups. In fact, examples can be given of groups G which possess this prop­
erty but for which W;'G is not even a Hausdorff space. We need a stronger 
condition on G. 

A group G acting on W is said to be properly discontinuous if for any two 
compact sets A, B c W, the intersection g(A) n B is void, except for finitely 
many g E G. Unlike a covering group, a properly discontinuous group need 
not be fixed point free. 

A point PEW is a limit point of a group G acting on W if there are distinct 
mappings gn E G, n = 1, 2, ... , such that p = lim gn(q) for some point q E W A 
properly discontinuous group has no limit points. This follows immediately 
from the definition of proper discontinuity. 

A fixed point free properly discontinuous group G shares the property of 
covering groups that every point PEW has a neighborhood in which no two 
points are equivalent modulo G. For assume that there are two sequences of 
different points am bn , n = 1,2, ... , in a compact neighborhood A of p such that 
lim an = lim bn = p and bn = gn(a.) for mappings gn E G. Then gn(A) n A #- 0. 
If there are infinitely many different mappings gn' then G is not properly 
discontinuous. If there are only finitely many different transformations gn' 
then at least one of them appears infinitely many times in the sequence. For 
such a mapping p is a fixed point. 

Theorem 2.5. A transitive covering group is properly discontinuous. 

PROOF. Let (WJ) be a covering surface of S, and suppose that the covering 
group G of W over S is transitive. Given two compact sets A and B in W, we 
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consider the subset C = {(p, q)lf(p) = f(q)} of A x B. The complement of C 
is open, because f is continuous and two different points f(p) and f(q) have 
disjoint open neighborhoods in S. It follows that C is closed and hence 
compact. 

For gEG fixed, we write Ug = {(p,q)EC!q = g(p)}. Each Ug is open in C, 
because f is a local homeomorphism. By the transitivity of G, the union of the 
disjoint sets Ug , where 9 runs through all elements of G, agrees with C. Since 
C is compact, we conclude that only finitely many of the sets Ug are non­
empty. Consequently, G is properly discontinuous. D 

The following result is a converse to Theorem 2.2. 

Theorem 2.6. Let W be a surface, G a properly discontinuous fixed point free 
group of homeomorphisms of W onto itself, and f: W --> ~G the canonical 
projection. Then 

1. ~G is a surface, 
2. (w, f) is an unlimited covering surface of ~G, 
3. G is the (transitive) covering group of W over ~G. 

PROOF. By definition, f is continuous. If A c W, then f- 1(f(A)) = u g(A), 
9 E G, from which we conclude that f is open. 

In order to prove that ~G is a Hausdorff space we consider two different 
points .f(a) and f(b) of ~G. Since G is properly discontinuous, there exists a 
compact neighborhood B of b which does not contain any point g(a), 9 E G. 
After this we conclude the existence of a compact neighborhood A of a 
such that A ng(B) is empty for every gEG. Then gl(A)ng2(B) = 0 for all 
gl' g2 E G, and it follows that f(A) and f(B) are disjoint neighborhoods of 
f(a) and f(b). 

Clearly WIG is connected and has a countable base for topology. In order 
to find local parameters we fix a point PEW Since G is properly discon­
tinuous and fixed point free, there exists an open neighborhood U of p such 
that g( U) n U = 0 for all mappings 9 E G different from the identity. Then 
fl U is injective, and if U is so small that it lies in the domain of a local 
parameter h of W, then h 0 (fl U)-1 maps the open set f( U) in WIG homeo­
morphically onto an open set in the plane. Since f: W --> ~G is surjective, it 
follows that ~G is a surface. Also, (W,f) is a smooth covering surface of 
~G. 

From the definition it is clear that every 9 EGis a cover transformation. 
Conversely, let w be a cover transformation and PEW Then there is agE G 
such that g(p) = w(p), for otherwise we would have f(w(p)) i= f(p). Hence 
w = g. 

Since G is a transitive covering group, it is not difficult to show that (W,f) 
is an unlimited covering surface of ~G (cf. Ahlfors-Sario [1], p. 29). D 
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3. Uniformization of Riemann Surfaces 

3.1. Lifted and Projected Conformal Structures 

Let us now apply the results of section 2 to Riemann surfaces. 

Theorem 3.1. Let S be a Riemann surface and (W,f) a smooth covering surface 
of S. Then W carries a unique conformal structure which makes the projection 
mapping f analytic. 

PROOF. Let H be the conformal structure of S. For every point PEW we 
choose a neighborhood U of p such that fl U is injective and f(U) is con­
tained in the domain of some hE H. Then the atlas {h 0 UI U)lp E W} defines 
a conformal structure for W, and f is analytic with respect to this structure. 

We say that this conformal structure of W is obtained by lifting the 
conformal structure of S. If the projection f: W -> S is analytic with respect 
to a conformal structure of W, then the condition which expresses this fact 
shows directly that this structure is the same as the lifted structure. Thus the 
uniqueness assertion in the theorem follows. D 

U sing the characterization (2.1) of a covering surface, we could show 
without difficulty that Theorem 3.1 holds also in the case where (W,f) is a 
branched covering surface of S (cf. Ahlfors-Sario [1], p. 119). 

In the sequel, a covering surface of a Riemann surface is always regarded 
as the Riemann surface with the lifted conformal structure. 

The following observation is immediate: Let S be a Riemann surface and 
(W,f) a smooth covering surface of S. Then the cover transformations of W 
over S are cOliformal. For locally a cover transformation g is of the form 
Ulg(U))-1 0 fl U, and hence conformal. 

Theorem 2.6 can be refined in the setting of Riemann surfaces. 

Theorem 3.2. Let W be a Riemann surface, G a properly discontinuous fixed 
point free group of conformal self-mappings of W, and f: W -> J.t7G the canoni­
cal projection. Then the surface WIG carries a unique conformal structure which 
lifts to the original conformal structure of W 

This follows immediately from the way the local parameters of J.t7G were 
defined in the proof of Theorem 2.6. In the situation of Theorem 3.2, the 
conformal structure of W is said to have been projected to J.t7G. If W is a 
given Riemann surface, we always regard the quotient J.t7G as the Riemann 
surface with the projected structure. 

Suppose that G is a properly discontinuous group of conformal self­
mappings of a Riemann surface W, but not fixed point free. We can still 
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conclude that W;'G is a surface and that W;'G carries a conformal structure 
which makes the projection mapping f: W -> W;'G analytic. However, W is 
now a covering surface of WIG which is branched at the fixed points of G 
(Ahlfors-Sario [1], p. 121). 

3.2. Riemann Mapping Theorem 

Our results in 2.4, 2.5 and 3.1 lead to a fundamental representation of 
Riemann surfaces if they are combined with the following generalization of 
the Riemann mapping theorem for plane domains. 

Theorem 3.3 (Riemann Mapping Theorem). Every simply connected Riemann 
surface is conformally equivalent to one and only one of the following plane 
domains: the unit disc, the complex plane, or the extended plane. 

This is a deep result, and a complete proof requires lengthy preparations. 
We content ourselves, therefore, with sketching the main lines of a proof 
based on the use of subharmonic functions. (Subharmonic functions are 
defined on Riemann surfaces with the aid of local parameters. This is possible 
because subharmonicity is a local and conformally invariant property.) 

First of all, a classification of Riemann surfaces into compact, parabolic, 
and hyperbolic surfaces is needed. A non-compact Riemann surface S is 
parabolic if every negative subharmonic function on S is constant; otherwise 
S is hyperbolic. 

Using subharmonic functions and Perron families, we can define Green's 
functions for Riemann surfaces just as it is done for the case of plane domains. 
The Green's function gp of a Riemann surface S with singularity at the point 
PES is a function which is positive and harmonic on S - {pl. To describe its 
singularity, we consider a local parameter z mapping a neighborhood of p 
onto the unit disc such that z(p) = O. Then it is required that gp + loglzl be 
harmonic at p; this is an invariant definition not depending on the choice of 
the local parameter. The Green's function is characterized by the property 
that among all functions positive and harmonic on S - {p} and possessing 
the same singularity at p as gp' the function Op is the smallest. If a Green's 
function exists for some PES, then it exists for every pES. By a theorem of 
Ohtsuka, the Green's function exists if and only if S is hyperbolic. 

If S is parabolic or compact, Green's functions do not exist but it is 
possible to prove the existence of a function up •q with the following prop­
erties: up •q is harmonic in S - {p} - {q}; if z(p) = 0, then up•q - loglzl is 
harmonic at p, and if z(q) = 0, then up•q + loglzl is harmonic at q; outside 
parameter discs (preimages of discs under z) containing p and q, the function 
Up,q is bounded (Nevanlinna [1], p. 212). 

Suppose now that S is simply connected. If S is hyperbolic, we take a 
Green's function gp, form its conjugate 0; in a parametric disc, and extend 
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exp( -(gp + ig;)) by analytic continuation to S. Using the Monodromy theo­
rem, we conclude that the extended function is single-valued on S. Finally, 
application of the maximum principle shows that it maps S conformally onto 
the unit disc (Nevanlinna [IJ, p. 204). 

If S is parabolic or compact, a conformal mapping of S into the extended 
plane can be constructed with the aid of the function Up,q (Nevanlinna [1J, 
p. 213). In case S is parabolic the boundary of the image consists of one point, 
whereas the boundary is empty if S is compact. 

Theorem 3.3 can also be proved by a method which is based on the use of 
quasiconformal mappings (Bers [5J). The idea is to first construct a topo­
logical and locally quasiconformal mapping of the given Riemann surface S 
into the plane, then apply the existence theorem of Beltrami equations to 
obtain a conformal mapping of S (as Gauss did; cf. 1.6), and complete the 
proof with the aid of the Riemann mapping theorem for plane domains. 

Theorem 3.3 occupies a central position in the theory of Riemann surfaces, 
It is often called the general uniformization theorem. The first proofs are 
attributed to Koebe (in 1907) and Poincare, 

3.3. Representation of Riemann Surfaces 

Let S be an arbitrary Riemann surface and (lllJ) its universal covering 
surface, Since W is simply connected, we conclude from Riemann's mapping 
theorem the existence of a conformal mapping w: W --> D, where D is the unit 
disc, the finite plane or the extended plane. But then (D,f 0 w- 1 ) is also a 
universal covering surface of the Riemann surface S, and we have proved the 
following important result: 

Every Riemann surface admits as its universal covering surface the unit disc, 
the finite plane, or the extended plane. 

This makes possible a far-reaching normalization of universal covering 
surfaces. A consequence of basic importance is the fact that the elements of 
the covering group of Dover S, being conformal self-mappings of D, are 
Mobius transformations. 

Summarizing the topological results in 2.4-5 and the analytical results in 
3.1-2, we obtain the basic representation theorem for Riemann surfaces. 

Theorem 3.4. Given an arbitrary Riemann surface S, let D be its universal 
covering surface, and G the covering group of Dover S. Theil S is conformally 
equivalent to the Riemann swface DIG. 

PROOF. It follows from Theorems 2.3, 2.5, and 3.2 that the quotient DIG is a 
Riemann surface with the projected conformal structure. By Theorem 2.2, the 
mapping (2.2) is a homeomorphism of DIG onto S. It is conformal, because 
the conformal structure of S is also obtained by projection from D. 0 
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Theorem 3.4 is the analytic counterpart of the topological result expressed 
in 2.4 that every surface S is topologically equivalent to the quotient W;'G, 
where W is a universal covering surface of S. 

Theorem 3.4 can be supplemented as follows: Let G he an arbitrary 
properly discontinuous group of conformal mappings acting on D. Then DIG 
is a Riemann surface. This follows from Theorem 3.2 and the remark made 
after it. 

3.4. Lifting of Continuous Mappings 

We have seen above that, under certain circumstances, a mapping between 
universal covering surfaces projects to a mapping between the underlying 
surfaces. Here we take the opposite view and show how to lift mappings 
between Riemann surfaces to mappings between their universal covering 
surfaces. 

Let <p be a continuous mapping of a Riemann surface Sl into another 
Riemann surface Sz, and (Di,7I: i) a universal covering surface of Si, i = 1, 2. 
Here we consider only the case Dl = Dz . By 3.3, we can choose this common 
surface, which we denote by D, so that D is the unit disc, the complex plane 
or the extended plane. 

In the extended plane every Mobius transformation has a fixed point. 
Thus, if the extended plane is the universal covering surface of a Riemann 
surface, the covering group over this surface is trivial. By Theorem 3.4, the 
surface itself is then the extended plane up to conformal equivalence. There­
fore, we can exclude this trivial case in what follows. 

The continuous mapping (p: Sl ----> S2 always induces a continuous mapping 
f of D into itself. More precisely, there is a continuous f: D ----> D such that 

(3.1) 

The construction of f, which is called a lift of <p, is as follows: Fix first Zo ED 
and WoE7I:;-l {<P(7I:l(ZO))}' Ify is a path in D from Zo to z, we define f(z) as the 
endpoint of the path which we obtain by lifting <p07l: l oy from Wo0 If y' is 
another path in D from Zo to z, then <p 0 71: lOY and <p 0 71: lOy' are homotopic, 
and it follows from the Monodromy theorem that f(z) is well defined. From 
the definition it is clear that f is continuous. 

The mapping <p induces a mapping of the covering group Gl of Dover Sl 
into the covering group Gz of Dover S2: We shall show that the relation 

8(g)of = fog (3.2) 

defines a mapping 0 which is a homomorphism of Gl into G2 . 

In order to prove that (3.2) defines a homomorphism 8: Gl ----> G2 , we 
choose an element Y E Gl . From (3.1) it follows that 

For every zED we thus have an element hE G2 such that f(g(z)) = h(f(z)). 
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Figure 8. Mappings induced by a homeomorphic cp. 

The mapping II depends only on g, not on the point z. For if}' is a path in D 
from z to z', then I ° Y ° I' and hoI ° I' start at the same point and have the 
same projection cP ° n lOy. It follows that they have the same terminal point, 
i.e., the element of Gz corresponding to z' is also h. Hence (3.2) holds for 
O(y) = h. From 

O(gz)oO(gtl0I = 0(Y2)o{oYI = IOYzoYI = O(qzO{h)o{, 

we see that the mapping 0 is a homomorphism. 
The mappings I and 0 induced by cP are not unique. If I is a lift of cP, then 

Io 9 is also a lift of cP for every 9 E GI . From I ° Y = O(g) ° I it follows that 
such lifts are of the form h 0'/: where 17 = O(g) is an element of Gz. The 
mappings 

hoI, hEGz, 

represent all possible lifts of cpo We see this by repeating the reasoning which 
showed that (3.2) defines an element O(g) of Gz. 

If I induces the group homomorphism fI, then 17 ° I induces the homo­
morphism q -> h ° O(y) ° 17- 1, which differs from 0 by an inner automorphism 
of Gz. We call two such homomorphisms equivalent and conclude that all 
homomorphisms induced by cp: SI -> Sz are equivalent. 

Suppose that CPo: SI -> S2 and CPI: SI -> Sz determine equivalent homo­
morphisms. If CPo induces 0, then (P I can be so lifted that it also induces O. In 
fact, a lift II of CPI induces a homomorphism 9 -> h ° O(q) ° 11- 1, hE Gz, and so 
h- I oIl' which is a lift of CPI' induces O. 

If cP: SI -> Sz is a homeomorphism, then so is every lift I: D -> D. In this 
case Y -> 8(q) = I ° Y or l is an isomorphism of GI onto Gz. (Fig. 8.) 

3.5. Homotopic Mappings 

Lifting of mappings is closely related to the topological notion of homotopy. 
Let CPo: SI -> Sz be a homeomorphism and I = {tIO:s; I :s; I} the unit interval. 
A homeomorphism CPI: SI -> Sz is said to be homotopic to CPo if there is a 
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continuous mapping h: SI x 1---> Sz, such that h(.,O) = CPo, h(., 1) = CPl' The 
mapping h is called a homotopy from CPo to cP I' 

Suppose that h is a homotopy from CPo to cP I' Given a lift fo of CPo, the 
mappings h(., t): SI ---> Sz, 0 ~ t ~ 1, can then be so lifted that we obtain a 
homotopy from fo to a lift fl of cP I' This homotopy lifting property follows 
easily from the definitions. 

Theorem 3.5. Two homeomorphisms cPj: SI ---> S2, i = 0, 1, induce the same 
group isomorphisms if and only if they are homotopic. 

PROOF. Assume first that CPo is homotopic to CPl' Let h be a homotopy from 
CPo to cP I and J, a lift of h(., t), 0 ~ t ~ 1, such that J, is a homotopy between 
fo and fl' 

Choose g E GI and zED, and consider the two paths t ---> J,(g(z)) and 
t ---> (fo 0 g 0 fo- I )(J,(z)). Both have the same initial point fo(g(z)) and the same 
projection t ---> Tez(J,(z)) on S2' Hence they agree, and for t = 1 we obtain the 
desired result 

(3.3) 

Assume, conversely, that CPo and CPI have lifts fo and fl such that (3.3) 
holds for every g E GI. If D is the unit disc, we define J,(z), 0 < t < 1, as 
follows: J,(z) is the point of the hyperbolic geodesic arc joining fo(z) and fl (z) 
which divides the hyperbolic length of this arc in the ratio t: (1 - t). Then J, 
is a homotopy between fo and fl' 

Under the mapping 8(g) = j~ 0 g 0 fo- I (= flog 0 fl- I ) the endpoints of the 
arc map to fo(g(z)) and fl (g(z)). But since 8(g) leaves hyperbolic distances 
invariant, 8(g) maps the point J,(z) to J,(g(z)). Hence, 8(g) 0 J, = J, 0 g. In other 
words, all mappings J" 0 ~ t ~ 1, determine the same group homomorphism. 
It follows that Te 2 0 J, 0 Te~1 is a well defined mapping, and it is a homotopy 
between CPo and CPl' 

If D is the finite plane, all cover transformations are translations z ---> z + b. 
Therefore, the above reasoning remains valid if the hyperbolic metric is 
replaced by the euclidean. 0 

3.6. Lifting of Differentials 

Let Sand W be Riemann surfaces and f: W ---> S a non-constant analytic 
mapping. It follows from the definition of a covering surface in 2.3 that (W,f) 
is a covering surface of S (cf. Ahlfors-Sario [1], p. 119). 

Let the conformal structures of Wand S be determined by the local 
parameters hj and kj , respectively. Given an arbitrary point of W, we consider 
an open neighborhood V of this point which is contained in the domain of a 
local parameter hj and is so small that f( V) lies in the domain of a local 
parameter kj . For pE V, we write Zj = hj(p), Wj = k)f(p)). 

Let cP be an (m, n)-differential on S (cf. 1.4), and let CPj denote its represen-
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tation in the local coordinate Wj' Set 

(3.4) 

By formula (1.2), the function element t{li does not depend on the partic­
ular choice of the parameter made in f(V). We now require that (3.4) re­
mains valid when we change the parameter of W in V. Then (3.4) defines an 
(m, n)-differential on V, and since we started with an arbitrary point of W, on 
the whole surface W It is called the lift of <p to W 

We can say a little more: Formula (3.4) shows that f: W --+ S induces a 
linear mapping of the space of holomorphic (m, n)-differentials of S into the 
space of holomorphic (m, n)-differentials of W If f is a conformal mapping of 
Wonto S, the induced mapping is bijective. 

Suppose, in particular, that W = D is the universal covering surface of S, 
where D is the unit disc or the complex plane. In both cases the conformal 
structure of S is determined by the local inverses of the projection mapping 
of D onto S. The conformal structure of D is of course given by the identity 
mappmg z --+ z. 

What we gain from the use of the universal covering surface D is that we 
now possess a global coordinate zED for the representation of <po In other 
words, in (3.4) we can put Zi = Wj = Z. Thus t{li = (Pj' and formula (1.2) shows 
that every <Pj is the restriction of a function globally defined in D. We denote 
this function by <p, i.e., we identify it with the collection of its restrictions. It 
follows that the lift of the differential <P of S to the universal covering swface D 
is a global representation of <p in terms of the coordinate ZED. 

Let 9 be an arbitrary element of the covering group G of Dover S. Suppose 
p --+ Z is a local parameter in an open subset V of S defined by the inverse of 
a suitable restriction of the projection mapping. Then p --+ g(z) is a local 
parameter in V such that z and g(z) have the same preimage in U. Hence, it 
follows from the invariance (1.2) that 

<p(g(z))g'(z)mg,(z)" = <p(z) (3.5) 

for every 9 E G. 
Conversely, if <p is a complex-valued function in D with the property (3.5), 

then <p defines an (m, n)-differential of S. A function <p satisfying (3.5) is said to 
be an (m, n)-differentialfor the group G. Thus there is no difference whether we 
interpret <p to be a differential on the Riemann surface S or for the covering 
group G of Dover S. 

As one application, we introduce the hyperbolic metric, which we have 
so far considered in plane domains conformally equivalent to a disc, to 
Riemann surfaces. Let S be a Riemann surface which has the unit disc D as 
its universal covering surface. The Poincare density z --+ ry(z) = 1/(1 - Iz12) of 
D satisfies the condition 

(ryog)lg'l = ry (3.6) 
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for every cover transformation g. It follows that I] is a (1/2, 1/2)-differential on 
S, and I](z) = 1/(1 - Iz12) is its global representation in the coordinate Z of D. 

Now let " be a rectifiable arc on S. We define its hyperbolic length to be 
equal to the hyperbolic length of its lift to D. Because of the invariance (3.6) 
it does not matter how we choose the point of D lying over the initial point 
ofy. 

In order to study the geodesics on S, we take two points p and q of Sand 
join them by an arc y. Let Zo be a point of Dover p, and let z 1 denote the 
terminal point of the lift of I' from zoo Then the projection of the hyperbolic 
geodesic from Zo to z 1 has the shortest hyperbolic length in the homotopy 
class of y. The infimum of these shortest lengths over all homotopy classes is 
the hyperbolic distance between p and q. The infimum is attained. In fact, the 
hyperbolic geodesic in D joining Zo to a "closest" point of the preimage of q 
projects to a geodesic between p and q. 

4. Groups of Mobius Transformations 

4.1. Covering Groups Acting on the Plane 

Let S be an arbitrary Riemann surface. We again normalize its universal 
covering surface D so that D is the unit disc, the complex plane or the 
extended plane, and denote by G the covering group of Dover S. In view of 
the representation S = D/G modulo conformal equivalence, the theory of 
Riemann surfaces can be regarded as essentially equivalent with the theory of 
discontinuous groups of Mobius transformations acting on D. Lehner ([IJ, 
Chapter I) gives an interesting survey of the historical development of the 
theory of Mobius groups. 

The points of D/G are called orbits of G. A subdomain of D is said to be a 
jimdamental domain of G if it contains at most one point of every orbit of G 
and its closure in D meets every orbit of G. 

In the cases where the universal covering surface D is the extended plane 
or the complex plane, all possible covering groups of Dover S can be readily 
listed. We know already that if D is the extended plane, the covering group G 
is trivial and S is conformally equivalent to D. 

Suppose next that D is the complex plane. Since the elements of G have 
their fixed point at ClJ, they are translations z -+ z + a. Here three possible 
types of discontinuous groups G arise. First, G may be trivial, in which case 
S is conformally equivalent to the finite plane. Second, G can be infinite, 
generated by a transformation z -+ z + w, w i= O. A fundamental domain of 
such a group is the interior of the parallel strip bounded by straight lines 
through 0 and through wand perpendicular to the vector from 0 to w. 
Topologically, Dj.G is an infinite cylinder. The function z -+ exp(2niz/w), 
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which is invariant under G, shows that DIG is conformally equivalent to the 
finite plane punctured at O. 

A third possibility is that G has two generators Z ~ Z + WI' Z ~ Z + Wz, 

Im(w1/wz) =I O. A fundamental domain is now the interior of the parallelo­
gram P with vertices at 0, WI' WI + W z , and W z . In this case the Riemann 
surface S = DIG is compact. For the closure P is compact and S is the image 
of P under the continuous projection mapping D ~ DIG. 

Since the opposite sides of P are equivalent under G, it follows that 
topologically S is a torus. Two different tori obtained in this fashion are 
generally not conformally equivalent. The conformal structures on a torus 
will be studied in V.6. 

A simple geometric argument shows that there are no other ways to form 
groups of translations which are properly discontinuous in the finite plane. 

4.2. Fuchsian Groups 

Let us now consider the case in which the Riemann surface S admits a disc D 
as its universal covering surface. It follows from the results of section 3 that 
the covering group G of Dover S is a properly discontinuous fixed point free 
group of Mobius transformations which keeps the disc D invariant. We 
call such groups Fuchsian groups. (In the literature, fixed points are usually 
allowed.) Conversely, every Fuchsian group G acting on D is the covering 
group of D over the Riemann surface DIG. 

An arbitrary Mobius transformation z ~ w with two finite fixed points z I 
and Z z has the representation 

W - ZI = peiBZ - ZI 

W - Zz Z - Zz 

If Zz = 00, we have w - Z I = peiB(z - Z d. The geometric action of a Mobius 
transformation is best seen from this representation, which also gives rise to 
the division of Mobius transformations (different from the identity) into four 
classes. If p = 1, e =I 0, the transformation is elliptic, if p =I 1, e = 0, it is 
hyperbolic, and if p =I 1, e =I 0, it is loxodromic (0 ::;; e < 2n). A Mobius 
transformation with only one fixed point is parabolic. The class of a Mobius 
transformation g remains the same when g is conjugated by an arbitrary 
Mobius transformation h, i.e., when g is replaced by hog 0 h- 1. 

A loxodromic transformation does not keep any disc invariant. If an 
elliptic transformation g maps a disc D onto itself, then one of the fixed points 
of g lies inside D while the other is its mirror image with respect to cD. 

Let a Fuchsian group act on a disc D. Since it has no fixed points in D, it 
follows from the reflection principle that the elements of the group do not 
have fixed points in the complement of the closure of D either (with the 
identity mapping excluded of course). We conclude that the elements of a 
Fuchsian group are hyperbolic or parabolic, with fixed points on cD. 
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In studying a Fuchsian group G, we choose the invariant disc on which G 
acts to be the upper half-plane. The elements of G are then of the form 

az + b 
z~g(z)=--, 

cz + d 

where the coefficients a, b, c, d are real and ad - be > 0. Groups of Mobius 
transformations with real coefficients are said to be real. 

The conformally invariant hyperbolic metric ds = Idzl/2 1m z of H is a 
natural tool for the study of the geometric properties of G. As before, we use 
the notation h(Z\,Z2) for the distance between the points z\ and Z2 of H in 
this metric. We fix a point Zo E H and denote by G(zo) the orbit of zoo For 
every ZjEG(Zo),j = 0,1, ... , we write 

~ = {zEHlh(z,z) < h(z,n for all (EG(Zo), (=F Zj}' 

The sets Nj are non-empty, open and mutually disjoint, and the union of the 
closures in H of all Nj is H. If Zk = g(Zj) for 9 E G, then Nk = g(~). It follows 
that all sets Nj are congruent in the non-euclidean geometry of H. In studying 
the properties of the sets Nj we may therefore restrict ourselves to one of 
them, say to No, for which we also use the shorter notation N. 

A point Z E H lies on the boundary of N if and only if h(z, zo) ::::;; h(z, Zk) 

for all Zk E G(zo) and equality holds for at least one Zk' k =F 0. The set 
{z E Hlh(z, zo) = h(z, Zk)} is the non-euclidean line which is the perpendicular 
bisector of the non-euclidean segment joining Zo and Zk' It follows that N is 
a convex polygon; in particular, N is connected. N is called the Dirichlet 
region of G with center at Zoo 

From the definition of N we conclude that N is a fundamental domain of 
G. Its boundary arcs lie either on the real axis, in which case they are said 
to be free sides, or they are situated in H, with the possible exception of 
endpoints on IR, and are called inner sides of N. 

The inner sides of N are pairwise equivalent under G, whereas inner points 
of a free side have no equivalent points in the closure of N. These properties 
of N can be deduced without difficulty from the definition. More careful 
analysis is required to prove the following fundamental result: 

Theorem 4.1. The elements of a Fuchsian group which map the illller sides of a 
Dirichlet regioll OlltO each other generate the whole group. 

Dirichlet regions are studied in detail in Springer [IJ; for the proof of 
Theorem 4.1, see p. 237. 

4.3. Elementary Groups 

A group of Mobius transformations can of course be regarded as acting on 
the extended plane. We shall now adopt this point of view. 

The limit set L of a group G of Mobius transformations is the set of the 
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limit points of G. From the definition of a limit point, which was given in 2.5, 
it follows that g(L) = L for every g E G. Also, L is closed (cf. Lehner [I], p. 88). 
If L contains at most two points, the group G is said to be elementary. 

All elementary groups can be listed. (A comprehensive treatment of ele­
mentary groups is given in Ford [I], Chapter VI.) First of all, a finite group 
is necessarily elementary, its limit set being empty. If the Riemann sphere 
is rotated so that a regular solid remains invariant, then stereo graphic pro­
jection leads to Mobius transformations which form a finite group. All 
non-cyclic finite groups of Mobius transformations are obtained from such 
groups by conjugation. 

The elements of a finite group are elliptic transformations. They are of 
finite period, i.e., there is a natural number n such that the nth iterate of the 
transformation is the identity mapping. A cyclic group generated by an 
elliptic transformation which is not of finite period is very different: Every 
point of the plane is a limit point of such a group (Lehner [I], p. 87). 

There is a second type of elementary groups G all of whose elements are 
elliptic or parabolic transformations sharing a common fixed point. Then G 
has this common fixed point as its sole limit point (Lehner [I], p. 93). A 
simple example is the group generated by the elliptic transformation z ---+ - z 
and the parabolic transformation z ---+ z + I. In this case L = {oo}. 

Any other infinite group is elementary if and only if it is cyclic and the 
generator is not elliptic. The limit set L then agrees with the set of the fixed 
points of the generator (Lehner [1], p. 87). Thus L consists of a single point if 
the generator is parabolic and of two points if the generator is hyperbolic or 
loxodromic. 

An example of an elementary Fuchsian group acting on the upper half­
plane H is the real cyclic group 

G = {z ---+ a"zln = 0, ± I, ±2, ... }, 

In this case L = {O, oo}. The function 

a> I. 

(4.1 ) 

is invariant under G. By studying the image of the fundamental domain 
{z E HII < Izl < a} under (4.1) we deduce that the annulus 

A = {wll < Iwl < e21t2/loga} 

is a model of HIG. In other words, G is the covering group of the upper 
half-plane H over the annulus A. 

4.4. Kleinian Groups 

Returning to an arbitrary group G of Mobius transformations, we denote by 
n the complement of the limit set L with respect to the plane. A point of Q is 
called an ordinary point of G, and Q is said to be the set of discontinuity of G. 
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The set 0 can be empty. A trivial example is the group of all Mobius trans­
formations. But 0 can be empty even for a cyclic group: We pointed out 
in 4.3 that this is always the case if the group is generated by an elliptic 
transformation which is not of finite period. 

Since L is closed, 0 is open. The set 0 need not be connected. From the 
invariance of Lunder G it follows that g(O) = 0 for every 9 E G. 

If 0 is not empty, G is called a Kleinian group. A Kleinian group is 
countable (Lehner [1], p. 90). Fuchsian groups and elementary groups are of 
course special cases of Kleinian groups. 

Let 9 be a Mobius transformation and g(z) = (az + b)/(cz + d) its uni­
modular representation, i.e., ad - bc = 1. All 2 x 2-matrices with determi­
nant 1 form a group SL(2) under matrix multiplication. The mapping 

(4.2) 

is an isomorphism of the group M of all Mobius transformations onto the 
quotient group SL(2)/ ± I, where I is the identity matrix. 

If the distance of the matrices (aiJ and (hiJ is defined by 

max{laij - bijlii,j = 1,2}, 

then SL(2) becomes a topological group. Via the mapping (4.2), the topo­
logical structure is transferred to M. A subgroup G of M is called discrete if 
its elements are isolated in the topology of M. It is not difficult to prove that 
G is discrete if and only if it does not contain infinitesimal transformations, 
i.e., if and only if there is no sequence of distinct elements gn E G, n = 1,2, ... , 
such that lim gn(z) = z for every z (Lehner [I], p. 96). From this characteriza­
tion of discreteness we conclude that if G is not discrete, then every point of 
the plane is a limit point of G. It follows that a Kleinian group is discrete. The 
converse is not true. 

The set of discontinuity 0 can be characterized by means of normal 
families. Let A be a domain of the plane and G a Kleinian group. The family 
{gIAlgEG} is normal ifand only if A is a subdomain of 0 (Lehner [I], p. 98). 
In particular, if 0 is connected, then 0 is the largest domain in which the 
mappings 9 E G constitute a normal family. 

4.5. Structure of the Limit Set 

The normal family criterion for sets of discontinuity can be used to proving 
the following result, which reveals several properties of the limit set (Lehner 
[1], p. 103). 

Lemma 4.1. For a Kleinian group G, every point (E L is the cluster point of 
each orbit G(z), with the possible exception of z = ( and one other point z E L. 
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We first deduce from this lemma that if G is not elementary, every point of 
L is the cluster point of other limit points. Hence, L is then always a perfect 
set. It follows that for Mobius groups there is a striking dichotomy: Either the 
limit set contains at most two points or else it contains lIncoUlltably many 
points. 

A second conclusion from Lemma 4.1 is that the limit set of a Kleinian 
group agrees with the boundary of the set of discontinuity. For we have trivially 
an = Q n L, so that an c L. On the other hand, we infer from Lemma 4.1 
that L c Q. Hence, L c Q n L = an, and we obtain the desired result 

L= an. (4.3) 

Third, Lemma 4.1 (or (4.3)) shows that the limit set of a Kleinian group is 
nowhere del1se in the plane. For to every (E L there is a point ZEn and 
mappings gn E G, such that gn(z) --> (. For Fuchsian groups the same reasoning 
gives the following result: 

The limit set of a Fuchsial1 group acting 011 a disc D is either the whole 
boul1dary cD or a nowhere dense subset of aD. 

If the limit set of a Fuchsian group G agrees with the boundary of the 
invariant disc, G is said to be of the first kind (or horocyclic). Otherwise, G is 
of the secol1d kind. It follows that for groups of the first kind, n has two 
components, whereas n is connected if the group is of the second kind. 

For a Kleinian group G, let F denote the set of the fixed points of its 
elements (other than the identity). If 9 E G and Z is a fixed point of go E G, then 
g(z) is a fixed point of gogo 0 g-l. Hence g(F) = F for every 9 E G. 

For the group generated by z --> z + 2 and z --> -liz, the set n is the union 
of the upper and lower half-planes while the point i belongs to F. This shows 
that F need not be a subset of L even though the group is infinite. But if a 
Kleinial1 yroup does l10t contain elliptic transformations offinite period, then 
the closure of the set of its fixed points coincides with its limit set. 

In particular, if G is a Fuchsian group of the first kind acting on the upper 
half-plane, then the fixed points of G are everywhere dense on the real axis. 

There are even sharper relations between F and L. Let F}p F" and Fp 
denote the subsets of F consisting of the fixed points of the hyperbolic, 
loxodromic and parabolic elements of the Kleinian group G. Then 

L= FI!, L= F" (4.4) 

whenever G contains an element from the class in question. The relations 
(4.4) can be proved with the aid of Lemma 4.1 (cf. Lehner [1], p. 104). 

Suppose that G is a Fuchsian group of the second kind acting on H. Then 

S* = (H u (IR \ L))/G 

is a bordered Riemann surface with (IR \ L)/G as its border (cf. the definition 
given in 1.3). 
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From this representation of a bordered Riemann surface S* we see that S* 
can be imbedded in a larger Riemann surface. In fact, interpreting G as acting 
on the plane, we form the quotient 0./G. By Theorem 3.2, it is a Riemann 
surface, and clearly it contains S*. It is called the double of S = H/G. The 
Riemann surface (0. \ (H u IR))/G is called the mirror image of S = H/G, no 
matter whether G be of the first or of the second kind. 

4.6. Invariant Domains 

The components of the set of discontinuity 0. of a Kleinian group G are 
disjoint domains. A component which is mapped onto itself by every element 
of G is called an invariant domain of G. 

A Kleinian group G with no fixed points in 0. is Fuchsian if it has a disc in 
0. as an invariant domain, and it is said to be quasi-Fuchs ian ifit has a Jordan 
domain in 0. as an invariant component. 

The following result makes it possible to analyze invariant domains. 

Lemma 4.2. Let G be a K leinian group such that 0. has an invariant component 
A which is a Jordan domain different from a disc. Then aA does not have a 
tangent at a fixed point of a loxodromic element of G. 

PROOF. Assume that the tangent exists at a fixed point of a loxodromic 
element g E G. We may suppose without loss of generality that the fixed point 
of g lies at z = 0, that the tangent at z = 0 is the real axis and that 00 is the 
repulsive fixed point of g. Then g(z) = reiOz, where 0 < r < 1 and 0 < 8 < 2n. 

Suppose first that 8 =1= n, and set 

a = min(8/2, In - 81/2,(2n - 8)/2); 

then 0 < a S n/4. Consider the two angles Ya = {pei"'l cP E ( - a, a) or cP E (n - a, 
n + a), p ;:0: O}. Since the real axis is a tangent, we have for every a > 0 a disc 
Da centered at the origin, such that 

(4.5) 

Now choose z E aA n Da n Ya, z =1= O. Then g(z) E aA n Da. On the other hand, 
it follows from the definition of a that g(z) f/: Ya. This contradicts (4.5). 

If z -> g(z) = - rz belongs to G, then gog is a hyperbolic transformation 
with the same fixed points as g. A modification of the above proof shows that 
aA does not have a tangent at a fixed point of a hyperbolic element of G. This 
proves the lemma. 0 

Combined with our previous results on Kleinian groups, Lemma 4.2 yields 
the following result. 
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Theorem 4.2. The houndary of an invariant component of a quasi-Fuchsian 
group is either a circle or a Jordan curve which fails to have a tangent on an 
everywhere dense set. 

PROOF. First, if A denotes an invariant component, we clearly have cA c aQ. 
From (4.3) we then conclude that aA c L. If the group is not Fuchsian, it 
always contains loxodromic elements (Lehner [1], p. 107). By (4.4), we have 
in this case aA c 1;. Hence, the theorem follows from Lemma 4.2. 0 

It was Klein who first noticed that such weird invariant Jordan domains 
exist. He obtained such domains by direct construction. For details, inter­
esting pictures and almost philosophical comments on this unexpected 
phenomenon we refer to Fricke-Klein [1]. Here we shall only briefly explain 
Klein's method. In V.3.4 we shall arrive at invariant quasidiscs in a completely 
different manner. 

Let {Di I i = 1,2, ... } be a closed chain of discs, i.e., the discs Di are disjoint 
but for every i, the closure of the union UDj,j =1= i, is connected. We form the 
group G whose elements are compositions of an even number of reflections 
in the circles aDi . The elements of G are Mobius transformations. We say that 
G is genera ted by the chain {DJ. 

If the number of the discs in the chain is one, G is trivial, if it is two, G is 
cyclic, and if it is three, G is Fuchsian. In case the complement of the closure 
of the union UDi of all discs is not empty, it is easy to see that this comple­
ment is contained in the set of discontinuity Q of G. In other words, G is then 
always a Klein ian group. 

The importance of Klein's method derives from the fact that under very 
general conditions, Q has two invariant components which are comple­
mentary Jordan domains. This is the case, for instance, if the chain has only 
a finite number (> 2) of discs. The boundary of the invariant domain passes 
through the points at which the closed discs touch each other and through 
their reflected images (Fig. 9). 

Figure 9. Klein's method of generating invariant domains. 
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5. Compact Riemann Surfaces 

5.1. Covering Groups over Compact Surfaces 

Let G be a Fuchsian group acting on the upper half-plane H. We recall that 
all Dirichlet regions of G are congruent in the non-euclidean geometry induced 
by the hyperbolic metric on H. The Dirichlet regions clearly have a bounded 
hyperbolic diameter if and only if their closures lie in H. This property 
characterizes compact Riemann surfaces. 

Theorem 5.1. Let S be a Riemann surface and G the covering group of the upper 
half-plane Hover S. Then S is compact if and only if the Dirichlet regions of G 
are bounded in the hyperbolic metric of H. 

PROOF. Suppose first that S is compact. Let N be a Dirichlet region with 
center a. We consider the hyperbolic discs Dn = {zlh(z,a) < n}, n = 1,2, .... 
Their projections on S = HjG form an open covering of S. Since S is compact, 
there is an n such that the projection of Dn alone covers S. In other words, for 
every z E H there exists a mapping g E G for which h(g(z), a) < n. Now if zEN, 
then h(z, a) s h(g(z), a) for every g E G. It follows that N c Dn. 

Assume, conversely, that the closure of a Dirichlet region of G lies in H. 
Then S is the image of a compact set under a continuous mapping and hence 
compact. D 

Theorem 5.1 admits interesting conclusions. 

Theorem 5.2. The covering group of the upper half-plane over a compact 
Riemann surface is finitely generated and of the first kind. 

PROOF. Let S be a compact Riemann surface and G the covering group of H 
over S. The vertices of a Dirichlet region of G cannot have a limit point in H. 
Hence, by Theorem 5.1, a Dirichlet region for G has a finite number of sides. 
We conclude using Theorem 4.1 that G is finitely generated. 

In order to determine the limit set L of G, we consider an arbitrary point 
x of the real axis and set U = gEHl1( - xl < r}. The hyperbolic distance 
from the point x + iy E U to the semicircle I( - x I = r tends to 00 as y ~ O. 
On the other hand, by Theorem 5.1 the Dirichlet region containing x + iy 
has a uniformly bounded hyperbolic diameter for every y > O. It follows that 
U contains a Dirichlet region for every r > O. Consequently, x E L, and so L 
is the whole real axis. D 
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5.2. Genus of a Compact Surface 

Let S be a compact Riemann surface and G the covering group of Hover S. 
A Dirichlet region N for G is then a non-euclidean polygon with finitely 
many sides, which are pairwise equivalent under G. Now it is possible to 
transform N to another non-euclidean polygon which is also a fundamental 
domain of G and whose sides follow each other according to the pattern 

(5.1 ) 

the sides a j and bj being equivalent to a; and b;, respectively. The number p is 
at least 2. Such a polygon is called a normal polygon for G. The transformation 
of a Dirichlet region to a normal polygon is described in Nevanlinna [1], 
pp.229-230. 

The pattern (5.1), which generalizes the pattern a l b I a'i b'l of a torus (see 
4.1), can be regarded as a representation of the compact Riemann surface S. 
But it is in fact of a more general character. Let S be an arbitrary compact 
orientable surface. A fixed (necessarily finite) triangulation of S leads in a 
natural manner to a polygon representing S, in which identified sides either 
ha ve the simple pattern a I a'i or else the pattern (5.1), with p = 1, 2, ... 
(Springer [1], p. 117). Here p does not depend on the triangulation by way of 
which we arrived at it. The pattern a I a'i occurs if and only if S is a topological 
sphere. 

The number p in (5.1) is called the genus of the compact surface S. A sphere 
is said to have the genus p = 0. It follows that a torus has the genus p = 1 and 
every compact Riemann surface which has the upper half-plane as a universal 
covering surface has a genus p > 1. 

The genus characterizes the topology: Two orientable compact surfaces are 
homeomorphic if and only if they have the same genus. In analogy with the case 
of a torus, the topological type of a surface can be read from the pattern (5.1): 
A compact orientable surface of genus p is a topological sphere with p handles. 

These two results are proved in Springer [1], which contains a detailed 
discussion of the relations of genus to such topological invariants as the 
fundamental group, homology groups, and the Euler characteristic. We shall 
study here certain analytic implications of genus. 

5.3. Function Theory on Compact Riemann Surfaces 

Let f be a non-constant merom orphic function on a compact Riemann surface 
S of genus p. If p = 0, the surface S can be identified with the extended plane, 
and f is a rational function. In particular, f takes on every complex value 
and 00, each of them the same number of times, provided of course that 
multiple values are counted according to their multiplicities. 

If p = 1, the study of f amounts to function theory on a torus. (Its ele-
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ments are described in Springer [1], p. 34.) The lift of f to the universal cover­
ing surface IC is double-periodic, i.e., an elliptic function. 

Regardless of p, the property of rational functions remains true as indicated 
above (Springer [1], p. 176): 

Theorem 5.3. On a compact Riemann surface, a non-constant meromorphic 
function assumes every value the same finite number of times. 

For topological reasons, injective meromorphic functions can exist only if 
p = O. The theory of meromorphic functions on compact Riemann surfaces is 
classical analysis, which is intimately connected with the theory of algebraic 
functions (see, e.g., Springer [1], p. 286). In a way, the theory was born before 
the notion of a Riemann surface existed in any form. 

A striking example of the interaction between topology and analysis on 
compact Riemann surfaces is provided by the complex vector space con­
sisting of holomorphic Abelian differentials. The study of the periods of 
regular harmonic differentials on a homology basis yields the following result 
(Springer [1], p. 252): 

On a compact Riemann surface of genus p, the dimension of the space of 
holomorphic Abelian differentials is equal to p. 

We shall use this result in determining the dimension of the complex 
vector space formed by holomorphic quadratic differentials. This linear space 
will play an important role in the theory of Teichmi.iller spaces. 

5.4. Divisors on Compact Surfaces 

Let S be a compact Riemann surface. A divisor D on S is a mapping of S 
whose values are integers and which is non-zero only at finitely many points 
of S. Addition of two divisors Dj and Dz is defined by (D j + Dz)(p) = 

D j (p) + Dz(p). The degree of D, deg D, is the sum of its values. We write 
D j ;::-: Dz if Dj(p);::-: Dz(p) for every point pES. 

Let ffJ be a holomorphic differential of an arbitrary type on S. Fix a point 
PES and consider two local parameters 2 j and 2 z in a neighborhood of p, 
both mapping p to zero. The mapping 21 --> 22 is conformal at the origin and 
has, therefore, a non-zero derivative at O. We conclude from formula (1.2) in 
1.4 that if the representation of ffJ in 2 j has a zero of order n (;::-: 0) at the origin, 
then the representation of ffJ in 22 also has a zero of order n at the origin. Thus 
the zeros of ffJ and their orders are well defined, being independent of local 
parameters. Similarly, we infer that the poles of a meromorphic differential 
and their orders can be defined in an invariant manner. 

Let ffJ be a meromorphic differential on S with the zeros of order mi at the 
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points Pi and the poles of order nj at the points qj. The divisor Dcp of the 
differential ({J is the function which takes the value mi at Pi' the value -nj at 
qj' and vanishes elsewhere. Hence, deg Dcp = L mi - L nj. 

Suppose, in particular, that ({J is a function on S. By Theorem 5.3, we then 
have degDcp = O. If ({JI and ({Jz are differentials of the same type, the quotient 
({JI/({JZ is a function. From the definition of the divisor of a differential we see 
that deg Dcp!iCP2 = deg Dcp, - deg Dcp2. It follows that the divisors of differentials 
of the same type all have the same degree. 

Given a divisor D, consider the family which consists of all meromorphic 
functions f with Df ;::: D, together with the function which is identically zero. 
This family is a complex linear space. Its dimension is called the dimension of 
the divisor D and denoted by dim D. 

If D = 0, i.e., D(p) = 0 for every PES, the space consists of the constants, 
and so 

dimO = 1. 

We also conclude that 

dimD = 0 if degD > 0, 

because the space then contains only the zero function. 

5.5. Riemann-Roch Theorem 

(5.2) 

(5.3) 

We denote here by Q the complex vector space of all holomorphic quadratic 
differentials on S. We fix a non-zero t/J E Q and write D~) = Dz. If ({J is an 
arbitrary merom orphic quadratic differential, f = ({IN is a meromorphic 
function. From Dcp = Df + Dz we see that ({J is holomorphic if and only if 
Df ;::: - Dz. It follows that 

dim Q = dim( - Dz). (5.4) 

Exactly the same reasoning can be applied to (l, O)-differentials. If DI is the 
divisor of a holomorphic Abelian differential, we conclude that the space of 
these differentials has the dimension dim( - DI)' On the other hand, by what 
was said in 5.3, this dimension is equal to the genus P of S. Hence 

dim( -Dd = p. (5.5) 

The results (5.4) and (5.5) can be put together with the help of a classical 
result on compact surfaces (Springer [1], p. 264). 

Theorem 5.4 (Riemann- Roch Theorem). On a compact Riemann surface of 
genus p, every divisor D satisfies the equation 

dim D = dim( - D - D1 ) - deg D - p + 1. (5.6) 
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Let us first apply (5.6) for D = - D l . Then, by (5.5) and (5.2), p = 1 + 
deg Dl - P + 1, so that deg Dl = 2p - 2. By our previous remark, we have 

degD'P' = 2p - 2 

for every meromorphic (1, O)-differential qJl' 

Now let qJz be a merom orphic quadratic differential. Then qJZ/qJl is a 
(l,O)-differential. From degD'P' + degD'P2/'P' = degD'P2 it thus follows that 

deg D'P2 = 4p - 4. (5.7) 

In particular, every non-zero holomorphic quadratic differential on a Riemann 
surface of genus p has 4p - 4 zeros. 

The dimension of Q can now be readily determined. 

Theorem 5.5. On a compact Riemann surface of genus p, the space of holo­
morphic quadratic differentials has dimension 1 if p = 1 and 3p - 3 if p > 1. 

PROOF. In the case p = 1, the Riemann - Roch theorem is not needed to 
determine the dimension of Q. We saw in 4.1 that cover transformations are 
translations z --> z + mW I + nw 2 , m, n E Z. Formula (3.5) shows, therefore, 
that ({J is a holomorphic quadratic differential for the covering group G if and 
only if qJ(z + mW I + nwz) = qJ(z) for all m and n. It follows that qJ E Q is 
a bounded holomorphic function in the complex plane and hence a constant. 
Conversely, every constant is a quadratic differential for G. We see that 
dim Q = 1. 

Next suppose that p > 1. We fix a holomorphic quadratic differential and 
denote its divisor by Dz. After this, we choose D = - Dz in (5.6). Then, by 
(5.4) and (5.7), 

dim Q = dim(Dz - Dl ) + 3p - 3. (5.8) 

Now deg(Dz - Dl ) = deg Dz - deg Dl = 2p - 2 > 0. Hence the desired result 
dim Q = 3p - 3 follows from (5.8) and (5.3). 0 

If p = 0, the space Q reduces to zero. 

6. Trajectories of Quadratic Differentials 

6.1. Natural Parameters 

Let ({J be a holomorphic quadratic differential on a Riemann surface S. We 
assume that qJ is not identically zero, and regard qJ as fixed throughout this 
section. A point PES is said to be regular if ((J(p) # 0, and critical if qJ(p) = 0. 
We showed in 5.4 that these are invariant definitions, independent of the 
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representation of cpo Critical points form a discrete set, and on a compact 
Riemann surface there are only finitely many of them. 

Let p be a regular point and q -> h(q) = z a local parameter in a neighbor­
hood of p mapping p to the origin. Since cp(o) 1= 0, there is a simply connected 
domain containing the origin in which the two branches of z -> ~ are 
single-valued. For a fixed branch of fi, every integral function 

z -> <I>(z) = f J4*) dz 

is then also single-valued in this neighborhood of the origin and uniquely 

determined up to an additive constant. From the invariance of J4*) dz 
under changes of parameter it follows that every <I> is a function on S near p. 

From <1>'(0) = J cp(o) 1= ° we conclude that there is a disc around the 
origin which z -> <I>(z) maps injectively into the complex plane. It follows that 
q -> w = <I>(z) is a local parameter near p. From 

dwz = cp(z) dz z 

we see that with respect to w, the function representing the quadratic differ­
ential cp is the function which is identically equal to 1. 

We call w = <I>(z) a natural parameter at p. An arbitrary natural parameter 
at p is of the form ± w + constant. We see that in each case, near a regular 
point the local representation of cp in terms of a natural parameter is the con­
stant fimction 1. 

There are natural parameters at a critical point also. Suppose that PES is 
a zero of order n of cpo Again, let q -> h(q) = z be a local parameter near p 
which maps p to the origin. Then there is a disc D(O, r) around the origin in 
which cp(z) = zntjJ(z) with tjJ(z) 1= 0. We fix a single-valued branch of fl in 
D(O,r). If n is odd, we cut D(O,r) along its positive radius I = {xIO:::; x < r}, 
and fix a branch of z -> zn/Z in D(O, r) \ I; if n is even, no such cut is needed. In 
either case 

z -> <I>(z) = f: J4*) dz = z(n+Z)/2(co + c1z + ... ), Co 1= 0, 

is single-valued in D(O, r) \ l. Moreover, z -> w(z) = <I>(z)z-(n+2)/2 is single­
valued and 1= ° in a disc D(O, r d c D(O, r). (Note that the cut I is no longer 
needed in the definition of w.) 

In D(O, r d, the function 

z -> <I>(z)2/(n+2) = zw(z)2/(n+2) 

is single-valued. Since it has the non-zero derivative w(0)2/(n+Z) at the origin, 
it is injective in a disc D(O,rz ) c D(O,rd. It follows that 

q -> , = <I>(z)Z/(n+2) 

is a local parameter near p. We now call ( a natural parameter at p. 
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From cp = (<1>')2 we obtain 

o (Il + 2)2 _ _0 cp(z)dz-= -2- (,"d(,-. (6.1) 

In other words, near a critical poillt of order n, a holomorphic quadratic 
differential has the representation (- (1 + 1l/2)2 (n ill terms of the natural 
parameter (. 

The idea of associating natural parameters with a quadratic differential is 
due to Teichmiiller [1]. 

6.2. Straight Lines and Trajectories 

A continuously differentiable mapping y of an open interval I into the 
Riemann surface S with a non-zero derivative on I is called a regular path on 
S. Near a point p E y(t) we introduce a local parameter q - h(q) = z and write, 
with a slight abuse of notation, z(t) = (h 0 y)(t). We assume that y does not 
pass through any critical point of cpo The function t - arg(cp(z(t))z'(t)2) is then 
well defined on I, of course modulo 2n. 

If 

arg(cp(z(t))Z'(t)2) = 0 = constant (6.2) 

at every point tEl, we say that y is a straight line (in the geometry induced by 
the quadratic differential cp). The condition for y to be a straight line is often 
expressed in the form 

arg(cp(z)dz2) = constant 

along y. It follows from the definition that a straight line does not pass 
through a zero of cpo 

We say that a straight line is horizontal if 0 = 0, and vertical if 0 = n. The 
straight line (6.2) is a horizontal line for the quadratic differential e- iO cpo A 
straight line (6.2) is called maximal if it is not properly contained in any 
regular curve on which (6.2) is true. A horizontal trajectory is a maximal 
horizontal straight line. Similarly, a vertical trajectory is a maximal vertical 
straight line. 

In natural parameters, the trajectories have simple representations. Let w 
be a natural parameter near a point of y. From dw 2 = cp(z) dz2 and from (6.2) 
it follows that locally, a horizontal straight line is a euclidean horizontal line 
segment in the w-plane. Similarly, a vertical straight line is locally a euclidean 
vertical segment. 

Near a critical point PES the behavior of trajectories is more complicated. 
Let ( = W 2/(n+2), W = <1>(z), be a natural parameter in a neighborhood of p. 

Horizontal lines near p are horizontal line segments in the w-plane, whereas 
in the (-plane, they are located in n + 2 different sectoral domains. Consider, 
in particular, a horizontal line segment in the w-plane which contains the 
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Regular point First-order zero 

Figure 10. Horizontal trajectories under natural parameters. 

origin. In view of the relation, = WZ/(II+Z), we conclude that its preimage on 
S consists of n + 2 rays emanating from the critical point p such that the 
angle between two adjacent rays is equal to 2n/(n + 2) (Fig. 10). 

A trajectory with an endpoint which is a zero of ({J is called critical. The 
number of critical horizontal trajectories is countable, and on a compact 
Riemann surface there are only finitely many such trajectories. 

From the definition it is clear that given a regular point of S, there exists 
exactly one horizontal trajectory passing through that point. 

6.3. Orientation of Trajectories 

A sufficiently small subarc of a horizontal trajectory is mapped by a natural 
parameter onto a segment of the real axis. The orientation of the real axis can 
thus be transferred locally to horizontal trajectories. 

The global situation is more complicated. Let So = S\ {zeros of ({J}. For 
any two natural parameters w! and Wz of So for which Wz 0 wi! is defined, we 
have Wz 0 wi! (z) = ± Z + constant. The trajectory structure of ({J is said to be 
orientable if So has an atlas of natural parameters Wi' such that every change 
of variables is of the form 

Wj 0 wi-! (z) = Z + constant. 

More briefly, we then say that ({J is orientable. 
Let us assume that ({J is not orientable. We shall show that S then has a 

two-sheeted covering surface S, branched over the zeros of ({J of odd order, 
such that the lift of ({J to Sis orientable. 

In order to prove this, we consider for a moment ({J on the punctured 
surface So. Suppose that ({J is a collection of holomorphic functions ({Ji' i = 1, 
2, ... , defined in simply connected domains Vi C So with local parameters' Zi' 

Then ({Ji dzf = ({Jj dzJ on Vi n Vj . 
Consider all triples (p, Zi' IXJ, where p E Vi and lXi is holomorphic and satis­

fies IXf = ({Ji on Vi' We identify (P,Zi,lXi ) with (q,Zj'lXj ) if p = q and lXidzi = 
IXjdzj at p = q. Let So denote the set of identified triples and n: So -> So the 
projection which maps (p, Zio IXJ to p. 
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We introduce the standard topology on So. It follows that (So, n) is an 
unlimited covering surface of So. It becomes a Riemann surface with the 
conformal structure lifted from So. 

Let S be the natural extension of So to the holes over the points of 5 \ So. 
More precisely, if the lift of a closed path on So around a zero P of cp 
terminates at the initial point, we have two points of S over P (as we have over 
all points of So). Otherwise S has a branch point of order 2 over p. The latter 
alternative occurs if and only if p is a zero of odd order. If n: S --> 5 is 
the natural extension of n: So --> So, then (S, n) is a two-sheeted branched 
covering surface of S. 

Finally, let (p and &'j denote the lifts of cp and (Xj to S. From the construction 
it is clear that the functions &'j form a holomorphic Abelian differential a and 
that iP = &,2. As the square of an Abelian differential iP is orient able, as we 
wished to show. 

6.4. Trajectories in the Large 

In order to study the global structure of trajectories, we choose a regular 
point Po E 5, fix a branch of <Do in a neighborhood of Po, and normalize it so 
that <Do(Po) = O. Let r ::::; UJ be the largest number, such that the analytic 
continuation fa of the local inverse of <Do maps the disc Do = D(O, r) injectively 
into S. The image Vo = fo(Do) is called a maximal disc around Po, and 
r = r(po) is said to be its radius. The maximal disc Vo is uniquely determined 
by cp, i.e., Vo does not depend on the choice of the integral function of fl. 
The function p --> r(p) is continuous in p. 

Next we choose a point U I EDo which lies on the real axis IR; then fo(ud = 

PI is a regular point. Hence, there is a conformal mapping fl of DI = 
D(u I' r(pd) onto the maximal disc VI around PI' such that fl = fo in Do n DI 
and that fl is the inverse of <DI . By continuing this procedure, we obtain 
connected chains of discs Do, DI, ... , Dn with centers on IR, such that h = 

(<Dd l';)-I is a conformal mapping of Dj into 5 and that h+1 is a direct analytic 
continuation of.f;. 

Let G be the union of all the discs of such chains which we obtain 
by starting from Do. Since the intersection of two chains is connected and 
contains Do, the analytic continuation f of f~ to G is single-valued. We write 
I = G n IR and deduce that f(l) is the horizontal trajectory which passes 
through the point Po. 

If [a, bJ is a closed subinterval of I on which f is injective, there is a 
rectangle {u + ivla ::::; u ::::; b, -0 ::::; v ::::; oj which f maps injectively into S. 
The image of every horizontal line segment in this rectangle is a subarc of 
some horizontal trajectory. 

We shall now show that the character of the horizontal trajectory f(l) 
varies, depending on whether f is injective or not on the whole interval I. 
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6.5. Periodic Trajectories 

Suppose first that there are points a, hE I such that f(a) = f(b). Among the 
pairs of points of [a, b J at which f takes the same value, there is a pair [10' [I I 

with a minimal distance from each other. It is not difficult to show that f is 
then periodic in G, with the primitive period w = [II - llo (cf. Strebel [6J, 
p. 39). In this case f can be continued analytically to the whole real axis ~ by 
periodicity. The horizontal trajectory rx = f(~) = f([llo,UIJ) = /([O,wJ) is a 
closed curve. There is a maximal rectangle Ro = {u + ivlO :s; U :s; w, VI :s; 
U :s; u2 } in whose interior / is analytic. 

If f is injective in Ro, then 

, ---> f(2:i 109,) 
maps the annulus A = {(le- 2m.,lw < 1(1 < e- 2rrl.,!W} conformally onto a ring 
domain on S. The image is called the maximal annulus around the horizontal 
trajectory rx. Every circle I (I = constant in A maps onto a closed horizontal 
trajectory of S. It follows that the maximal annulus around rx is swept out by 
closed horizontal trajectories, freely homotopic to rx and all of the same 
length OJ in the w-plane. From the maximality it is clear that if !XI and rx 2 are 
closed horizontal trajectories of S, their maximal annuli are either disjoint or 
identical. 

If f is not injective in the rectangle Ro, simple reasoning shows that f has 
another primitive period OJ' if; ~ and that / has an analytic extension through­
out the complex plane I[: (cf. Strebel [6J, p. 41). The parallelogram with 
vertices at the points 0, w, OJ + OJ' and OJ' and with the opposite sides identi­
fied is mapped by / bijectively onto S. We conclude that S is a torus. The pair 
(1[:,/) is a universal covering surface of S. From the global representation 
dw 2 = <p(z) dz 2 it follows that the straight lines on S are images under f of 
euclidean straight lines in the plane. All horizontal trajectories are closed 
curves on S. 

6.6. Non-Periodic Trajectories 

Let us now assume that the function f, obtained by analytic continuation of 
a germ of <1>-1, is injective on the interval 1= G n ~ = (u- 7C , u.,J. Then 
f: I ---> S is a parametric representation of the horizontal trajectory rx passing 
through the point Po E S with which we started. The trajectory is now an open 
arc, and we define its length to be the same as the length of I. (The metric 
induced by <p will be studied in the next section 7.) The two parts into which 
Po divides rx are called trajectory rays from Po. We denote rx+ = f([O,u x )), 

rx- = f((u-",OJ). 
Let L be the limit set of the ray rx+, i.e., L is the set of points PES for which 
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there exists a sequence of points Un E I tending to Uer; such that f(u n) -+ p. The 
limit set L is contained in the closure of tI., and it does not depend on the 
choice of the initial point Po of tI.. 

Regarding the set L, there are three essentially different possibilities. First, 
L may be empty. We then say that tI.+ tends to the boundary of S, and call tI.+ 

a boundary ray. If both tI.+ and tI.- are boundary rays, the trajectory tI. is said 
to be a cross-cut of S. On a compact surface, there are no boundary rays. 

Second, L might consist of a single point p. The point p cannot be regular, 
because f could then be continued on IR past U"'. Hence, f(u) tends towards 
the critical point p along tI.+ as u -+ U w on I. In this case, tI.+ is called a critical 
ray. 

The remaining case is that L contains more than one point. Suppose pEL 
is a regular point, and consider the horizontal trajectory tl. p through p. This 
cannot be closed, because it could then be covered by an open annulus which 
contains only closed trajectories. Choose another point q E tl. p ' and construct 
an open rectangle Ro such that fplRo is injective and that the image of the 
middle line of Ro contains the trajectory arc from p to q. Since pEL, we have 
points Pn E tI., such that Pn -+ p. If f p- 1 (Pn) E R o, the horizontal line segment in 
Ro through f p- 1 (Pn) maps on a subarc of tI.. There are infinitely many such 
subarcs, and we conclude that tI. has infinite length. 

The same reasoning shows that if the subarc of tl. p from p to q has length 
a and if Pn = f(u n) -+ p, then qn = f(u n ± a) E tI. with properly chosen signs 
converge to q. Here q E tl. p was arbitrarily chosen. We conclude that if pEL, 
then the whole trajectory through p belongs to L. 

The trajectory tI. has infinite length also in the case when pEL is a critical 
point. The ray tI.+ cannot end at p, because L would then reduce to the single 
point p. Therefore, at least one of the finitely many sectors into which the 
horizontal trajectory rays emanating from p divide a neighborhood of p 
contains infinitely many points Pn E tI.. After this, the reasoning used in the 
case where p was a regular point can be modified so as to yield the desired 
result (Strebel [6J, p. 44). 

Consequently, if the limit set L of the ray tI.+ contains more than one point, 
then tI.+ is always of infinite length. The ray tI.+ is then said to be divergent. 

Suppose that the initial point Po of tI.+ belongs to the set L. From what we 
just proved it follows that the whole trajectory tI. is then contained in L. Since 
L lies in the closure Ct of tI., we conclude that in this case 

L = Ct. 

A trajectory ray tI.+ with Po E L is called recurrent. A trajectory both rays 
of which are recurrent is said to be a spiral, and its limit set L is called a spiral 
set (Fig. 1 I). 

On a compact Riemann surface, every divergent ray is recurrent and all 
non-periodic trajectories are spirals, save for finitely many exceptions. (For 
two simple examples, see Figs. 11 and 12. For a detailed account of tra­
jectories on compact surfaces, we refer to Strebel [6J, § 11.) 
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Figure II. A torus and a part of its universal covering surface. A straight line projects 
on a spiral. 

Figure 12. Horizontal trajectories on a surface of genus 2. 4p - 4 = 4 critical points. 

7. Geodesics of Quadratic Differentials 

7.1. Definition of the Induced Metric 

As in the previous section, cp is a holomorphic quadratic differential on a 
Riemann surface S, and not identically zero. The invariant differential 

Icp(z)l i/2 Idzl (7.1) 

is called the line element of the metric induced by cpo 
Let y be a curve on S locally rectifiable with respect to the euclidean metric 

in any parametric plane. The length of y in the metric induced by cp can be 
obtained with the aid of the following geometric reasoning. First, if y lies in a 
maximal disc around a point p, the length of y is eq ual to the euclidean length 
of the image of y under a natural parameter defined in a neighborhood of p. 

An arbitrary y n~t passing through any critical points can be subdivided into 
parts each one lying in a maximal disc. The length l(y) of y is the sum of the 
lengths of these parts; it is independent of the subdivision of y. 

Since the differential (7.1) is an invariant on S, we can also define directly 

l(y) = l'CP(Z),1/2Idz" 
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in terms of arbitrary local parameters. The length [(y) is then well defined also 
in the case where y passes through critical points. 

The invariant I cp(z) I dx dy is called the area element of the cp-metric. Hence, 
the total area of S is the L I-norm of cpo 

In the following, cp is fixed, and notions like distance, length, and area, 
refer to the cp-metric, unless otherwise stated. 

The area of a compact surface S is always finite. If the genus of Sis 1, i.e., 
if S is a torus, its universal covering surface is the complex plane. The lifted cp 
is then bounded in the plane and hence constant. It follows that the cp-metric 
is euclidean, a result at which we arrived in a different manner in 6.5. 

7.2. Locally Shortest Curves 

The existence of a unique shortest curve joining two given points of S can be 
established without difficulty if the points are close to each other. The curve 
itself can be described geometrically by use of natural parameters. 

Theorem 7.1. Every point of a Riemann surface has a neighborhood in which 
allY two points can be joined by a unique shortest curve. 

PROOF. Let a point PES be given and suppose first that P is regular. Let V 
be the maximal disc around P and {w II wi < r} its image under a natural 
parameter w = <1>(z). Let Vo c V be the preimage of Iwl < r/2, and PI' P2 
arbitrary points of Vo. Then the preimage Yo of the line segment connecting 
<1>(pd and <1>(P2) is the unique shortest curve which joins PI and P2 on S. For 
let y (=f. Yo) be an arbitrary curve on S which joins PI and P2' If y stays in V, 
then clearly [(Yo) < [(y). If y leaves V, then [(y) ~ r > [(Yo)' 

Suppose next that P is a zero of cp of order 11. We proved in 6.1 that if ( is 
a natural parameter near P, then 

(7.2) 

in a disc 1(1 < r. Let Vo now be the preimage of the disc 1(1 < r 2/(n+2)r on S. 
Then any two points PI and P2 in Vo can be connected by a unique shortest 
curve. This is either a straight line segment in the w-plane, or it is composed 
of two radii in the (-plane which emanate from the origin. The former case 
occurs if and only if larg(1 - arg(21 < 2n/(n + 2), where (1 and (2 are the 
(-images of PI and P2. These conclusions can be drawn from (7.2); for the 
details we refer to Strebel [6], p. 35. 0 

It follows from the above that if the shortest curve is the union of two 
radii, both angles e between these rays satisfy the inequality 
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(7.3) 

This "angle condition" will be utilized in the study of globally shortest curves. 

7.3. Geodesic Polygons 

A curve r on S is called a geodesic if it is locally shortest, i.e., every point PEr 
has a neighborhood Von S such that for any two points PI' P2 E r (l V, no arc 
joining PI and P2 in V is shorter than the subarc of r from PI to P2' From the 
results of 7.2, we know the local structure of a geodesic. It will turn out that 
a geodesic is also globally the unique shortest curve in its homotopy class. 

A geodesic polygon is a curve which consists of open intervals of straight 
lines (in the geometry of cp) and of their endpoints. The endpoints can be 
zeros of cp. In case the polygon is a Jordan curve, it is called simple and 
closed. 

Assuming the existence of a geodesic, we shall first prove that it is uniquely 
extremal in its homotopy class. The proof uses the argument principle in 
its generalized form, in which the holomorphic function considered in a 
subdomain of the complex plane is allowed to have zeros on the boundary of 
that domain. 

Argument Principle. Let f be holomorphic in the closure of a plane domain A 
bounded by finitely many piecewise regular curves. Let rj denote the arcs into 
which the zeros Zj E 8A off divide the boundary, and 8j the interior angle at Zj 

between the arcs rj-I and '1j. Then 

LA dargf(z) = L L dargf(z) = 2nLmi + L8jnj, 

where mi are the orders of the zeros off in A and nj the orders of those on 8 A. 

If f(z) =1= 0 on 8A, this is the standard principle of argument. The refine­
ment says that the zeros Zj on the boundary have the weights 8)2n. 

Teichmiiller ([1], p. 162) drew the following conclusion from the Argument 
principle. 

Lemma 7.1 (Teichmiiller's Lemma). Let cp be holomorphic in the closure of a 
domain A in the complex plane which is bounded by a simple closed polygon in 
the cp-metric, whose sides rjform the angles 8j at the vertices. If mi and nj denote 
the orders of the zeros of cp in A and on 8A, respectively, then 

L(1 - (nj + 2);~) = 2 + Lmi' (7.4) 
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PROOF. On ,'j we have arg(cp(z)dz Z ) = constant, and so 

d arg cp(z) + 2d(arg dz) = O. 
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(7.5) 

The argument of the tangent vector dz increases by 2n - I (n - 8j ) after a 
full turn along cA. This observation, coupled with (7.5) and the Argument 
principle, yields 

which is (7.4). 

It follows from (7.4) that 

I( 1 - (nj + 2);~) 2': 2. 
We concl.ude that there are at least three angles OJ so small that 

2n 
OJ <--. 

nj + 2 

Hence, these angles do not satisfy the angle condition (7.3). 

7.4. Minimum Property of Geodesics 

o 

(7.6) 

(7.7) 

In order to prove that a geodesic is globally the unique shortest curve in its 
homotopy class, we need two auxiliary results. As before, we assume that we 
have a fixed cp-metric. 

Lemma 7.2. Let S = G be a simply connected domain in the complex plane and 
ZI and Zz points orG. Then there exists at most one geodesic from ZI to Zz. 

PROOF. Let us assume that there are two geodesics joining Z 1 and Z Z in, G. If 
they do not coincide we can find two subarcs, both from a point a to a point 
b, which form a simple closed polygon. The angle condition (7.3) is satisfied 
at the vertices, except possibly at the two points a and b. This is in contra­
diction with the fact that (7.7) holds for at least three angles. 0 

A geodesic is called maximal if it is not a proper subset of any other 
geodesic. 

Lemma 7.3. In a simply connected subdomain of the complex plane every 
maximal geodesic is a cross-cut. 

PROOF. Let y be a maximal geodesic in a simply connected plane domain 
S = G. Fix a point Zo E Y and represent a ray of y with the initial point Zo by 
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using its arclength u as parameter, 0 ::;; u < Ux ' Assume that I(U) does not 
tend to aG as U --> U"'. Then there is a sequence of points Un --> u x . such that 
Zn = I(U Il ) --> Z E G. By Theorem 7.1, there is a disc V around Z in which any 
two points can be joined by a unique shortest curve. Consider the maximal 
subarc Ik of I which contains the point Zk and lies in V. There is a point 
Zn E V, n > k, which is not on Yk. Otherwise y would terminate at z, which 
contradicts the fact that every geodesic arc in V can be continued to av. 
Therefore, the part of y from Zk to Zn is a geodesic which leaves V. On the 
other hand, there is a shortest curve and hence a geodesic from Zk to Zn inside 
V. This is in contradiction with Lemma 7.2. D 

With the aid of the above two lemmas, the unique extremality of geodesics 
can now be established. 

Theorem 7.2. Let S be a Riemann surface and p and q points of S. Then a 
geodesic arc from p to q is strictly shorter than any other curve in its homotopy 
class. 

PROOF. Let II and Y2 be homotopic curves on S joining p and q. Let Zo be a 
point of the universal covering surface D of S over the point p. By Theorem 
2.1 (Monodromy theorem), the lifts of YI and Y2 from Zo terminate at the same 
point Z over q. Since lifting does not change lengths, we may assume that S is 
a simply connected domain D in the complex plane. 

Let )' be a geodesic from Zo to z; by Lemma 7.2, Y is unique. Consider an 
arbitrary curve y' in D which connects Zo to z. Replacing subarcs of y' by 
locally shortest arcs with the same endpoints does not make y' longer. We 
may thus assume that y' is a geodesic polygon. Also, it is not difficult to 
construct a Jordan domain G, G c D, which is bounded by a geodesic polygon 
and which contains y and y'. 

Suppose first that I is a straight arc; we may assume that it is horizontal. 
Let Z I' Z 2' ... , Zn-I denote the points of y which lie on a critical vertical arc 
with respect to G. We pick an arbitrary point z' of an open interval (Zi-I, Zi) 

ofy, where i can take any value 1,2, ... , n; Zn = z. By Lemma 7.3, the maximal 
vertical arc {3 through z' is a cross-cut of G. It follows that y' intersects {3. 

Now let z' run through all points of (Zi-I, zJ The vertical arcs {3 then 
sweep out a simply connected domain Ai' which is mapped by <I> onto a 
vertical parallel strip. If ai denotes the width of the strip, then the length of 
)i n Ai is at least ai' with equality if and only if '/ n Ai is a single arc parallel 
to y. The domains Ai are disjoint so that l(y') ;::.: L ai = 1(1'). Equality can hold 
only if 1(1" n A;) = ai for every i. Starting with i = 1, we first deduce that then 
y' n A I = I' n A I, and continuing the reasoning we conclude that y' = y. 

After this, let y be an arbitrary geodesic. Then I' is the union of straight 
arcs Yj. For every Yj, we construct the orthogonal strips Aij as before. An 
arc {3j orthogonal to Yj does not meet y again; this follows from Lemma 7.2. 
Neither can a {3j intersect a {3k orthogonal to i'k, k -# j. For if it would, we 
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would get a simple closed geodesic polygon with two interior angles equal 
to n/2, one positive angle at the intersection of fij and fib and the other 
angles satisfying the condition (7.3). This would contradict the inequality 
(7.6). Therefore, the strips Aij are disjoint, and since y' goes through every A ij , 

we conclude as before that /(y') ;:0: /(1') and that equality can hold only if 
y' = y. 0 

It follows from Theorem 7.2 that every horizontal arc is uniquely length 
minimizing in its homotopy class. 

7.5. Existence of Geodesics 

If the Riemann surface S and the cp-metric are arbitrary, it is not always 
possible to connect two given points p and q with a geodesic. A simple 
example is the case in which S is a non-convex plane domain and the metric 
is euclidean. The existence of geodesics can be shown if the distance between 
the lifts of the points p and q to the universal covering surface is smaller than 
their distances to the boundary. 

In view of our applications, we shall restrict ourselves to the case in which 
S is a compact surface. Then every point of the universal covering surface D 
has an infinite distance to the boundary of D (Ahlfors [IJ). 

This is trivially true if D is the complex plane. For then aD = { C1J}, and we 
know that the cp-metric is euclidean (d. 6.5 and 7.1). 

If D is the unit disc, the Dirichlet regions of the covering group of Dover 
S are relatively compact (Theorem 5.1). Hence, given a point (E D, there is an 
1"0 < 1 such that the disc Izl < 1"0 covers the Dirichlet region with center at (. 
Pick an r I such that 1"0 < I" I < 1, and let d denote the cp-distance between the 
circles I z I = 1"0 and I z I = r I' The circle I z I = r 1 can be covered by the images 
of Izl < ro under finitely many cover transformations. The images of the disc 
Izl < r 1 under these finitely many transformations are contained in a disc 
Izl < rz with r1 < rz < 1. From the invariance of cp-distances under the cov­
ering group we conclude that the distance from ( to the circle Izl = I"z is ;:0: 2d. 
A repetition of the argument shows that the distance from ( to aD is infinite. 

We can now prove the existence of geodesics on compact surfaces. 

Theorem 7.3. Let S be a compact Riemann swface and p and q points ofS. Then 
each homotopy class of curves joinin{j p and q on S contains a unique shortest 
(hence {jeodesic) arc. 

PROOF. As in the proof of Theorem 7.2, we may replace S by its universal 
covering surface D. Let two points z 1 and Zz of D be given. Since the distance 
from ZI and Zz to aD is infinite, we can find a Jordan domain G, G c D, such 
that ZI, zzEG and that any arc connecting ZI and Zz in D and leaving G 
cannot be length minimizing. If a denotes the infimum of the lengths of the 
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curves in D which join Z1 and Z2' we then obtain the same infimum a if we 
restrict attention only to curves which lie in G. 

Let (Yi) be a minimal sequence of curves in G from Z1 to Z2' i.e., I(Yi) -> a. 
Subdivide the parameter interval [O,I(Yi)] into n equal parts and take n so 
large that the endpoints of the resulting subarcs of i'i can be joined by a 
unique shortest arc in D. That this is possible follows from Theorem 7.1, 
combined with a standard compactness argument. For a subsequence (Yi), 
these n + 1 endpoints converge. By joining the limit points with shortest arcs 
in D we obtain a shortest arc I' from z 1 to z 2' Being globally shortest I' is also 
locally shortest, i.e., a geodesic. 

The uniqueness follows from Theorem 7.2. D 

7.6. Deformation of Horizontal Arcs 

A horizontal arc rx of S is shortest in its homotopy class. We shall prove that 
this is asymptotically true if the competing curves are images of a under 
deformations of S (Teichmuller [1 J, p. 159). 

Lemma 7.4. Let S be a compact Riemann surface, f: S -> S a homeomorphism 
homotopic to the identity, and rx a horizontal arc. Then there is a constant M, 
which does not depend on rx, such that 

l(f(rx)) ;:::: lea) - 2M. 

PROOF. Let h: S x [0, lJ -> S be a homotopy from the identity mapping to f. 
Fix a point PES and denote by Yp the path t -> h(p, t). Let Yp be the (unique) 
geodesic in the homotopy class of Y p' If p' is close to p, the difference 
I/(yp) - I(Yp·)1 is majorized by the sum of the distances between p and p' and 
f(p) and f(p')· Hence, the function p -> I(yp) is continuous. Since S is compact, 
it follows that 

M = max I(yp) < 00. 
PES 

Now let p be the initial point and q the terminal point of the horizontal arc 
rx. If 1';1 denotes the path t -> yq{l - t), then Ypf(rx)y;1 is homotopic to rx. By 
Theorem 7.2, the geodesic rx is shortest in its homotopy class. Therefore, 

I(a) :s; I(fCa)) + 2M, 

as we wished to show. D 

On a spiral trajectory we can take rx as long as we please. If rx is a part of a 
closed trajectory, we may allow rx to cover itself. Thus we can always let 
I(rx) -> 00, and have then lim inf l(f(rx))/I(rx) ;:::: 1. 



CHAPTER V 

Teichmiiller Spaces 

Introduction to Chapter V 

In this chapter we introduce the theory of Teichmiiller spaces of Riemann 
surfaces by utilizing the results in all four preceding chapters. 

In section 1 we define the notion of a quasiconformal mapping between 
Riemann surfaces and prove that the existence and uniqueness theorems 
for Beltrami equations generalize from the plane to Riemann surfaces. The 
complex dilatation turns out to be a (-1, I)-differential on a surface. The uni­
queness theorem shows that every such Beltrami differential determines a 
conformal structure for the surface. 

The Teichmiiller space of a Riemann surface is defined in section 2 as a set 
of equivalence classes of quasiconformal mappings. A metric is introduced in 
this space in the same manner as in the universal Teichmiiller space. The use 
of the complex dilatation leads to a characterization of the Teichmiiller space 
in terms of different conformal structures. 

In sections 3, 4 and 5 we consider Riemann surfaces which have a half­
plane as a universal covering surface. In section 3, the quasiconformal map­
pings used in the definition of a Teichmiiller space are lifted to mappings of 
the half-plane onto itself. This gives a clear picture of an arbitrary Teich­
miiller space as a subset of the universal space, and makes it possible to 
generalize many previous results. 

In 111.4 we mapped the universal Teichmiiller space homeomorphically 
onto an open set in the space of Schwarzian derivatives. In section 4 of this 
chapter, we consider the restriction of this mapping to the Teichmiiller space 
of a Riemann surface. The image is then contained in the subspace consisting 
of the Schwarzians which are hoi om orphic quadratic differentials for the 
covering group of the half-plane over the "mirror image" of the given surface. 
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The unifying link with the earlier results concerning the universal space is 
provided by a theorem which says that the image of an arbitrary Teichmuller 
space is the intersection of the image of the universal Teichmuller space with 
the space of the quadratic differentials for the covering group. It follows that 
the image is an open set in the space of quadratic differentials. The distance 
from a point of this image to its boundary can be estimated. Using Schwarzian 
derivatives, we also obtain simple estimates relating the metric of a Teichmul­
ler space and the metric it inherits from the universal space, showing that 
these two metrics are topologically equivalent. 

The results of section 4 are used in section 5, where a complex analytic 
structure is introduced into Teichmuller spaces. Quasiconformally equivalent 
Riemann surfaces turn out to have isometrically and biholomorphically 
isomorphic Teichmuller spaces. 

While sections 2-5 deal with the general theory of Teichmuller spaces, the 
remaining sections 6-9 are primarily concerned with Teichmuller spaces of 
compact surfaces. Section 6 is devoted to the study of the Teichmuller space 
of a torus, which is shown to be isomorphic to the upper half-plane furnished 
with the hyperbolic metric. 

In section 7 we consider extremal quasiconformal mappings of Riemann 
surfaces, which determine the distance in the Teichmuller space, i.e., which 
have the smallest maximal dilatation in their homotopy class. A necessary 
condition for the extremal complex dilatation is derived in the general case. If 
the surface is compact, we can conclude that the extremal is always a Teich­
muller mapping, i.e., its complex dilatation is of the form kep/l cp I, where 
o ::;; k < 1 and cp is a holomorphic quadratic differential of the surface. 

In section 8 we prove Teichmuller's famous theorem that on compact 
Riemann surfaces of genus> 1, every Teichmuller mapping is a unique ex­
tremal in its homotopy class. In section 9 we show how this result leads to 
a mapping of the Teichmuller space of a compact surface onto the open unit 
ball in the space of holomorphic quadratic differentials. If the surface is of 
genus p (> 1), the Teichmuller space is proved to be homeomorphic to the 
euclidean space [R6p-6. Finally, the connection between the Teichmuller met­
ric and the complex analytic structure is discussed briefly, and some remarks 
are made on the Teichmuller spaces of Riemann surfaces of finite type. 

1. Quasiconformal Mappings of Riemann Surfaces 

1.1. Complex Dilatation on Riemann Surfaces 

A homeomorphism f between two Riemann surfaces Sl and Sz is called 
K-quasiconformal if for any local parameters hi of an atlas on Si, i = 1,2, the 
mapping hz 0 f 0 h~l is K-quasiconformal in the set where it is defined. The 
mapping f is quasiconformal if it is K-quasiconformal for some finite K ;:::: 1. 
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Suppose that the local parameters hi, kl of SI have overlapping domains 
VI' VI' and that f(V I (l Vd lies in the domains of the local parameters h2' 
k2 of S2. Using the notation g = hi ok~t, h = k2 oh;:l, we then have in 
kdVI (l Vd, 

k20fok~1 = ho(h2ofoh~l)og. 

The mappings hand g are conformal and, therefore, do not change the maxi­
mal dilatation. It follows that K-quasiconformal mappings between Riemann 
surfaces are well defined. 

Let (D, ttl) be a universal covering surface of SI' where D is the unit disc or 
the complex plane. (Here and in what follows the trivial case in which D is the 
extended plane is excluded.) For the quasiconformal mapping f: SI -+ S2' 
consider all mappings w = h2 0 f 0 h~l, where we choose h~1 to be a suitable 
restriction of tt I. Then the complex dilatations of the mappings w define a 
function Jl on D. Set kl = g-I 0 hi' where g is an arbitrary cover transforma­
tion of Dover SI. Then h2 0 f 0 k~1 = W 0 g. From this and formula (4.4) in 
1.4.2 it follows that Jl satisfies the condition 

(1.1) 

for every cover transformation g. Consequently, a quasiconformal mappingf 
of a Riemann surface SI determines a Beltrami differential for the covering 
group G or, what is the same, a Beltrami differential on the surface SI (cf. 
IV. 1.4 and IV.3.6). This differential is called the complex dilatation of f 

We can also arrive at the complex dilatation of a quasiconformal mapping 
of a Riemann surface in a slightly different manner; namely, by lifting the 
given quasiconformal mapping to a mapping between the universal covering 
surfaces. Let (D, tt;) be a universal covering surface of Si' i = 1, 2, and Gi the 
covering group of Dover Si. Consider a lift w: D -+ D of the given quasicon­
formal mappingf: SI -+ S2. Since the projections ttl and tt2 are analytic local 
homeomorphisms, w is quasiconformal. Let Jl be the complex dilatation of w. 
Because w 0 g 0 w- I is conformal for every g E GI (cf. IV.3.4), the mappings w 

and w 0 g have the same complex dilatation. Hence, we again obtain (1.1). 
Clearly this Jl is the complex dilatation of f. 

We assumed that SI and S2 admit the same universal covering surface D. 
But if SI and S2 are quasiconformally equivalent, the same is true of their 
universal covering surfaces. Therefore, it is not possible that the universal 
covering surface of one of the surfaces is a disc and of the other the complex 
plane. 

The existence theorem for Beltrami equations (Theorem 1.4.4) can be easily 
generalized to Riemann surfaces. 

Theorem 1.1. Let Jl be a Beltrami differential on a Riemann surface S. Then 
there is a quasiconformal mapping of S onto another Riemann surface with 
complex dilatation /1. The mapping is uniquely determined up to a coriformal 
mapping. 
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PROOF. We consider 11 as a Beltrami differential for the covering group G of D 
over S. By Theorem IAA, there is a quasiconformal mapping .f: D --+ D with 
complex dilatation fl. Since (1.1) holds, I and Io 9 have the same complex 
dilatation for every 9 E G. Then Io 9 0 I-I is conformal, and we conclude that 
I induces an isomorphism of G onto the Fuchsian group G' = {Io g 0 I-llg E 

G}. If nand n' denote the canonical projections of D onto Sand S' = DIG', 
then qJ 0 n = n' 0 I defines a quasiconformal mapping qJ of S onto S'. This 
mapping has the complex dilatation fl. 

Let I/t be another quasiconformal mapping of S with complex dilatation fl 
and w: D --+ D its lift. Then w 0 I-I: D --+ D is conformal, and so its projection 
I/t 0 qJ -I is also conformal. 0 

1.2. Conformal Structures 

Let fl be a Beltrami differential on a Riemann surface S, and It an arbitrary 
local parameter on S with domain V. From the existence theorem for Beltra­
mi equations it follows that there is a complex-valued quasiconformal map­
ping w of h(V) with complex dilatation I(oh- I . (For this conclusion we can 
use the plane version, Theorem 1.4A.) Then I = w 0 h is a quasiconformal 
mapping of V into the plane with complex dilatation fl. If j~ and I2 are two 
such mappings with intersecting domains VI and V2 , then by the Uniqueness 
theorem (Theorem 1.4.2), I2 0 II-I is conformal in II (VI n V2). This allows an 
important conclusion: 

A Beltrami differential of S defines a conformal structure on S. 

If H is the original conformal structure and HJl the structure induced by fl, 
then HJl is determined by all quasiconformal mappings of open subsets of 
(S, H) into the plane whose complex dilatations are restrictions of fl. These 
mappings are conformal with respect to the structure HJl' 

We can relax the conditions on fl slightly and still obtain conformal struc­
tures. In fact, the above reasoning works if fl is a (-1, I)-differential of Sand 
II flll y < 1 in every compact subset of S. 

1.3. Group Isomorphisms Induced by Quasiconformal 
Mappings 

Let us now assume that the universal covering surface D of S is the unit disc. 
The lifts of homeomorphisms of Riemann surfaces need not possess limits at 
the boundary of D. However, if the homeomorphism is q uasiconformal, then 
a lift always admits a homeomorphic extension to the boundary. This makes 
it possible to rephrase Theorem IV.3.5 in terms of the boundary behavior of 
lifted mappings. 
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Before formulating the theorem, we make a remark on the transformation 
of the limit sets of covering groups. Let f: D --> D be a lift of a quasiconformal 
mapping of a Riemann surface with the covering group G onto a Riemann 
surface with the covering group G'. If z is a fixed point of g E G and f(z) = " 

then (f a g a I-I)(() = f(g(z)) = (. We conclude that f maps the fixed points 
of G onto the fixed points of G'. Since the limit set is the closure of the set of 
the fixed points (IV.4.5), it follows that f maps the limit set L of G onto the 
limit set L' of G'. 

Theorem 1.2. Let Sand S' be Riemann surfaces with non-elementary coverillg 
groups G and G', CPi: S --> S', i = 0, 1, two quasiconformal mappings, (lndfo a lift 
of CPo. Then CPo and CPI induce the same group isomorphism betweell G and G' if 
and only if· there is a lift fl of cP I which agrees with fo on the limit set of G. 

PROOF. Suppose first that there is a lift j~ of cP I such that fl = j~ on the limit 
set L of G. Because j~ and j~ map L onto the limit set L' of G' and because L 
is invariant under G, we then have 

gEG, ( 1.2) 

at every point of L'. Both sides are Mobius transformations. Since they are 
equal on a set with at least three points, they agree everywhere. 

In order to prove the necessity of the condition, we now assume that (1.2) 
is true in D. Setting h = j~-I of I' we rewrite (1.2) in the form 

goh = hog. 

If z is a fixed point of some g, then g(h(z)) = h(z), i.e., h(z) is also a fixed point 
of g. If z is an attractive fixed point and (E D, then for the nth iterate gil of g, 
gn(h(O) --> Z as n --> 00. On the other hand, gn(h(()) = h(gn(()) --> h(z). Hence 
h(z) = z for all fixed points of G. Since these fixed points comprise a dense 
subset of L (see IV.4.5), it follows that fo(z) = fl (z) for all z in L. 0 

Theorem l.2, combined with Theorem IV.3.5, plays an important role in 
the theory of Teichmiiller spaces. The following special case deserves partic­
ular attention. 

Theorem 1.3. Let S be a Riemann sw/ace with a non-elementary covering 
group. Iff: S --> S is a con/ormalmappinQ homotopic to the identity, then f is 
the identity mapping. 

PROOF. By Theorem IV.3.5, f and the identity mapping of S induce the same 
group isomorphism of the covering group of Dover S. By Theorem 1.2, f has 
a lift which is the identity mapping of D. Hence, the projection f itself is the 
identity mapping. 0 
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1.4. Homotopy Modulo the Boundary 

For covering groups of the first kind, the existence of homotopy between two 
mappings CPo and CPl is equivalent to the existence of lifts which agree on the 
whole boundary of D. In the theory of Teichmiiller spaces this is a very 
satisfactory state of affairs. For analogous behavior to occur when covering 
groups are of the second kind, which would make it possible to develop a 
unified theory, we need a stronger form of homotopy. 

Let us consider a Riemann surface S = DIG, where D is the unit disc and 
G is of the second kind. We denote by B the non-void complement of the 
limit set L of G with respect to the unit circle. Then S* = DIG u BIG is a 
bordered Riemann surface (cf. IV.1.3 and IV.4.5). 

If we use the quotient representation DIG for Riemann surfaces under 
consideration, an amazingly strong result can be easily proved: A quasiconfor­
mal mapping cP of S = DIG onto S' = DIG' can always be extended to a homeo­
morphism ofS* onto (S')*. 

In order to prove this, we consider a lift f: D -> D of cpo We continue f by 
reflection to a quasiconformal mapping of the plane. The extended f then 
induces the isomorphism y -> f 0 Y 0 f- I between G and G' in the whole plane. 
We proved in 1.3 that f maps the set of discontinuity Q of G onto the set of 
discontinuity Q' of G'. 

We assumed that G is of the second kind, in which case G' also is of the 
second kind. Extend the canonical projections n: D -> DIG and n': D -> DIG' 
to the domains Q and Q'. Then 

cP* 0 n = n' 0 f 

defines a quasiconformal mapping cP* of the double Q/G of S onto the double 
Q'IG' of S'. Its restriction to S* = (D u B)/G is the desired extension of cpo 

Let cPj: S -> S', i = 0, 1, be two quasiconformal mappings between the Rie­
mann surfaces S = DIG and S' = DIG'. Wejust proved that CPo and CPl can be 
extended to mappings of S* onto (S')*. We say that CPo is homotopic to CPI 
modulo the boundary if CPo = CPl on the border and there is a homotopy from 
CPo to cP I which is constant on the border. 

Theorem 1.4. Two quasiconformal mappings cPj: S -> S', i = 0, 1, are homotopic 
modulo the boundary if and only if they can be lijted to mappinys of D which 
agree on the boundary. 

PROOF. Assume first that CPo and (PI are homotopic modulo the boundary. If 
fo is a lift of CPo, then the lift fl of cP 1 homotopic to fo through the lifted 
homotopy agrees with j~ on the set B. The mappings fo and fl determine the 
same group isomorphism (Theorem IV.3.5). From the proof of Theorem 1.2 
it follows that.f~ = fl on L. 

Conversely, if j~ = j~ on the boundary of D, we construct a homotopy fr 
from fo tofl as in the proof of Theorem IV.3.5, and conclude again that it can 
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be projected to produce a homotopy from CPo to cP I. Since fr keeps every 
point of B fixed, the projected homotopy is constant on the border of S. 0 

1.5. Quasiconformal Mappings in Homotopy Classes 

Not every sense-preserving homeomorphism between two given Riemann 
surfaces is homotopic to a quasiconformal mapping. A trivial counterexam­
ple is the case where one of the surfaces is a disc and the other the complex 
plane. These are homeomorphic Riemann surfaces but not quasiconformally 
equivalent. 

In the case of compact surfaces, the situation is different (Teichmiiller [2]). 

Theorem 1.5. Let Sand S' be compact, topologically equivalent Riemann sur­
faces. Then every homotopy class of sense-preserving homeomorphisms of S 
onto S' contains a quasiconformal mapping. 

PROOF. Let f: S --> S' be a sense-preserving homeomorphism. Since S is com­
pact, it has a finite covering by domains UI, U2 , •.. , UII , such that Uk is 
conformally equivalent to the unit disc and aUk is an analytic curve. Set 
fa = f, and define inductively a sequence of mappings h, k = 1,2, ... , n, as 
follows: j~ = fk-I in S\ Uk> while in Uk> the mapping h is the Beurling-Ahlfors 
extension of the boundary values j~_llauk. More precisely, we map Uk and 
.f~-I (Ud conformally onto the upper half-plane H. Since Uk and fk-d Uk) are 
Jordan domains, these conformal transformations of Uk and j~-dUk) onto H 
have homeomorphic extensions to the boundary (see 1.1.2). We normalize the 
mappings so that the induced self-mapping w of H keeps 00 fixed. After that, 
we form the Beurling-Ahlfors extension of wllR as in 1.5.3. By transferring 
this extension to S we obtain fkl Uk. The mapping hi Uk is a diffeomorphism 
and hence locally quasiconformal. Moreover, if fk-I is quasiconformal at a 
point Z E aUk> then .f~1 Uk" V is quasiconformal for some neighborhood Vof 
Z (cf. [LV], pp. 84-85). Hence, fk is quasiconformal at z, because aUk is a 
removable singularity (cf. Lemma 1.6.1). It follows that{" is a quasiconformal 
mapping of S, since S is compact. 

The mapping (p, t) --> ~h(P) + (1 - t)h-I (p) is a homotopy between h-I 
and k It follows that fr, is homotopic to .f. 0 

Theorem 1.5 is not true for arbitrary Riemann surfaces Sand S', not even 
in cases in which Sand S' each admits a disc as its universal covering surface. 

We shall prove later (Theorems 4.5 and 6.3) that if Sand S' are arbitrary 
Riemann surfaces which are quasiconformally equivalent, then every homo­
topy class of quasiconformal mappings of S onto S' contains a real analytic 
quasiconformal mapping. This result can be regarded as a generalization of 
Theorem 111.1.1. 
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2. Definitions of Teichmiiller Space 

2.1. Riemann Space and Teichmiiller Space 

We shall now generalize the notion of the universal Teichmiiller space intro­
duced in III.! and define the Teichmiiller space for an arbitrary Riemann 
surface. 

Let us consider all quasiconformal mappings I of a Riemann surface S 
onto other Riemann surfaces. If two such mappings II and 12 are declared to 
be equivalent whenever the Riemann surfaces II (S) and 12 (S) are conformally 
equivalent, the collection of equivalence classes forms the Riemann space Rs 
of S. 

In the classical case where S is a compact Riemann surface we could 
equally well start with homeomorphic mappings of S: by Theorem 1.5, every 
homotopy class of homeomorphisms contains quasiconformal mappings. 
The study of Rs is called Riemann's problem of moduli. In the case where S 
is the upper half-plane, the equivalence relation is so weak that all mappings 
I are equivalent, and so Rs reduces to a single point. 

Teichmiiller [IJ observed that even in the case of a compact surface, a 
space simpler than Rs is obtained if we use a stronger equivalence relation. Let 
II and/2 be quasiconformal mappings of a Riemann surface S. Suppose that 
the universal covering surface of S is the extended plane or the complex plane 
or a disc with a covering group of the first kind. Then II and 12 are said to be 
equivalent if 12 0 /1- 1 is homotopic to a conformal mapping of II (S) onto 
12(S). If the universal covering surface of S is a disc and the covering group is 
of the second kind, i.e., if S is bordered, "homotopic" in this definition of 
equivalence is to be replaced by "homotopic modulo the boundary". 

Definition. The Teichmiiller space Ts of the Riemann surface S is the set of the 
equivalence classes of quasiconformal mappings of S. 

Teichmiiller restricted his interest to compact Riemann surfaces and, a 
little more generally, to certain cases in which Ts is finite-dimensional (cf. 9.7). 
Ahlfors [IJ seems to have been the first to use the name 'Teichmiiller space", 
this in 1953. The above definition applying to all Riemann surfaces is due to 
Bers ([7J, [8J). 

It is not difficult to see that if S = H, then Ts agrees with the universal 
Teichmiiller space TH • In applying the above definition of Ts to S = H, we 
first note that all quasiconformal images of Hare conform ally equivalent. It 
follows that we may consider without loss of generality only the normalized 
quasiconformal self-mappings of H which we denoted in III.l by p. By The­
orem lA, the condition that IIl2 0 (fill )-1 be homotopic modulo the boundary 
to a conformal mapping is fulfilled if and only if P2 0 (fill r l agrees with the 
identity mapping on the real axis IH. Consequently, fi'l is equivalent to 
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jI'> by the above definition if and only if jI' 'IIR = jI"l R By the definition in 
III. 1.1 , this is the condition for F" and II'> to determine the same point in the 
universal Teichmi.iller space TH . 

A connection is obtained between Ts and the universal Teichmi.iller space 
if we lift the mappings between S and other Riemann surfaces to mappings 
between the universal covering surfaces. In this way we are able to transfer 
many results associated with the universal Teichmi.iller space to the general 
case. This will be done in sections 3-5. 

By slightly changing the definition of Ts we arrive at the reduced Teichmiiller 
space of S. Its points are also equivalence classes of quasiconformal mappings 
of S, but now two such mappings II and I2 are declared equivalent if I2 0 j~-I 
is just homotopic (not necessarily homotopic modulo the boundary) to a 
conformal mapping. 

The reduced Teichmi.iller space differs from the Teichmi.iller space Ts only 
if S is bordered. In what follows, we shall not deal with reduced Teichmi.iller 
spaces. For this reason we henceforth use the term "homotopy" to mean 
"homotopy modulo the boundary" in the case of bordered surfaces. This 
simplifies the language and, if this convention is kept in mind, should not 
cause confusion. 

2.2. Teichmiiller Metric 

Exactly as in the case of the universal Teichmi.iller space, we define the 
distance 

(2.1 ) 

between the points p and q of the Teichmi.iller space Ts (cf. III.2.I). In the 
proof that, defines a metric in Ts, the only non-trivial step is again to show 
that ,(p, q) = 0 implies p = q. This can be deduced from the following result. 

Theorem 2.1. LetIo: S -> S' be a quasicOl!/ormal mapping and F the class oI all 
quasiconIormal mappings oI S onto S' homotopic to Io. Then F contains an 
extremal mapping, i.e., one with smallest maximal dilatation. 

PROOF. Let D be a universal covering surface of S. The theorem is trivial if D 
is the extended plane or if D is the complex plane and S is non-compact. In 
the case where D is the complex plane and S is compact, the theorem will be 
proved in 6.4. Hence, we may assume that D = H is the upper half-plane (cf. 
IVA.I ). 

By Theorem 1.4, we can lift each IE F to a self-mapping wJ of H such that 
all mappings wJ agree on the real axis. The class W = {wrIIEF} contains its 
quasiconformal limits. Hence, there exists a mapping WE W with smallest 
maximal dilatation (cf. 1.5.7). The projection of W is the extremal sought in F. 

o 



184 V. Teichmiiller Spaces 

Given the points p, q E Ts , we fix the mappings fo E p, go E q, and let F now 
be the class of all quasiconformal mappings of fo(S) onto go(S) homotopic to 
go 0 fo-l. Again mimicking what was done in the case of the universal Teich­
muller space (cf. III.2.1) we conclude that 

r(p,q) = iinf{logKJlfEF}. (2.2) 

In other words, in determining the distance between two points of Ts we can 
always take the infimum of maximal dilatations in a homotopy class of 
quasiconformal mappings between two fixed Riemann surfaces. 

Theorem 2.1 says that the inf in (2.2) can be replaced by min. Consequently, 
if r(p, q) = 0, the class F contains a conformal mapping, and so p = q. After 
this, it is clear that (Ts, ,) is a metric space. 

The point which is defined by the identity mapping of S is called the origin 
of Ts. The origin contains all conformal mappings of S. 

2.3. Teichmiiller Space and Beltrami Differentials 

The definition of the Teichmuller space Ts can also be formulated in terms of 
the Beltrami differentials on S. Every quasiconformal mapping of S deter­
mines a Beltrami differential on S, namely, its complex dilatation. Conversely, 
if 11 is a Beltrami differential of S, then by Theorem 1.1 there is a quasicon­
formal mapping of S whose complex dilatation is 11, and by the uniqueness 
part of Theorem 1.1, all such mappings determine the same point of T.~. Two 
Beltrami differentials are said to be equivalent if the corresponding quasicon­
formal mappings are equivalent. Hence, a point of Ts can be thought of as a 
set of equivalent Beltrami differentials. The Teichmuller distance (2.1) can be 
expressed in terms of Beltrami differentials: 

1. { 1 + 11(11 - v)/( 1 - )1v) II 00 I } 
r(p,q)=2: mf 10gl-II(Il- v)/(I-)1v)1100 Il Ep,VEq . (2.3) 

Let S admit the half-plane as its universal covering surface. Then geodesics 
in Ts allow the same description as in the universal Teichmuller space (see 
Theorem III.2.2): If 11 is an extremal complex dilatation for the point pETs, 
then 

(I + 1111)' - (1 - 1111)' 11 
Ilr = (l + 1111)' + (1 - 11l1{iPl' Os; t s; I, (2.4) 

is extremal for the point Pr = [Ilr]. The arc t --> Pr is a geodesic from 0 to p, and 
r(Pr,O) = tr(p, 0). 

By using Theorem 3.1, to be established in subsection 3.1, we can merely 
repeat the proof of Theorem III.2.2. We only have to make the additional 
verification that Ilr represents a point of 7;;. Since 11 represents a point of Ts, 
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it is a Beltrami differential for the covering group G of the universal covering 
surface over S, i.e., (ll o g)9'/g' = II for every gEG. From (2.4) we see immedi­
ately that II, also satisfies this condition. Hence [II,] is a point of Ts. 

The following generalization of Theorem III.2.1 is immediate. 

Theorem 2.2. The Teichmiiller space Ts is pathwise connected. 

PROOF. The geodesic t ---> [II,] is a path joining the origin to the point p in Ts; 
the path t ---> [til] of Ts also has this property. D 

2.4. Teichmi.iller Space and Conformal Structures 

Let S be a Riemann surface with the conformal structure Hand {h} an atlas 
of local parameters belonging to H. Iff is a homeomorphism of S onto itself, 
then {h 0 f- I } is an atlas which determines another conformal structure of S. 
We denote this structure by f*(H) and note that f*(H) does not depend on 
the particular choice of the atlas on H. 

It follows from the definition that f: (S, H) ---> (S,/*(H)) is a conformal map­
ping. Conversely, if Hand H' are conformal structures of Sand f: (S, H) ---> 

(S, H') is conformal, then H' = f*(H). 
We say that two conformal structures Hand H' of S are deformation equiva­

lent if H can be deformed conformally to H', i.e., if there is a conformal map­
ping of (S, H) onto (S, H') which is homotopic to the identity. 

In 1.2 we showed that every Beltrami differential II on the Riemann surface 
(S, H) defines a new conformal structure HIl' Given two conformal struc­
tures Hand H' of S, suppose that there exists a quasiconformal mapping 
f: (S, H) ---> (S, H'). Let II denote the complex dilatation of f. Then 

(2.5) 

This follows directly from the definitions, because now f: (S, HI') ---> (S, H') is 
conformal. 

There is a simple connection between different structures HI' and points of 
the Teichmiiller space of S. 

Theorem 2.3. The conformal structures HI and Hz induced by the Beltrami 
differentials III and liz on the Riemann sUlface S are deformation equivalent if 
and only if ill and ilz determine the same point in the Teichmiiller space Ts. 

PROOF. Let .f;, i = 1, 2, be quasiconformal mappings of S with complex 
dilatations ili' If cp: (S, Hd ---> (S, Hz) is a conformal mapping homotopic to 
the identity, we first conclude that the mapping 

h = f2 0 cp 0 fl- I :fl (S) ---> f2(S) 
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is conformal. Also, we see that f2 0 fl- I is homotopic to h. It follows that /11 

and /12 are equivalent. 
Conversely, if /11 and 112 are equivalent, there is a conformal map h:fl (S) ~ 

.f~(S) such that cp = .f~-1 0 h 0 fl: S ~ S is homotopic to the identity. In addi­
tion, cp: (S, HI) ~ (S, H2 ) is conformal, and so HI is equivalent to H2 · 0 

We conclude that the Teichmiiller space Ts can be characterized as the set of 
equivalence classes of conformal structures H/l on S modulo deformation. Note 
that a conformal structure H' on S is of the form H/l if and only if id: (S, H) ~ 
(S, H') is quasiconformal. 

2.5. Conformal Structures on a Compact Surface 

In considering different conformal structures on a surface S, we assume here 
that for any two structures Hand H', the identity mapping of (S, H) onto 
(S, H') is sense-preserving. The above results can then be supplemented if S is 
a compact surface. 

Theorem 2.4. On a compact Riemann sw/ace S, every conformal structure is 
deformation equivalent to a structure induced by a Beltrami difJerelltial of S. 

PROOF. Let H be the given and H' an arbitrary conformal structure on S. By 
Theorem 1.5, there is a quasiconformal mapping f: (S, H) ~ (S, H') which is 
homotopic to the identity. Let f have the complex dilatation /1. Then H' = 

f*(H/l) (formula (2.5)). But f: (S, H/ll ~ (S,/*(H/l)) is a conformal mapping 
homotopic to the identity. Consequently, H' = f*(H/ll is deformation equiva­
lent to Hw 0 

Theorems 2.3 and 2.4 yield an important characterization of Ts. 

Theorem 2.5. The Teichmiiller space of a compact Riemann surface is isomor­
phic to the set of equivalence classes of conformal structures modulo deforma­
t ion. 

This result can also be expressed in somewhat different terms. Let .ff(S) 
denote the set of all conformal structures of S. The group Homeo + (S) consist­
ing of all sense-preserving homeomorphic self-mappings of S acts on Jf(S): If 
HE Yf(S) and f E Homeo+ (S), then .f~(H) E Yf(S). 

Let Homeoo(S) be the subgroup of Homeo + (S) whose mappings are homo­
topic to the identity. Then H, H' E .ff(S) are deformation equivalent if and 
only if there is an f E Homeoo(S) such that f*(H) = H'. It follows, therefore, 
that for a compact surface S we have the isomorphism 

Ts ~ Y{{S)/Homeoo(S). 
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In section 8 we shall prove that every class of equivalent complex dilata­
tions contains a unique dilatation of the form kepi! <p !, where 0 ~ k < 1 and <p 
is a holomorphic quadratic differential of S. It thus follows from Theorems 
2.4 and 2.5 that every conformal structure of a compact Riemann surface is 
deformation equivalent to a structure induced by a Beltrami differential 
kepi! <p!. Since <p is uniquely determined up to a multiplicative positive con­
stant (except of course for the case k = 0), we see that there is a simple 
relationship between the normalized quadratic differentials and the equiva­
lence classes of conformal structures on S. 

The role of holomorphic quadratic differentials in the Teichmiiller theory 
of compact Riemann surfaces will be studied in more detail in sections 7-9. 

2.6. Isomorphisms of Teichmiiller Spaces 

In 111.5.2 we proved that the universal Teichmiiller spaces associated with 
different quasidiscs are all isomorphic. Again, it is a trivial consequence of the 
definition that we have a counterpart of this result in the general case. 

Theorem 2.6. The Teichmiiller spaces of two quasiconformally equivalent 
Riemann surfaces are isometrically bijective. 

PROOF. Let Sand S' be Riemann surfaces and h a quasiconformal mapping 
of S onto S'. The mapping f -> f 0 h- I is a bijection of the family of all 
quasiconformal mappings f of S onto the family of all quasiconformal map­
pings of S'. If Wi = h 0 h- I , we have W 2 0 WI I = f2 0 fl- 1• We first conclude that 
fl and f2 determine the same point of Ts if and only if WI and W z determine 
the same point in Ts" i.e., 

[f] -> [f 0 h- 1 ] (2.6) 

is a bijective mapping of Ts onto Ts" It also follows that (2.6) is an isometry, 
i.e., it leaves all Teichmiiller distances invariant. 0 

Under (2.6) the point [h] of Ts is mapped to the origin of Ts" We shall later 
utilize this simple method of moving an arbitrary point of one Teichmiiller 
space to the origin of another isometric Teichmiiller space. 

If Sand S' are compact Riemann surfaces of the same genus, they are 
homeomorphic (IV.5.2). By Theorem 1.5, they are also quasiconformally 
equivalent. We conclude from Theorem 2.6 that all Teichmiiller spaces of 
compact surfaces of the same genus are isomorphic. 

In sections 5 and 6 we shall introduce complex analytic structure in Teich­
miiller spaces. We can then enhance Theorem 2.6 and prove that the Teich­
miiller spaces of quasiconformally equivalent Riemann surfaces are even 
biholomorphically isomorphic. 
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2.7. Modular Group 

Let h be a quasiconformal self-mapping of S. Then (2.6) defines a bijective 
isometry of Ts onto itself. The group Mod(S) of all such isomorphisms [f] -+ 

[f 0 h- I ] of Ts is called the modular group of Ts. 
If S = H, in which case Ts is the universal Teichmiiller space, Mod(S) is the 

universal modular group introduced in III.l.2. 
The modular group Mod(S) is also a generalization of the classical modular 

group r of Mobius transformations acting on the upper half-plane H, in the 
following sense: If S is a torus, the Teichmiiller space Ts can be identified with 
H and the group Mod(S) with r. This will be explained in 6.7. 

In section 5 we shall prove that even in the general case, the elements of the 
modular group are biholomorphic self-mappings of Ts. 

Let Qc(S) be the group of all quasiconformal self-mappings of Sand Qco(S) 
the normal subgroup of Qc(S) whose mappings are homotopic to the identity. 
We associate with every hEQC(S) the element [fJ -+ [foh-I] of Mod(S). 
This rule defines a mapping of the quotient group Qc(S)/Qco(S) into Mod(S). 
In fact, if hZI oh l EQCo(S), then [foh~l] = [fohZI ]. Clearly, this mapping 
of Qc(S)/Qco(S) into Mod(S) is surjective and a group homomorphism. We 
remark that the mapping is injective if S admits no conformal self-mappings 
other than the identity transformation. It follows that in this case the modular 
group Mod(S) is isomorphic with the quotient group Qc(S)/Qco(S). This is 
also true of all Riemann surfaces quasiconformally equivalent to such an S. 

The following result illustrates the homotopy condition which makes Rs a 
quotient space of Ts. 

Theorem 2.7. The Riemann space is the quotient olthe Teichmiiller space by the 
modular group. 

PROOF. Assume first that the points [fJ and [g] of Ts are equivalent under 
Mod(S). We then have a quasiconformal mapping h: S -+ S such that 10 h- I 

is equivalent to g. But this means that there is a conformal mapping of I(S) 
onto g(S), i.e., I and g determine the same point of Rs. 

Conversely, let I and g represent the same point of Rs. Then a conformal 
mapping cp:j(S) -+ g(S) exists, and h = g-I 0 cp 0 I is a quasiconformal self­
mapping of S. From g = cp 0 (f 0 h- I ) we see that g and 1 0 11- 1 determine the 
same point of Ts· D 

Theorem 2.7 says that two points [II] and [j~] of the Teichmiiller space 
Ts are equivalent under Mod(S) if and only if the Riemann surfaces II (S) and 
12 (S) are conformally equivalent. In other words, the modular group is transi­
tive if and only if the Riemann space Rs reduces to a singleton. This occurs 
only in the exceptional cases where quasiconformal equivalence of Riemann 
surfaces implies their conformal equivalence. The universal Teichmiiller space 
(S = H) is such an exception. 
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Not only the Riemann space but even the Teichmiiller space may reduce 
to a single point. This occurs if S is a sphere (a compact surface of genus zero) 
or a sphere from which I, 2 or 3 points are removed. All quasiconformal 
images of S are then conformally equivalent; this can be seen if Theorem 1.4.4 
is combined with the fact that three points of the extended plane can be 
moved to arbitrary positions by a Mobius transformation. After this we 
conclude that every point of Ts contains a conformal mapping, i.e., that Ts is 
a singleton. If S is the sphere minus three points, S has the disc as a universal 
covering surface (cf. IVA.I), and the covering group is of the first kind. 

3. Teichmiiller Space and Lifted Mappings 

3.1. Equivalent Beltrami Differentials 

For a Riemann surface S, we defined the Teichmiiller space Ts by means of 
quasiconformal mappings of S onto Riemann surfaces. Lifting these mappings 
to mappings between the universal covering surfaces leads to new character­
izations of Ts and makes it possible to see better the connection between the 
general space Ts and the universal Teichmiiller space. 

We impose on the Riemann surface S the sole restriction that it has a 
half-plane as its universal covering surface. Since we try to follow as closely 
as possible the reasoning applied in III.1 and 111.2 in the case of the universal 
Teichmiiller space, we take here the lower half-plane H' as the universal 
covering surface of S. The cases in which the universal covering surface of S 
is the complex plane will be discussed in section 6. 

Given a Riemann surface S, we consider a Beltrami differential II on S or, 
what is the same, a function f1 defined in H' which is a Beltrami differential 
for the covering group of H' over S. As before, we denote by f~ the uniquely 
determined quasiconformal self-mapping of H' which has the complex dilata­
tion f1 and which keeps fixed the points 0, 1 and 00 on the real axis ~, and by 
f~ the quasiconformal mapping of the plane which has the complex dilatation 
II in H', is conformal in the upper half-plane H and fixes the points 0, 1 and 
00. Theorem 111.1.2 has an exact counterpart: 

Theorem 3.1. The Beltrami differentials f1 and v of S are equivalent if and only 
ifrl~ = rl~ or i{and only if.f~IH = J..IH. 

PROOF. Let us first assume that f1 and v are equivalent. Let cp and I/; be 
quasiconformal mappings of S which lift to rand r, respectively. Then 
there is a conformal map 'f cp(S) -> I/;(S) such that '1 0 cp is homotopic to 1/;. By 
Theorem 1.4, we have r = h 0 f~ on the real axis ~, where h, as a lift of 1], is 
a Mobius transformation. Since f~ and r both fix 0, 1, 00, it follows that h 
is the identity. 
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Suppose, conversely, that fli = r on the boundary IR. Then fli and r 
induce the same isomorphism of the covering group of H' over S onto a 
Fuchsian group G'. The projections of fli and r map S onto the same 
Riemann surface H'jG', and by Theorem 1.4, these projections are homoto­
pic. It follows that J.l and v are equivalent. 

After this we can show that r IIR = r IIR if and only if fli 1 H = fv 1 H by 
repeating the proof of Theorem 111.1.2 verbatim. 0 

3.2. Teichmiiller Space as a Subset of the Universal Space 

Theorem 3.1 says that 

[J.lJ~flillR and [J.lJ~fliIH 

are well defined injective mappings of the Teichmiiller space. In particular, Ts 
can be characterized as the set of equivalence classes [fliJ, two mappings 
being equivalent if they agree on IR. We have thus arrived at the situation 
which was our starting point in 111.1 when we defined the universal Teich­
miiller space. In the general case the complex dilatations of the mappings fli 
are Beltrami differentials for the covering group G. If G is trivial, then Ts is 
the universal Teichmiiller space T (cf. also the remarks in 2.1). 

This characterization of Ts shows that the family of Teichmiiller spaces 
admits a partial ordering. Let Sl and S2 be Riemann surfaces and G1 and G2 
the covering groups of H' over Sl and S2' If G1 is a subgroup of G2 , then 
TS2 c Ts l' In particular, every Teichmiiller space Ts can be regarded as a subset 
of the universal Teichmiiller space T 

Let, and 's denote the Teichmiiller metrics in the spaces Tand Ts. Then 
the restriction ,I Ts is also a metric in Ts. From the definitions of, and 'S it 
follows immediately that 

(3.1 ) 

It was for many years an open question whether the metrics 'S and ,I Ts 
actually agree. We now know that Ts does not inherit its metric from the 
universal Teichmiiller space: The metrics 'S and ,I Ts need not be the same. 

This was proved by Strebel [4J who gave two examples of surfaces S for 
which ,I Ts is strictly less than 'S' In one case S is a punctured torus, in the 
other a compact surface of genus 2; cf. also 3.7 and 7.6. 

Even though (3.1) does not always hold as an equality, the metrics ,I Ts and 
's are topologically equivalent. In other words, the inclusion (Ts, 's) ~ (T, ,) 
is a homeomorphism onto its image. This will be proved in 4.6. 

3.3. Completeness of Teichmiiller Spaces 

Lemma 111.2.2 is true in every Teichmiiller space Ts: 
A Cauchy sequence in (Ts, 's) contains always a subsequence whose points 

have representatives J.ln such that lim J.ln(z) = J.l(z) exists almost everywhere, 
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[fl'J ---> [fI'J in the Ts-metric, fl'Jz) ---> fl'(z) uniformly in the spherical metric, 
and JIln(z) ---> JIl(z) locally uniformly in H' in the euclidean metric. 

The proof is word for word the same as in Lemma II1.2.2. In this case every 
11" is a Beltrami differential for G, i.e., (11" ° g){I/g' = 11 .. From Il"(z) ---> Il(z) 
almost everywhere it follows that the limit Ii also is a Beltrami differential for 
G, i.e., [,lJ is a point of Ts. 

From this observation we obtain a generalization of Theorem II1.2.3. 

Theorem 3.2. The Teichmiiller space (Ts, Ts) is complete. 

F or an application in section 9 we need the following result. 

Lemma 3.1. Let [1l"J ---> [IlJ in Ts, 1111"11", ~ k < 1, and 11" ---> v a.e. Then [,lJ = 

[vJ in Ts. 

PROOF. Let )," E [1l"J be an extremal complex dilatation for which Ts([Il"J, 
[IlJ) = artanhll(A" - 11)/(1 - jiA")II,,, (formula (2.3)). The hypothesis [1l"J---> 
[IlJ then implies that )," ---> 11 in L "'. By Theorem 1.4.6, fl'n ---> f,. and fA" ---> fl'" 
Since fll"IH = fA"IH it follows that fl'IH = fvlH, and so [IlJ = [v]. 0 

3.4. Quasi-Fuchsian Groups 

The mappings fll lead to discontinuous groups of Mobius transformations 
with an invariant domain different from a disc. 

Theorem 3.3. The mapping g ---> j~ 0 g ° j~-I defines an isomorphism of the cover­
ing group G onto a group Gil of Mobius transformations acting on the quasidisc 
fl'(H'). 

PROOF. Consider the quasiconformal mapping fl' ° g ° fl'-I, g E G, of the plane. 
It is conformal in fl'(H), because fl' I H is conformal. Since 11 is a Beltrami 
differential for G, the mappings fl' and fl' ° g have the same complex dilata­
tion. It follows that fl'0gofl'-I is conformal in fl'(H') also. The common 
boundary of fll(H) and fl'(H'), being the image of the real axis under f ll , is a 
quasicircle. We conclude, therefore, from Lemma 1.6.1 that fl' 0 go f ll- I is a 
Mobius transformation. 0 

By the terminology we adopted in IVA.6, the group 

Gil = UI'°gofl'-llgEG} 

is quasi-Fuchsian. A quasi-Fuchsian group of this special type is called a 
quasiconformal deformation of the Fuchsian group G. Such groups were 
discovered by Bers [4]. 

The invariant domain J;,(H') is a half-plane if and only if fl is a trivial 
complex dilatation, i.e., fl is equivalent to the complex dilatation which is 
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Figure 13. Invariant Jordan domain which is not a quasidisc. 

identically zero. If G is of the first kind, the limit set of GJl is the whole 
boundary of fJl(H'). By Theorem IV.4.2, only two strikingly different cases are 
then possible: Either the boundary is a straight line or else it is a quasicircle 
which fails to have a tangent at each point of a set dense in the curve. 

Not all simply connected invariant domains of properly discontinuous 
groups of Mobius transformations are necessarily quasidiscs. A simple ex­
ample is obtained if we consider a countable set of circles, all of diameter 1, 
of which one has the center at 0 and the others at the points ± i + n, n = 0, 1, 
2, .... The method of Klein, which we described at the end of IV.4.6, applied 
to this family of circles yields an invariant Jordan domain whose boundary 
has a cusp at the origin. Thus the boundary curve violates the condition 
(6.11) of Theorem 1.6.7 at the origin (Z2 = 0, Z 1 and Z3 --> 0) and cannot be a 
quasicircle (Fig. 13). 

There can even be invariant domains whose boundary has positive area 
(Abikoff [1]). In 4.3 we shall exhibit a general (albeit implicit) method for 
producing invariant domains which are not quasidiscs. 

A point [Il] E Ts uniquely determines the domains AJl = fJl(H) and A~ = 

fJl(H'). Like the universal Teichmiiller space, Ts can be regarded as a collec­
tion of the quasidiscs AJl (cf. III. 1.5). In IlI.4 we defined a distance between 
two such domains by using Schwarzian derivatives. The relation of this 
distance to the Teichmiiller distance will be studied in section 4. 

3.5. Quasiconformal Reflections Compatible with a Group 

The point [Il] = pETs determines uniquely the quasicircle fJl(IR). We show 
here that fJl(IR) admits always quasiconformal reflections which are compati­
ble with the covering group G. 

In order to make this statement more precise, we choose ailE P and 
consider the mapping 
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(3.2) 

as before j denotes the reflection z -+ z. This mapping is a quasiconformal 
reflection in fll(IR). 

By Theorem 3.3, the mapping fll induces an isomorphism of the group G 
acting on H' onto the quasi-Fuchsian group Gil = {fll 0 g 0 j~-llg E G} acting 
on A~. But since the elements of G and Gil are restrictions of Mobius trans­
formations, we may consider g and gil = fll 0 g 0 f ll- I in H and All also. If 
z = fll(O, then 

We conclude that the sense-reversing quasiconformal mappings A and 
),0 gil have the same complex dilatation. Therefore, if K;. = 8A(8), denotes this 
complex dilatation, then 

(3.3) 

for every gil E Gil" In other words, the complex conjugate of the complex dilata­
tion of ), is a Beltrami differential for the quasi-Fuchsian group Gil" 

Conversely, we prove that if A is a quasiconformal reflection in fll(lR) whose 
complex dilatation K;. satisfies the relation (3.3), then A is of the form (3.2) (cf. 
Lemma 1.6.2). Set f = fll in the closure of H, and f = A 0 fll 0 j in H'. Then f is 
a quasi conformal mapping in the plane which is conformal in H. For g E G, 
we have in fll(H'), 

fogof-I = Aofllogofll-I 0),-1 = Aogll0).-I. 

Because of (3.3), A 0 gil 0 r l is conformal. Hence fog 0 f- I is a con­
formal self-mapping of fll(H'). Since fog 0 f- I = gil in fll(H), it follows 
that fog 0 f- I = gil everywhere. We see that f is a mapping fv equivalent to 
fll' and so A = f 0 j 0 f- I is of the form (3.2). 

The point [Il] E Ts determines the conformal mapping flliH uniquely, but 
not fllIH' and hence not A. In 4.8 we shall see that for each G and [Il], there 
are Lipschitz-continuous reflections (3.2). We also remark that by Theorem 
4.5 (to be proved in section 4), there are reflections A which are real-analytic 
in the complement of fll(IR). 

3.6. Quasisymmetric Functions Compatible with a Group 

The mapping P induces an isomorphism of the group G onto the Fuchsian 
group 

Gil = {gil =fllogo(fIl)-llgEG}. 

In particular, (P IIR) 0 g 0 (fll)-IIIR agrees with the restriction to IR of a 
Mobius transformation. 

Let us consider again the space X of normalized quasi symmetric functions, 
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which we defined in IIL!.I and studied in II 1.3. We relate X to the group G 
as follows: X(G) is the subset of X for whose functions h the composition 
hog a h -1 is the restriction to IR1 of a Mobius transformation for every 9 E G. 
We let X (G) inheri t the metric of X, i.e., the distance in X (G) is the restriction 
to X (G) of the distance function p on X. Then (X (G), p) is a metric space, and 
if G is trivial we get back our previous space (X, p). 

Theorem II 1.3. 1 states that the mapping [I1J -> P'11R1 is a homeomorphism 
of the universal Teichmiiller space onto X. In order to generalize this the­
orem to Ts and X(G), we need the following result. 

Theorem 3.4. Every quasis ymmetric function hEX (G) has a quasiconformal 
extensionf to the half-plane, such that the I1wpping fog of -1 is conformal for 
every {jE G. 

The conformal mapping fa {j of -1 is of course the restriction to the half­
plane of the Mobius transformation which agrees with II O?J a h- 1 on the real 
aXIs. 

Theorem 3.4 is a deep result which has been established in steps. First, let 
G be the covering group of a compact surface. Then Theorem 3.4 follows if 
the classical result that hEX (G) can be extended to a homeomorphic self­
mapping of the half-plane compatible with G is combined with Theorem 1.5. 
Kra [IJ generalized this result by proving Theorem 3.4 for all finitely gener­
ated groups G. The author showed that Theorem 3.4 holds for all groups 

provided the quasisymmetry constant of h does not exceed J2,. 
In full generality, Theorem 3.4 is due to Tukia [I]. Tukia's proof is so long 

that to include it here would unbalance our presentation. For this reason, we 
content ourselves with a reference to Tukia's paper. 

Quite recently, the author has learned of a forthcoming paper by Douady 
and Earle [IJ which contains another proof of Theorem 3.4. This proof is 
more explicit than that of Tukia. It is possible to verify that, like the Beurling­
Ahlfors extension, the Douady- Earle extension possesses the following three 
properties: 10 It is a diffeomorphism. 2° It is Lipschitz-continuous in the 
hyperbolic metric of the half-plane. 3° Its maximal dilatation has a bound 
which depends only on the quasisymmetry constant of the boundary function. 

Thanks to these three properties, the Douady-Earle extension can be used 
in applications instead of the Beurling-Ahlfors extension. The additional 
property of the Douady-Earle extension of being compatible with the group 
action leads to important new results. The proof of the contractibility of the 
universal Teichmiiller space in 111.3.2 was based on the use of the Beurling­
Ahlfors exte~sion. Application of the Douady-Earle extension in its place 
makes it possible to solve a long outstanding problem (Douady-Earle [IJ): 

Every Teichmiiller space is contractible. 

In section 4 we shall see that Theorem 3.4, no mattcr how it is proved, 
reveals remarkable properties of Teichmiiller space. Whenever possible, how-
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ever, we shall establish such results by other methods, so as to render the 
proofs self-contained. 

U sing Theorem 3.4 we can now generalize Theorem 111.3.1. 

Theorem 3.5. The mapping 

[,u] --> P'IIR (3.4) 

is a homeomorphism oI (Ts, rs) onto (X(G), p). 

PROOF. By Theorem 3.1, the mapping (3.4) is well defined and injective. By 
Theorem 3.4, it is surjective. 

By Theorem I1I.3.1, the mapping (3.4) is a homeomorphism of (T, r) onto 
(X, p). Hence (3.4), which maps Ts bijectively onto X(G), is a homeomorphism 
of (Ts,r) onto (X(G),p). From rlTs s rs we thus conclude that (3.4) is a 
continuous mapping of (Ts, rs) onto (X (G), p). The proof would be complete 
if we had an inequality in the opposite direction between rl Ts and rs, to 
demonstrate that these two metrics are topologically equivalent. Such an 
inequality can be derived, for instance, by means of the right-hand inequality 
(5.10) in 1.5.7. We content ourselves here with this remark, because we shall 
study the relationships between rl Ts and rs in detail in the next section 
(Theorem 4.7). 0 

We remarked in 3.4 that if G is of the first kind,fJl(IR) is either a straight line 
or a far from smooth quasicircle. For the corresponding quasisymmetric 
functions P'IIR there is also a remarkable dichotomy. Suppose that G is a 
finitely generated covering group of the first kind (e.g., the covering group of 
a compact surface of genus> 1). If ,u is a trivial complex dilatation, then P'IIR 
is the identity mapping. In all other cases P'IIR is a singular function (Mos­
tow [1], Kuusalo [1]). The result holds for some more general groups Gas 
well, but it remains an open question whether it is true for all covering groups 
of the first kind. 

3.7. Unique Extremality and Teichmliller Metrics 

Let Fh be the class of all quasiconformal self-mappings of the upper half­
plane which agree with the quasi symmetric function h on the real axis. This 
class was introduced in 1.5.7, where we noted that Fh always contains an 
extremal mapping with the smallest maximal dilatation in Fh . With the help 
of an example, it was shown that the extremal is not necessarily unique. 

Let us now make the additional assumption that hEX(G) for a Fuchsian 
group G, i.e., that 

hogoh- I = 8(g)llR, (3.5) 

where O(g) is a Mobius transformation. We denote by F;JG) the subclass of Fh 
whose functions I satisfy the condition Io 9 a I-I = O(g)1 H. By Theorem 3.4, 



196 V. Teichmiiller Spaces 

the class Fh(G) is not empty, and again it contains an extremal mapping (cf. 

2.2). If fl and f2 are extremals in Fh and Fh(G), respectively, with complex 
dilatations Pi and maximal dilatations K i , i = 1,2, then 

(3.6) 

The following observation establishes a connection between the extremals 
in Fh and Fh(G). Along with fl' the mapping 8(g) 0 flo g-1 is also extremal in 
Fh . This can be verified immediately, in view of (3.5). Hence, if the extremal in 
F" is unique, it follows that 

(3.7) 

i.e., that fl E Fh( G). Consequently, in this case we see directly that Fh(G) is not 
empty, without resorting to Theorem 3.4. Of course, fl is extremal in F,.(G), 
and by (3.6), we have !(O, [PI]) = !s(O, [PI])' 

We pointed out in 3.2 that there are cases in which !s(O, [p]) > !(O, [p]). It 
follows that whenever this occurs, the class Fh contains more than one extre­
mal for h = f'" IIR. 

4. Teichmiiller Space and Schwarzian Derivatives 

4.1. Schwarzian Derivatives and Quadratic Differentials 

Again let S be a Riemann surface and G the covering group of H' over S. If P 
denotes a Beltrami differential for G, then by Theorem 3.1, the Teichmiiller 
space Ts can be characterized as the set of conformal mappings f~ I H. Let us 
now form the Schwarzian derivative of f~IH. By Theorem 3.3, the mapping 
f~ 0 g 0 f~-I is a Mobius transformation for every g E G. It follows that 

(4.1) 

We see that the Schwarzian derivative of Sf"i H is a quadratic differen­
tial for the group G acting on H. Its projection is a holomorphic quadratic 
differential on the mirror image of the surface S, i.e., on HIG. 

What we can actually deduce from (4.1) by reading it from left to right and 
from right to left is the following result: Let f be a conformal mapping of the 
upper half-plane H. Then Sf is a quadratic differential for the group G if and 
only if fog 0 f- I agrees with a Mobius transformation in f(H) for every g E G. 

Assume, in addition, that f is a mapping f~ with [fl] E T. We then have a 
third condition equivalent to the above two. For convenience of later refe­
rence we express all these conditions in a lemma. 

Lemma 4.1. The following three conditions are equivalent: 

10 Sf"iH is a quadratic differential for G; 
2° .ft, 0 g 0 f~-I agrees with a M obius tran.~formatioll in f;,(H) for Y E G; 
3° f~ogo(f~)-I agrees with a Mobius transformatioll olllRfor YEG. 
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PROOF. As we already remarked, the equivalence of I G and 2° follows directly 
from (4.1). If 2° holds, i.e., if fll 0 g 0 f ll- I = IV in .t;,(H), where IV is a Mobius 
transformation, then h = fll 0 f ll- I 0 IV 0 fll 0 (fll)-I: H' ~ H' is a Mobius trans­
formation which coincides with fll 0 g 0 (fl')-I on IR. Hence 3° follows from Y. 

Conversely, assume that 3° holds, i.e., that fll 0 g 0 (fll)-I = h on IR, where 
h is a Mobius transformation. Set IV = fll 0 (fll)-I 0 h 0 fll 0 f~-I in the closure 
of fll(H'), and IV = f;, 0 g 0 f ll- I in fll(H). Then II' is a homeomorphism of the 
plane and is conformal in fll(H) and fll(H'). Hence IV is a Mobius transforma­
tion, and so 2° follows from 3°. 0 

4.2. Spaces of Quadratic Differentials 

Following the procedure in IlIA, we now introduce the counterpart of the 
space Q. In what follows we regard G as acting in the upper half-plane H. 

Let Q(G) be the space consisting of all functions ({J holomorphic in the 
upper half-plane H which are quadratic differentials for G and have a finite 
hyperbolic sup norm: 

II({JII = sup 4y2 I ({J(z)1 < 00, 
=EH 

Z = x + iy. Like the space Q defined in II 1.4. 1 , the space Q( G) has a natural 
linear structure over the complex numbers. 

The non-euclidean line element Idzl/(2y) is invariant under all conformal 
self-mappings of H. It follows that, when ({J E Q( G), y21 ({J(Z) I is invariant under 
G. In the definition of the norm, we can therefore replace H by an arbitrary 
Dirichlet region N c H of G: 

II ({J II = sup4y2 1({J(z)l. (4.2) 
=E N 

If S is a compact surface, the closure of N lies in H. In this case it follows from 
(4.2) that all holomorphic quadratic differentials for G have finite norm. 

If G1 is a subgroup of G2, we have the inclusion Q(G2 ) c Q(G1 ). In particu­
lar, all spaces Q(G) are subsets of the Banach space Q which corresponds to 
the trivial group. From now on we write Q = Q(I). Note that all spaces Q(G) 
inherit a metric from Q(l); in IlIA we introduced the notation q for this 
distance function. 

Every Q(G) is a closed subspace of Q(I) and hence a Banach space. For 
consider functions ({JnEQ(G) which converge to ({J in Q(l). Given a gEG, we 
then have ({In(z) ~ ({J(z), ({In(g(z)) ~ ({J(g(z)), uniformly on every compact subset 
of H. It follows that ({J(g(z))g'(Z)2 = lim ({In(g(z))g'(zf = lim ({In(z) = ({J(z). Con­
sequently, ({J E Q(G). 

4.3. Schwarzian Derivatives of Univalent Functions 

All points of Q( I), and hence of Q( G), are Schwarzian derivatives of functions 
f meromorphic and locally injective in H. Let us consider the set 

U(G) = {({J = SfEQ(G)lfunivalent in H}. 



198 V. Tcichmiiller Spaces 

Between U(G) and U = U(I) we have the simple relation 

U(G) = U(I) n Q(G). 

We just saw that Q(G) is closed in Q(I). In III.4.4 we proved that U(l) is 
closed in Q(I). It follows that U(G) is a closed subset ()fQ(l). 

Since II SJ Illl ~ 6 whenever f is univalent, the remark in 4.1 preceding 
Lemma 4.1 yields another characterization of U (G): 

The set U(G) consists of the Schwarzian derivatives of those functions f 
univalent in H for which fog 0 f- I agrees with a Mobius transformation in 
f(H) for every gEG. In other words, every f with SJE U(G) induces an 
isomorphism of the group G onto the group GJ = {f 0 go f-Ilg E G} of Mo­
bius transformations acting on the domain f(H). 

Let T(G) be the subset of U(G) consisting of the Schwarzian derivatives 
SJ E U(G) of functions f which admit a quasiconformal extension to the plane 
with a complex dilatation that is a Beltrami differential for G. The set T(G) is 
the image of the Teichmiiller space Ts under the mapping 

(4.3) 

This is clear: the normalization of the mappings j~ I H, which fix 0, \ and 00, 

is unessential when we are considering Schwarzian derivatives. 
In I1I.4 we proved that (4.3) is a homeomorphism of the universal Teich­

miiller space (T,I) onto its image T(1) in (Q(I),q), and that T(1) is an open 
subset of Q(I). We shall now start proving a sequence of theorems which, in 
combination, assert that the restriction of(4.3) to Ts maps (Ts, Is) homeomor­
phically onto T(G) and that T(G) is an open subset of Q(G). From II Ts ~ Is 
we conclude immediately that (4.3) maps (Ts, Is) continuously into Q(G). 

Let us briefly return to the Mobius groups GJ induced by functions f with 
SJE U(G). If SJE U(G)\ T(G), then the Grinvariant domain f(H) is not a qua­
sidisc. This follows from relation (4.4), which we shall establish in the next 
subsection. The groups GJ with SJ lying on the boundary of T(G) are of 
particular interest and have been studied extensively by Maskit [I], Abikoff 
[3], and others. (It is not known whether the inclusion cT(G) c U(G)\ T(G) is 
proper in cases where G is not trivial; cf. III.4.6.) 

4.4. Connection between TeichmiiIler Spaces and the 
Universal Space 

For the sets T(G) we have the natural inclusion T(Gz) c T(Gd if GI is a 
subgroup of Gz. Hence, all sets T(G) are subsets of T(\). 

The following fundamental result connects an arbitrary Teichmiiller space 
in a simple manner with the universal Teichmiiller space. 

Theorem 4.1. The Teichmiiller spaces satisfy the relation 

T(G) = Q(G) n T(I). (4.4) 
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PROOF. The inclusion T(G) c Q(G) n T(1) follows directly from the defini­
tions. We choose an arbitrary point Sf E Q(G) n T(I) and prove that Sf E T(G). 

Let IV be a conformal mapping of the lower half-plane H' onto the com­
plement of the closure of I(H), normalized so that IV-Ief( 00)) = 00. Since 
SfE T(I), the boundary of I(H) is a quasicircle. Hence, the function 
h = IV-I ° I, defined on the real axis, is quasisymmetric; we may assume that 
h is normalized. Furthermore, for 9 E G, 

hog = IV-I 0IogoI-1 0I = IV-I o(.f0goI-I)owoh. (4.5) 

Since SfE U(G), the mappinglogof- I agrees with a Mobius transformation 
9 I in I(H). Then IV-log I ° IV, which maps H' onto itself, agrees with a Mobius 
transformation g2 in H'. It follows from (4.5) that h induces an isomorphism 
of G onto the group {g2IgEG} of Mobius transformations acting on H'. In 
other words hEX (G). 

Next we utilize Theorem 3.4. It follows that there is a quasiconformal 
extension rp of h to the lower half-plane which also fulfills the condition 
rp ° 9 = g2 ° rp for every g E G. Then II = w ° rp is a quasiconformal extension 
off to the lower half-plane. For 9 E G we have 

II 0g = w o g20 rp = {h OlVorp = (h oIl' 

This shows that II ° 9 ° II-I agrees with a Mobius transformation in II (H'), 
and it follows that Sf E T(G). 0 

In the sixties, Bers posed the problem whether (4.4) is true. The above 
proof is due to Lehto [2J who proved the conditional result that (4.4) holds 
if and only if Theorem 3.4 is true. After Theorem 3.4 was established, the 
relation (4.4) thus followed immediately. 

Theorem 4.1 allows important conclusions: 

Theorem 4.2. The set T( G) is closed in T( I). 

PROOF. The relation (4.4) is equivalent to T(G) = U(G) n T(I). Since U(G) is 
closed in Q( I), the theorem follows. 0 

Theorem 4.3. The set T(G) is open in Q(G). 

PROOF. This can be read from (4.4), since T(I) is open in Q(I). o 

Theorems 4.2 and 4.3 can be proved more directly, without the use of the 
relation (4.4). Such alternate proofs will be given in subsections 4.6 and 4.7. 
Bers [8J was the first to prove that T(G) is open; see also Earle [I]. 

Remark. Let S be the extended plane punctured at three points. Then S has 
the half-plane as its universal covering surface. We noted in 2.7 that the 
Teichmiiller space of S reduces to a single point. Consequently, T(G) consists 
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of zero only. Since T(G) is an open subset of the linear space Q(G), we deduce 
via the Teichmiiller theory that in this case, Q( G) does not contain points 
other than the origin. 

4.5. Distance to the Boundary 

By Theorem 4.3, the mapping (4.3) carries a neighborhood of the origin of Ts 
onto a ball of Q(G) centered at the origin, but we can say more. 

Theorem 4.4. The ball 

B(0,2) = {cpEQ(G)lllcpli < 2} 

lies in T(G). 

PROOF. In IIIA.3 we remarked that {cp E Q( 1) III cP II < 2} lies in T( 1) (Theorem 
II.5.1). Hence, the theorem follows immediately from (404). 0 

There is another more direct way to show that B(0,2) is contained in 
T(G). Let cP EB(O, 2) and set J.1(z) = _2y2cp(Z). Since cp(g(z))g'(Z)2 = cp(z) and 
l/y = Ig'(z)I/Im g(z), we see that J.1 is a Beltrami differential for G. Hence 
[J.1] E Ts. From what was said in IIIA.3 we know that the mapping 

cp-->[z--> _2y2cp(Z)] (4.6) 

is the inverse of [J.1] --> s/1 = SfJH in B(0,2). 
Since Ils/111 ~ 6P([J.1],0) (formula (IIIA.1)), we conclude that the ball 

([J.1]ETsIP([J.1],O) < 1/3} (4.7) 

is contained in the preimage of B(O, 2). 
Theorem II.5.1 says that the largest ball in T(l) centered at the origin has 

the radius 2. The Schwarzian derivative of the logarithm is a boundary point 
of T(l) with distance 2 from 0. In the upper half-plane the logarithm is com­
patible with the group consisting of all Mobius transformations of the form 
z --> az or z --> - a/z, where a is a positive real number. It follows that if G is a 
properly discontinuous subgroup of this group, then B(O, 2) is the largest ball 
in T(G) with center at 0. For instance, this is the case in the Teichmiiller space 
of an annulus (cf. IVA.3). For an arbitrary G, the determination of the largest 
ball in T(G) centered at ° remains an open problem. 

We shall use the mapping (4.6) in section 5 in studying the complex analy­
tic structure of Ts. Here we draw the following conclusion. 

Theorem 4.5. Every point of the Teichmiiller space Ts can be represented by a 
real analytic Beltrami differential and by a real analytic quasiconformal mapping. 

PROOF. Let a point [J.1] = pETs be given. Suppose first that p can be repre­
sented by a quasiconformal mapping whose maximal dilatation is < 2. Then 
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p lies in the set (4.7), and so p can be represented by z -+ _2y2cp(.Z), which is 
a real analytic complex dilatation. We also have an explicit expression for the 
corresponding mapping f" (cf. 11.5.1 and 11.5.2) from which it becomes ap­
parent that f" is real analytic. 

The general case is handled by induction. Assuming that the theorem is 
true if Ts(p, 0) < r, we show that it holds if Ts(p, 0) < 2r. Let f" be an extremal 
for the point p, with Ts(p,O) < 2r. We write f" = f"l 0 f"2, where /12(Z) is the 
middle point of the line segment from 0 to /1(z) in the non-euclidean metric of 
the unit disc (cf. Theorem 111.2.2). Then /12 is a Beltrami differential for G and 
/11 a Beltrami differential for G"2. Moreover, Ts([/12]'0) < rand TS'([/1I]'O) < 
r with S' = H'/G"2. From this the theorem follows. 0 

Theorem 4.4 can be generalized. Every point [/1] E Ts determines uniquely 
the quasidisc A" = f,,(H). Putting together a large part of our previous ana­
lysis, we obtain a lower bound for the distance to the boundary of the point 
s" of T(G) in terms of the inner radius of univalence (J/ (defined in 111.5.1) of 
Ai" 

Theorem 4.6. For every s" E T(G), the hall 

B(s", (J/(A,,)) = {(P E Q(G)lq(s)" cp) < (J/(A,,)} 

is contained in T( G). 

PROOF. In III.5.3 we proved that {cpEQ(I)lq(s",cp) < (J/(A,,)} lies III T(l). 
Consequently, the theorem follows immediately from (4.4). 0 

We recall that in T(l), the inner radius (JAA),} is precisely the distance from 
s" to the boundary (Theorem 111.5.1). 

4.6. Equivalence of Metrics 

The topological equivalence of the metrics Ts and TI Ts can be proved with 
the aid of Schwarzian derivatives or of quasisymmetric functions. Neither 
method goes to the heart of the matter, but both give the desired result easily. 
The method based on the use of Schwarzian derivatives produces better 
constants. In fact, we can prove that the metrics are even uniformly equiva­
lent, i.e., the identity mapping (Ts, TI 7;;) -+ (7;;, Ts) and its inverse are uniformly 
continuous. 

Theorem 4.7. The metric Ts of the Teichmiiller space Ts is uniformly equiva­
lent to the metric TI Ts induced on Ts by the metric of the universal Teichmiiller 
space. For every point pETs, 

I· Ts(p, q) < 3 Imsup--- . 
q~p T(p, q) -

(4.8) 
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More generally, on every bounded set AcTs, 

TS(p,q):::; 3(1 + diaA)T(p,q), 

where dia A denotes the diameter of A in the Ts-metric. 

PROOF. Let pETs and fl E p. We know that 

q(sJ.!' 0) :::; 6{3(p, 0). 

On the other hand, it follows from Theorem 4.4 and formula (4.6) that 

q(sJ.!'O) ;::: 2{3s(p, 0). 

Hence, 

(3s(p, O) :::; 3{3(p, 0). 

(4.9) 

(4.10) 

In order to generalize this estimate for an arbitrary pair of points of ~" we 
fix p = [flJ E Ts and consider the mapping iill' defined by 

f i ,(\') = f" 0 (fl')-l. 

The function riJ.! induces a well-defined mapping 

[vJ --> (XJ.!([vJ) = [iil,(\')J, ( 4.11) 

which is an isometric bijection of the universal Teichmiiller space Tonto 
itself. It maps Ts onto the Teichmiiller space Ts" where SJ.! = H'IGJ.!, and it is 
an isometry of (Ts, Ts) onto (Ts', Ts')' The last assertion follows directly from 
the definition of the Teichmiiller metric. 

The mapping (4.11) takes the points p = [flJ and q = [\'J of Ts to the points 
o and [).J = (XI,([VJ) of Ts" Hence, by (4.10), 

(3s(p, q) = (3s'(O, UJ) :::; 3{3(0, UJ) = 3{3(p, q). 

Since trivially {3 :::; {3s, we have established the double inequality 

(3(p, q) :::; (3s(p, q) :::; 3{3(p, q) ( 4.12) 

for all points p and q of Ts. 
The inequalities (4.12) show that the metrics {31 Ts and {3s are uniformly 

equivalent. Since 

f3 = tanh T, (4.13) 

it follows that the Teichmiiller metrics TI Ts and Ts are also uniformly 
equivalent. 

From (4.12) and (4.13) we obtain 

1 1 + 3T 3T 
T· < -log~--· <--
s - 2 1 - 3T - 1 - 3T ' 

ifT < 1/3. This yields inequality (4.8). Also 
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if r :::; a < 1/3. 

3 
rs < ---r 

- 1 - 3a 

203 

(4.14) 

Let A be a set in Ts with a finite diameter dia A in the rs-metric, and p and 
q points of A. If r(p, q) :::; a, we just proved that (4.14) holds. If r(p, q) > a, 
then 

diaA 
rs(p, q) :::; dia A < -- r(p, q). 

a 

By choosing a = dia A/3(1 + dia A) we obtain (4.9). o 

We proved in 3.3 that the Teichmiiller space (Ts, rs) is complete. If the 
result is combined with Theorem 4.7, we conclude that Ts is a closed subset 
of T. Since the same is true of their homeomorphic images, we have reproved 
Theorem 4.2: T(G) is a closed subset of T(I). 

4.7. Bers Imbedding 

Theorem 4.7 makes it possible to generalize Theorem III.4.1 immediately 
(Bers [8J). 

Theorem 4.8. The mapping 

[I1J ~ SJ,iH 

is a homeomorphism of(Ts, rs) onto (T(G), q). 

(4.15) 

PROOF. By Theorem 111.4.1, this mapping is a homeomorphism of (Ts, rl Ts) 
onto T(G). By Theorem 4.7, the metrics rs and rl Ts are equivalent, and the 
theorem follows. 0 

In view of Theorems 4.3 and 4.8, we are again justified in calling the 
mapping (4.15) the Bers imbedding of the Teichmiiller space. 

In 4.5 we proved that 8(0,2) c T(G) without utilizing relation (4.4). We 
shall now show, without resorting to (4.4), that every point Sll of T(G) has an 
open neighborhood in Q(G) which is contained in T(G). 

To prove this, let us consider in T(I) the mapping 1/1 defined by I/I(sv) = 

sa,(v). If ). is the Bers imbedding of the universal Teichmiiller space onto T(I), 
then 1/1 = ).0 IXIl 0 rl. (Here fill and IXIl are as in 4.6.) It follows that 1/1 is a 
homeomorphism of T(I) onto itself. Furthermore, 1/1 maps T(G) onto T(GIl), 
and Q(G) n T(l) is mapped onto Q(GIl) n T(I) (Lemma 4.1). 

Let V be an open ball in Q(GIl) centered at the origin which is contained in 
T(GIl). Write V = Q(GIl) n T(1) n Vo, where Vo is a neighborhood of the origin 
in T(1). Since T(I) is open in Q(I), the preimage 1/I- 1(V) = Q(G) n l/I-l(VO) is a 
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neighborhood of Sil in Q(G). This neighborhood is contained in lji-l(T(GJi)) = 
T(G). 

We have proved without making use of (4.4) that T(G) is closed in T(I) and 
open in Q(G). These results imply that T(G) is open and closed in Q(G) n T(I). 
Since T(G) is connected, it follows that T(G) is the component of Q(G) n T(1) 
containing the origin. This result can be used instead of (4.4) in proving 
Theorem 4.6. 

Remark. In II1.4.5 we proved that T(I) = int U(l). It follows that T(l) = 

intcl T(I), i.e., every neighborhood of every boundary point of T(I) contains 
points which are in the complement of the closure of T(I). 

In the general case it is not known whether T(G) agrees with the interior of 
U(G). However, it is true that 

T(G) = int cl T(G). (4.16) 

For finitely generated groups G of the first kind, this was proved by Abikoff 
[3J (who resorted to an unpublished result of Thurston). Quite recently, 
(4.16) was established by Bers [13J in the general case. In a note, Zuravlev [IJ 
has announced the result that T(G) is the component of int U(G) containing 
the origin. By aid of Zuravlev's result, Shiga [IJ proved that if G is finitely 
generated and of the first kind, then indeed T(G) = int U(G). 

4.8. Quasiconformal Extensions Compatible with a Group 

We conclude this section by showing that for suitable reflections, the Ahlfors 
extension of Theorem II.4.1 is compatible with the action of a group. 

Given a point Sf. of T(G) and hence a quasicircle .UIR), we consider quasi­
conformal reflections A = III 0 j oIIl-1 for all fJ.'S in the equivalence class. We 
show that there always exists a fJ. such that A is Lipschitz-continuous. 

Since III is compatible with the group G, i.e., III 0 9 ofll- 1 is a Mobius trans­
formation for every g E G, it follows from Lemma 4.1 that IIlIIR is compatible 
with G. We construct a quasiconformal mapping Iji: H' --> H' with boundary 
values jIlllR by means of the Douady-Earie method (see 3.6). Then Iji is 
G-compatible. 

Let us consider III 0 (f'T 1 0 Iji in H'. It agrees with III on IR, and it is 
G-compatible, because j~, jIl, and Iji are G-compatible. We take IJio(fIl)-l olji 
to be the extension of III I H to the lower half-plane. 

Now Iji is a diffeomorphism and Lipschitz-continuous in the hyperbolic 
metric of H'. We conclude exactly as in Lemma 1.6.4 that with our choice of 
IIlIH', the reflection A = III oj o IIl-l is Lipschitz-continuous and, with the 
exception of III (IR), continuously differentiable. In 3.5 we proved that 

(4.17) 

for every element gil of the deformed group Gil = {gil = III 0 9 0 j~-llg E G}. 
Let I be a univalent function in All = IIl(H) compatible with Gil" Following 
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the proof of Theorem 11.4.1, we use the representation f = wi/WZ' where WI' 

Wz is a normalized pair of solutions of the differential equation w" = -~Sfw. 
We assume that f is hoi om orphic on 8A Il , and set for Z E All' 

WI (z) + (J.(z) - z)w; (z) 
w(z) = . 

wz(z) + ().(z) - z)w;(z) 

By Theorem 11.4.1, there is a positive constant £, which depends only on 
[Il], such that if IISfl1 < £, then waJ. is a quasiconformal extension of f. (A 
modification with the help of a Mobius transformation is required, because 
All is unbounded. The bound £ need not be the same as in Theorem 11.4.1, 
because ), is constructed differently.) Assuming that IISfll < £, we shall prove, 
as a supplement to Theorem 11.4.1: 

The quasiconformal extension W a J. off is compatible with the group Gil" 

PROOF. The result follows by direct computation. First of all (cf. 111.5.4), 

8w 8).(z) (),(z) - z)z Sf(z) 
11w(Z) = aw = aJ.(z) + 28).(z) . 

Making use of the identity (g(zl) - g(zz))z = g'(zl)g'(zz)(zl - zz)z, which 
holds for all Mobius transformations g, and because of (4.17), we obtain 

(J.(gll(z)) - gll(z))Z = (gll(J.(z)) - gll(z))Z = g;L(J.(Z))g~(z)(),(z) - z)z. 

Furthermore, 

a},(gll(z)) = aJ.(z)g~(J.(z))/g~(z), 

and by our hypothesis, Sf(gll(z)) = Sf(z)g~(z)-z. These formulas yield 

(A(gll(Z)) - gll(z))Z Sf(gll(z)) (A(z) - z)z Sf(z) g~(z) 
-~--=--'-'-----"-"-'''----- = . ~-

28J.(gll(z)) 28J.(z) g~(z) 

From this and (4.17) it follows that 

By (4.17), 

(4.18) 

Combined with (4.18), this shows that w a). is compatible with Gil" 0 

5. Complex Structures on Teichmiiller Spaces 

5.1. Holomorphic Functions in Banach Spaces 

With the aid of the Bers imbedding we can introduce a natural complex 
analytic structure into the Teichmiiller space Ts. The Teichmiiller space thus 
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becomes a complex analytic Banach manifold, a generalization of the notion 
of a complex analytic n-manifold defined in IV.1.2. 

First of all, we shall recall the definition of holomorphic functions in 
Banach spaces. Let E and F be Banach spaces over the complex numbers, 
and U c E an open set. A function f: U -> F has a derivative at a point 
Xo E U if there exist's a continuous complex linear mapping Df(xo): E -+ F 
such that 

lim Ilf(xo + h) - f(x o) - Df(xo)(h) IIF = O. 
h~O II h liE 

The mapping Df(xo) is called the derivative of fat Xo. A function f: U -+ F 
which has a derivative at every point of U is said to be holomorphic in U. 

The composition of holomorphic functions is holomorphic where defined. 
A holomorphic function f: U -> f( U) is biholomorphic if it has a holomorphic 
inverse. In the case E = em, F = en, the above definition coincides with the 
usual notion of holomorphic functions. 

In order to get a connection with ordinary complex-valued analytic func­
tions, we introduce the dual F* of F. The set F* consists of all continuous 
complex linear mappings of F into C. The norm 

Ilx*IIF* = sup{lx*(x)llllxII F ::; 1} 

makes F* a Banach space. A set A c F* is called total if o:(x) = 0 for every 
r:J.E A implies x = O. 

There are two characterizations which, taken together, make it possible to 
consider only complex-valued functions of a complex variable when it comes 
to checking whether a mapping between Banach spaces is holomorphic. 

Lemma 5.1. A functionf: U -+ F is holomorphic if and only if it satisfies one 
of the following two conditions: 

(i) For every x E U and e E E, the function w -+ f(x + we) is a holomorphic 
.fimction on an open neighborhood of the origin in e with values in F. 

(ii) The function f: U -> F is continuous and there exists a total subset A of the 
dual F* such that, for every rx E A, the function rx 0 f: U -+ e is holomorphic. 

Conditions (i) and (ii) are given in Bourbaki [IJ, § 3.3.1. 

5.2. Banach Manifolds 

A complex Banach manifold M is a Hausdorff space with an open covering 
of sets each of which is homeomorphic to an open subset of a complex 
Banach space (not necessarily the same for the open sets of M). Suppose M 
has an atlas in which all parameter transformations are biholomorphic. A 
maximal atlas with this property is called a complex (analytic) structure on 
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M. A manifold M with a complex analytic structure is called a complex 
analytic Banach manifold. 

Theorems 4.8 and 4.3 assert that the Teichmiiller space Ts is actually glo­
bally homeomorphic to an open set in the complex Banach space Q(G), 
which consists of the quadratic differentials with finite norm for the covering 
group G. Hence, by using this result, we could make the Teichmiiller space a 
complex analytic Banach manifold. 

We shall show that, in fact, a natural complex structure for Ts is obtained 
in this manner. However, the required verifications are easiest to carry out 
with the results at our disposal if we introduce the complex structure a little 
differently, using local parameter mappings. 

A complex analytic structure can be given to a Teichmiiller space in several 
ways. This is particularly true in the case of compact Riemann surfaces. On 
the other hand, the various approaches lead to isomorphic structures, so that 
we are free to speak of a canonical complex structure on a Teichmiiller space. 
Here we shall be dealing with the general case, excluding only those Riemann 
surfaces which do not have a disc as a universal covering surface. That we 
arrive at a natural complex structure is seen from Theorems 5.2-5.6. 

In section 9 we shall construct the "Teichmiiller imbedding" which shows 
that the Teichmiiller space of a Riemann surface of genus p is homeomorphic 
to C 3p - 3 . However, the complex structure the Teichmiiller spaces inherit 
from C 3 p-3 through this imbedding is not a natural one: Given two Riemann 
surfaces Sand S' of genus p, the bijective isometry between Ts and Ts' induced 
by a quasiconformal mapping of S onto S' is usually not biholomorphic with 
respect to these structures. Teichmiiller was aware of this state of affairs, but 
in one of his last papers (Teichmiiller [3J), he claimed to have proved the 
existence of the "right" complex structure. This paper is difficult to read, and 
today Teichmiiller's reasoning on this point is not regarded as convincing. 

The first complete proof for the existence of the complex structure in 
Teichmiiller spaces of compact surfaces is due to Ahlfors [2J; see also Bers 
[2]. Subsequently Bers ([7J, [8J) introduced complex structure into an arbi­
trary Teichmiiller space by means of the mapping J.1-+ Sf.' 

5.3. A Holomorphic Mapping between Banach Spaces 

The introduction of the complex structure on the Teichmiiller space Ts is 
based on the following result. 

Theorem 5.1. The function 

(5.1) 

which maps the open unit ball B(G) of the space of measurable (-1,1)­
differentials for G into the space Q(G) of holomorphic quadratic differentials 
for G, is holomorphic. 
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PROOF. We have already seen that Q(G) is a Banach space. The ball B(G) is 
an open subset of the Banach space LC0 ( G) of measurable ( - 1, 1 )-differentials 
for G with finite L 00 -norm. Fix p, v E B( G). 

For zEH and CPEQ(G), we set IXAcp) = cp(z). Then A = {IXzIZEH} is a total 
set in the dual of Q(G). We apply condition (ii) of Lemma 5.1 to the function 

w --> s(w) = Sf.+w,IH' (5.2) 

The set U in condition (ii) is now the neighborhood {wllwl < (1 - Ilpll",,)/ 
Ilvll oo } of the origin in the complex plane. Then p + wVEB(G). Furthermore, 
let F = Q(G) and IX = IX z . 

By Corollary 11.3.1 and the Remark following it, the function 

w --> IX z ° S = Sf.+w,llI(z) 

is holomorphic in U for every Z E H. By formula (111.4.4), the function s is 
continuous in U. Hence, by condition (ii) of Lemma 5.1, the function (5.2) is 
holomorphic in U. Using this fact we conclude from condition (i) of Lemma 
5.1 that (5.1) is holomorphic in B(G). 0 

Even though the definition of the complex structure on Ts with the aid of 
the holomorphic mapping (5.1) requires a number of auxiliary mappings, as 
illustrated by the diagram in Fig. 14, the idea is quite simple. The ball B(O, 2) 
of Q(G) plays a distinguished role, because it follows from what was said in 
4.5 that (5.1) has a hoi om orphic section there. In the preimage of B(O, 2) in Ts 
we take [v] --> Sf,IH as a local parameter. Near an arbitrary point [p] of Ts a 
local parameter is obtained if we first map Ts isometrically onto 7;;. in such a 
way that [p] is moved to the origin. An easy verification shows that the 
parameter transformations are biholomorphic. In 5.4 and 5.5 we shall ex­
plain all this in detail. 

5.4, An Atlas on the Teichmiiller Space 

Let us now introduce the auxiliary mappings which are needed in the de­
finition of the complex analytic structure on Ts. For a given p E B(G), we 
again write Gil = {jIl ° g ° (jIl)-llg E G}. As in 4.6, we consider the mapping 
!ill: B(G) --> B(GIl), defined by 

or, in more explicit terms, by 

!i1l(V) = Cv ~ ;V (1::IY)O(jIl)-I. (5.3) 

The function !ill maps B(G) bijectively onto B(GIl). (Application of !ill sim­
ply means transforming the Riemann surface S quasiconformally to the sur-
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Figure 14 

face SJ.I = H'jGJ.I.) From (5.3) and the definition in 5.1 it follows that aJ.l is 
biholomorphic. 

In 4.6 we noticed that the induced mapping rl.J.I' defined by rl.J.I([vJ) = 

[aJ.l(v)J, is a bijective isometry of IS onto Ts" 
For jlEB(G), vEB(GJ.I), we write 

(5.4) 

By Theorem 5.1, this mapping of B(GJ.I) into Q(GJ.I) is holomorphic. 
From the proof of Theorem 4.4 we know that in the ball BJ.I(0,2) = 

{cpEQ(GJ.I)illcpll <2}, the mapping (5.4) has a section O'J.I:BJ.I(0,2)~B(GJ.I), 
defined by 

ZEH. (5.5) 

From (5.5) and the definition in 5.1 we see that 0'1' is holomorphic. 
Let 1! denote the canonical projection of B(G) onto Ts, and ). and AI' the 

Bers imbeddings of Ts and Ts", respectively, into Q(G) and Q(GJ.I). The com­
mutative diagram in Fig. 14 illustrates the mappings introduced here. 

The collection 

(5.6) 

is an open covering of Ts. In fact, VI' is the preimage of BJ.I(O, 2) under the 
homeomorphism 

(5.7) 

of Ts onto T(GJ.I). 

5.5. Complex Analytic Structure 

We shall now prove that the restriction mappings hI' I VI' define a complex 
analytic structure for the Teichmiiller space Ts of the Riemann surface Sand 
that this structure has the expected good properties. The proof does not 
cover the case of a torus; the complex structure of the Teichmiiller space of a 
torus will be introduced in section 6. 
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Theorem 5.2. The atlas 
(5.8) 

defines a complex analytic structllre 011 the Teichmiiller space Ts. The Bers 
imhedding [/IJ ---+ Sf" I H of Ts illto Q( G) is holomorphic with respect to this 
structure. 

PROOF. Assuming that Vp and hp are defined by (5.6) and (5.7), we choose two 
elements III and Ilz of B(G) such that Vp, n VP2 is not empty. In hp,(Vp, n Vp) 
we have 

All mappings on the right-hand side are holomorphic, as we have seen. 
Consequently, as a composition of holomorphic functions, hP2 a h;,1 is holo­
morphic. By changing the roles of III and Ilz we conclude that hl'2 a h;,1 is 
biholomorphic. Hence, (5.8) defines a complex analytic structure for Ts. 

It is not difficult to see that the complex structure we obtained by means 
of the atlas (5.8) is independent of the representation H' /G we used for the 
Riemann surface S. Theorem 5.5 expresses an even stronger result. 

In order to complete the proof of the theorem, we still have to show that 
the Bers imbedding ).: Ts ---+ Q(G) is holomorphic, i.e., that ). a h;1 is holo­
morphic in BI,(O, 2). Now 

Since all mappings on the right are holomorphic, their composition;' a h;1 is 
holomorphic. 0 

We shall now establish further results (Theorems 5.3-5.6) which show that 
(5.8) defines a natural structure. 

Theorem 5.3. The canonical projection 

n: B(G) ---+ Ts 

is holomorphic, and it has local holomorphic sectiol1s everywhere in Ts. 

PROOF. First of all, we have 
hpan = Aparxw 

Since Ap and lip are holomorphic, it follows that n is holomorphic. 
Next, let us consider the mapping 

of Vp into B(G). All functions on the right-hand side are holomorphic. There­
fore, their composition t/lil is holomorphic. From the definitions we infer that 

n a t/lp = identity mapping of Vw 

Consequently, t/lp is the desired section. 

(5.9) 

o 



5. Complex Structures on Tcichmiillcr Spaces 211 

Since !/J11(n(J.1.)) = J.1., we conclude that n is an open mapping. We remark 
that Theorem 5.3 determines the complex analytic structure of Ts uniquely. 

Theorem 5.4. The Bers imbedding J.: Ts -> T(G) is biholomorphic. 

PROOF. Suppose first that Q(G) is finite dimensional. (By IV.5.5, this is the 
case if S is compact; d. also 9.7.) We then conclude directly from Theorem 5.2 
that} is biholomorphic using the theorem by which a holomorphic bijection 
is always biholomorphic in finite dimensional manifolds (Narasimhan [I], 
p.86). 

In the general case, we fix a point sl1 E T(G) and consider Schwarzians 
Sv E T( G) lying close to sl1' Then I = Iv 0111- 1 has a small Schwarzian deriva­
tive in the quasidisc II1(H). One proves that I has a quasiconformal extension 
whose complex dilatation is in B(GI1 ) and depends holomorphically on Sv 

(Bers [9], Theorem 6; cf. the remark at the end of II.5.1). The conclusion is 
that A has a local holomorphic section at sl1' Since A = ),0 n, we deduce from 
Theorem 5.3 that ;, is biholomorphic. 0 

5.6. Complex Structure under Quasiconformal Mappings 

Theorem 2.6 states that the Teichmiiller spaces of quasiconformally equi­
valent Riemann surfaces are isomorphic in the sense that there exists a 
bijective isometry between the Teichmiiller spaces. We can now strengthen 
this result and show that such an isometry can be chosen to be biholo­
morphic. 

Theorem 5.5. Quasico!,!/ormally equivalent Riemann surfaces have isometrically 
and biholomorphically isomorphic Teichmiiller spaces. 

PROOF. Let S = H'/G and S' = H'/G' be quasiconformally equivalent Rie­
mann surfaces. We consider a lift of a quasiconformal mapping of S onto S' 
to a self-mapping of the lower half-plane. There is no loss of generality in 
assuming that the lift is of the form Ill. We have J.1. E B(G). 

The mapping !ill induced by J.1. is now a biholomorphic mapping of B(Gr 
onto B(G'). It induces the mapping !Y./I of Ts onto Ts" The theorem follows 
when we prove that !Y.11 is biholomorphic. 

If n': B(G') -> TS' is the canonical projection, we have 

(5.10) 

Consider an arbitrary element v E B(G). In view of (5.9) and (5.10), we have in 
v,., 

Again, on the right all functions are holomorphic, and SO!Y./I is holomorphic. 
By changing the roles of Sand S' we conclude that !Y.11 is biholomorphic. 0 
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To be quite precise, we have not yet proved Theorem 5.5 for tori, which 
have the complex plane rather than the half-plane as universal covering 
surface. In the next section we shall show that the Teichmiiller space of every 
torus is biholomorphically equivalent to the upper half-plane. 

Theorem 5.5 can be applied to the modular group Mod(S) of Ts , which was 
introduced in 2.7. 

Theorem 5.6. The elements of the modular group Mod(S) are biholomorphic 
automorphisms of the Teichmiiller space Ts. 

PROOF. By Theorem 5.5, a quasiconformal mapping between the Riemann 
surfaces Sand S' induces a biholomorphic isomorphism Ts -> Ts" The ele­
ments of the modular group are such isomorphisms induced by quasi­
conformal self-mappings of S. 0 

We proved in 1.5 that two compact Riemann surfaces are quasiconfor­
mally equivalent as soon as they are homeomorphic. Moreover, we learned 
in IV.5.2 that they are homeomorphic if and only if they have the same genus. 
Therefore, in view of Theorem 5.5, the genus completely determines the Teich­
miiller space of a compact sUlface. The abstract Teichmiiller space corre­
sponding to surfaces of genus p is denoted by Tp. Starting from a specific 
Riemann surface S, as we have done, means fixing the origin in Tp. 

In IV.5.5 we saw that the space of holomorphic quadratic differentials of a 
compact Riemann surface of genus p > 1 has finite dimension 3p - 3. There­
fore, Q(G) can be identified with C3p - 3 , and Tp becomes a complex analytic 
(3p - 3)-manifold. We shall consider this question in greater detail in section 
9 by using another imbedding of Ts into Q(G). In section 6 we shall prove that 
Tl is a complex I-manifold. 

6. Teichmliller Space of a Torus 

6.1. Covering Group of a Torus 

In sections 3-5 we considered Riemann surfaces having the half-plane as a 
universal covering surface. Let us now assume that S is a Riemann surface 
which has the complex plane C as its universal covering surface. If the 
covering group G of Cover S is trivial or cyclic, then all quasiconformal 
images of S are conformally equivalent (cf. IVA.I). Leaving aside these cases, 
which are uninteresting from the point of view of the theory of Teichmiiller 
spaces, we assume that S is a torus, i.e., a compact surface of genus I. By the 
remark at the end of 2.6, the Teichmiiller spaces of different tori are all 
isometrically bijective. 
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The covering group G of IC over a torus consists of translations 

z ---> z + mUJ 1 + nW2, 

where WI and W 2 are complex numbers, Im(w 1Iw 2 ) =I 0, and In and n run 
through all integers 7l. We call the pair (W 1,W2 ) a base of G; the base is said 
to be normalized ifIm(w1Iw2) > O. 

Lemma 6.1. Let (w 1,Wz ) be a base of G. Then (W'I'W~) is a base of G if and 
only if 

UJ'1 = aWl + hw2 , 

where a, b, e, d are integers and 

ad - be = ± I. 

(6.1 ) 

(6.2) 

If (w 1,wzl is normalized, then (W'I'W~) is normalized if and only if ad - be = I. 

PROOF. The validity of (6.1) with integral coefficients is clearly a necessary 
condition. It becomes sufficient if (6.1) can be solved with respect to w I and 
W2 so that WI and Wz are linear combinations of W'I and w~ with coefficients 
in 7l. This occurs if and only if (6.2) holds. 

From (6.1) it follows that 

Im(W'I) = ad - he Im(~) 
w~ \ewl/wz + d\z wz ' 

(6.3) 

Assuming that (6.2) is true we see that Im(wl/wz) and Im(w'l/w~) are simul­
taneously positive if and only if ad - be = I. 0 

Consider the elliptic modular group r which consists of the restrictions to 
H of all Mobius transformations 

az + b 
z ---> --­

ez + d 

where a, b, e, d are real integers and ad - be = 1. By (6.3) the group r acts 
on H. 

The group r contains elliptic transformations. These are of two types. 
Either they are conjugates of the mapping z ---> -liz, which has the fixed 
point i in H. These transformations are of period 2. Or they are conjugates of 
z ---> - I/(z + 1), which has the fixed point -1/2 + iJ3/2 in H, and are then 
of period 3. Even though r is not fixed point free, it is not difficult to prove 
that r acts properly discontinuously on H. (For more details about the 
properties of r we refer to Lehner [I], pp. 87, 99, and 139.) By Theorem 
IV.3.2 and the remark following it, the quotient H/r is a Riemann surface. 

Let S = IC/G be a torus and (WI' wz) a normalized base of G. We conclude 
from Lemma 6.1 that if (w;, w~) is a pair of non-zero complex numbers, then 
(}.w; ';'w~) is a normalized base of G for a ;, =I 0 if and only if w; /w; is 
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equivalent to Wl jW2 under the modular group r. Hence every torus can be 
represented as a point of the Riemann surface Hjr. 

6.2. Generation of Group Isomorphisms 

Theorem 1.3 says that if S is a Riemann surface which admits a disc as its 
universal covering surface and for which the covering group is not elemen­
tary, then the only conformal deformation of S onto itself is the identity 
mapping. For tori the situation is quite different: 

Lemma 6.2. Let S be a torus and p and q arbitrary points of S. Then there is a 
conformal mapping f: S -+ S homotopic to the identity such that f(p) = q. 

PROOF. Let n: IC -+ S = ICjG be the canonical projection and zEn-I {p}, WE 

n-1 { q}. A translation commutes with every g E G. Therefore, the mapping 
, -+ , + t(w - z) can be projected to a conformal mapping it: S -+ S for every 
t,O :s; t :s; 1. As t varies from 0 to I, we obtain a homotopy from the identity 
mapping to fl = f, and f(p) = q. 0 

Lemma 6.2 tells us that in studying the Riemann space Rs and the Teich­
miiller space Ts of a torus we can restrict ourselves to mappings cp: S -+ S' 
which are normalized by a condition cp(p) = p', PES, p' E S'. If n: IC -+ Sand 
n': IC -+ S' are the canonical projections and we take p = n(O), p' = n'(O), then 
cp has a unique lift f: IC -+ IC with the property f(O) = O. We call such a lift f 
normalized. A normalized f induces an isomorphism of G onto G' under 
which the transformation z -+ z + mW I + nW2 maps to z -+ z + mf(w l ) + 
nf(w2)· 

In the case of tori it is easy to show that every isomorphism between G and 
G' can be generated in this manner. 

Theorem 6.1. Let S = ICjG and S' = ICjG' be tori and 8: G -+ G' an isomor­
phism. Then there is a homeomorphism of S onto S' which induces 8. 

PROOF. Let (W I,W2) be a base of G and suppose that (W I,W2) -+ (W'I'W~) 

under 8. Consider the affine transformation a which fixes 0 and maps Wj to 
wi, i = 1,2. Then a determines 8, and it projects to a homeomorphism of S 
onto S'. 0 

Let cp: S -+ S' be a homeomorphism with a normalized lift f such that 
f(w j ) = wi, i = I, 2. If h = f 0 a-I, then h(z + wi) = h(z) + wi. From this we 
conclude that h is sense-preserving (Theorem IV.3.5). Hence f and a are 
simultaneously sense-preserving. 

Let r = Wl jW2, r' = w~jw;. If r' "# r, then 

a(z) = ).(z + /12). (6.4) 
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Direct calculation shows that 

I r' - r I 1111 = -,-_ . 
r - r 

(6.5) 

Suppose that (W I ,W2 ) is a normalized base of G, i.e., that 1m r > O. By (6.5), 
we then have 1m r' > 0 if and only if 1111 < 1. But 1111 < 1 is equivalent to rx 
being sense-preserving. It foliows that cp is sense-preserving if and only if 
Im(f(wd/f(w2)) > O. If r' = r, then cp is sense-reversing and Im(f(w l )/ 

f(w 2 )) < O. 
If 1111 < 1, then (6.4) defines a quasiconformal mapping. Since the projec­

tion of a quasiconformal rx is quasiconformal, it follows that ali tori are 
quasiconformaliy equivalent. We also conclude from the proof of Theorem 
6.1, by use of Theorem IV.3.5, that to every sense-preserving homeomor­
phism cp between two tori Sand S' there is a quasiconformal mapping of S 
onto S' which is homotopic to cpo (This is a new proof of Theorem 1.5 for 
tori.) 

6.3. Conformal Equivalence of Tori 

Let S = C/G and S' = C/G' be two tori and (wl,W Z ) a base of G. We first 
show that Sand S' are conformaliy equivalent if and only if there is a 
complex number), #- 0 such that (AWIJW Z ) is a base of G'. 

In fact, if Sand S' are conformaliy equivalent, then by Lemma 6.2 there 
is a conformal map of S onto S' whose lift f: C -> C is normalized. Since f 
is a conformal self-mapping of C with f(O) = 0, we have f(z) = ),z. Then 
f(Wi) = AW;, and so (AWl Jw 2 ) is a base of G'. Conversely, if (J,w l , AWz ) is a 
base of G', then the projection of z -> AZ is a conformal mapping of S onto S'. 

Theorem 6.2. Let S = CjG and S' = C/G' be tori and (w I' wz) and (W'l' w~) 
normalized bases of G and G'. Then Sand S' are conformally equivalent if and 
only if the points w)wz and W'l/W~ are equivalent under the elliptic modular 
group. 

PROOF. We just showed that Sand S' are conformally equivalent if and only 
if there is a A#-O such that (J,w l , ),wz) is a base of G'. From what we said 
at the end of 6.1 it follows that this is the case if and only if the points wl/W Z 

and w~/w; are equivalent under the eliiptic modular group. 0 

Theorem 6.2 provides a model for the Riemann space Rs of tori. We 
conclude from it that Rs can be mapped bijectively onto the quotient of the 
upper half-plane H by the modular group r. The mapping x: Rs -> H/r is 
obtained if we fix a normalized base (WI' w z) for the covering group of Cover 
S and set X(p) = [f(wd/f(w 2 )] for PERs,fEp. 

Repeated application of the reflection principle shows the existence of a 
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"modular" function J, which is holomorphic in H, maps H onto C, and is 
automorphic with respect to the group r. By using J we can identify H/r 
with the complex plane (Lehner [1], pp. 4-5). 

Let f be a conformal self-mapping of S. The lift of f to C is then of the form 
z -> h + constant. If ). = lor). = -1, then conversely, the projection of 
z -> ± z + constant is a conformal self-mapping of S. These are the trivial 
conformal self-mappings of a torus. 

In certain exceptional cases, a torus admits other conformal self-mappings. 
We deduce from the preceding considerations that z -> h projects to a con­
formal self-mapping of S for some ). i= ± 1 if and only if w!/w 2 = h(w!/w2 ) 

for a transformation hEr different from the identity mapping. In other 
words, w!/w2 must be a fixed point of an elliptic transformation hEr. As 
stated before, there are two possibilities. First, h is a transformation of period 
2, i.e., a conjugate of z -> -1/z. Then (w!, w 2 ) can be chosen such that the 
fundamental parallelogram with the vertices 0, W!, W! + W 2 , W 2 is a square, 
and ). = ± i. Second, h is of period 3, i.e., a conjugate of z -> -1/(z + 1). In 
this case there is a fundamental parallelogram which again has sides of equal 
length but the angles are 7[/3 and 27[/3, and ). = ± 1/2 ± iJ3/2. These are the 
only cases in which a torus admits non-trivial conformal self-mappings. 

The rest of this section is concerned with showing that the Teichmiiller 
space Ts of a torus is isomorphic to the hyperbolic upper half-plane (or to the 
unit disc). It follows, in particular, that the Teichmiiller space of a torus is 
branched over the Riemann space at points which correspond to the fixed 
points of r or, what is the same, which correspond to symmetric tori admit­
ting non-trivial conformal self-mappings. 

6.4. Extremal Mappings of Tori 

We obtain a key to the properties of the Teichmiiller space of a torus by 
studying mappings which are extremal in a homotopy class. The following 
basic result is due to Teichmiiller ([1], p. 31). 

Theorem 6.3. In each homotopy class of sense-preserving homeomorphisms 
between tori there is a mapping whose lifts are affine and which is extremal, i.e., 
which has smallest maximal dilatation. Having affine lifts or being extremal 
determines the mapping uniquely up to conformal mappings homotopic to the 
identity. 

PROOF. Let S = C/G and S' = C/G' be tori, and consider mappings in a given 
homotopy class of sense-preserving homeomorphisms of S onto S'. By Lemma 
6.2 and the fact that conformal self-mappings of C are affine, we may restrict 
ourselves to mappings with normalized lifts. Let F denote the class of these 
normalized lifts. 
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Fix a normalized base (W I ,W2) of G. There exists a normalized base 
(w~, w;) of G' such that F is the class of self-homeomorphisms I of I[ 
satisfying 1(0) = ° and 

I(z + mW I + IlW2) = I(z) + mw~ + IlW; (6.6) 

for all z E I[ and m, Il E 71. This follows from Theorem IV.3.5, in view of the fact 
that the identity is the only inner automorphism of G'. Clearly, there is a 
unique affine mapping w in F. 

Let IEF be K-quasiconformal, and set Ik(Z) = I(kz)/k, k = 1,2, .... Then 
every IkEF is K-quasiconformal. From (6.6) we conclude that for k -> 00, the 
mappings Ik converge to w, uniformly in the euclidean metric. By Theorem 
1.2.2, the maximal dilatation of w is at most K. It follows that the projection 
of w is extremal in the given homotopy class. 

We now prove that there are no other extremals in this homotopy class. 
There is no loss of generality in assuming that w is a stretching in the direc­
tion of the real axis, or more precisely, that w(x + iy) = Kx + iy, K ;::: 1. In 
fact, this normalization can be obtained by suitable conformal self-mappings 
of 1[, which do not change the maximal dilatation. Note that K is the maxi­
mal dilatation of w. 

Let I be an extremal mapping competing with w. We prove that 1= w. 
Since 1- w has the periods WI and W 2 , there is a positive number L such that 

I/(z) - w(z)1 ::s; L (6.7) 

for every z E IC. Since I is absolutely continuous on lines, we infer from (6.7) 
that for every r > 0, 

tl/AX + iy)ldx ~ It/Ax + ;Y)dxl;::: Kr - 2L 

for almost all y E [0,1']. If Q = {(x, y)IO ::s; x ::s; 1', ° ::s; Y ::s; r}, it follows that 

I tllxldXdY ~ Kr2 - 2Lr. 

As r -> 00, the number of period parallelograms meeting Q is of the order 
of magnitude 1'2(1 + 0(1 ))/m(P), where m(P) is the area of the period paralle­
logram P. Hence, 

Kr2 - 2Lr ::s; Ilxl dx dy. r2(1 + 0(1)) If 
m(P) p 

Letting r -> 00 we obtain 

Km(P)::S; I tllxldXdY. 

As an extremal, I is K-quasiconformal. Therefore, IIxl 2 ::s; KJ a.e., where J 
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is the Jacobian of f (cf. I.3.4). Application of Schwarz's inequality yields 

KZ(m(P))z ::;; m(P) f t If"l z dx dy ::;; Km(P)m(f(P)). (6.8) 

Because f(P) and w(P) are fundamental domains of G' with boundaries of 
measure zero, m(f(P)) = m(w(P)) = Km(P). We see that equality holds every­
where in (6.8), and so 

If)z)I Z = KJ(z) (6.9) 

almost everywhere. 
We write fx = of + af, J = lofl z - lafl z. From (6.9) we first conclude that 

lof + afl = lofl + lafl a.e., and then that the complex dilatation aflofequals 
a.e. (K - 1)/(K + 1). Thus f is affine, hence f = w, and the theorem is proved. 

o 

6.5. Distance of Group Isomorphisms from the Identity 

Let us represent the torus S = C/G as the point wllwz of the upper half­
plane, where as before (WI' wz) is a normalized base of G. We recall that if we 
change (wl,W Z) to another normalized base ('1I''1Z) of G, then '11 = aWl + 
bwz and '12 = eW I + dw z for a, b, e, dE 71. with ad - be = 1. This implies that 
'111'1z is the image of wllwz under the Mobius transformation z --+ h(z) = 

(az + b)/(ez + d) belonging to the elliptic modular group r. 
Let S' = C/G' be another torus and 8: G --+ G' a given isomorphism. 

If 8 is induced by a sense-preserving homeomorphism cp: S --+ S' with a 
normalized lift f, the numbers f(w l ) and f(w z) do not depend on the partic­
ular choice of cp (and hence of f). Also, if ('1I''1Z) and h are as above, it 
follows that f('1dlf('1z) = h(f(wdlf(wz)) for the same h; this is seen from 
f(mw i + nwz) = nif(wd + n!(wz), m, n E 71.. We conclude that the hyperbolic 
distance in the upper half-plane between the points wllwz and f(wdlf(wz) 
depends solely on the isomorphism 8, not on the base used for G nor on the 
choice of the generator f. We denote this distance by bo. It measures how 
much 8 deviates from the isomorphisms induced by conformal mappings. 

Lemma 6.3. Let 8: G --+ G' be an isomorphism generated by a normalized K­
quasieonformal mapping f. Then 

bo ::;; t log K. (6.10) 

Equality holds if and only iff is the affine transformation generating 8. 

PROOF. Let w be the affine normalized mapping which generates 8. If w(z) = 

).(z + /12), we see from (6.5) that 1/11 = Ir' - ri/lr' - fl, where r = wllwz, 
r' = w(w l )/w(wz). Hence, if K is the maximal dilatation of w, 



6. Teichmiiller Space of a Torus 219 

I K - I 1 + 1111 _ I Ir' - fl + Ir' - rl _ 2" og - og--- - og - Uo. 
1 - 1111 I r' - r I - I r' - r I 

Consequently, (6.10) holds as an equality for the affine mapping. Inequality 
(6.10) and the "only if" part of Lemma 6.3 follow from Theorem 6.3. 0 

6.6. Representation of the Teichmiiller Space of a Torus 

Let us start again from a fixed torus S = C/G and from a normalized base 
(wl,WZ) of G. Let p be a point of the Teichmiiller space Ts. In considering 
representatives of p we may restrict ourselves to mappings cp of S which have 
a normalized lift f; this follows from Lemma 6.2. We take such a cp E P and set 

We show that tf; is a well defined mapping of Ts. Let us consider another 
mapping cp' E P with the normalized lift f'. Then there is a conformal map 
(J: cp'(S) --+ cp(S) with a normalized lift such that (J 0 cp' is homotopic to cp. 
The lifts of cp and (J 0 cp' induce the same group isomorphism. But the lift 
of (J is of the form Z --+ AZ, and so f(w;) = Af'(W;), i = 1, 2. This shows that 
f(wdlf(w z) does not depend on the choice of cp E p. From the discussion 
after Theorem 6.1 it follows that the image point tf;(p) lies in the upper 
half-plane H. 

The change of (WI' w z) to another normalized base of G means that tf; is to 
be replaced by h 0 tf;, where h is an element of the elliptic modular group. This 
follows from what was said in 6.5 before Lemma 6.3. 

Theorem 6.4. The mapping tf;: Ts --+ H, defined by 

tf;([cp]) = f(wdlf(w z), (6.11 ) 

where f is the normalized lift of cp, is a bijective isometry of Ts onto the upper 
half-plane furnished with the hyperbolic metric. 

PROOF. The mapping tf; is injective: If tf;(pd = tf;(pz), there are mappings 
CPi E Pi' i = 1,2, whose normalized lifts;; satisfy the equations fl (w;) = )!z (w;), 
i = 1, 2. If Z --+ AZ = s(z), then fl and s 0 j~ determine the same group isomor­
phism. It follows that their projections cp I and (J 0 cpz are homotopic. Here (J, 

as the projection of s, is conformal, and so PI = Pz. 
The mapping tf; is surjective: Given a point Z E H, we choose an arbitrary 

non-zero complex number w;. After this we set w~ = zw;. By Theorem 6.1, 
there is a homeomorphism cp of S whose lift f is normalized and has the 
properties f(w;) = w;, i = 1,2. From the discussion following Theorem 6.1 it 
follows that cp is sense-preserving. It determines a point pETs, and we see 
that tf;(p) = z. 

The mapping tf; is an isometry: Given two points Pi E Ts, i = 1,2, consider 
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their representatives <Pi with the normalized lifts .r;. Let <P: <PI (S) -> <P2(S) be 
the extremal in the class of quasiconformal mappings homotopic to <P2 0 <PII 
and having normalized lifts. For the Teichmiiller distance TS we then have 
Ts(PI,P2) = ~logK, where K is the maximal dilatation of <po On the other 
hand, if I is the normalized lift of (P, it follows from Lemma 6.3 that ~ log K 
is equal to the hyperbolic distance of the points II (wdlfl (W2) and fUdwd)/ 
fUI (w2))· But I 0 II induces the same group isomorphism as 12' and so 
fUI (Wi)) = 12 (Wi), i = 1,2. Thus the Teichmiiller distance Ts(PI' P2) coincides 
with the hyperbolic distance between If;(pd and tJ;(P2), and the theorem is 
~~. 0 

We know that every equivalence class [<p] has a representative whose lift I 
is an affine transformation, -> , + z(; here the (constant) complex dilatation 
z is of absolute value < 1 and depends only on [<p]. This fact makes it 
possible to express (6.11) in an explicit form. If we denote the point [<p] by 
[z], we obtain 

tJ;([z]) = WI + ~IZ. 
W 2 + w 2 z 

(6.12) 

The expression (6.12) leads to a simple representation of the Teichmiiller 
space of a torus. 

Theorem 6.5. The mapping 

[z] -> z (6.13) 

is a hijective isometry 01 the Teichmiiller space Ts onto the hyperbolic unit disc 
D. 

PROOF. The theorem follows immediately from the fact that (6.12) is a bijec­
tive isometry of Ts onto the hyperbolic upper half-plane. 0 

6.7. Complex Structure of the Teichmiiller Space of Torus 

By Theorems 6.4 and 6.5, the Teichmiiller space of a torus is a complex 
I-manifold. We now introduce a complex analytic structure for Ts by means 
of the mapping (6.13). The use of (6.11) would of course lead to the same 
structure, because z -> tJ;([z]) is a conformal mapping. 

It follows that the Teichmiiller spaces of tori are not only isometrically but 
also biholomorphically equivalent. We show that a quasiconformal mapping 
always induces such an equivalence. Recall that any two tori are quasi­
conformallyequivalent. 

Theorem 6.6. Let Sand S' he tori and w: S -> S' a quasicollformal mapping. 
Then the bijective isometry [<p] -> [<p 0 W -I] 01' Ts onto Ts' is biholomorphic. 
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PROOF. The isometry depends only on the homotopy class of w. Therefore, by 
Theorem 6.3, there is no loss of generality in assuming that w has a lift 
, -> 1_(' + J.l~). 

We may assume that the lift of cp is ,->, + z~. Then cp 0 w- I has the 
complex dilatation eiO(z - Il)/( 1 - jiz), where e = 2 arg X It follows that 
[cp] -> [cp 0 w- I ] induces the conformal self-mapping z -> eiB(z - J.l)/(I - jiz) 
of the unit disc. 0 

By Theorem 6.6, which completes the proof of Theorem 5.5, we can speak 
of the complex analytic structure of the abstract Teichmiiller space TI of tori. 

It is of particular interest that under the mapping (6.13), which defines the 
complex analytic structure for TI , the Teichmiiller metric agrees with the 
hyperbolic metric of the unit disc. In Teichmiiller spaces Tp , P > 1, connec­
tions between the metric and the complex analytic structure will be studied 
in 9.5 and 9.6. 

Another interesting result is the concrete model we obtain for the modu­
lar group Mod(S) of Ts. It follows from our considerations that two points 
PI and P2 of Ts are equivalent under Mod(S) if and only if their images 
I/I(pd and I/I(P2) in H are equivalent under the elliptic modular group r. In 
fact, h -> 1/1-1 0 h 0 1/1 is an isomorphism of r onto Mod(S). (Cr., also, the 
isomorphisms Rs ~ H/r and Ts ~ H with Theorem 2.7, which says that 
Rs ~ Ts/Mod(S).) 

The isomorphism Mod(S) ~ r exhibits the discontinuous nature of 
Mod(S). The discontinuity of Mod(S) is true of all compact surfaces S but 
more difficult to prove if the genus of S is > 1 (Kravetz [I], Abikoff [2]). 

For every Mobius transformation g which maps H onto itself, 1/1-1 0 g 0 1/1 
is a biholomorphic self-mapping of Ts. It follows that the modular group is a 
proper subgroup of the full group of biholomorphic automorphisms of the 
Teichmiiller space of a torus. In Tp , p > 1, the situation is different, as we 
shall see in 9.6. 

7. Extremal Mappings of Riemann Surfaces 

7.1. Dual Banach Spaces 

Having discussed the Teichmiiller space of a compact Riemann surface of 
genus 1, we shall now focus our attention on compact surfaces whose genus 
is greater than 1. Their Teichmiiller spaces are not as accessible as the space 
of a torus, because we no longer have a simple explicit representation for the 
covenng group. 

In order to get an insight into the properties of Teichmiiller spaces of 
compact surfaces, we shall study in this section and in section 8 the extremal 
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quasiconformal mappings whose maximal dilatations determine the distance 
between points in the Teichmiiller space. This is equivalent to considering 
mappings which are extremal for given boundary values. Some preliminary 
remarks were made in I.5.7 and in 2.2 and 3.7 of this chapter. 

A good part of our considerations can be done in the general setting. 
The special case of compact surfaces will not be taken up until the last sub­
section 7.8. 

Let S be a Riemann surface whose universal covering surface is conformal­
ly equivalent to a disc. In this section, we take the universal covering surface 
to be the unit disc D. As before, G denotes the covering group of Dover S. 

We shall derive a necessary condition satisfied by the complex dilatation of 
the extremal mapping. The condition will be in terms of notions related to 
U-spaces. First, we introduce the space L OO(G) of all bounded measurable 
(-1, I)-differentials of G. As we have noted before L OO(G) is a complex 
Banach space in which the Beltrami differentials of G form the open unit ball. 

Next we consider quadratic differentials of G, i.e., measurable functions 
qJ on D which satisfy the condition (qJ 0 g)g'2 = qJ for g E G. We define the 
L1-norm 

[[qJ[[ = L [qJ[, 

where N is a Dirichlet region for G. Since [qJ[ is a (1, I)-differential of G (cf. 

IV.1.4), this norm is independent of N. The linear space U(G) of quadratic 
differentials of G with a finite U-norm is also a Banach space. 

If J.l E L OO( G) and qJ E U (G), the integral of the product J.lqJ is well defined on 
S (cf. IV. 1.4). We write 

A/l(qJ) = L J.lqJ. 

Because {J.l[N[J.lELOO(G)} and {qJ[N[qJEU(G)} coincide with the L'0_ and 
Ll-spaces of N, it follows from standard results on U-spaces that the map­
ping J.l-> )'/l is an isomorphism of L OO(G) onto the dual of U (G) (cf. Dunford­
Schwartz [IJ, p. 289). 

7.2. Space of Integrable Holomorphic Quadratic 
Differen tials 

Let A(G) denote the subspace of Ll(G) whose functions are holomorphic. The 
set A(G) is closed in Ll (G). For if Dr = D(zo, r) = {zl[z - zo[ < r} is contained 
in D and qJ E A(G), then by the mean value theorem for analytic functions, 

[qJ(zo)[ = ~If qJ I s ~f [qJ[. 
nr Dr nr Dr 

(7.1 ) 

It follows, since {g(N)[gE G} is locally finite in D, that if qJlI E A(G) and qJlI -> qJ 
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in U(G), then (choosing q> suitably from its equivalence class) q>n -> q> locally 
uniformly in D. Hence, the limit q> is holomorphic. We infer that A(G) is a 
Banach space. 

Let <D be a bounded set in A(G). From (7.1) we see that the functions q> E <D 
are locally uniformly bounded in absolute value in D. Consequently, <D is a 
normal family, and so every sequence of functions q>n E <D contains a sub­
sequence (q>n) which converges locally uniformly in D to a limit function q>. 

It follows from Fatou's lemma that 

II q> II ~ lim inf II q>n, II· (7.2) 
i-oo 

The functions q>n, are said to converge weakly to q> in A(G), i.e., the norms of 
q>n, are uniformly bounded and lim q>n, = q> locally uniformly in D. 

Convergence of a sequence in A(G) implies its weak convergence, whereas 
the converse is not always true. 

In 4.2 we introduced the Banach space Q(G) consisting of holomorphic 
quadratic differentials of G for which the hyperbolic sup-norm 

II q> Ilq = sup 1q>(z)I/I](z)2 
ZE N 

is finite. If S is compact, the spaces A(G) and Q(G) have the same elements: In 
this case the closure of N lies in D so that every holomorphic quadratic 
differential of G has a finite U-norm and a finite hyperbolic sup-norm. 

In certain other cases we can readily compare the spaces A(G) and Q(G). 
Writing 1q>1 = 1]2(1q>1/1]2) and integrating over N, we obtain the inequality 

LIq>1 ~ ISIIJIIq>llq, 

where ISlh denotes the hyperbolic area of S (cf. IV.3.6). Hence, if this area is 
finite, then Q(G) c A(G). 

On the other hand, it follows from (7.1) that 

n(1 - IzI)21q>(z)1 ~ LIq>I. 

Hence, if G is trivial, then A(G) c Q(G). The example q>(z) = (1 - Z)-2 shows 
that A (G) is properly contained in Q( G). 

7.3. Poincare Theta Series 

There is a classical method for producing quadratic differentials from analy­
tic functions. If f is holomorphic in D, then 

8f = L (.f 0 g)g'2 
gEG 

is called a Poincare theta series of.f. 
Let A(I) denote the space A(G) in case G is the trivial group, i.e., A(J) 

consists of functions holomorphic and integrable in D. 
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Theorem 7.1. The mapping f --> 8f is a continuous, linear surjection of A(1) 

onto A(G) of norm::;; 1. 

PROOF. Let fEA(I), zoED, and r = (1 -lzol)/3. T~ere exist _G-equivalent 
Dirichlet regions N 1 , ... , Nk such that D(zo,2r) c Nl U .. , U Nk • For every 
z E D(zo, r) we have 

nr2 JG If(g(z))llg'(zW ::;; JG Lr(z) If 0 gllg'12 

::;; g~G j~ Lj If 0 gllg'12 = j~ JG LNj) If I = k L If I < 00, 
where (7.1) yields the first inequality. It follows that L9EG Ifogllg'12 is locally 
uniformly convergent in D. 

From this we conclude that 8f E A(G). Also, 

118fll = f 18fl::;; L f Ifogllg'12 = L f If I = Ilfll. 
N 9 E G N 9 E G g(N) 

This implies continuity of the mapping f --> 8j; since its linearity is clear. To 
prove surjectivity requires more analysis, and we refer to Lehner [2]. 0 

If J.1EL'" and fEU in D, then 

f J.1f= L f J.1f= L f (J.1og)(fog)lg'1 2. 
D 9 E G g(N) 9 E G N 

Hence, for J.1 E L OO(G) and f E A(l), we arrive at the relation 

LJ.1f= LJ.18f , 

which will have applications later. 

7.4. Infinitesimally Trivial Differentials 

(7.3) 

Let N(G) denote the subset of L ""(G) which is orthogonal to A(G), i.e., for 
whose elements J.1, 

LJ.1<p = 0 

for every <P E A(G). Clearly N(G) is a closed linear subspace of L X(G). Differ­
entials which belong to N(G) are called infinitesimally trivial. 

Let us extend all functions J.1EL""(G) to the plane by setting J.1(z) = 0 
outside D. We denote by fJi the quasiconformal mapping of the plane which 
has complex dilatation J.1 and is so normalized that 

lim (fJi(z) - z) = o. 
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Then /1 determines f/J uniquely, and f/J is conformal in E = {z Ilzl > 1}. As 
before, we use the notation s/J = Sf,IE for the Schwarzian derivative. 

In section 4 we studied extensively the mapping [/1] -> s/J of the Teichmiiller 
space into the space Q(G) of quadratic differentials; the different choice for 
the universal covering surface and for the normalization of f/J which we have 
made here is of course unessential. We called a differential /1 trivial if it 
determines the origin of Ts. Trivial differentials /1 can also be characterized by 
the property that the Schwarzian derivative s/J vanishes identically. Infinite­
simally trivial differentials admit a similar characterization. Note that if 
/1EL"'(G) and w is a complex number, then W/1 is a complex dilatation 
whenever Iwi < 1/11/111"". 

Theorem 7.2. A differential /1 is infinitesimally trivial if and only if 

lim sW/J(z) = 0 
w-o \-v 

for every z E E. 

PROOF. In 1.4.4 and 11.3.2 we established the representation formula 

c>j 

fW/J(z) = Z + L an(z)wn, 
n=1 

with 

1 If /1(0 adz) = T/1(z) = - - -v - d~ dry. 
n D~-Z 

From this we obtain by straightforward computation 

lim sW/J(z) = a~'(z) = -~ If v/1(O 4 d~ dry, 
w-o w n D(~-Z) 

because we are now dealing with points z for which Izl > 1. Hence 

I· s"'l'(z) _ ~ b 7-(n+4) 
1m - ~ n~ , 

w-O"" n=O 

where 

b (n+l)(n+2)(n+3)If (V)VndYd 
n = -~~. p ~ ~ ('1· 

n D 

Therefore, the theorem follows if we prove that 

I L p(()(" d~ dry = 0, n = 0, 1,2, ... , 

if and only if /1 E N (G). 
If en is the e-series for f(z) = zn, then by formula (7.3), 

(7.4) 



226 V. Teichmiiller Spaces 

f Iv Ii(O(" d~ d'1 = f L Ii(00n (O d~ d'1. 

By Theorem 7.1, the function 0 n is an element of A(G). Hence, if IiEN(G), 
then (7.4) follows. 

Conversely, if (7.4) holds, it follows from an approximation theorem of 
Carleman [IJ that Ii is orthogonal in D to all functions f E A(1). Formula (7.3) 
then shows that Ii is orthogonal in N to all functions 0f with f in A(1). By 
Theorem 7.1, every element of A(G) is of this form, and so Ii E N(G). D 

A slight modification of the above proof gives the following result: A 
differential Ii is infinitesimally trivial if and only if Tii vanishes identically in E. 

In section 5 we studied the function Ii-> A(Ii) = sl' in the unit ball B(G) of 
L OO(G) and proved that it is hoi om orphic. It follows that A has a derivative 
DA(Ii) for every Ii E B(G) (cf. the definition in 5.1). Direct computation shows 
that 

DA(O)(Ii) = lim SWI' . 
w-+o W 

Hence, Theorem 7.2 says that the set of infinitesimally trivial differentials of G 
is the kernel of the mapping DA(O). 

In this section we shall use the class N(G) for studying extremal mappings, 
but infinitesimally trivial complex dilatations are also met in connection with 
other problems in the theory of Teichmiiller spaces. Their importance was 
noticed already by Teichmiiller, and they were utilized by Ahlfors and Bers 
in their studies regarding the complex structure of Teichmiiller spaces. For 
information about the class N(G) in the Teichmiiller theory we refer to the 
surveys Royden [2J, Earle [2J, and Kra [2]. 

7.5. Mappings with Infinitesimally Trivial Dilatations 

If the complex dilatation of fl' is in N(G), we can improve the estimate 
Ilsl'llq:::; 6111i1lcv derived in II. 3.3. 

Theorem 7.3. IffI' has an infinitesimally trivial complex dilatation, then 

II Sf,iE Ilq :::; 611/111~. 

PROOF. Fix a point Z E E and consider the holomorphic function 

w -> I/J(w) = (lzl 2 - 1}2SfwI'/III'IIr (z) 

(7.5) 

in the unit disc. It follows from Theorem 7.2 that I/J has a zero of order at least 
2 at the origin. Application of Schwarz's lemma to I/J, which is bounded in 
absolute value by 6, yields therefore 
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It{I(w)1 ~ 61w12. 

Setting w = II f.111 OC' we get back our function Ill' and the estimate (7.5) follows. 
D 

Equality can hold in (7.5). To prove this consider the mapping I defined by 
I(z) = z + k2/Z for Izl ?: 1 and I(z) = z + 2k(lzl - 1) + k2z for Izl < 1, ° ~ 
k < 1. Then I = III is a quasiconformal mapping of the plane with f.1(z) = ° in 
E and f.1(z) = kz/lzl in D. We see that 

f L f.1(z)zn dx dy = k I J:" (rei'!')"+! dr dcp = 0, n = 0,1, .... 

It follows that f.1 is in N(G) for the trivial group. Furthermore, 11f.11100 = k and 

lim(lzl2 - 1)2ISj(z)1 = 6k 2 • 

We shall now apply Theorem 7.3 to prove an auxiliary result about infini­
tesimally trivial dilatations, which will come into use in what follows. 

Lemma 7.1. Let v E N(G) and II v II 00 < 2. ThenJor ° ~ t ~ 1/4, there is a u(t) E 

[tv] such that II u(t) II 00 ~ 12t2 . 

PROOF. By Theorem 7.3, 

IISj"IEll q ~ 24t2 . 

For ° ~ t ~ 1/4, we have 24t 2 < 2. Hence by formula (4.6), there is a complex 
dilatation u(t) E [tv] for which 

D 

7.6. Complex Dilatations of Extremal Mappings 

Fix a point pETs and consider the family {.fill f.1 E p}; here .fIl fixes the points 
1, i, -1. In other words, we consider all quasiconformal self-mappings of D 
whose complex dilatations are in L OC>(G) and which agree with an III on aD. 
As has been noted repeatedly, this family contains one or more extremal 
mappings, i.e., mappings with the smallest maximal dilatation (Theorem 2.1). 

The proof of the following lemma uses ideas applied by Krushkal [1] to a 
special case and later elaborated by Reich and Strebel [1]; see also Reich [1]. 

Lemma 7.2. Let III be extremal in its equivalence class. II f.1- KEN(G), then 

11f.1llro ~ IIKlioo-

PROOF. Set 11f.11100 = k, IIKllo-: = k 1 • We assume that kl < k and prove that.fll 
cannot then be extremal. 
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Writing v = J.l - K, we first prove that for all sufficiently small positive 
values of t, 

has a smaller maximal dilatation than f~. Using Lemma 7.1 we shall then 
correct the boundary values of fA and still keep the maximal dilatation 
smaller than that of f~. 

Direct calculation gives 

1).(01 = = 1J.l(z)1 - Re(J.l(z)V(z))t + G(t2). (7.6) I J.l(z) - tv(z) I 1 - 1J.l(zW 

1 - tJ.l(z)v(z) 1/1(z)1 

Here' = 1"(z), and the remainder term G(t2) is uniformly bounded in z. 
Write EI = {zEDIIJ.l(z)1 < (k + kd/2}, E2 = D\E I . In E I , 1J.l(z)1 is strictly 

less than k. By (7.6), there are positive num bers 6 1 and t I , such that for z EEl' 
1)·(01 < k - 61 t ift < tl' In E2 , 

1 - 1J.l1 2 1 
--IJ.l-I- Re(J.lv) ~ (1 - 1J.l1 2 )(lfll - IKI) ~ 2:0 - e)(k - k l )· 

From this and (7.6) we deduce that there are positive numbers 62 and t 2 , such 
that for zEE 2 , 1).(01 < k - 62 t if t < t 2 . If 6 = min(6 1 ,6 2), to = min(tl,t2)' 
we thus have 

for t < to, at every point' E D. 
The mapping f A need not agree with f ~ on the boundary. But if (l(t) is as 

in Lemma 7.1, then r = r' o f<1(t) has the same boundary values as f~. We 
have 

11).110) + 11(l(t)II"" k - 6t + 12t2 

Ilrll", ~ 1 - 11(l(t)lloo < 1 - 12t2 

Hence, for t small enough, II r II cY~ < k = II J.l1I oc' and the lemma is proved. 0 

With the aid of this lemma, the desired characterization of extremal com­
plex dilatations can be readily given. Let us assume that J.lECD(G) and 
cP E A(G). We write 

and denote by 

IIflI16 = sup{III'{(p)llllcpll = 1} 

the norm of J.l as an element of the dual space of A(G). If G is the trivial group, 
this "dual" norm is denoted by II fill * . Obviously, II flI16 ~ II fill Xc' 

We are now ready to prove the main result about extremal complex dilata­
tions (Hamilton [IJ, Krushkal [IJ). 
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Theorem 7.4. If fll is extremal in its equivalence class, then 

Illlll~ = Ilfllloc· (7.7) 

PROOF. By the Hahn- Banach extension theorem (Dunford-Schwartz [IJ, p. 
63), there is a linear functional ), in U(G) with ),IA(G) = III and !I). II = Ilflll~· 
From what was said in 7.1 we deduce the existence of a K E L 00 (G), such that 
).(cp) = jKCP and 11).11 = IIKII,,"· Since Ilflll~:s; Ilflll>'), we have to prove that 
II flll CD :s; II K II Xc· 

From J.IA(G) = III we conclude that 

t (K - fl)CP = 0 

for cpEA(G). Hence fl- KEN(G), and by Lemma 7.2, Ilflll"" :s; IIKII",· 0 

The necessary condition (7.7) for fl to be extremal is also sufficient. Reich 
and Strebel [2J, with the aid of their "main inequality", proved that this is so 
for the trivial group. Later Strebel ([2J, [5J) generalized the result, first to 
finitely generated groups and then to all cases. 

Theorem 7.4 allows the following conclusion (Kra [2J): Let jIl be extremal 
for its boundary values among all quasiconformal mappings. If the operator 
0: A (I) -> A (G) is of norm < 1, then fl ( "'" 0) is not in L OO( G). 

PROOF. Suppose that fl E L ""( G). By formula (7.3), 

Ilflll* = sup {It fl0cp IIIICPII = I} :s; Ilflll", 11011 < IlflllcrJ" 

This contradicts Theorem 7.4, since fll is extremal. o 

In particular, the extremal fl in LOO(G) is not extremal in L"". In terms of 
Teichmiiller distances, the result can be expressed as follows: If S = DjG, then 
(rl TsHO, [flJ) < rs(O, [flJ) (cf. 3.2 and 3.7). 

7.7. Teichmiiller Mappings 

Let jIl be an extremal mapping for the point [flJ E Ts. By Theorem 7.4, there 
is a sequence of functions cp"EA(G) with IICPnl1 = 1, such that 

lim f flCPn = IIflll,"" 
n-co N 

Such a sequence (cp,,) is called a Hamilton sequence for fl. 
A Hamilton sequence always contains a subsequence (CPn) which converges 

weakly in A (G) to a function cP E A (G) (cf. 7.2). It may happen that cP vanishes 
identically, in which case the sequence (cp,,) is said to be degenerate. 
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If no Hamilton sequence is degenerate, we can draw a remarkable conclu­
sion about the extremal mapping (Strebel [3], Reich [1]). 

Theorem 7.5. Let J.1 be an extremal complex dilatation for which no Hamilton 
sequence is degenerate. If 11J.1lloo > 0, then every weakly convergent Hamilton 
sequence tends in e (G) to the same holomorphic quadratic differential CfJ, and 

(7.8) 

PROOF. Let (fPn) be a weakly convergent Hamilton sequence for J.1, and CfJ(z) = 

lim fPn(z). In 7.2 we showed that CfJ E A(G) and II fP II ::;; 1 (formula (7.2)). By the 
triangle inequality 

IICfJn - fPll ;?: 1 - IICfJII· (7.9) 

Given an s > 0, let F be a compact subset of a Dirichlet region N of G, such 
that 

L\F ICfJI < s. (7.10) 

Since fPn(z) --> CfJ(z) uniformly on F, there is an no such that for n > no, 

L (ICfJn - CfJI - (lfPnl - ICfJI)) < s. 

From IfPn - CfJI - (ICfJnl - IfPl) ::;; IfPnl + ICfJI - (ICfJnl - IfPl) = 21CfJI and from 
(7.10) we conclude that 

f ( I fPn - CfJ I - (I CfJn I - I fP I)) < 2s. 
N\F 

Hence, 

LICfJn - fPl < 1 - IlfPll + 3s 

for n > no. From this and (7.9) it follows that 

lim II CfJn - CfJ II = 1 - II CfJ II· (7.11 ) 

Here II CfJ II = 1. In order to prove this, we suppose that II CfJ II < 1, and form 
the sequence ((fPn - CfJ)/I!CfJn - CfJII). Trivially, 

I L J.1 11 :: = : III ::;; II J.111 00' 

Moreover, 
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By (7.11), the right-hand expression tends to 11.ullx as n--+ C/J. Hence, 
((<p" - <p)/II<p" - <p11) is a degenerate Hamilton sequence for p, which contra­
dicts the hypothesis. It follows that II <P II = I, and so by (7.11), <p" --+ <p in 
U(G). 

We conclude that 

111.u II "" - f .u<P I = I lim f Jl( <p" - <p) I :S: 11.u II x lim II <p" - <p II = o. 
N n-(x: N n--+CL 

Conseq uen tl y, 

0= t(II.ullxl<PI-.u<P)= t(II.ullx -.uI;I}<PI. 

This is possible only if the bracketed expression in the right-hand integral is 
zero, and (7.8) follows. 

Finally, let t/J be the limit of another Hamilton sequence for .u. Then we 
deduce from (7.8) that <pN = I<pNI. Hence, the merom orphic function <pN is 
a positive constant. From II <P II = II t/J II = I it follows that <P = t/J. 0 

A quasiconformal mapping which is conformal or whose complex dilata­
tion is of the form (7.8) is said to be a Teichmiiller mapping. 

In 2.3 we constructed geodesic lines in Ts. Suppose that an extremal for 
[.u] E Ts is a Teichmiiller mapping with .u determined by (7.8). From formula 
(2.4) we see that a geodesic ray from the origin through [p] to the boundary 
of Ts allows the simple representation 

t --+ [tq5"/I<pI], O:S:t<1. 

In particular, in Ts the complex dilatation tq5"/1 <P I is extremal for the bound­
ary values off'iP/lcpl for every t, 0 :S: t < 1. 

7.8. Extremal Mappings of Compact Surfaces 

Theorem 7.5 is still implicit, but there are special cases in which it is possible 
to deduce that Hamilton sequences cannot degenerate. In particular, this 
conclusion can be drawn if the Riemann surface S is compact. We prefer to 
express the result in terms of the mappings of S, and recall that studying the 
family {II' III E p} is equivalent to studying a homotopy class of quasiconfor­
mal mappings of S (cf. 3.1). 

Theorem 7.6. On a compact Riemann sUI/ace, a quasiconj'ormal mapping with 
the smallest maximal dilatation in its homotopy class is a Teichmiiller mapping. 

PROOF. Let (<p,,) be a weakly convergent Hamilton sequence with limit <po For 
a compact Riemann surface of genus > I, the Dirichlet regions N are rela­
tively compact in D (IV.S.I). Therefore 
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1 = lim f [CPn[ = f [cpl· 
N N 

Hence, (CPn) is not degenerate and the result we wanted to prove follows from 
Theorem 7.5. 0 

Since we assumed in this section that the Riemann surface S has a disc as 
its universal covering surface, our reasoning does not apply as such to a 
torus. But this case was thoroughly handled in section 6. It follows from 
Theorem 6.3 that also in the case of a torus the extremals are Teichmiiller 
mappings. 

Theorem 7.6 is Teichmuller's existence theorem. The first proof, which is 
based on a continuity argument, is in Teichmiiller [2]; see also Ahifors [1] 
and Bers [3]. Apart from technical details, the reasoning we used to prove 
Theorem 7.6 is due to Hamilton [1]. 

Extremal mappings of compact Riemann surfaces will be studied more 
closely in the following section, where Theorem 7.6 will be complemented by 
another famous result of Teichmiiller: On a compact Riemann surface, a 
Teichmiiller mapping is always the unique extremal in its homotopy class. 

Our proof of this uniqueness theorem will be based on the original reason­
ing of Teichmiiller [1], with due regard to the clarifications later made in it 
by Bers [3]. It would also be possible to apply the reasoning which yields the 
converse of Theorem 7.4. Strebel [5] showed that such a method also estab­
lishes the uniqueness of the extremal. 

8. Uniqueness of Extremal Mappings of 
Compact Surfaces 

8.1. Teichmiiller Mappings and Quadratic Differentials 

Having classified in IV.4.1 all Riemann surfaces which admit the plane as a 
universal covering surface, we know that if a compact Riemann surface is not 
the sphere or a torus, i.e., if its genus is > I, then it has a disc as its universal 
covering surface. The covering group is finitely generated, and its Dirichlet 
regions are relatively compact on the universal covering surface (IV.5.I). 

In section 4 we proved that [/1] -> Sf,lf! is an imbedding of the TeichmiiIIer 
space Ts into the space of holomorphic quadratic differentials. Let us now 
assume that S is a compact Riemann surface with genus p > I. Then there is 
another way to associate a holomorphic quadratic differential with each 
point of Ts. This leads to an imbedding which is simpler than the one given 
by the mapping [/1] -> Sf,If!' in that the image of Ts is the open unit ball. 
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In order to associate quadratic differentials with points of the Teichmiiller 
space of a compact surface, we return to the extremal problem treated 
in section 7. We proved that in every homotopy class of sense-preserving 
homeomorphisms between two compact Riemann surfaces, a mapping with 
the smallest maximal dilatation is always a Teichmiiller mapping (Theorem 
7.6). More precisely, an extremal mapping f of a surface S is either conformal 
or its complex dilatation is of the form 

k4J/1 cP I, (8.1 ) 

where 0 < k < 1 and cP is a holomorphic quadratic differential of S. 
In this section we shall prove that every Teichmiiller mapping is the 

unique extremal in its homotopy class, i.e., that each homotopy class contains 
exactly one Teichmiiller mapping. This makes it possible to define an injective 
mapping of the Teichmiiller space into the space of quadratic differentials. 

Given a holomorphic quadratic differential cP on S, we say that the pair 
(cp, k) determines the Teichmiiller mapping f which has the complex dila­
tation (8.1). Iff is determined by another pair (CPl' kd, we clearly have kl = k. 
Thus 4Jl/lcpll = 4J/lcpl, and it follows that CPl/CP is a positive constant. We see 
that a non-conformal Teichmiiller mapping determines the associated qua­
dratic differential up to a positive multiplicative constant. 

We note that the absolute value of the complex dilatation of a Teichmiiller 
mapping is constant and that a mapping determined by the pair (cp, k) has the 
maximal dilatation K = (1 + k)/(i - k). The complex dilatation (8.1) is defined 
at every point of S, except for the finitely many zeros of cpo 

8.2. Local Representation of Teichmiiller Mappings 

In the case of a torus, the properties of extremal mappings can be determined 
without great difficulty. This is due to the fact that on a torus, all holomorphic 
quadratic differentials are constants. The induced metric is therefore euclidean, 
and the universal covering surface, the complex plane, with its explicit 
covering group offers a convenient framework for studying extremal map­
pings. We proved that on IC the extremals are globally affine, and that, up to 
translations, they are unique in any homotopy class. 

If the Riemann surface S has genus p> 1, the situation is much more 
complicated. Holomorphic quadratic differentials now have 4p - 4 zeros, 
which means that the induced metric has singularities. Global coordinates 
cannot be used for the study of Teichmiiller mappings. However, there is a 
certain analogy with the case of a torus. It turns out that in a sense which we 
shall now make precise, every Teichmiiller mapping is locally affine. 

The local behavior of a Teichmiiller mapping f becomes clear when we 
introduce a suitable quadratic differential on the surface S' onto which f 
maps S (Teichmiiller [1]). 
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Theorem 8.1. Let f: S -> S' be a Teichmiiller mapping determined by a pair 
(cp, k). Theil there exists a ullique holomorphic quadratic differential t/J on S' 
with the following properties: 10 If cp has a zero of order n ::::: 0 at p, then t/J 
has a zero of the same order at f(p). 2° If ( is a natural parameter of cp at a 
regular point p, then the mapping f has the representation 

~ kV 

"f 1"+1,, 1,,0 =--
1 - k 

(8.2) 

in a Ileighhorhood of p in terms of a natural parameter (' of t/J at f(p). 

PROOF. Let p be an arbitrary point of S. (We actually prove a little more than 
what is stated in the theorem.) Assume that cp has a zero of order n at p, n ::::: 0 
(n = 0 means of course that (p(p) =1= 0), and denote by ( a natural parameter 
of cp at p. We define a mapping (' in a neighborhood of f(p) by setting 

~'o = (C II + 2 )/2 + k~(1I+2)/2 )2/(11+2) 

I" f l-k . (8.3) 

If p is a regular point, (8.3) reduces to the simple form (8.2). We prove that (' 
is a local parameter on the Riemann surface S'. 

Let z' be an arbitrary local parameter on S' in a neighborhood of the 
point f(p). Then z' 0 f has the complex dilatation kep/l cp I. Since cp(z) dz 2 = 

((n + 2)/2)2("d(2 (formula (6.1) in IV.6) and since complex dilatation is a 
( - 1, 1 )-differential, we see that the complex dilatation of z' 0 f can also be 
expressed in the form k(~/lm". 

On the other hand, we compute from (8.3) that the mapping (' 0 f has the 
complex dilatation k(~/lm". It follows that (' o(Z')-1 is conformal, and we 
conclude that (' is a local parameter of S'. 

In order to construct the differential t/J, we consider a point PI =1= p which 
is so close to p that PI is a regular point and lies in the domain of (. A natural 
parameter at PI is obtained if we integrate cp(z) 1/2 dz = ((II + 2)/2)("/2 d(. It 
follows that (1 = ((11+2)/2 is a natural parameter at Pl' Then (; = (( 1 + k~dl 
(1 - k) is a local parameter of S' at f(pd, and 4d(? = (II + 2f("'d('2. We 
conclude that 

defines a holomorphic quadratic differential t/J on S'. We see that (' is a 
natural parameter of t/J at f(p). It has a zero of order II at f(p)· 0 

If ( = ¢ + iI], (' of = ¢' + iI]" the mapping (8.2) assumes the form 

¢' + iI]' = K¢ + il] (8.4) 

with K = (1 + k)/(l - k). Hence, formula (8.2) can be expressed as follows: In 
a neighborhood of a reyular point of cp, the associated Teichmiiller mapping is 
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a conformal transformation, followed by a fixed stretching in the direction of 
the positive real axis, followed by another conformal mapping. 

For the Teichmiiller mapping f: S -> S', we call cp its initial and IjJ its 
terminal differential. 

8.3. Stretching Function and the Jacobian 

The stretching (8.4) is a characteristic property of a Teichmiiller mapping. 
We shall now define a stretching function for an arbitrary quasiconformal 
mapping of S. 

Let cp be a holomorphic quadratic differential on the Riemann surface S. 
On S we use the metric induced by cp (cf. IV.7 where such a metric was 
studied). In addition to S, we shall consider in the following the image S' of S 
under a Teichmiiller mapping with cp as initial differential. On S' we use the 
metric induced by the terminal quadratic differential IjJ of this Teichmiiller 
mapping. 

Let f: S -> S' be a quasiconformal mapping and z -> z' = w(z) its represen­
tation in a neighborhood of a regular point pES. We wish to define a stretch­
ing function Af of f on S, so that if z = x + iy and z' are natural parameters, 
we have Af = IWxl. This is achieved if we set 

_I aw(z) 8w(z) 1 1/2 
Af(p) - cp(Z)I/2 + cp(Z)1/2 IIjJ(w(z))1 . (8.5) 

We first note that since cp and IjJ are quadratic differentials, I'f is a Borel 
functio~ on S. If z and z' are natural parameters, cp = IjJ == 1, and so Af = 
law + awl = IWxl· 

Let IY. be a horizontal arc on S. The differential I'f I cp 11/2 can be integrated 
along IY. (with the possible exception of a family of arcs IY. whose union has the 
area zero), and from the representation Af = I wxl it follows that 

1 Aflcpll/2 = 1(f(IY.)). (8.6) 

In later integrations we also need the Jacobian with respect to the cp- and 
ljJ-metrics. It is defined by the formula 

Jf(p) = (law(zW - I 8w(zW) IIjJ(W(Z)) I. 
cp(z) 

We see that Jf is a function on S. In natural parameters, Jf becomes the 
ordinary Jacobian lawl2 - 18w1 2 . Therefore, 

Is Jflcpl = IS'I, 

where IS'I denotes the ljJ-area of S'. 
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8.4. Average Stretching 

The following result about average stretching is an essential step on the road 
leading to the extremal properties of Teichmiiller mappings. 

Lemma 8.1. Let f: S -> S be a quasiconformal mapping homotopic to the iden­
tity and qJ a holomorphic quadratic differential on S. Define ).f by (8.5) for qJ and 
t/I = qJ. Then 

PROOF. We first define a one-dimensional average of A = ).f. Let r:J. be a subarc 
of a horizontal trajectory with midpoint p and of length 2a. We set 

A.(p) = ~f AlqJI1/2. 
2a a 

(8.7) 

Assume, for a moment, that qJ has an oriented trajectory structure (cf. 
IV.6.3). Let So be the union of the non-critical horizontal trajectories of qJ. 

Since there are only finitely many critical horizontal trajectories on S, the set 
S\So has the area zero. 

We define a flow on So. Let p be a point on a horizontal trajectory CI. C So, 
and t a real number. Let x(p, t) denote the point on ex which has the distance 
I t I from p and lies in the positive direction from p if t > 0, in the negative 
direction if t < O. Then x: So x IR -> So is a continuous mapping such that 
p -> x(p, t) is a conformal and isometric bijection for every t. 

We conclude that At = ).0 X(·, t) is a Borel-measurable function on So, and 

Hence, 

f AlqJl = ~ fa (f ,FlqJl) dt = f (~fa At dt) IqJl, 
s 2a -a S S 2a -a 

where Fubini's theorem justifies the last step. Here 

We have thus proved that 

(8.8) 

provided that qJ has an orientable trajectory system. 
If the trajectory system of qJ is not orientable, we construct as in IV.6.3 a 

two-sheeted covering S of S on which the trajectories of the lift iP of qJ (these 
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are the lifts of the trajectories of cp) can be oriented. If X and Xa denote the lifts 
of ). and )'a on S, then it is clear from the construction of S that 

f/ 'CP' = t f/'tP' = t f/a'tP' = f/ a'CP' . 

It follows that (8.8) is always valid. 
From (8.7), (8.6), and Lemma IV.7.4 we deduce that 

AAp) ?: 1 - Mia 

almost everywhere, where the number M does not depend on Ct.. Hence, by 
(8.8) 

Is Alcpl ?: (1 - Mla)ISI. (8.9) 

On every non-critical trajectory, no matter whether it is a spiral or a closed 
curve, we can take a as large as we please. Letting a ---> 00, we obtain the 
lemma from (8.9). 0 

8.5. Teichmiiller's Uniqueness Theorem 

We have now completed the preparations needed for our proof of Teich­
miiller's basic result about the uniqueness of extremal quasiconformal 
mappings of compact Riemann surfaces. 

Theorem 8.2. Let S be a compact Riemann surface of genus > 1. In every 
homotopy class of sense-preserving homeomorphisms of S onto another Riemann 
surface S', there is exactly one Teichmiiller mapping, and its maximal dilatation 
is uniquely smallest. 

PROOF. By Theorem 1.5, every homotopy class of sense-preserving homeomor­
phisms of S onto S' contains quasiconformal mappings. By Theorem 2.1, each 
class contains a mapping with the smallest maximal dilatation. By Theorem 
7.6, every such extremal is a Teichmiiller mapping. Consequently, it remains 
to be proved that every Teichmiiller mapping is the unique extremal in its 
homotopy class. Taken together the results then imply that each homotopy 
class contains exactly one Teichmiiller mapping. 

Suppose first that j~: S ---> S' is a conformal mapping. If f: S ---> S' is also 
conformal and homotopic to fo, then f- 1 0 fo: S ---> S is conformal and homo­
topic to the identity. By Theorem 1.3, f = fo, and so fo is a unique extremal. 

Henceforth we assume that fo: S ---> S' is a Teichmiiller mapping defined by 
the pair (cp, ko), ko > O. Let f: S ---> S' be a quasiconformal mapping homoto­
pic to fo. If Ko and K denote the maximal dilatations of fo and f, we prove 
first that 
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(8.10) 

The quasiconformal mapping h = 1010- 1 : S' --> S' is homotopic to the 
identity. We apply Lemma 8.1 to h, using on S' the metric induced by the 
terminal quadratic differential 1/1 of 10' It follows, by Schwarz's inequality, 
that 

LA~II/II:;::: IS'I· (8.11 ) 

In order to estimate the left-hand integral we consider a regular point p of 
S with the additional property that I(p) is a regular point of S' for 1/1. These 
conditions exclude only finitely many points p of S. Let ( = ~ + il1 be a 
natural parameter at p, and (0 and (1 natural parameters at the points lo(p) 
and I(p), respectively, such that in terms of ( and (0' the mapping 10 has the 
representation 

K - 1 k __ 0 __ 

0- Ko + 1 

We see that )'Jo and JJo are both equal to the constant Ko. 

(8.12) 

Let (1 = w((o) be a representation of h. (The various mappings are illus­
trated in Fig. 15.) By (8.12),f has the representation 

r = (( + ko",) 
0,,1 wk' 1 - 0 

Differentiation yields 0(1(0 + 8( 1 (0 = Ko(ow((o) + 8w((0)). Because 
1 = h 010' we conclude that 

S'-=------------~ S' 

Figure 15 
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almost everywhere. 
Reverting to the integral in (8.11) we now obtain 

f A~It/l1 = f ()./iofo)2J[olcpl = Ka 1 f ).jlcpl. 
S' S S 

Next we take into account the fact that f is K-quasiconformal. We express 
the dilatation condition in the natural parameters ( and (1 and deduce that 

a.e. (8.13) 

Thus 

In conjunction with (8.11), this yields (8,10). 
Assume now that equality holds in (8.10). The above reasoning shows that 

(8,13) must then hold as an equality a.e., so that 

}.j = KoJ[ a,e. (8.14) 

We show that (8.14) is possible only if f and fo satisfy the same Beltrami 
equation. 

We use again the natural parameters" (0 and (1' From (8.12) we first see 
that 

(5(0 = koa(o' 

In terms of (1' equation (8.14) assumes the form 

la(1 + (5(11 2 = Ko(la(11 2 -1(5(11 2 ) a.e. 

On the other hand, ( --> C is Ko-quasiconformal, so that 

la(11 + 1(5(11 ~ Ko(laCI-I(5(II) a.e. 

These relations imply that I a( 1 + (5( 11 = I a( 11 + I (5( 11, and hence arg a( 1 = 

arg(5(I' Further, 113(11 + 1(5(11 = Ko(la(11 -13(11), whence 1(5(11 = kola(ll· 
It follows that (1 also satisfies the equation 

(5(1 = koa(I' 

We conclude that the mapping (0 --> (1 is conformal, which means that 
f ° fo- 1 is conformal. Since f ° fo- 1 is homotopic to the identity, Theorem 1.3 
tells that f ° fo- 1 is the identity mapping. The unique extremality of fo has 
thus been proved. D 

As we already said at the end of section 7, the above proof of Theorem 8.2 
follows essentially the modification Bers ([3J and the appendix in [12J) gave 
of the original proof of Teichmiiller [1]. 
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9. Teichmiiller Spaces of Compact Surfaces 

9.1. Teichmiiller Imbedding 

Let S be a compact Riemann surface of genus > 1. Theorem 8.2 provides a 
new way to map the Teichmiiller space of S into the space Qs of hoi om orphic 
quadratic differentials of S. By Theorem 8.2, every point pETs contains 
Teichmiiller mappings and they all have the same complex dilatation. If 
p = 0, these mappings are conformal. For all other points, the mappings are 
determined by a pair (cp, k), where 0 < k < 1 and cP E Qs is unique up to a 
positive multiplicative constant. 

By Theorem IV.S.S, the linear space Qs is finite dimensional. By a funda­
mental theorem of linear algebra, all norm-induced metrics on Qs are topo­
logically equivalent. Of the many natural metrics available, we choose here 
the one which is induced by the hyperbolic sup norm: Ilcpll = suplcpl/1J 2 . 

In representing Teichmiiller mappings by pairs (cp, k), we assume hence­
forth that cP is normalized by the requirement II cP II = I. For the point pETs, 
p =1= 0, we then have the unique representation 

p = [kip/lcplJ. 

We use this representation for p = 0 also. In this case k = 0, and cP is not 
uniquely defined, but it is of course immaterial how cp is chosen. 

Theorem 9.1. The mapping 

[kep/l cp I J -> kcp, (9.1) 

where cp E Qs, II cp II = 1, and 0 :s; k < 1, is a homeomorphism of Ts onto the open 
unit ball of Qs. 

PROOF. By our previous remarks, (9.1) is a well defined injection of Ts into the 
open unit ball of Qs. It is clearly also a surjection onto this ball. 

In order to prove that (9.1) is continuous, we assume that Pn = [knipn/lCPnlJ 
converges to p = [kip/lcplJ in Ts. We use in Ts its p-metric (see III.2.2), which 
is topologically equivalent to the Teichmiiller metric IS of Ts. By Theorem 
8.2, we have PS(Pn,O) = kn, Ps(p,O) = k. Hence, by the triangle inequality 
I kn - kl :s; PS(Pn, p). It follows that kn -> k. If k = 0, this implies that II knCPn -
kcp II -> O. 

Assuming that k > 0 we show that CPn -> cP in Qs. Let us lift the differentials 
CPn and cP to the universal covering surface H. In H, the analytic functions 
CPn, n = 1, 2, ... , constitute a normal family. If II CPn - cP II does not tend to 
o as 11 -> 00, there is a subsequence (CPn) and a differential t/l E Qs, t/l =1= cP, 
II t/l II = 1, such that II CPn - t/l II -> O. Then k" epnJI cP" I -> kif/II t/l I a.e. By Lemma 
3.1, [kep/lcplJ = [kl/fllt/lh Hence cP = t/l, ~hi~h i~ a contradiction, and so 
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lim II CPn - cP II = O. From 

IlknCPn - kcpll ~ Ikn - kl + IICPn - cpll 

we finally see that knCPn -> kcp, i.e., that (9.1) is continuous. 
The continuity of the inverse of (9.1) follows from the invariance of domain. 

The space Qs is finite dimensional and Ts is homeomorphic with an open 
subset of Qs (Theorems 4.3 and 4.8). Hence (9.1), as a continuous injection of 
Ts into Qs, is a homeomorphism of Ts onto its image. 0 

We call (9.1) the Teichmiiller imbedding. 

9.2. Teichmiiller Space as a Ball of the Euclidean Space 

In proving Theorem 9.1 we chose the hyperbolic sup norm in Qs for technical 
reasons only. Since Qs is a (3p - 3)-dimensionallinear space over the complex 
numbers, we can fix a base CPt, CP2, ... , CP3p-3 in Qs. Then an arbitrary cP E Qs 
has a representation 

3p-3 
cP = L ZiCPi 

i=1 

with complex coefficients Zi = Xi + iYio The quadratic differential cP can thus 
be identified with the point (Zt,Z2"",Z3p-3) of C 3p- 3 or with the point 
(XI"",X3P-3,Yt, ... ,hp-3) of the euclidean space [R6p-6. We now introduce 
the euclidean norm 

(
3P-3 )1/2 

Ilcpll = i~ (xl + yf) 

in Qs. 
Using this new norm, we can rephrase Theorem 9.1 as follows: 

Theorem 9.2. The mapping 

[kep/l cplJ -> (kx 1'"'' kx 3P- 3' kYt,· .. , kY3P-3)' (9.2) 

where cP E Qs, II cP II = 1, and 0 ~ k < 1, is a homeomorphism of Ts onto the open 
unit ball of the euclidean space [R6p-6. 

The validity of this statement follows immediately from Theorem 9.1, by 
virtue of the fact that all norms in Qs define the same topology. 

We conclude, in particular, that the Teichmiiller space of a compact Rie­
mann surface of genus p > 1 is homeomorphic to [R6p-6. This is an old 
result of Fricke who proved it without the use of quasiconformal mappings 
by suitably parametrizing covering groups over compact surfaces. A mod­
ernized version of Fricke's proof has been given by Keen [1]. 
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If p = I, we proved that the Teichmiiller space is isomorphic to the hyper­
bolic upper half-plane (Theorem 6.4). Hence, for p = I, the space Ts is ho­
meomorphic to [R2. 

The Bers imbedding of Theorem 4.8 also allows the conclusion that for 
p> I, the space Ts is homeomorphic to a subdomain of [R6p-6. However, not 
much is known about this domain. Now we can immediately draw the fol­
lowing conclusion: The Teichmiiller space of a compact Riemann surface is 
contractible. This special result has, of course, lost some of its interest in light 
of the Douady-Earle result that every Teichmiiller space is contractible 
(see 3.6). 

9.3. Straight Lines in Teichmiiller Space 

Let S be a compact Riemann surface of genus p > 1. Then every point 
of the Teichmiiller space of S can be represented by the complex dilata­
tion of a unique Teichmiiller mapping. If q = [k(j5/I~IJETs, then Ts(O,q) = 

tlog((l + k)/(1 - k)). 
In 2.3 we studied geodesic lines in Teichmiiller space. Since extremal 

mappings are unique, the remark made in 7.7 can be complemented. We 
deduce from formula (2.4), by using Theorem 8.2, that 

t ---> [t4l/l(pIJ, -1<t<l, 

is a geodesic line in Ts which passes through the origin and the point q. 
Here 

1 1 + It I 
Ts(O,[t(j5/I~IJ) = 210g "1=TtT. 

Consequently, by changing the parameter, we obtain the mapping 

x ---> [(tanh x)4l/I~IJ, -00 < x < 00, 

which is an isometry of the real axis into Ts. We call such a path in Ts a 
straight line. It follows that every point of Ts lies on a straight line through 
the origin. 

In order to study geodesics through two arbitrary points of Ts , we recall 
that all Teichmiiller spaces of Riemann surfaces of genus p are isomorphic 
(see 5.6). The space Ts is a model of the abstract space Tp. 

Let ql and q2 be two points of Ts. We can map Ts isometrically onto 
another Teichmiiller space such that the image of one of the given points lies 
at the origin. In view of what we proved about straight lines through the 
origin, we obtain the following result: In the Teichmullel' space Tp any two 
points lie on a straight line. 

This result holds in the case p = 1 also, because Tp is then isomorphic to 
the hyperbolic upper half-plane. 
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9.4. Composition of Teichmiiller Mappings 

For an application in 9.5 we need a result about the composition of Teich­
milller mappings. As before, S is a compact Riemann surface of genus > 1. 
Let f: S -+ S' be a Teichmilller mapping determined by a pair (CfJ, k). Then 
f- 1 : S' -+ S is a Teichmilller mapping determined by the pair (- 1/1, k), where 
1/1 is the terminal differential of f. For it follows from formula (8.2) that near 
a regular point of 1/1, 

I' of-l = (' - k(,' 
., 1 + k ' 

(9.3) 

where ( and (' are the natural parameters associated with CfJ and 1/1. From 
this we conclude that the complex dilatation of f- 1 is -klfl/II/II, by making 
use of the fact that d('Z = I/I(z') dz'z and that the complex dilatation is a 
( - 1, 1 )-differential. 

Let us multiply (9.3) by iK = i(t + k)/(1 - k). Comparison with (8.2) then 
yields the result that the terminal differential of f- 1 is - K Z CfJ. 

For composed mappings we prove what will be needed later. 

Lemma 9.1. Let fl: S -+ SI and fz: S -+ Sz be Teichmuller mappings determined 
by (CfJl' kd and ((pz, k2) such that CfJ2/CfJl is a constant. Then f2 0 fl- 1 is a Teich­
muller mapping. Up to constants, the initial differential of fz 0 fl- 1 agrees with 
that of fl- 1 , and the terminal differential with that of fz. 

PROOF. Let PES be a regular point for CfJl and CfJz. We denote by ( and (* 
natural parameters for CfJl and CfJz at P vanishing at p, and by (1 and (2 the 
corresponding natural parameters for the terminal differentials of 11 and fz 
atfl(p) andfz(p)· 

Let us consider the projection mapping (1 -+ (z of fz 0 fl- 1• It can be de­
composed into mappings (1 -+ (, (-+ (*, and (* -+ (z (see Fig. 16). Here 
(1 -+ ( and (* -+ (z are stretchings. Furthermore, ( -+ (* is conformal and 

d(*/d( = JCfJZ/CfJl. Since CfJZ/CfJl is constant, we see that (*/( is constant. It 
follows that (1 -+ (z is an affine transformation. Explicitly, we write CfJZ/CfJl = 
a Ze- i8, a> 0, 0 ~ e < 2n. Then we can choose (* = ae- i8 /Z(. 

The stretchings (1 -+ ( and (* -+ (z can be determined from (9.3) and (8.2). 
It follows that 

Since (1 is the natural parameter of the terminal differential of fl, we see 
from (9.4) that fz 0 fl- 1 is a Teichmilller mapping whose initial differential is 
a constant times the initial differential of fl- 1. The result about the terminal 
differential of fz 0 ft- 1 is obtained if we interchange the roles of fl and f2. 

o 
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S, '=-------------2:. S2 

r. .r; 

Figure 16 

For the complex dilatation of (I ~ (2 we obtain the expression 

k2 e iO - kl 
1 - k l k2 e iO ' 

(9.5) 

Let KI and K2 be the maximal dilatations of II and I2' As regards the 
maximal dilatation of I2 0 II-I, we use (9.5) to make precise what seems clear 
geometrical1y. Suppose first that the initial differential qJ2 of I2 is a positive 
constant times the terminal differential - Ki qJI of II-I, i.e., that 8 = n. We 
then conclude from (9.5), by simple computation, that I2 0 II-I has the maxi­
mal dilatation K I K 2' The other extreme occurs if qJ2/( - K i qJJl is a negative 
constant, i.e., if 8 = O. It then fol1ows from (9.5) that I2 0 II-I has the maximal 
dilatation max(KI/K2,K2/KJl. 

The result of Lemma 9.1 can also be expressed as follows: If II: S ~ Sl and 
I2: Sl ~ S' are Teichmiil1er mappings, and the ratio of the terminal differential 
of II and the initial differential of I2 is constant, then I2 0 II is a Teichmiiller 
mappmg. 

9.5. Teichmi.iller Discs 

In 6.6 and 6.7 we proved that there exists a holomorphic isometry between 
the Teichmiil1er space of a torus and the hyperbolic unit disc. We shal1 now 
show that the same is true in a local sense in every Teichmiiller space Tp. 

Let S be a compact Riemann surface whose genus is > 1. We fix a holo­
morphic quadratic differential qJ of S (up to a multiplicative positive con­
stant) and consider the mapping 

(9.6) 
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of the unit disc D into the Teichmiiller space Ts. By Theorem 8.2, this 
mapping is injective. The mapping z --> zip/l cp I of D into the set B( G) of 
Beltrami differentials of S is holomorphic. As a composition of z --> zip/l cp I 
and the canonical projection n, the mapping (9.6) is holomorphic. 

Let 

fl = {[zip/lcpIJlzED} 

denote the image of D under (9.6). The subset fl of Ts is called the Teichmuller 
disc determined by cp. 

With varying cp, every fl clearly contains the origin of Ts. But otherwise 
two Teichmiiller discs are disjoint if they are determined by quadratic dif­
ferentials whose quotient is not constant. This follows from the definition of 
fl, in view of the uniqueness result of Theorem 8.2. 

Theorem 9.3. The mapping z --> [zcp/lcpIJ is an isometry of the hyperbolic unit 
disc onto the Teichmuller disc determined by cp. 

PROOF. For distances from the origin, isometry is clear: 

1 1 + Izl 
Ts(O, [zip/lcpIJ) = 2log 1 _ Izl = h(O,z), 

where h denotes the hyperbolic distance in the unit disc. 
In the general case, let f1 and f2 be the Teichmiiller mappings with com­

plex dilatations z 1 <p/I cpl and Z2 <p/I cpl. By Lemma 9.1, the composition f2 0 f1- 1 

is also a Teichmiiller mapping. From (9.5) (or from formula (1.4.4)) we see 
that its complex dilatation has the absolute value l(z1 - z2)/(1 - ?1Z2)1. 
Therefore, by Theorem 8.2, 

_ _ 1 11-21z21+lz1-z21 
Ts([z1(p/lcpIJ,[z2(p/lcpIJ) = -2 1og 11 _ _ I_I _ 1= h(Z1,Z2)' D 

Z1 Z2 Z1 Z2 

9.6. Complex Structure and Teichmiiller Metric 

The results concerning Teichmiiller discs admit far-reaching generalizations. 
In order to explain this, we first generalize the notion of hyperbolic distance. 

Let f be a holomorphic function in the unit disc D with values lying in D. 
By using suitable Mobius transformations, we see that Schwarz's lemma can 
be expressed in the form 

(9.7) 

From the way the hyperbolic metric was introduced to other domains by use 
of conformal mappings, we conclude that (9.7) holds if f is an analytic 
mapping of D into an arbitrary simply connected domain with more than one 
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boundary point, and also, if f maps D holomorphically into a Riemann 
surface which admits D as its universal covering surface. 

Property (9.7) gives rise to one more generalization. Let X be a complex 
analytic manifold. There exists a largest pseudometric d on X such that 

d(f(ZI),f(Z2)):S; h(ZI,Z2) 

for all holomorphic mappings f: D --> X and for all Z I, Z 2 in D. If d is a metric, 
it is called the hyperbolic (or Kobayashi) metric of X (Kobayashi [IJ). 

The following result of Royden [IJ connects the Teichmiiller metric with 
the complex analytic structure of Tp. 

Theorem 9.4. In the space Tp, p ;::,,: I, the hyperbolic metric and the Teichmiiller 
metric are the same. 

PROOF. For P = 1, the theorem follows from (9.7) and the fact that Tp can then 
be identified with the hyperbolic unit disc (see 6.7). 

For p> I, let us consider a model Ts of Tp. In studying the distances 
between two points ql and q2 of Ts, we may assume, by replacing Ts by 
another model of Tp, that ql lies at the origin. Let q2 = [k<P"/lcpll 

Let us apply again the holomorphic mapping (9.6) of the unit disc into Ts. 
By Theorem 9.3, 

(9.8) 

where ZI and Z2 are the preimages of ql and q2 under (9.6). Here the holo­
morphic mapping of D into Ts depends on the given points. Therefore, we can 
only infer from (9.8) that the Teichmiiller metric !s is greater than or equal to 
the hyperbolic metric of 7;,. 

Equality is in fact more difficult to establish; for the proof we refer to 
Royden [ll 0 

Theorem 9.4 says that the Teichmiiller metric can be recovered from the 
complex analytic structure of Tp. It follows that the Teichmiiller metric is 
invariant under biholomorphic self-mappings of Tp. 

Royden [IJ also proved that in Tp, p> 1, the modular group is the full 
group of biholomorphic automorphisms of Tp. 

We showed in 2.7 that two points [flJ and [f2J of Ts are equivalent under 
the modular group if and only if the Riemann surfaces fl (S) and f2 (S) are 
conformally equivalent (Theorem 2.7). Hence, if S is a compact Riemann 
surface of genus greater than 1, then by Royden's result, the points [fl J and 
[f2J of Ts are equivalent under biholomorphic mappings of Ts if and only if 
the surfaces fl (S) and f2 (S) are conformally equivalent. 

Royden's result also shows that the Teichmiiller imbedding (9.2) is not 
holomorphic. For if it were, it would be biholomorphic. The group G of 
biholomorphic self-mappings of the unit ball of 1[3p-3 would then be isomor­
phic to the modular group of Tp. However, the modular group is known to 
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be properly discontinuous, whereas G (which contains all unitary mappings) 
is not. 

9.7. Surfaces of Finite Type 

A Riemann surface So is of finite type if So is contained in a compact Riemann 
surface Sand S\So consists of finitely many points and of finitely many 
disjoint closed parametric discs of S. 

Let S be of genus p, and consider the case in which S\So is the set of n 
points. We say that So is then of type (p, n). The points of S\So are called 
punctures. 

It follows from our previous analysis of covering groups that a Riemann 
surface of type (p, n) admits a disc as its covering surface if and only if 
2p - 2 +n > O. Under this condition, which leaves out only the tori and the 
extended plane with no more than two punctures, the Teichmiiller theory of 
surfaces of type (p, n) is largely analogous with the theory of compact surfaces 
of genus> I. In particular, the following basic result is true: 

Theorem 9.5. The Teichmiiller space of a Riemann surface of type (p, n), 
2p - 2 + n > 0, is homeomorphic to the euclidean space 1R6 p-6+2n. 

The proof can be reduced to the case of a compact surface. The idea is to 
construct suitable coverings of S branched at the points of S\So. The proce­
dure is explained in Ahlfors [1], pp. 20-23. 

We have emphasized many times the fact that the Teichmiiller spaces of 
compact surfaces with the same genus are all isomorphic. Similarly, the 
Teichmiiller spaces of all Riemann surfaces of type (p, n) are isomorphic, 
because such surfaces are all quasiconformally equivalent. 

Finally, let So be a Riemann surface of finite type such that S\So contains 
discs. A Teichmiiller theory analogous to the theory of compact surfaces can 
again be developed for such surfaces. However, in this case the notion of 
reduced Teichmiiller space (see 2.1) must be used. For an exposition of the 
theory of Teichmiiller spaces of Riemann surfaces of finite type we refer to 
Abikoff [2]. 
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