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PREFACE 

This second volume of our treatise on commutative algebra deals 
largely with three basic topics, which go beyond the more or less classical 
material of volume I and are on the whole of a more advanced nature 
and a more recent vintage. These topics are: (a) valuation theory; (b) 
theory of polynomial and power series rings (including generalizations to 
graded rings and modules); (c) local algebra. Because most of these 
topics have either their source or their best motivation in algebraic geom
etry, the algebro-geometric connections and applications of the purely 
algebraic material are constantly stressed and abundantly scattered through
out the exposition. Thus, this volume can be used in part as an introduc
tion to some basic concepts and the arithmetic foundations of algebraic 
geometry. The reader who is not immediately concerned with geometric 
applications may omit the algebro-geometric material in a first reading 
(see" Instructions to the reader," page vii), but it is only fair to say that 
many a reader will find it more instructive to find out immediately what 
is the geometric motivation behind the purely algebraic material of this 
volume. 

The first 8 sections of Chapter VI (including § 5bis) deal directly with 
properties of places, rather than with those of the valuation associated 
with a place. These, therefore, are properties of valuations in which the 
value group of the valuation is not involved. The very concept of a valua
tion is only introduced for the first time in § 8, and, from that point on, 
the more subtle properties of valuations which are related to the value 
group come to the fore. These are illustrated by numerous examples, taken 
largely from the theory of algebraic function fields (§§ 14, 15). The 
last two sections of the chapter contain a general treatment, within the 
framework of arbitrary commutative integral domains, of two concepts 
which are of considerable importance in algebraic geometry (the Riemann 
surface of a field and the notions of normal and derived normal models). 

The greater part of Chapter VII is de\'oted to classical properties of 
polynomial and power series rings (e.g., dimension theory) and their 
applications to algebraic geometry. This chapter also includes a treatment 
of graded rings and modules and such topics as characteristic (Hilbert) 
functions and chains of syzygies. In the past, these last two topics repre
sented some final words of the algebraic theory, to be followed only by 
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vi PREFACE 

deeper geometric applications. With the modern development of homo
logical methods in commutative algebra, these topics became starting points 
of extensive, purely algebraic theories, having a much wider range of 
applications. We could not include, without completely disrupting the 
balance of this volume, the results which require the use of truly homological 
methods (e.g., torsion and extension functors, complexes, spectral se
quences). However, we have tried to Include the results which may be 
proved by methods which, although inspired by homological algebra, are 
nevertheless classical in nature. The reader will find these results in 
Chapter VII, §§ 12 and 13, and in Appendices 6 and 7. No previous 
knowledge of homological algebra is needed for reading these parts of the 
volume. The reader who wants to see how truly homological methods 
may be applied to commutative algebra is referred to the original papers 
of M. Auslander, D. Buchsbaum, A. Grothendieck, D. Rees, J.-P. Serre, 
etc., to a forthcoming book of D. C. Northcott, as well, of course, as to the 
basic treatise of Cartan-Eilenberg. 

Chapter VIII deals with the theory of local rings. This theory pro
vides the algebraic basis for the local study of algebraic and analytical 
varieties. The first six sections are rather elementary and deal with more 
general rings than local rings. Deeper results are presented in the rest of 
the chapter, but we have not attempted to give an encyclopedic account of 
the subject. 

While much of the material appears here for the first time in book 
form, there is also a good deal of material which is new and represents 
current or unpublished research. The appendices treat special topics of 
current interest (the first 5 were written by the senior author; the last 
two by the junior author), except that Appendix 6 gives a smooth treatment 
of two important theorems proved in the text. Appendices 4 and 5 are 
of particular interest from an algebro-geometric point of view. 

We have not attempted to trace the origin of the various proofs in this 
volume. Some of these proofs, especially in the appendices, are new. 
Others are transcriptions or arrangements of proofs taken from original 
papers. 

We wish to acknowledge the assistance which we have received from 
M. Hironaka, T. Knapp, S. Shatz, and M. Schlesinger in the work of 
checking parts of the manuscript and of reading the galley proofs. Many 
improvements have resulted from their assistance. 

The work on Appendix 5 was' supported by a Research project at 
Harvard University sponsored by the Air Force Office of Scientific Re
search. 

Cambridge, Massachusetts 
Clermont-Ferrand, France 

OSCAR ZARISKI 

PIERRE SAMUEL 



INSTRUCTIONS TO THE READER 

As this volume contains a number of topics which either are· of some
what specialized nature (but still belong to pure algebra) or belong to 
algebraic geometry, the reader who wishes first to acquaint himself with 
the basic algebraic topics before turning his attention to deeper and more 
specialized results or to geometric applications, may very well skip some 
parts of this volume during a first reading. The material which may thus 
be postponed to a second reading is the following: 

CHAPTER VI 
All of § 3, except for the proof of the first two assertions of Theorem 

3 and the definition of the rank of a place; § 5: Theorem 10, the lemma and 
its corollary; § 5bis (if not immediately interested in geometric applica
tions); § 11: Lemma 4 and pages 57-67 (beginning with part (b) of 
Theorem 19); § 12; § 14: The last part of the section, beginning with 
Theorem 34'; § 15 (if not interested in examples) ; §§ 16, 17, and 18. 

CHAPTER VII 
§§ 3, 4, 4bis, 5 and 6 (if not immediately interested in geometric appli

cations) ; all of § 8, except for the statement of Macaulay's theorem and 
(if it sounds interesting) the proof (another proof, based on local algebra, 
may be found in Appendix 6) ; § 9: Theorem 29 and the proof of Theorem 
30 (this theorem is contained in Theorem 25) ; § 11 (the contents of this 
section are particularly useful in geometric applications). 

CHAPTER VIII 
All of § 5, except for Theorem 13 and its Corollary 2; § 10; § 11 : 

Everything concerning multiplicities; all of.§ 12, except for Theorem 27 
(second proof recommended) and the statement of the theorem of Cohen
Macaulay; § 13. 

All appendices may be omitted in a first reading. 

vii 
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VI. VALUATION THEORY 

§ 1. Introductory remarks. Homomorphic mappings of rings 
into fields are very common in commutative algebra and in its applica
tions. We may cite the following examples: 

EXAMPLE 1. The reduction of integers mod p. More precisely, let p 
be a prime number; then the canonical mapping of the ring J of integers 
onto the residue class ring J/Jp maps J onto a field with p elements. 
More generally, we may consider a ring D of algebraic integers (Vol. I, 
Ch. V, § 4, p. 265), a prime ideal V in D, and the mapping of D onto D/v. 
These examples are of importance in number theory. 

EXAMPLE 2. We now give examples pertaining to algebraic geometry. 
Let k be a field and K an extension of k. Let (Xl' ... , xn) be a point in 
the affine n-space AnK over K. With every polynomial F(XI' ... ,Xn) 
with coefficients in k we associate its value F(XI' ... , xn) at the given 
point. This defines a homomorphic mapping of the polynomial ring 
k[X l' ... , Xn] into K. Now let us say that a point (X'I' ... , X' n) of 
AnK is a specialization of (Xl"'" Xn) over k if every polynomial 
FE k[ X l' ... ,Xn] which vanishes at (Xl" .. ,xn) vanishes also at 
(X'I' ... ,x'n). Then (by taking differences) two polynomials G, H 
with coefficients in k which take the same value at (Xl' ... , xn) take also 
the same value at (X'I' ... , X' n). This defines a mapping of k[ Xl' ..• ,Xn] 

onto k[ X'I' ... , X' nl (c K), which maps Xi on X'i for 1 ~ i ~ n. Such a 
mapping, and more generally any homomorphic mapping cp of a ring R 
into a field, such that cp(x) =F 0 for some X E R, is called a specialization (of 
k[Xl' ... ,xn] into K in our case). Note that this definition implies 
that cp( 1) = 1 if 1 E R. If, as in the above example, the specialization is 
the identity on some subfield k of the ring, then we shall say that the 
specialization is over k. 

EXAMPLE 3. From function theory comes the following example: 
with any power series in n variables with complex coefficients we 
associate its constant term, i.e., its value at the origin. 

Since any integral domain may be imbedded in its quotient field, a 
homomorphic mapping of a ring A into a field is the same thing as a 
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2 VALUATION THEORY Ch. VI 

homomorphic mapping of A onto an integral domain. Thus, by Vol. I, 
Ch. III, § 8, Theorem 10 a necessary and sufficient condition that a 
homomorphism / of a ring A map A into a field is that the kernel 0/ / be 
a prime ideal. 

From now on we suppose that we are dealing with a ring A which is 
an integral domain. Let K be a field containing A (not necessarily its 
quotient field), and let/be a specialization of A. An import~nt problem 
is to investigate whether / may be extended to a specialization defined 
on as big as possible a subring of K. An answer to this question will be 
given in § 4. We may notice already that this problem is not at all 
trivial. 

EXAMPLE 4. Consider, in fact, a polynomial ring k[ X, Y] in two 
variables over a field k, and the specialization / of k[X, Y] onto k de
fined by lea) = a for a in k, /(X) =/( Y) = 0 ("the value at the origin"). 
The value to be given to the rational function X/ Y at the origin is not 
determined by /(since it appears as 0/0). We havek[X/ Y, V]::> k[X, V], 
and any maximal ideal ~ in k[X/ Y, Y] which contains Y contains also 
X and thus contracts to the maximal ideal (X, Y) in heX, V]. Since 
there are infinitely many such maximal ideals ~ (they are the ideals 
generated by h(X/ Y) and Y, where h(t) is any irreducible polynomial 
in k[t]) it follows that / admits infinitely many extensions to the ring 
k[X, Y, XIY]. 

However, there are elements of K to which the given specialization / 
of A may be extended without further ado and in a unique fashion. 
Consider, in fact, the elements of K which may be written in the form 
alb with a in A, b in A, and feb) 1: O. These elements constitute the 
quotient ring Ap where V is the kernel of / and is a prime ideal. For 
such an element alb let us write g(a/b) = /(a)lf(b). It is readily verified 
that g is actually a mapping: if a/b= a'lb' with/(b) 1: 0 and/(b') 1: 0, then 
f(a)lf(b) = f(a')lf(b') since ab' = ba' and since f is a homomorphism. 
One sees also in a similar way thatg is a homomorphism of Ap extending 
f(see Vol. I, Ch. IV, § 9, Theorem 14). Since g takes values in the 
same field as f does, g is a specialization of Ap. The ring Ap is some
times called the specialization ring of /; it is a local ring if A is noetherian 
(Vol. I, Ch. IV, § 11, p. 228). 

In Example 1 this local ring is the set of all fractions mIn whose de
nominator n is not a multiple of p. In Example 2 it is the set of all 
rational functions in Xl"'" Xn which are "finite" at the point 
(Xl' ... , xn) (i.e., whose denominator does not vanish at this point). 
In Example 3 it is the power series ring itself, as a power series with 
non-zero constant term is invertible. 
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On the other hand there are (when the specialization f is not an iso
morphic mapping) elements of K to which f cannot be extended by any 
means. These elements are those which can be written under the form 
alb, with a and b in A, with/(a)#O and/(b)=O, for the valueg(alb) of 
alb in an extensiong of 1 must satisfy the relation g(alb) '/(b) = I(a) (since 
(alb)· b = a), but this is impossible. The elements alb of the above 
form are the inverses of the non-zero elements in the maximal ideal of 
the specialization ring of f. 

We are thus led to studying the extreme case in which all elements of 
K which are not in A are of this latter type. In this case A is identical 
with the specialization ring of f, and every element of K which is not in 
A must be of the form 1 lx, where x is an element of A such that f(x) = O. 

§ 2. Places 
DEFINITION 1. Let K be an arbitrary field. A place of K is a homo

morphic mapping ~ of a subring Kil' of K into a field LI, such that the follow
ing conditions are satisfied: 

(1) il x E K and x rI Kil', then llx E Kil' and (1Ix)~=Oj 
(2) x~ # 0 for some x in Kil'. 

In many applications of ideal theory (and expecially in algebraic geo
metry) a certain basic field h is given in advance, called the ground field, 
and the above arbitrary field K is restricted to be an extension of h: 
he K. In that case, one may be particularly interested in places ~ of K 
which reduce to the identity on h, i.e., places ~ which satisfy the follow
ing additional condition: 

(3) c~ = c for all c in h (whence h is a subfield of LI). 

Any place ~ of K which satisfies (3) is said to be a place of K ~ver h, 
or a place of Klh. 

EXAMPLES OF PLACES: 

EXAMPLE 1. Let A be a UFD, and a an irreducible element in A. 
The ideal Aa is a prime ideal, whence AIAa is an integral domain. De
note by LI its quotient field. The canonical homomorphism of A onto 
A I Aa is a specialization 1 of A into LI. The specialization ring B of 1 is 
the set of all fractions x/y, with x E A, YEA, Y rI Aa (i.e., y prime to a). 
We denote by g the extension of 1 to B. The homomorphic mapping 
g is a place: in fact, by the unique factorization, any element z of the 
quotient field K.of A which does not belong to B can be written in the 
form y/x, with YEA, x E A, Y rf. Aa, x E Aa; then its inverse 1 /z = x/y 
belongs to B and satisfies the relationg(l/z)=O. 
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We call the place g which is thus determined by an irreducible ele
ment a of A an a-adic place (of the quotient field of A). 

EXAMPLE 2. A similar example may be given if one takes for A a 
Dedekind domain and if one considers the homomorphic mapping f of 
A into the quotient field of AJ'fJ ('fJ denoting a prime ideal of A). The 
extension g of f to the local ring Ap of f is again a place [notice that All 
is a PID (Vol. I, Ch. V, § 7, Theorem 16), to which the preceding ex
ample may be applied]. This place is called the v-adic place of A. 

We shall show at once the following property of places: if g; is a place 
of K, then & has no proper extensions in K. Or more precisely: if rp is 
a homomorphic mapping of a subring L of K (into some field), such that 
L=>K" and rp=& on K", then L = K". We note firstthat, by condition 
(1), the element 1 of K belongs to K". It follows then from condition 
(2) that 1& must be the element 1 of .1. Now, let x be any element of L. 
We cannot have simultaneously IJx E K" and (1Jx)g;=0, for then we 
would have 1 = lrp=(x·1Jx)rp=xrp·(lJx)rp=xrp·0=0, a contradiction. 
It follows therefore, by condition (1), that x E K". Hence L = K", 
as asserted. 

It will be proved later (§ 4, Theorem 5', Corollary 4) that the above 
is a characteristic property of places. 

We introduce the symbol 00 and we agree to write x& = 00 if x ¢ K". 
The following assertions are immediate consequences of conditions (1) 
and (2) above: 

(a) if x& = 00 and y& :f: 00, then (x ±y)& = 00; 

(b) if x& = 00 and y& ':F 0, then (~y)& = 00 i 
(c) if x :f: 0, then x& = ° if and only if (l/x)&= 00. 

lf x E K" we shall call x& the &-value of x, or the value of x at the place 
&, and we shall say that x is finite at & or has finite &-value if x& ':F 00, 

i.e., if x E K". The ring K" shall be referred to as the valuation ring of 
the place &. 

It is clear that the elements x&, x E K", form a subrmg of .1. It is 
easily seen that this subring is actually a field, for if a = x& ':F 0, then, by 
condition (1), also l/x E K", and hence IJa=(IJx)&. We call this field 
the residue field of &. The elements of .1 which are not &-values of 
elements of K do not interest us. Hence we shall assume that the 
residue field of & is the field .1 itself. 

If K is an extension of a ground field k, if & is a place of K/k and if s 
is the transcendence degree of.1 over k (s may be an infinite cardinal), we 
call s the dimension of the place &, over k, or in symbols: s = dim &/k. If 
K has transcendence degree rover k, then ° ~ s ~ r. The place & of 
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K/k is algebraic (over k) if s = 0; rational if L1 = k. On the other extreme 
we have the case s = r. In this case and under the additional assump
tion that r is finite, ~ is an isomorphism (Vol. I, Ch. II, § 12, Theorem 
29), and furthermore it follows at once from condition (1) that Kg. = K, 
wh~nce ~ is merely a k-isomorphism of K. Places which are iso
morphisms of K will be called trivial places of K (or trivial places of 
K/k, if they are k-isomorphisms of K). 

It is obvious that the trivial places ~ of K are characterized by the 
condition Kg. = K. On the other hand, if ~ is a place of K and K 1 is a 
subfield of K, then the restriction 9 1 of ~ to K 1 is obviously a place of 
K 1• Therefore, if K 1cKEY then ~1 is a trivial place of K 1. In parti
cular, if K has characteristic p ¥- 0, then any place ~ of K is trivial on the 
prime subfield of K (for 1 E Kg.). 

From condition (1) of Definition 1 it follows that if an element x of Kg. 
is such that x9 ¥- 0, then l/x belongs to KEY and hence x is a unit in Kg.. 
Hence the kernel of ~ consists of all non-units of the ring Kg.. The 
kernel of ~ is therefore a maximal ideal in Kg.; in fact it is the only 
maximal ideal in Kg.. (However, the valuation ring Kg. of a place ~ is 
not necessarily a local ring, since according to our definition, a local ring 
is noetherian (Vol. I, Ch. IV, § 11, p. 228), while, as we shall see later 
(§ 10, Theorem 16), a valuation ring need not be noetherian.) The 
maximal ideal in Kg. will be denoted by IDlg. and will be referred to as the 
prime ideal of the place &'. The field Kg./IDlg. and the residue field L1 of 
&' are isomorphic. 

Let L be a subring of K. Our definition of places of K implies that 
if L is the valuation ring of a place ~ of K, then L contains the reciprocal 
of any element of K which does not belong to L; and, furthermore, L 
must contain k if L is the valuation ring of a place of K/k. We now 
prove that also the converse is true: 

THEOREM 1. Let L be a subring of K. If L contains the reciprocal 
of any element of K which does not belong to L, then there exists a place &' of 
K such that L is the valuation ring of~. If, furthermore, K contains a 
ground field k and L contains k, then there also exists a place ~ of K/k 
such that L is the valuation ring of &'. 

PROOF. Assume that L contains the reciprocal of any element of K 
which does not belong to L. Then it follows in the first place that 
1 E L. We next show that the non-units of L form an ideal. For this 
it is only necessary to show that if x and yare non-units of L, then also 
x + y is a non-unit, and in the proof we may assume that both x and yare 
different from zero. By assumption, either y/x or x/y belongs to L. 
Let, say, y/x E L. Then x+y=x(l +y/x), and since 1 +y/x ELand x 
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is a non-unit in L, we conclude that x + y is a non-unit in L, as asserted. 
Let, then, IDl be the ideal of non-units of L, and let &J be the canonical 
homomorphism of L onto the field L/IDl. Then condition (1) of 
Definition 1 is satisfied, with K3# = L (while LI is now the field L/ID1), for 
if XE K and x ¢ L, then l/xEL, whence l/xE IDl and therefore (l/x).9=O. 
It is obvious that also condition (2) is satisfied, since L/IDl is a field and 
since &J maps L onto L/IDl. 

Assume now that the additional condition k e L is also satisfied. Then 
the field L/IDl contains the isomorphic image kf!jJ of k. We may therefore 
identify each element c of k with its image cfJI j and then also condition 
(3) is satisfied. Q.E.D. 

An important property of the valuation ring KSJ·of a place f!jJ is that it 
is integrally closed in K. For let x be any element of K which is in
tegrally dependent on KSJ: x" + a1xn- 1 + ... + an = 0, aj E KSJ. Divid
ing by x" we find 1 = -a1(1/x)-a 2(1/x)2- ... -an{l/x)n. If x'l KSJ, 
then l/x E KSJ, (1/x)&J=O, and hence equating the fJI-values of both sides 
of the above relation we get 1 = 0, a contradiction. Hence x E KfJ!, and 
KSJ is integrally closed in K, as asserted. 

DEFINITION 2. If &J and fJI' are places of K (or of K/k), with residue 
fields LI and LI' respectively, then .9 and .9' are said to be isomorphic 
places (or k-isomorphic places) if there exists an isomorphism .p (or a k
isomorphism .p) of LI onto LI' such that &' = &J.p. 

A necessary and sufficient condition that two places (!/J and (!/J' of K (or 
of K/k) be isomorphic (or k-isomorphic) is that their valuation rings KfJ! 
and KSJ' coincide. It is obvious that the condition is necessary. 
Assume now that the condition is satisfied, and let rp be the canonical 
homomorphism of K3# onto KSJ/IDlSJ. Then &J-lrp is an isomorphism of 
LI ontoKSJjIDlSJ, and similarly .9'-lrpisan isomorphism of LI' onto K~/IDl3'. 
Hence fJI-1(!/J'(= f!jJ-lcp. rp-lfJI') is an isomorphism.p of LI onto LI', showing 
that fJI and (!/J' are isomorphic places. If, moreover, & and {~' are places 
of Kjk, then .p is a k-isomorphism of LI .onto LI', whence &' and &" are k
isomorphic places. 

It is clear that k-isomorphic places of Kjk have the same dimension 
over k. 

Isomorphic algebraic places of K/k will be referred to as conjugate 
places (over k) if their residue fields are sub fields of one and the same 
algebraic closure k of k. In that case, these residue fields are con
jugate subfields of k/k. 

If (!/J is a place of K/k, where'k is a ground field, then K and the 
residue field LJ of fJJ have the same characteristic (since keLJ). Con
versely, assume that.9 is a place of K such that K and LI have the same 
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characteristic p. (Note that this assumption is satisfied for any place f!IJ 
of K if K has characteristic =f 0, for in that case the restriction of f!IJ to the 
prime subfield of K is an isomorphism.) Let r denote the prime subfield 
of K. We know that if p =f 0 then the restriction of f!IJ to r is an isomor
phism. If p = 0 and if J denotes the ring of integers in r, then J e. K~ 
(since 1 E K9I) and the restriction of f!IJ to J must be an isomorphism (for 
otherwise A would be of characteristic oF 0). Hence again the restriction 
of f!IJ to r is an isomorphism (and we have re. K9I). It follows at once (as 
in the proof of the last part of Theorem 1) that f!IJ is isomorphic to a place 
of K/r. We thus see that the theory of places over ground fields is 
essentially as general as the theory of arbitrary places f!IJ in the equal 
characteristic case (i.e., in the case in which K and A have the same 
characteristic). 

§ 3. Specialization of places. Let f!IJ and f!IJ' be places of K. We 
say that f!IJ' is a specialization of f!IJ and we write f!IJ -- f!IJ', if the valuation 
ring K9I' of f!IJ' is contained in the valuation ring K~ of f!IJ, and we say 
that f!IJ' is a proper specialization of f!IJ if K9I' is a proper subring of K9I. 
If both f!IJ and f!IJ' are places of K/k and f!IJ' is a specialization of f!IJ, then 

we shall write f!IJ ~ f!IJ'. 
It is clear that f!IJ -- f!IJ' if and only if either one of the following condi

tions is satisfied: (a) xf!IJ' oF 00 implies xf!IJ oF 00; (b) xf!IJ = 0 implies 
xf!IJ' =0 (for, xf!IJ=O implies (l/x)f!IJ= 00, whence (l/x)f!IJ' = 00, or 
xf!IJ' = 0). Hence we have, in view of (b) : 

(1) f!IJ -- f!IJ' <:> K9I ::> K9I' and 9)/91 c 9Jl9l'. 

In particular, if both f!IJ and f!IJ' are places of K/k and f!IJ ~ f!IJ', then we 
conclude at once with the following result: If Xl' x 2, ••• , Xn are any 
elements of K which are finite at fj!' (and therefore also at f!IJ), then any 
algebraic relation, over k, between the f!IJ-values of the X, is also satisfied by 
the f!IJ' -values of the Xi' Thus, our definition of specialization of places is 
a natural extension of the notion of specialization used in algebraic 
geometry. 

Every place of K is a specialization of any trivial place of K. Further
more, isomorphic places are specializations of each other. Conversely, 
if two places f!IJ and f!IJ' are such that each is a specialization of the other, 
then they are isomorphic places. As a generalization of the last state
ment, we have the following theorem: 

THEOREM 2. Let f!IJ and f!IJ' be places of K, with residue fields A and 
A' respectively. Then f!IJ -- fj!' if and only if there exz'sts a place.2 of A 
such that f!IJ' = f!IJ.2 on K~'. 
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PROOF. Assume that 9-+(JJ'. We set .d~=KgrfYJ and we observe 
that since Kso,c.KS',.d~ is a subring of .d. On the other hand, we have, 
by (1), that IDlao is a prime ideal in K~'. Let now cp and cp' denote the 
canonical homomorphisms of Kso' onto Kao' /IDiao and Kao' /IDlao' respec
tively, and let fJ'1 be the restriction of (JJ to Kao'. Since IDlao is the kernel 
of (JJ l' the product fJ'1-lcp is an isomorphism of .d,i onto Kao,/IDlao. 
Similarly cp'-If!l" is an isomorphism of KS''1IDlso' onto .d'. Since 
IDlS'c. IDiao', cp-lcp' is a homomorphism of KS''1IDlao onto KSJ' /IDlao'. We 
set !2 =fJ'1-1cp 'cp-lcp' 'cp'-If!l" =&\ -1fJ". Then !2 is a homomorphism of 
.d,! onto .d'. If ~ is an element of.d which is not in .d,! and x is some 
fixed element of Kao such that xf!l'=g, then x~Kao', (l/x)f!l"=O, and 
hence (l/g)~=O. We have thus proved that ~ is a place of .d, with 
residue field .d', and that (JJ 1 ~ = f!l". Hence (JJ' and f!l' ~ coincide on 
Kao'. 

Conversely, if we have (JJ' = (JJ!2 on Kao', where !2 is a place of .d, then 
it is clear that xf!l" '" 00 implies xfJ' '" 00, whence Kao' c. Kao, and (JJ' is a 
specialization of (lJJ. This completes the proof. 

We note that (lJJ' and f!l'!2 coincide not only on K ao, but also on Kao, in 
the following sense: if x E Kao and x ¢ Kao' (whence x(JJ E .d and xf!l" = (0), 
then (x(JJ)~=oo. For, if x¢:Kao', then (l/x)(JJ'=O, and hence 
(l/x)(JJ~=O (since f!l" =fJ'!2 on Kao'), i.e., (l/xf!l')!2=O and (xf!l')!2= 00, 

as asserted. 
We note also that in the special case of isomorphic places (JJ, f!l", ~ is 

an isomorphism of .d, i.e., !2 is a trivial place of .d. 
It is clear that the place f2 whose existence is asserted in Theorem 2 

is uniquely determined by f!l' and f!l" and that if both f!l' and f!l" are 
places o'ver k, then also f2 is a place over k (i.e., a place of .d/I~). 

Ie 
COROLLARY. If f!l' and (JJ' are places of K/k and (JJ -+ (JJ', then 

dim (JJ' /k ~ dim (JJ/k. Furthermore, if the residue field .d of (JJ has finite 
transcendence degree over k and f!l" is a specialization of f!l' over k, then 
dim f!l" /k = dim f!l'/k if and only if f!l' and (JJ' are k-isomorphic places. 

We shall now investigate the following question: given a place (JJ of 
K, find all the places of K of which (JJ is a specialization. From 
Theorem 1 (§ 2) it follows at once that any ring (in K) which contains 
the valuation ring of a place of K is itself a valuation ring of a place of K. 
Hence our question is equivalent to the following: find all the sub rings 
of K which contain Kao. The answer to this equation is given by the 
following theorem: 

THEOREM 3. Any subring of K which contains Kao is necessarily the 
quotient ring of Kao with respect to some prime ideal of Kao. If IDlI and IDlI 
are ideals in Kao, then either IDlI contains IDl. or IDl. contains IDll (and hence 
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the set of rings between K~ and K is totally ordered by set-theoretic inclu
sion c). If 9 is a place of K/k and if tr.d. K/k = r"# 00, then KfJ' has 
only a finite number of prime ideals, and the number of prime ideals of KfJ' 
(other than KfJ' itself) is at most equal to r-s, where s= dim PI/k. 

PROOF. Let L be a ring between KfJ' and K: KII' < L < K. Then L is 
the valuation ring K.1 of a place fl of which 9 is a specialization and 
hence the prime ideal IDl.1 of fl is also a prime ideal in KII'. Any element 
of KI1' which is not in IDl~ is a unit in K~ (since IDl.1 is the ideal of non
units of K~ and si'nce KlI'cK~). Hence the quotient ring of KII' with 
respect to the prime ideal IDl~ (i.e., the set of all quotients alb, where 
a, bE KII' and b rt IDl~) is contained in Kfi. On the other hand, we now 
show that any element x of K~ belongs to the above quotient ring. 
This is obvious if x E KfJ'. Assume that x rt KfJ'. If we set y= l/x, 
theny E KfJ' (since KII' is a valuation ring). Furthermore, x rt IDl~ (since 
IDloi c KfJ'), and hence x is a unit in K~. Therefore also y is a unit in 
K~, and so y ¢ IDl~. It follows that x( = l/y) belongs to the quotient 
ring of KfJ' with respect to IDl~. This proves the first part of the theorem. 

Let IDll and IDl2 be any two proper ideals in KII' (not necessarily prime 
ideals) and assume that IDl1 ¢: IDl 2• Let x be an element of IDl1, not in 
IDl2' and let y be any element of rol 2, Y:F O. Then x/y ¢ KII', and hence 
y/x E KII', y E IDll (since roll is an ideal and x E IDl1). Hence IDl2cIDl l . 

Assume now that 9 is a place of K/k and that tr.d. K/k=r"# 00. Let 
ID.ll and rol 2 be two prime ideals in KfJ' and let us assume that, say, 
IDl1 > IDl2• Let L;, i = 1, 2, be the quotient ring of KfJ' with respect to 
IDl;, and let 9; be a place of K whose valuation ring is L j • We have 
L2 > L l , and hence 9 1 is a proper specialization of 9 2• On the other 
hand, 9 is a specialization of ~1. It follows by Theorem 2, Corol
lary, that dim &,/k~dim91/k<dim 92/k~r. This shows that the 
number of prime ideals of KfJ' is finite and that the number of prime 
ideals in KfJ', other than KfJ' itself, is at most r-s. This completes the 
proof of the theorem. 

DEFINITION 1. The ordinal typet of the totally ordered set of proper 
prime ideals q of KfJ' ( q "# (0), q"# KfJ'; q 1 precedes q 2 if q 1 > q 2) is called 
the rank of the place PI. 

t In most axiomatic systems of set theory it is possible to attach to every 
totally ordered set E a well-defined object o(E) in such a way that we have 
o(E) = o(F) if and only if E and F are isomorphic ordered sets (i.e., if there exists 
a one-to-one mappingf of E onto F such that the relations x ~y andf(x) ~f(y) 
are equivalent). The object o(E) is called the ordinal type of E. Further
more, if E is isomorphic to the set {I, 2, ... , n} (i.e., if E is a finite, totally 
ordered set with n elements), we shall identify its ordinal type with its cardinal 
numbern. 
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COROLLARY 1. If K has finite transcendence degree rover k, then any 
place {jJ of K/k has rank ;;;;: r - s, where s = dim fIJ/k. 

The rank of a place fIJ of K is zero if and only if 9 is a trivial place of K. 
The rank of 9 is 1 if and only if 9 is not a trivial place of K and is not 

a proper specialization of any non-trivial place of K. A necessary and 
sufficient condition that a place 9 be of rank one is that its valuation 
ring be a maximal (proper) subring of K. We shall see later (§ 4, 
Theorem 4, Corollary 3) that any maximal (proper) subring of K is in 
fact the valuation ring of a place of K, provided the subring is a proper 
ring, i.e., not a field. 

We shall have occasion to use in § 6 the following corollary: 
COROLLARY 2. If ai' a2, ... , am are elements of K,. not all zero, then 

for at least one integer j, l;;;;:j;;;;:m, it is true that (adaj)fIJ=I=oo, 
i= 1,2, ... ,m, aj =1= O. 

Since K is the quotient field of Kg" it is sufficient to consider the case 
in which all the ai are in Kg,. In that cas~ we take for aj the element 
which generates the greatest ideal in the set of principal ideals (aj). 

If 9 is of finite rank m, there are exactly m - 1 rings L j between K, 
and K, and we have K, < Ll < L2 < ... < L"'_1 < K. If flJ j is a place 
of K whose valuation ring is L i , then 9 j is of rank m - i, 9 j is a special
ization of 9 j if i<j (i=O, 1,· . " m-l; 9 0 =9). We have thus a 
specialization chain for fIJ: 

(2) 

which joins a place 9 m-l of rank 1 to the given place fIJ of rank m. This 
chain is maximal in the sense that it cannot be refined by insertion of 
other places which are not isomorphic to any of the m places flJj. We 
shall call the chain (2) a composition cha;'l for 9. Any place 9* of 
which 9 is a specialization is isomorphic to one of the places 9 j (assum
ing of course that fIJ* is not a trivial place of K), and if 

&J'm-l -+- &J'm_ 2 -+- . . • -+- 9' 1 -+- &J 

is any other composition chain for fIJ, then flJj and 9'j are isomorphic 
places (;=0, 1, ... ,m-l). 

If r=tr.d. K/k=l= 00, then of particular importance are th~ places 
which are of dimension r - 1. It is clear that the rank of such.a place 
is 1 (Corollary 1). The (r-I)-dimensional places of fields of algebraic 
functions of r independent variables are of particular importance in the 
theory of algebraic varieties. A discussion of these places will be found 
in §H. 
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§ 4. Existence of places. We shall prove the following existence 
theorem: 

THEOREM 4. Let 0 be a subring of K containing 1, and let ~ be an 
ideal in 0, different from o. Then there exists a place f!lJ of K such that 
K~:::> 0 and 9.R~:::>~. 

PROOF. Let M denote the set of all subrings R j of K such that 
ocRj and R,~=I=Rj' The set M is non-empty, since 0 E M. We par
tially order the rings R j by set-theoretic inclusion. Let {Ra} be a 
totally ordered subset N of M, and let R be the join of the rings Ra' 
We cannot have a relation of the form 1 =al~l +a2~2+ ... +am~m' 
a, E~, ~j E R, for the fs would then belong to some RfJ , Rfj E N (since 
N is linearly ordered), and we would have RfJ~ = R fj , a contradiction 
(since RfJ EM). It follows that R~ =1= R, and hence REM. We have 
therefore proved that every totally ordered subset N of M has an upper 
bound R in M. By Zorn's lemma, M contains, then, maximal elements. 
We shall prove that every maximal element of M is the valuation ring 
of a place f!lJ of K, satisfying the required conditions. 

Let L be a maximal element of M. The ring L satisfies, then, the 
following conditions (1) OC L, L~ =1= L; (2) if L' is any subring of K such 
that L < L', then L'~ = L'. The remainder of the proof will be based 
on the following lemma: 

LEMMA. Let R be a subring of a field K, containing 1, and let ~ be a 
proper ideal in R. Then for any element x of K at least one of the 
extended ideals R[x]~, R[1lx]~ is a proper ideal of R[x], R[1/x] respec
tively. 

PROOF OF LEMMA. Assume the contrary: R[x]~=R[x], R[I/x]~= 
R[I/x]. That means that we have two representations of the element 
1 of R: 

(1) 

(I') 

" 1 = ~ aixi, aj E ~, 0;:;; i ~ n; 
i-O 

m 

1 = ~ bj/xi , bi E ~, 0;:;; j ~ m. 
i-O 

We shall suppose that the relations (1) and (1') are of the smallest pos
sible degrees nand m. Let, say, m ~ n. We multiply (1) by 1-bo 
and (1') byanX": 

I-bo = (1-bo)ao+ ... + .(1- bo)anX", 

(1- bo)a"x" = anb1Jf!'-1 + ... + anbmJf!'-m. 



12 VALUATION THEORY Ch. VI 

Thus, 

I-bo = (l-bo)ao+ ... +(I-bo)an_lX"-l+anblxn-l+ ... +anbmX"-m, 

or 
n-l 

1 = 2: c.x·, c. E ~, 
_=0 

and this is a relation of the same form as (1) and of degree less than Il, 
contrary to our assumption that (1) is of lowest possible degree. 

We now apply the lemma to the case R=L, ~=L~. If x is any ele
ment of K, and if we set L' = L[x], L" = L[lJx], then the lemma tells us 
that at least one of the following two relations must hold: L'~#L', 
L"~ # L". This implies by the maximality property of L, that either 
L=L' or L=L", i.e., either xEL or IJxEL. Hence L is a valuation 
ring of a place & of K (§ 2, Theorem 1). 

The prime ideal ID19" of & is the ideal of non-units of L, whence 
ID19"::> L ~ ::>~, and since L::> 0 the proof of the theorem is now complete. 

We note that if (# is a trivial place of K then ID19" = (0). Hence if the 
ideal ~ is not the zero ideal, any place & satisfying the conditions of the 
theorem is necessarily non-trivial. 

COROLLARY 1. If 0 is an integral domain, not a field, and if K is a 
field containing 0 as subring, then there exist non-trivial places (# of K such 
that KIP::> o. 

For 0 contains ideals different from (0) and 0. 

COROLLARY 2. A field K possesses only trivial places if and only if K 
is an absolutely algebraic field, of characteristic p # 0 (i.e., if and only if K 
is an algebraic extension of the prime field of characteristic p # 0). 

For, the absolutely algebraic fields, of characteristic p # 0, are the only 
fields with the property that all their subrings are fields, whereas the 
valuation ring of a non-trivial place is not a field. 

COROLLARY 3. If 0 is a proper ring and a maximal subring of a field K, 
then 0 is the valuation ring of a place [!; of K. 

This follows at once from Corollary 1. Note that [!; is then neces
sarily of rank 1 (see § 3, Definition 1). 

Of great importance for applications to algebraic geometry is the fol
lowing consequence of our existence theorem: 

THEOREM S. If 0 is an integral domain contained in a field K and If III 

is a prime ideal in 0, m # 0, then there exists a place f!IJ of K such that 
K9"::> 0 and ID19" n 0 = m. 

PROOF. Let 0' denote the quotient ring of 0 with respect to m and 
let m' = o'm = ideal of non-units in 0'. From our assumptions on In it 
follows that m' # 0'. Hence there exists a place f!IJ of K such that 
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K/¥::Jo', IDl/¥ n o'::Jm'. Since m' is a maximal ideal in 0' and since 
1 ¢ IDl/¥, it follows that IDl/¥ n 0' = m'. Hence IDl/¥ n 0 = m, since 
m' no=m. 

The following is essentially an equivalent formulation of Theorem 5: 
THEOREM 5'. (The extension theorem). If 0 is an integral domain and 

K is a jield containing 0, then any specialization cp of 0 can be extended to a 
place &' of K. In particular, if h is a subjield of K then any place of h can 
be extended to a place of K. 

For if m denotes the kernel of cp then 111 #- 0 (by definition of specializa
tions), and there exists a place &' of K such that K/¥::J 0 and 9Jlao n 0 = m. 
If if denotes the restriction of &' to 0, rp-lcp is an isomorphism of orp onto 
ocp (since m is the kernel of both cp and rp). This isomorphism can be 
extended to an isomorphism of the residue field LI of &' into some field 
containing ocp. If!2 is such an extension, then the place &'!2 of K is an 
extension of cpo 

We now give a number of important consequences of Theorems 5 
and 5'. 

For applications to algebraic function fields, or, more generally, to 
fields K in which a subfield h has been specified as ground field, it is 
important to analyze Theorem 5' in the special case cp= 1 (whence 
m = (0», with reference to the following question: does there exist in this 
case a non-trivial place which is an extention of cp? If &' is such a place 
then K/¥ contains the quotient field of 0 in K, and the restriction of &' 
to that quotient field is also the identity. Therefore, we may as well 
assume that 0 is a field, say 0 = h, and the non-trivial places &' which we 
are seeking are the places of Kjk. If K is an algebraic extension of h, 
then K/¥::J k implies K/¥ = K, since KJ' must be integrally closed in K 
and since every element of K is integrally dependent on k. Hence if K 
is an algebraic extension of h, then K/k posses.ses only trivial places. On 
the other hand, assume that K has positive transcendence degree over k. 
Then if x is any transcendental element of Kover k, the polynomial 
ring k[x] is a proper ring (i.e., not a field) and admits at least one speciali
zation cp over h which is not an isomorphism (in fact, there are infinitely 
many such specializations of k[x], for each irreducible polynomial in 
h[x] can be used to define a cp). We have therefore the following. 

COROLLARY 1. If K is a jield extension of agroundjield h, then Kjh has 
non-trivial places If and only if K has positive transcendence degree over k. 

To this coroHary we can now add the following very useful additional 
result: 

COROLLARY 2. If a jield K has positive transcendence degree over a 
subjield k, then there exist algebraic places of K/k. 
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For consider the set M of all valuation rings in K which belong to 
places of K/k (i.e., valuation rings which contain k). By Corollary 1, 
M is non-empty. By Theorem 1, § 2, the intersection of any descending 
chain of valuation rings in K is again a valuation ring. Hence, by Zorn's 
lemma, M contains minimal elements (it is understood that M is par
tially ordered by set-theoretic inclusion). Let R be a minimal element 
of M and let 9 be a place of K/k such that K~ = R. We assert that [J' 

is algebraic over k. For, assuming the contrary, i.e., assuming that the 
residue field ..1 of fY' has positive transcendence degree over k, then it 
would follow from Corollary 1 that there exists a non-trivial place fl of 
..1/k. Then the composite place 9' =9fl is a place of K/k whose 
valuation ring is a proper subset of R, a contradiction. 

COROLLARY 3. If f{J is a specialization of an integral domain 0, and if 
K is a field containing 0, then there exists a place of K which is an extensioll 
of rp and whose residue field is algebraic over the quotient field of orp. 

Let k be the quotient field of the rp-transform orp of 0. We fix a place 
~ of K which is an extension of rp and whose residue field ..1 therefore 
contains k. 1f..1 is algebraic over k then 9 is the desired place. If .d 
is not algebraic over k, then we fix, by Corollary 2, an algebraic place fl 
of ..1/k. The composite place 9' =fY'fl of K is an extension of rp (since 
!!2 is the identity of orp) and its residue field is algebraic over k (since fl 
is an algebraic place of ..1/k). 

COROLLARY 4. Let 0 be an integral domain and let K be a field con
taining 0 as subring. If a specialization rp of 0 is such that it has no proper 
extensions within K, then rp is a place of K (this is the converse of a result 
proved in the beginning of § 2). 

This is a direct consequence of Theorem 5'. 
The two corollaries that follow have already been proved in the pre

ceding chapter in the more general case of arbitrary commutative rings 
with identity. However, as in the case of domains they are very simple 
consequences of Theorem 5, we give here a second proof of these 
results. 

COROLLARY 5. Let 0 and 0 be integral domains such that 0 is a subring 
of 0 and such that every element of 0 is integrally dependent on o. 
Then for every prime ideal m in 0 there exists a prime ideal 9Jl in 0 such 
that 9Jl n o=m. 

The assertion being trivial if m = 0, we assume m # o. If K is the 
quotient field of 0, there exists a place 9 of K such that K~ ~ 0 and 
9Jl~ n 0 = m (Theorem 5). Since K" is integrally closed in K and 0 is 
integral over 0, it follows from K,,~o that K,,~ D. Hence 9Jl" n Dis 
a prime ideal un in D, and we have un no = m. 
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COROLLARY 6. The rings D and 0 being as in the preceding corollary, 
let a be an ideal in o. Then If a;f 0, we have Oa;f D. 

Since 0 contains an identity, there exists a prime ideal m in 0 such that 
aC m;f 0 (for instance, there exist maximal ideals containing a). By 
Corollary 5, let IDl be a prime ideal in :C such that IDl no = m. Then 
clearly IDl;fD, and since CacDmcIDl, it follows that Ca;fD. 

Place-theoretic properties of integrally closed domains are of parti
cular importance in the arithmetic theory of algebraic varieties. Many 
of these properties are based on the following theorem: 

THEOREM 6. If 0 is an integral domain and K is a field containing 0, 

the intersection of all the valuation rings Kg. of places !?J' of K such that 
KiP ~ 0 is the integral closure of 0 in K. 

PROOF. Since every Kg. is integrally closed, every KfJ' containing 0 

contains the integral closure i5 of o. So we have only to show that if x 
is an element of K which does not belong to 0, then there exists a place 
& of KfJ' such that KfJ'::> 0 and x ~ K3'. To show this, we consider the 
ring 0' = o[y], where y = 1/ x. Our basic remark is to the effect that y 
is a non-unit in 0'. For, if y were a unit in 0', then we would have a 
relation of the form: l/y=x=aOx-n+alX-n+l+ ... +a", ai E 0, or 
x"+ 1 - anx" - . . . - ao = 0, and hence x would be integrally dependent 
on 0, contrary to assumption. Since y is a non-unit in 0', the ideal o'y 
is different from 0'. By Theorem 4, there exists, then, a place !?J' of K 
such that KfJ'::>o', IDlfJ'::>o'y. Hence y is also a non-unit in KfJ', and 
consequently x ¢ Kg.. 

COROLLARY. Let 0 be an integral domain and let K be afield containing 
o. If 0 is integrally closed in K, then 0 is the intersection of all the valua
tion rings KfJ' of places !?J' of K such that KfJ'::> o. 

REMARK. If K is a field of algebraic functions over a ground field k, 
then all the results established in this section continue to hold if by a 
"place of K" we always mean a "place of K/k," provided that kco.· 
For, every place !?J' such that KfJ'::> 0 is k-isomorphic to a place of K/k. 

§ 5. The center of a place in a subring. Let 0 be an integral 
domain, let K be a field containing 0 and let &' be a place of K. We say 
that &' is finite on 0 if &' has finite value at each element of 0, or
equivalently-if OC Kg.. If &' is finite on 0 then the restriction of fJJ 
to 0 is a specialization of o. If this specialization is the identical 
mapping of 0 onto itself, then we shall say that &' is a place of K 
over o. 

Let &' be a place of K which is finite on o. The set .p = IDlfJ' n 0 of 
those elements of 0 at which fJJ has value zero is clearly a prime ideal in 
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o. This prime ideal is called the center of ~ in o. The center V is 
always different from 0 since 1 1= Wlgo; it is the zero ideal if and only if 
the restriction of f!lJ to 0 is an isomorphism (in particular, V = (0) if f!jJ 

is a place of Kover 0). It is clear that the residue class ring o/V is iso
morphic to the subring o[!/J of the residue field .d of f!lJ. 

Since any element of 0 which is not in the center V of f!lJ in 0 is a unit 
in the valuation ring Kgo, it follows that f!lJ is also finite on the local ring 
01' of the specialization induced by f!lJ in 0, and it is clear that the center 
of f!lJ in 01' is the maximal ideal VOl' in 01" Conversely, if V is a prime 
ideal in 0, different from 0, and if f!lJ is a place of K such that (1) f!lJ is 
finite on 01' and (2) the center of f!lJ in 01' is the maximal ideal m in 01" 

then f!lJ is also finite on 0 and has center V in 0 (since m no = V). Note 
that condition (1) by itself is only equivalent to the following condition: 
f!lJ is finite on 0 and its center in 0 is contained in p. 

Isomorphic places ha"e the same center in any ring 0 on which they 
are finite. On the other hand, if we have two places f!lJ and fl such that 
fl is a specialization of f!lJ, then if .f2 is finite on 0 also f!lJ is finite on 0 

(since Kgo::J K.rz) and the center of f!lJ in 0 is contained in the center of fl 
in 0 (for Wlgoc Wl.rz). 

Theorem 5 (§ 4) said that any prime ideal (different from (1» in a 
subring 0 of a field K is the center in 0 of a place of K. A more precise 
result can be proved: 

THEOREM 7. Let 0 be a subring of a field K, p and q two prime ideals 
in 0 such that VC q. Suppose that f!lJ is a place of K with center ~ in o. 
Then there exists a place .f2 of K which is a specialization of f!lJ and which 
admits q as a center in o. 

PROOF. Without loss of generality we may assume that Kgo/WlfJ' is the 
residue field of f!lJ. Consider now the subring o/V of the residue field 
Kgo/Wlgo of f!lJ, the prime ideal q/V of o/V, and the canonical homomor
phism of o/V onto (o/V)/( q/V). By Theorem 5' (§ 4), this homomor
phism can be extended to a place f!l of the field Kgo/Wlgo. The product 
fl = f!lJf!l is then a place of K. Its valuation ring contains 0, and its 
center on 0 is obviously q. 

COROLLARY. Let D be an integral domain, 0 a subring of D over which 
D is integral, I,l! a prime ideal in D, V the prime ideall,l! no, and q a prime 
ideal in 0 containing V. Then there exists a prime ideal 0 in D containing 
~ and such that 0 n 0 = q. 

For, let K be a field containing D. There exists a place f!lJ of K with 
center I,l! in D. Then the center of f!lJ in 0 is V = 0 n I,l!. Theorem 7 
shows the existence of a specialization .f2 of f!lJ with center q in o. Since 
D is integral over 0, the valuation ring of !l contains D. Thus fl admits 
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a center 0 in 0, and this center is a prime ideal containing ~. Further
more, we have 0 n 0 = q, since q is the center of f2 in o. 

REMARK. This corollary has already been proved in Vol. I, Ch. V, 
p. 259, without any assumption on zero divisors. 

The places f!/' of a field K which have given center p in a given subring 
o of K are among the places of K whose valuation ring contains the 
quotient ring 0", but they are those which satisfy the additional condi
tion Wlao n Op= pOp. By Theorem 6, § 4, we know that the integral 
closure of Op in K is the intersection of all the valuation rings Kao which 
contain 0". We shall now prove the following stronger result. 

THEOREM 8. Let 0 be an arbitrary subring of a field K and let p be a 
given prime ideal in 0, different from o. Let D be the quotient ring of 0 

with respect to v. If N denotes the set of all valuation rings R in K which 
belong to places f!/' of K having center V in 0, then 

n R = integral closure of 0 in K. 
ReN 

PROOF. It will be sufficient to show that every valuation ring Sin K 
which contains 0 contains as subset some member of N. Let f2 be a 
place of K such that S = K02 and let Wl02 n 0 = q, where q is a prime ideal 
in o. Since S=> 0, q is the contraction of some prime ideal in 0 
(namely of Wl02 nO), and hence qC p. By Theorem 7 (where q and V 
have now to be interchanged) there exists a place f!/' of K which is a 
specialization of f2 and admits p as center in o. Then Kao c S, and since 
Kao E N, the proof is complete. 

COROLLARY. If 0 is integrally closed in K, then n R = 0". 
ReN 

For in that case also 0" is integrally closed in K. 
As an application of the notion of the center of a place we shall now 

give a complete answer to the following question: given a Dedekind 
domain R, find all the places of the quotient field of R which are finite 
on R. 

THEOREM 9. Let R be a Dedekind domain, K its quotient field. The 
non-trivial places of K which are finite on R are the v-adic places of R (see 
§ 2, Example 2) and these places are all of rank 1. 

PROOF. Let f!/' be a non-trivial place of K which is finite on R. 
Since f!/' is non-trivial, and since K is the quotient field of R, the center 
of f!/' in R is a proper prime ideal v. The valuation ring of f!/' contains 
the quotient ring Rp. In order to show that these two rings are equal, 
we need only prove that Rp is a maximal subring of K, and this will 
prove Theorem 9. 
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It has been proved (Vol. I, Ch. V, § 6, Theorem 15) that there exists an 
element m of R" such that every element of R" may be written as umq 

where u is a unit in R" and q a non-negative integer. It follows, upon 
division, that every element of K may also be written under the form 'vms, 
where v is a unit in R" and s an integer. Let S be a subring of K 
properly containing R". Then S contains some element vms, with 
s < O. Thus, since S contains R", it contains m- 1 = (m-s-1v-1)(vms); 
hence S contains m-n for every integer n, and therefore also every ele
ment umq (u a unit in R", q-any integu). It follows that S=K. 
Q.E.D. 

COROLLARY 1. The only non-trivial places of the field of rational 
numbers are the p-adic ones (p, a prime number). 

In fact, the valuation ring of such a place must contain the ring J of 
ordinary integers. 

COROLLARY 2. Let k be a field, and K = k( X) the field of rational 
functions in one indeterminate X over k. The non-trivial places of Klk 
are: 

(a) The p(X)-adic places (p(X), an irreducible polynomial in k[X). 
(b) The place fJt whose valuation ring consists of all fractions a(X)jb(X) 

(a, b: polynomials) such that aa ~ abo 

(Equivalent places may be obtained by replacing in the rational func
tions f(X) either 

(a) X by a root of the irreducible polynomial p(X) or 
(b) llX by 0.) 

Let fJt be a non-trivial place of K/k. If its valuation ring KiJl contains 
X, it contains k[X), and we are in case (a). Otherwise llX is in K;Jt, 
and is a non-unit in this ring. Thus K9t contains the polynomial ring 
k[I/x), and the center of fJt in this ring must be a prime ideal containing 
ljX, i.e., it must be the principal ideal (lIX). Then the valuation ring 
of fJt consists of all fractions a'( lIX)jb'(lIX) (a', b': polynomials over k) 
such that b'(O) ¥- O. The verification of the fact that this is the valuation 
ring descnbed in (b) may be left to the reader. 

REMARK. The last corollary expresses the fact that the non-trivial places 
of k(X)/k correspond to the elements of the algebraic closure k of k (more pre
cisely to the classes of conjugate elements of k) and to the symbol 00: the 
value of the rational function f( X) at the place a corresponding to x in k (to 00) 
being f( x) (f( oo)}. Notice that all these places have dimension 0 and rank I, 
and that their valuation rings are quotient rings of polynomial rings. The 
places of Klk, where K is a field of rational functions in several variables over 
k, are of more complicated types (see § 15). 
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COROLLARY 3. An integrally closed local domain R in which the ideal 
of non-units is the only proper prime ideal is the valuation ring of a place 
of rank 1. 

For, R is a Dedekind domain (Vol. I, Ch. V, § 6, Theorem 13), and if 
p is the ideal of non-units in R then R = Rp. Note that R is a discrete 
valuation ring of rank 1 (in the sense of Vol. I, Ch. V, end of § 6, p. 278; 
see also § 10 of this chapter, Theorem 16, Corollary 1). 

We shall conclude this section with the derivation of another criterion 
for a domain to be a valuation ring. Let 0 be an integral domain, q a 
prime ideal in 0, and let 9 be a place of the quotient field K of 0 which is 
finite on 0 and has center q. Since IDlao n 0 = q, the integral domain 01 q 
can be canonically identified with a subring of the residue field .1 of 9. 
Thus .1 is an extension of the quotient field .10 of o/q. We shall say 
that the place 9 is of the first or of the second kind, with respect to 0, 

according to whether the transcendence degree of .1 over .1 0 is zero or 
positive. 

THEOREM 10. Given an integrally closed integral domain 0 and a 
prime ideal q in 0, q # 0, a necessary and sufficient condition for the quotient 
ring Oq to be a valuation ring is that there should not exist a place 9 of the 
quotient field of 0 such that 9 has center q and is of the second kind with 
respect to o. 

For the proof of Theorem lOwe shall first prove a general lemma: 
. LEMMA. Let 0 be an integrally closed integral domain, let K be the 

quotient field of 0 and let q be a prime ideal in o. If an element t of K is a 
root of a polynomial f(X)=aoX"+alX"-l+ ... + a", where the coeffi
cients a j are in 0 but not all in q, then either t or lit belongs to the quotient 
ring Oq. 

PROOF. The element lit is a root of th:! polynomial a o + alX + ... + 
a"X". Our assumptions are therefore symmetric in t and l/t. There 
exists a place 9 having center q. We shall show that t E Oq or l/t E Oq 

according as t9# 00 or (1/t)9# 00. Let, say, t9# 00. Let us assume 
that ao, aI' ... , aj_l E q, aj ¢= q; here j is some integer such that O;;.j;;. n. 
If j = 0, then the equation f( t) = 0, upon division by ao, implies that t is 
integrally dependent on Oq, and hence t E Oq since Oq is integrally closed 
(Vol. I, Ch. V, § 3, p. 261). We cannot havej=n, for in the contrary 
case the existence of a place 9 having center q and such that t9 # 00 

would imply ·that aiJ~ = 0, an E (1, a contradiction. We shall therefore 
assume that 0 <j < n. 

Let 
~ = aoti+alti-l+ ... +ai_lt+aj 
'YJ = aj+l + aj+2It+ ... + a"lt,,-j-l. 
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Let fJJ be any place which is finite on o. If tfJJ:f- 00, then also ,fJJ '" 00, 

and also T}fYJ", 00 since ,t+T}=O. If tfYJ= 00, then T}fYJ", 00, and siace 
,+ T}lt = 0, it follows that ,fYJ = O. Hence, in all cases we have ,fYJ '" 00 

and T}fYJ", 00. Since this holds for all places which are finite on 0, it 
follows that the elements g and'Y/ both belong to o. Now, by assumption, 
there exists a place fYJ having center q and such that t(!JJ '" 00. For such 
a place fYJ we will have ,fYJ '" 0 since ajfYJ = 0, i = 0, 1, ... , j = 1, and 
ajfYJ '" 0 (in view of the assumption made on the coefficients ao, a1, ••• , aj ). 
Therefore the element g of 0 does not belong to q, and consequently 
t= -T}lg E Oq. This completes the proof of the lemma. 

We note the following consequence of the lemma: 
COROLLARY. Let 0 be an integrally closed integral domain, let K be the 

quotient field of 0 and let q be a prime ideal in o. If an element t of K is 
such that neither t nor 1 It belongs to the quotient ring Oq and if 0 denotes 
the ring oCt], then the extended ideal ii = 0 q is prime, the contracted ideal 
ii no coincides with q, and the ii-residue of t is transcendental over 01 q. 

For, oq consists of all elements of the form 17"otn + 17"ltn-1 + ... +17"n, 
17" j E q, n an arbitrary integer ~O. If 17"otn+17"ltn-l+ ... +17"n=aEo, 
then it follows from the lemma that a E q, showing that i5 q n 0 = q. 
Hence the integral domain 01 q can be regarded as a subring of 6 Iii. If 
we have a relation of the form 'oin +g1in- 1 + ... +gn=O, where 'j E 01 q and i is the ii-residue of t, and if we fix an element a j in 0 such 
that gj is the q-residue of a j , then aotn+ a1tn- 1 + ... + an E ii, i.e., there 
must exist elements 17"' l' 17"' 2' ... , 17"' h' 17"0' 1T l' ... , 1T n in q such that 

h 

2: 17"' itn+i + (ao -17"o)tn + (a 1 -17"1)tn- 1 + ... + (an -17"n) = O. Therefore, by 
i= 1 

the lemma, we must have a j -17"i E q, ii j = 'j = 0, showing that i is trans
cendental over o/q. Hence o/q[i] is an integral domain, and since this 
ring is the residue class ring a/ii, it follows that ii is a prime ideal. 

[In terms of dimension theory: dim q= 1 +dim q.] 
The proof of Theorem lOis now immediate. The necessity of the 

condition is obvious, for if Oq is a valuation ring, any place fYJ which is 
finite on 0 and has center q necessarily has Oq as valuation ring, and thus 
the residue field of fYJ coincides (to within an isomorphism) with the 
quotient field of 01 q. To prove the sufficiency of the condition, we 
assume that Oq is not a valuation ring and we show that there exists a 
place (!JJ of K which has center q and is of second kind with respect to o. 
For this purpose, we consider an element t of K such that neither t nor 
lIt belongs to Oq (such an element exists since Oq is not a valuation ring) 
and we pass to the ring 6 = o[t] and to the ideal q = ii q. By the above 
corollary, ii is a prime ideal, different from o. Let fYJ be a place of K 
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which is finite on 15 and has center q in o. Then it follows from the 
corollary that the center of &' in 0 is q and that &' is of the second kind 
with respect to 0 (since the residue field of &' contains 5/ii). 

The following consequence of Theorem 10 has been useful in the 
geometric applications of valuation theory: 

COROLLARY OF THEOREM 10. Let {oa}, a E A, be a collection of sub
rings of a field K, integrally closed in K and indexed by a set A, and let for 
each 0a a proper prime ideal qa in 0a be given. Assume that the following 
conditions are satisfied: (a) if 0a C 0(3 then q(3 n 0a = qa; (b) for any two rings 
0a' 0(3 (a, f3 E A) there exists a third ring Oy in the collection such that 
oucoyand0tlcoy' LetC= UOa'O= U qu. ThenCoisavalua-

aeA aeA 

tion ring if and only if there does not exist a place &' of K which satisfies, 
for each a, the following conditions: &' has center qa in 0a and is of the 
second kind with respect to 0a' 

From condition (b) it follows that ,0 is a ring, integrally closed in K, 
and (a) implies that the set 0 is a proper prime ideal in C. Any place 
&' of K which has center 0 in ,0 has center qa in 0a for each a E A; and 
conversely. The residue class ring C/O can be regarded, canonically, 
as the union of the rings 0 a/ qa' It follows that a place &' of K which has 
center 0 in ,0 is of the second kind with respect to ,0 if and only if f?jJ 

is of the second kind with respect to each of the rings 0a' and the corol
lary now follows from Theorem 10. 

§ 5b1s• The notion of the center of a place in algebraic geo
metry. The concept of center of a place has been first introduced in 
algebraic geometry, and in fact the theorems given in the preceding 
section are merely generalizations of similar theorems concerning 
algebraic varieties. We shall briefly review here the algebro-geometric 
background of the material presented in the preceding section. For 
further details, see Chapter VII, § 3. 

If K is a field, the n-dimensional affine space An Kover K is the set of all 
points (Zl' Z2' ... , zn) (i.e., ordered n-tuples) whose (non-homogeneous) 
coordinates Zl' Z2, ... , zn are elements of K. We now assume that K 
is an algebraically closed field and that it contains a ground field k. If 
m is an ideal in the polynomial ring k[Xl' X 2,···, Xn] (=k[X]) in n 
indeterminates, with coefficients in the ground field k, the variety of m 
is the set of all points (z)( = (Zl' Z2' ... , zn)) in AnK such thatf(z) = 0 for 
every polynomial f(X) in m. An algebraic affine variety in AnK (defined 
over k) is any subset of AnK which is the variety of some ideal in k[X]. 
If V is a variety in AnK , defined over k, the polynomials in k[X] which 
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vanish at all points of V obviously form an ideal. This ideal, called the 
ideal of the variety V, is the greatest ideal in k[X] whose variety is V. 
It is clear that the ideal of a variety V coincides with its own radical and 
is therefore (see Vol. I, Ch. IV, § 4, Theorem 5) an intersection of 
prime ideals. If the ideal of V is itself a prime ideal, then V is said to 
be irreducible (over k) (cf. Ch. VII, § 3). 

Let V be an affine variety in An K, defined and irreducible over the 
ground field k, and let lJ be the prime ideal of V in k[ X). The residue 
class ring k[X]/lJ is called the coordinate ring of V. We shall denote this 
ring by k[V]. If Xi denotes the v-residue of Xi' then k[V] = 
k[x l , X2, ..• , xn] (=k[x)). The point (Xl' X2, ... , xn) is called a general 
point of V over k. The quotient field k(x) of k[x] is called the function 
field of V, over k, and will be denoted by k( V). The dimension r 
of V is the transcendence degree of k(V) over k. We have of course 
0;;;; r;;;;n. 

Since the v-residues Xi of the Xi are not generally elements of K, the 
general point (x) is not always actually a point of the space An K How
ever, if K has transcendence degree ~ rover k, there always exist k
isomorphisms of k( V) into K (since K is algebraically closed). If T is 
one such isomorphism, and if XjT=Zj, then also the point (Zl' Z2' ... , zn) 
of An K is called a general point of V over k. It is now a standard pro
cedure in algebraic geometry to assume once and for all an algebraically 
closed field K which has infinite transcendence degree over k (a so-called 
universal domain K). This guarantees that any irreducible variety V, 
over k, in AnK (n arbitrary) carries general points (which are actually 
points of the affine space AnK ). 

Let f!JJ be a place of k(V)/k such that the residue field of & is contained 
in K (which is not a serious restriction on &, at least if K is a universal 
domain, for in that case every place of k( V)/k is isomorphic to a place 
f!JJ satisfying the above condition). If & is finite on the coordinate ring 
and if, say, x j&= Zi (Zj E K), then the point (z) is called the center of the 
place p)J on V. (It is obvious that (z) is indeed a point of V, for if a 
polynomial f(X) belongs to the ideal of V then f(x) = 0 and hence 
f(z)=f(x)&=O.) The elementsg(x) of k[V] which vanish at the point 
(z) form a prime ideal lJ, the prime ideal of (z) in k[V]. We have 
g(x) E V if and only if g(x)f!JJ = 0, i.e., if and only if g(x) E Wla>. Hence 
the prime ideal of the center of f!JJ OT! the variety V is merely the center of f!JJ 
in the coordinate ring k[ V] of V. 

By the dimension of a point P=(ZI' Z2,' .. , zn), over k (in symbols: 
dim P/k, or dim (z)/k) we mean the transcendence degree of k(z) over k. 
Two points (z) and (z') in AnK are said to be k-isomorphic if there exists 
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a k-iscmorphism T of the field k(z) onto the field k(z') such that 
ZiT = Z'i' 1 ~ i ~ n. For instance, any two general points of our irre
ducible variety V, over k, are k-isomorphic, and any general point of V, 
over k, has dimension rover k, where r = dim V. We now list some of 
the properties of the center of a place on V. (We remind the reader 
that a place @ of k( V) admits a center on an affine variety if and only if 
@ is finite on k[V].) 

PROPERTY 1. A place @ of k( V)/k is trivial if and only if its center on 
V is a general point of V over k. 

The proof is straightforward and may be left to the reader. 
PROPERTY 2. If Q is the center on V of a place @ of k( V)/k then 

dim Q/k~dim9'/k~dim V, and @ is trivial if and only if dim@/k= 
dim V. 

Obvious. 
Given two points Q=(zu Z2'·· ., Z,.) and Q'=(Zl', Z2',···, Z,.') in 

A,. K, Q' is said to be a specialization of Q over k if there exists a specializa
tion f{J of the ring k[z] onto the ring k[z'] such that f{J is the identity on k 
and z;f{J=z';. Notation: Q~ Q'. If Q~ Q' then dim Q'/k~ 
dim Q/k. If we have both Q ~ Q' and Q' ~ Q, then Q and Q' are k

isomorphic points, and conversely. If Q ~ Q' and dim Q' / k = dim Q / k, 
then again Q and Q' are k-isomorphic points, for any proper k-homo
morphism of the integral domain k[ z] lowers the transcendence degree 
of the domain. (See Vol. J, Ch. II, § 12, Theorem 29). 

PROPERTY 3. Let @ and f2 be places of k( V)/k and let P and Q be their 
respective centers on V. If @ ~ !l then also P ~ Q. 

Obvious. 

PROPERTY 4. Let P and Q be points of V such that P ~ Q. Suppose 
that @ is a place of k(V)/k which admits P as center on V. Then there 
exists a place f2 of k(V)/k which is a specialization of @ over k and has 
center Q on V. 

This is the analogue of Theorem 7, § 5, and the proof is the same. 
If Q is a point of V and ~ is the prime ideal of Q in the coordinate ring 

k[V], then the quotient ring of k[V] with respect to ~ is called the local 
ring of Vat Q (or also briefly: the local ring of Q (on V». This ring 
shall be denoted by o(Q; V), and the maximal ideal in that ring shall be 
denoted by m(Q; V). 

PROPERTY 5. If Q is the center on V of a place @ of k(V)/k thtm 
O(Qi V)ck(V)s. and m(Q; V)=IDlS' n O(Qi V). Conversely, if these 
two conditions are satisfied for a given point Q on V and a given place @ of 
k( V), then the center of @ on V is a point k-isomorphic to Q. If only 
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condition o(Q; V) c k( V)9' is satisfied, then Q is a specialization, over k, of 
the center of 9 on V. 

Obvious. 
It follows that every point Q of V is the center of some place of 

k(V)/k. 
PROPERTY 6. If Q is a point of V then the integral closure of o(Q; V) 

is the intersection of all the valuation rings which belong to places f:P of 
k(V)/k having center Q on V. 

This is a particular case of Theorem 8, § 5. 
To be able to speak of the center of a place 9 of k(V)/k also in the 

case in which 9 is not finite on k[V], it is only necessary to adjoin to V 
its points at infinity and to consider thus the enlarged projective variety 
V*. We shall discuss this question later in the next chapter (see 
Ch. VII, § 4bis). At this stage it will suffice to say that if V is regarded 
as a variety in the projective n-space, then every place of k(V) has a well
defined center on V. This is important, since it allows one to introduce 
the concept of a birational correspondence in a purely valuation
theoretic fashion. Two irreducible varieties V and V', over k, are 
birationally equivalent if their function fields k( V) and k(V') are k
isomorphic. In that case, after fixing a definite k-isomorphism between 
k(V) and k(V'), we may identify these two fields. Assuming therefore 
that k(V)=k(V'), we can set up a correspondence Tbetween the points 
of Vand V I in the following fashion: a point Q of V and a point Q' of V I 
are corresponding points if there exists a place&' of k(V)( =k(V')) whose 
center on V is Q and whose center on V I is Q'. Such a correspondence 
T is called a birational correspondence. The fact that every point of V is 
the center of at least one place guarantees that in a birational correspon
dence between two birationally equivalent varieties to every point of one 
variety corresponds at least one point of the other variety. 

§ 6. Places and field extensions. Let K be a field and K* an 
overfield of K. It follows easily from our definition of a place that if 
9* is a place of K* then the restriction of &'* to K is a place of K. If 
9 and &'* are places of K and K* respectively, we say that &'* is an 
extension of 9 if 9 is the restriction of &'* to K. Our object in this 
section is to study the extensions in K* of a given place&' of K. 

LEMMA 1. If &'* is an extension of &', then K;. n K = K9'. Con
versely, 1/ this last relation holds for given places&' and 9* of K and K* 
respectiveZv, then there exists an extension 9 1* of 9 which is isomorphic 
to &'*. The relation K%.. n K = K9' implies Wl9'* n K = 9Jl9' and is 
equivalent to "K-;. '::) K9' and 9Jl9'* '::) 9Jl9'." 
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PROOF. The first part of the lemma is self-evident. Assume now 
that K;. n K = K~, and let 9 1 be the restriction of 9* to K. Then 
K~l = K~, and hence 9 and 9 1 are isomorphic places of K. Hence 
9 = 9 d, where f is an isomorphism of the residue field Ll1 of 9 1 onto 
the residue field LI of 9. Extend f to an isomorphism f* of the residue 
field of 9* and set 9 1*=9'*f*. Then 9* and 9 1* are isomorphic 
places, and 9 1* is an extension of 9, which proves the second part of 
the lemma. Furthermore, it is clear that IDl~* n K = IDl~, and this 
proves one half of the last part of the lemma. Assume now that we 
have K;.:::> K~ and IDl~*:::> IDl~ for two given places 9 and 9* of K and 
K* respectively. If x is any element of K, not in K~, then l/x belongs 
to ·IDl~, hence l/x E IDl~*, and therefore xi K;.. This completes the 
proof of the lemma. 

Note in particular the case in which 9 is a trivial place of K (9 = an 
isomorphism of K). If 9 is the identity automorphism of K, then the 
extensions of 9 to K* are the places of K*/K. It follows from 
Lemma 1 that if 9 is an arbitrary trivial place of K, then any extension 
of 9 to K* is isomorphic with a place of K*/K. 

The existence of extensions to K* of any given place 9 of K is assured 
by the extension theorem (Theorem 5', § 4), where 0, K and rp are now 
to be identified with K~, K* and 9 respectively. 

We shall generally denote by LI (or by .1*) the residue field of a 
place 9 of K (or of a place 9* of K *). If 9 is the restriction of 9* 
in K, then Llc.1*, and the transcendence degree of.1* over.1 shall be 
called the relative dimension of 9* and shall be denoted by dimK 9*. 
In the special case in which 9* is a place of K* / K, we have LI = K, and 
our definition is in agreement with our earlier definition of the dimen
sion of 9*/ K. 

LEMMA 2. Let 9* be a place of K* and let 9 be the restriction of 9* 
to K. Let Xl' X2, ••• , Xm be elements of K;. and let ~1' ~2' .•. , ~m be 
their 9*-'values (in LI*). If the Xi are linearly dependent over K, then the 
g i are linearly dependent over LI. 

PROOF. We have, by assumption, a relation of the form a1x 1 + 
a2x 2 + ... + amXm = 0, where the a; belong to K and are not all zero. 
We select a coefficient a j which satisfies the following conditions: a j ;to 0 
and (a;/aj)9;to 00 for i= 1,2, ... , m (see Theorem 3, Corollary 2, § 3). 
Dividing the above linear relation by aj and passing to the 9*-values, we 
find U1~1+U2'2+ ... +um'm=O' where u;=(adaj)9ELl. Since the 
U; are not all zero (Uj, for instance, is 1), the lemma is proved. 

COROLLARY 1. The relative dimension of 9* is not greater than the 
transcendence degree of K*/K. 
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For let {~i} be a transcendence basis of .::1*/.::1 and let Xi be an element of 
K such that Xi&* = ~ l' By assumption, any finite set of monomials in the 
~ i consists of elements which are linearly independent over .::1. Hence, by 
the above lemma, the corresponding monomials in the Xi are also linearly 
independent over K, i.e., the Xi are algebraically independent over K. 

COROLLARY 2. If K* is a finite algebraic extension of K, of degree n, 
then also .::1* is a finite algebraic extension of .::1, and we have [.::1*:.::1] ~ 
[K*:K]. 

The integer [LI * : LI] is called the relative degree of &* with respect to fJ' 
(or with respect to K). 

THEOREM 11. For any place & of K there exist extensions &* in K* 
such that dimK &* is any preassigned cardinal number ~ 0 and ~ trans
cendence degree of K*/K. 

PROOF. Let {Yj} be a transcendence basis of K*/K and let {Uj} be a 
set of indeterminates over LI, in (1, 1) correspondence with the set {yJ. 
Let f be the (uniquely determined) homomorphism of the polynomial 
ring Kao[{Yj}] onto the polynomial ring .::1[{uJ] such that yjf=uj and 
f=& on Kao. By Theorem 5', § 4, f can be extended to a place &* of 
K*. Then &* is an extension of &, and since the residue field of &* 
contains the elements Uj it follows that dimK &* is greater than or equal 
to the transcendence degree of K*/K. It follows by Corollary 1 of the 
preceding lemma that dimK &* is exactly equal to the transcendence 
degree of K*IK. 

We now observe that there also exist extensions &* of & having rela
tive dimension zero. This follows directly from Theorem 5', Corol
lary 3 (§ 4). 

To complete the proof of the theorem, let a be any cardinal number 
between 0 and the transcendence degree of K*/K. We fix a subset 
L = {xi} of K* which has cardinal number a and which consists of ele
ments which are algebraically independent over K. Let K' be the sub
field of K* which is generated over K by the elements Xi of L. Since 
K 'I K has transcendence degree a, it follows by the preceding proof that 
there exists an extension fJ" of fJ' in K' such that the relative dimension 
of fJ" (over K) is equal to a. Again by the preceding proof, there 
exists an extension fJ'* of &' in K* whose relative dimension (over K') 
is zero. Then it is clear that f!J'* is an extension of & and that the 
relative dimension of fJ'* (over K) is equal to a. This completes the 
proof of the theorem. 

COROLLARY. If K is a field of algebraic functions of r independent 
variables, over a ground field k, there exist places of K/k of any dimension 
s, O~s~r. 
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This follows from the preceding theorem if we replace K* and K by 
K and k respectively and take for fjJ the identity automorphism of k. 

§ 7. The case of an algebraic field extension. We shall now 
study the case in which K* is an algebraic extension of K. Let fjJ be a 
place of K and let 9* be an extension of 9 to K*. We denote by K;' 
the integral closure of K~ in K*. If we denote by 1.l3* the ideal 
ID1~* n K;, then the contraction of 1.l3* to K~ is a maximal ideal in K~, 
namely the ideal ID1~ of non-units of K~. It follows from Vol. I, 
Ch. V, § 2, Complement (2) to Theorem 3, that 1.l3* is a maximal ideal 
in K;. 

THEOREM 12. Let K* be an algebraic extension of K, let 9* be an 
extension of a place 9 of K and let K; be the integral closure of K~ in K*. 
If ~* = K; n Wl9"*, then K;. is the quotient ring of K~ with respect 
to ~*. 

PROOF. It is clear that the quotient ring in question is contained in 
K; •. Now, let a#O be any element of K;'. and let aOa"+a1an- 1 
+ ... + an = 0, ai E K, ao # 0, be the minimal equation for a over K. 
Letj be the smallest of the integers 0, 1, ... , n, such that (adaj}9# 00, 

i=O, 1,· .. , n. Then it is clear that (adaj)9=0, if i<j. If we set 
hi=a,laj' then we have boan + b1an- 1 + ... +bn=O, and the bi are ele
ments of K;, not all in ~ * (since b j = 1). Since K; is integrally 
closed, it follows from the lemma in § 5 that either a or 11a belongs to 
the quotient ring of K; with respect to ~*. Were a not in this 
quotient ring, 11a would be a non-unit in that ring, whence we would 
have (1/a)9*=0, a9*= 00, which is impossible. This completes the 
proof. 

COROLLARY 1. If 9 1 * and 9 2* are two non-isomorphic extensions of 9, 
then Wl~l* n K;#Wl3'~* n K;. 

Obvious. 
COROLLARY 2. If ~* is any maximal ideal in K;, then the quotient 

ring of K:' with respect to 'll * is the valuation ring of a place ,9* of K* 
which is an extension of 9, 

For, by Theorem 4, § 4, there exists a place 9* of K* such that 
K;. ~ K:' and 9Rao* ~ ~ *. Since K; is integrally dependent on K~ 
and since Wl~ is the only maximal ideal in K~, it follows that 
~* n K~=ID1~. Therefore K;.~K~ and ID1~*~Wl~. This shows 
that 9* is, to within an isomorphism, an extension of 9 (§ 6, Lemma I). 
Since ~* = K; n Wl~*, the corollary follows from the theorem just 
proved above. 
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Before stating the next corollary we give the following definition: 
DEFINITION. If K* is a normal extension of a field K, then two places 

9 1*,92* of K* are said to be conjugate over K if there exists a K-auto
morphism s of K* such that 9 2*=s91*.t 

COROLLARY 3. Let K* be a finite normal extension of K and let 9 be 
a place of K. If 9* and 9'* are extensions of 9 in K*, then 9'* is iso
morphic to a conjugate of 9*. 

Let ~* and ~'* be the centers of 9* and {!}'* in the ring K;. 
Since K; is integral over Kao and since ~* and ~'* both lie over the 
ideal ID1ao in Kao, it follows by V, § 9, Theorem 22, that ~* and ~'* are 
con jug~te prime ideals over K. Consequently some conjugate 9 1* of 
the place 9* will have center ~'* in K;, and hence 9 1* and 9'* are 
isomorphic since, by Theorem 12, these two places have the same 
valuation ring. 

The above corollary can be extended to infinite normal extensions K* 
of K. The proof is as follows: 

Given the two ext..:nsions 9* and 9'* of 9 to K*, let M denote the 
set of all pairs (F, s) such that: (1) F is a field between K and K* and is 
a normal extension of K; (2) s is a K-automorphism of F; (3) if 9 F and 
9' F are the restrictions of 9* and f?Jl'* to F then 9' F = s9 F' If (F, s) 
and (G, t) are two such pairs, we write (F, s) < (G, t) if F < G and s is the 
restriction of t to F. Then M becomes a partially ordered set. It is 
clear that M is an inductive set and hence, by Zorn's lemma, M contains 
maximal elements. Let (Fo, so) be a maximal element of M. To prove 
the corollary we have only to show that F 0 = K*. Assuming the con
trary, we take an element x in K*, not in Fo, and we adjoin to Fo the 
element x and all its conjugates over K. We thus obtain a field Fl 

t In § 2 (p. 6) we have defined conjugate algebraic places of a. field Kover 
a ground field k. In the present definition we have introduced the concept of 
conjugate places, with respect to a field K, of a normal extension of K. The two 
definitions agree whenever they are both applicable, namely when K is a normal 
algebraic extension of k and when we are dealing with places of Kover k. In 
fact, let &\ al1d 9'2 be two places, over k, of a normal algebraic extension K of k. 
If these places are conjugate in the sense of the present definition, then it is 
obvious that they have the same residue field and are isomorphisms of K* 
onto that common residue field; they are therefore conjugate over k also in the 
sense of the definition of § 2. (Observe that both places must be trivial, in 
view of § 4, Theorem 5', Corollary 1.) Conversely, assume that 9') and 9'2 
are places of K /k (necessarily algebraic) which are k-conjugate in the sense of 
the definition given in § 2, and let LI) and Ll2 be their residue fields. Since 
both 9'1 and 9'2 must be trivial placf;!s, LlI and Ll2 are k-isomorphic normal 
extensions of k. Since they are subfields of one and the same algebraic 
closure k of k, they must coincide. Therefore if we set S=9'29'1- 1, then s is 
an automorphism of K/k and have 9'2=S9P .. i.e., 9'. and 9'2 are also con
jugate in the sense of the present definition. 
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which is a normal extension of K and such that F 0 < FIe K*. Let the 
restrictions of 9* to F 0 and F 1 be respectively 9 0 and 9 1; similarly, let 
9' 0 and 9' 1 be the restrictions of 9'* to Fo and Fl respectively. We 
fix an automorphism SI of Fl such that SI is an extension of so' and we 
set 9"I=SI-19'1. Since 9 0 =SO-19'o, it follows that 9 1 and 9"1 are 
both extensions of 9 0 • By the finite case of the corollary we have 
therefore that 9" 1 = T.~ l' where T is a suitable F o-automorphism of Fl. 
Then 9'1 =SIT911 showing that (FI' SIT) E M. This is a contradiction 
with the maximality of (F 0' so), since F 0 < F 1 and So is the restriction of 
SIT to Fo· 

A similar argument could be used to prove that also Theorem 22 of 
Vol. I, Ch. V, § 9, holds for infinite normal algebraic extensions. On 
the other hand, the above proof of the corollary already establishes 
Theorem 22 in the infinite case, for every prime ideal is the center of 
some place. 

COROLLARY 4. If K* is a finite algebraic extension of K and 9 is a 
place of K, then the number of non-isomorphic extensions of 9 in K* is not 
greater than the degree of separability [K*: K],. 

This is an immediate consequence of Theorem 12, Corollary 3 if K* 
is a normal extension of K. In the general case, it is sufficient to pass 
to the least normal extension K 1 * of K which contains K* and to ob
serve that: (a) every extension 9* of 9 in K* is the restriction of an 
extension of 9 in KI* (for 9* has an extension in KI*); (b) two exten
sions of 9 in KI * which differ by a K*-automorphism of Kl* have the 
same restriction in K*; (c) if G and H are the Galois groups of KI*/K 
and KI*/K* respectively, then the index of the subgroup H of G is 
equal to the degree of separability [K*: K].. 

In view of the intrinsic importance of the above corollary, we shall 
give below another proof which makes no use of the theorems developed 
in this section. The proof will be based on the following lemma which 
expresses the independence of any finite set of places such that none is a 
specialization of any other place in the set. 

LEMMA 1. If 9 1, 92'·' . ,9, are places of a field K such that 
K9',:P K9'j If ii'j, then there exist s elements ~1' ~2' ... , ~, in K such that 
~i9i i' 0, 00 and ~i9j = O· if i i' j (i, j = 1, 2, ... , s). 

PROOF. We first consider the case s = 2. Since K9'j ¢ K9'2' there 
exists an element x in K such that x91 i' 00, x92 = 00. If x91 i' 0, we 
set ~1 = l/x. If ~91 =0, we set ~1 = Ij(x+ 1). In a similar fashion we 
can find ~2. 

We assume now that s > 2 and we use induction with respect to s. By 
our induction hypothesis, there exists an element x such that x91 i' 0, 00, 
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x&J i = 0; i = 2, 3, ... , s - 1. We show that there exists an element y $ 

such that y,&\ ;6 0, 00, y/Jll j = 0, i = 2, 3, ... , s - 1, and y/Jll, i= 00. If 
x~s;6 00, there is nothing to prove. If x~$= 00, we sety,=xJ(x-l) if 
X~l ;61, and y,=xJ(x+ 1) if X~I = 1 and the characteristic of the 
residue field of ~ I is ;6 2. If the characteristic is 2 and x~ I = 1, we 
set y, = (x3 + x 2 + x)J(x3 + X + 1). 

In a similar fashion we find, for each i = 2, 3, ... , s, an element Yi 
such that yj~ 1;6 0, 00, yj~j;6 00 and Yi~j = 0, if j ;61, i(i = 2, 3, ... , s). 
If we then set ~1=Y2Y3"'Y" we have gl~I;60,00; gl~j=O, 
i = 2, 3, ... , s. The existence of g 2' ~ 3' ... , g, is proved in a similar 
manner. 

The above Corollary of Theorem 12 can now be proved as follows: 
Let &1*' &2*' ... ,~.* be non-isomorphic extensions of ~ in K*. 

Since each ~, * has relative dimension zero, no ~, * is a specialization of 
any 9/ if i;6 j. There exist then elements gl' ~ 2' ... , g, in K* satis
fying the conditions ot the above lemma (with ~j replaced by ~, *). 
We assert that for any integer e ~ 0 the elements ~/. are linearly inde
pendent over K (here p is the characteristic of K; if P = 0, we set pe = 1). 
For assume that we have a linear relation of the form al~IP' 
+a2g2P'+ ... +al/,=O, where the a j are in K and are not all zero. 
Upon dividing by one of the coefficients we may assume that one of the 
coefficients, say a j , is equal to 1, while the remaining coefficients have 
finite 9-values. But then, passing to the ~/-values, we find the absurd 
relation 1 = O. 

Since for a suitable integer e the elements g/' are all separable over K, 
it follows that s ~ [K*: K]" establishing the corollary. 

We shall need later on the following approximation theorem which 
expresses the independence of places in a much stronger form than does 
Lemma 1. 

LEMMA 2. If 91> 9 2, ••• , ~, are places of a field K, such that 
K9', -:t>K9'f tfi;6j, then given s arbitrary elements aI' a 2,' •• , a, belonging 
to the residue fields of ~ 1> ~ 2' .•• , 9, respectively, there exists an element 
u in K such that u9i =a j , i= 1,2, ... , s. 

PROOF. Using the elements gl' ~2' ... , ~$ of Lemma 1 we set 
~j= ~;/(~l + ~2+ ... + ~J The s elements ~j have then the following 
properties: ~j~j = 1, ~j9j = 0 if i;6 j. We shall make use of the "S in the 
present proof, in the following fashion: instead of proving the existence 
of an element u satisfying the conditions of the lemma, we shall prove 
that for each i = 1, 2, ... , s there exists an element Uj such that Uj~j = aj, 
uj~j;6 00 if i;6 j. For, once this is proved, the element u = u 1{ 1 + 
u 2' 2 + ... + u'~$ will satisfy all our requirements. 
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Let us prove, for instance, that there exists an element U 1 such that 
ulJ/ I = aI' ul{i/ j =F 00 if j =F 1. We begin with the case s = 2. Let Z I be 
an arbitrary element of K such that zl{i/l=a l. If ZI{i/2=F00, we set 
U 1 =Zl' If ZI{i/2= 00, then we may set U 1 =zl/(1 +ZI'2)' 

We now assume that s > 2 and we use induction with respect to s. 
There exists then an element Zl in K such that zl{i/l =al, z/!Jj=F 00, 
j = 2, 3, ... , s -1. If also Zl{i/S =F 00, we set U1 = Zl' If Zl{i/s = 00, we 
may set U1 =zl/(1 +Zl's). 

This completes the proof of the lemma. 
We shall conclude our study of extensions of places in ·algebraic field 

extensions by a theorem which is of importance for applications, since 
it covers a situation which occurs whenever two integral domains are 
given, one of which is integrally dependent on the other. 

THEOREM 13. Let 0 be an integrally closed integral domain, and let 
0* be an integral domain which is integrally dependent ·on D. Let q be a 
prime ideal in ,0 and let q* be a prime ideal in ,o* which lies over q. If {YJ 
is a place of the quotientjield K of ,o which has center q in ,0, then at least 
one of the extensions of {i/ to the quotient field K* of 0* has center q* in 0*. 

PROOF. Since 0* is integrally dependent on ,0, K* is an algebraic 
extension of K. We also observe that we may replace ,o* by its integral 
closure 5* in K*, since there is at least one prime ideal in 5* which lies 
over q* (Vol. I, Ch. V, § 2, Theorem 3). Hence we may assume that 
,o* is integrally closed . 

. We first consider the case in which K* is a finite normal extension of 
K. We fix an extension {YJ'* of {YJ in K* and we denote by q'* the 
center of {i/'* in ,o*. Since both 0 and ,o* are integrally closed and 
since both q'* and q* lie over q, the prime ideals q'* and q* are conjugate 
over K (Vol. I, Ch. V, § 9, Theorem 22). If, say, q'* =T( q*), where T 
is a K-automorphism of K*, then the place {YJ* = T{YJ'* is an extension of 
{YJ and has center q*. 

If K* is a finite extension of K, not necessarily normal, we consider the 
least normal extension K' of K which contains K* and we denote by 
,o' the integral closure of 0* in K'. There exists a prime ideal q' in ,o' 
such that q' n 0* = q*, and by the preceding case, there exists an exten
sion {YJ' of{YJ in K' such that IDlao' n ,o' = q'. Then if {YJ* is the restric
tion of {i/' to K*, the place {YJ* will be an extension of (YJ with center q*. 

Now, let K* be an arbitrary algebraic extension of K. Our theorem 
is equivalent with the assertion that K'; q* =F (1), where K'; is the 
integral closure in K* of the valuation ring Kao. For, if there exists an 
extension {YJ* of (YJ which has center q*, then K';q*CIDlao* and there
fore 1 ¢ K;q*. Conversely, if K;q*=F(l), then the ideal K';q* in 
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K, is contained in a maximal ideal ~* of K,. By Theorem 12, 
Corollary 2, the quotient ring of K; with respect to ~* is the valuation 
ring of an extension &* of &. The prime ideal IDl9'* of &* contracts in 
,o* to a prime ideal which contains q* (since ~*::::> q*) and contracts to 
the ideal q in C. Hence q*=ID'l9'* n C* (see Vol. I, Ch. V, p. 259, 
complement 1 to Theorem 3), and thus q* is the center of 9*. 

Now, the proof that K;q*;6(I) is achieved by observing that if 
h 

K;q*=(l), then 1 = L a/q/, a;* E K;, qi E q*, and from this rela-
i=1 

tion one concludes easily that there exists an intermediate ring 0' be
tween C and C* with the following propertie~: the quotient field K' of 
,o' is a finite algebraic extension of K, and if q' = q* n ,o' then K'9'q' = (1), 
where K'9' is the integral closure of K9' in K'. The relation K'9' q' =(1) 
is, however, in contradiction with the fact that our theorem holds true 
for the finite algebraic extension K'of K. This completes the proof of 
the theorem. 

COROLLARY. The assumption and notations being the same as in 
Vol. I, Ch. V, § 13, Theorem 34 (the theorem of Kummer), given any place 
& of K which has center ~ in R and given any irreducible factor fi(X) of 
F(X), there exists an extension 9' of & to K' such that y9' is a root of 
fi(X), 

Apply the theorem to the case in which C*=R', ~*=R'~+R'Fi(Y)' 

§ 8. Valuations. Let K be a field and let K' denote the multiplica
tive group of K, i.e., let K' be the set of elements of K which are dif
ferent from zero. Let r be an additive abelian totally ordered group. 

DEFINITION. A valuation of K is a mapping v of K' into r such that the 
following conditions are satisfied: 

(a) 

(b) 

v(xy) = v(x) + v(y) 

v(x+y) ~ min {v(x), v(y)} 

For any x in K', the corresponding element v(x) of r is called the 
value of x in the given valuation. The set of all elements of r which are 
values of elements of K' is clearly a subgroup of r and is called the 
value group of v. The elements of r which do not belong to the value 
group do not interest us. We shall therefore assume that r itself is the 
value group of v, i.e., that v is a mapping of K' onto r. 

A valuation v is non-trivial if v(a);6 0 for some a in K'; in the contrary 
case v is said to be a trivial valuation. 

Condition (a) signifies that v is a homomorphism of the multiplicative 
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group K' onto the additive group r. Hence v(I)=O; v( -1)+v( -1)= 
v( 1 ) = 0, and hence v( - 1) = 0 since r is a totally ordered group. More 
generally, if an element w of K' is a root of unity, say if w" = 1, then 
nv(w) = 0, whence v(w) = 0 (for r is totally ordered). 

From v( -1)=0 it follows that v( -x) = v(x), and hence, by (b): 

(b') v(x - y) ~ min {v(x), v(y)} 

We also note the following consequences of the properties (a), (b) 
and (b /): 

(1) 

(2) 

(3) 

v(yjx) = v(y)-v(x), x#O 

v(1/x) = -v(x), x#O 

v(x) < v(y) => v(x + y) = v(x). 

To prove (3), we first observethatv(x+y)~v(x), by (b). On the other 
hand, if we write x in the form (x + y) - y and apply (b /), we find 
v(x) ~ min {v(x+ y), v(y)}. Hence v(x) ~ v(x+y), since, by assumption, 
v(x) < v(y). Combining with the preceding inequality v(x + y) ~ v(x) 
we find (3). 

The following are easy general izations of (b) and (3): 

(4) vet! Xi) ~ min {V(Xl)' 'V(X2)' ... , v(x,,)} for all Xi E K; 

(5) vc~! Xi) = min {V(Xl)' v(x2), ... , ~(xn)} if the minimum is 

reached by only one of the v(Xj)' 
Relation (4) follows by a straightforward induction. To prove (5), let i 
be the unique value of the index j for which v(x J attains its minimum. 
We have 

vCf. Xj ) ~ ~i~ {v(Xj)} > v(xi)' 

and now (5) follows from (3). 
Let v and v' be two valuations of K, with value groups rand r' 

respectively. We shall say that v and v' are equivalent valuations if there 
exists an order preserving isomorphism cp of r onto r ' such that v'(x) = 
[v(x)]cp for all x in K'. We shall make no distinction between equivalent 
valuations; we agree in fact to identify any two valuations of K if they 
are equivalent. 

If a particular subfie.\d k of K has been specified as ground field, then 
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a valuation v of K is said to be a valuation over k, or a valuation of K/k, 
if v(c) = 0 for all c in k, c =F 0, i.e., if v is trivial on k. 

The set of elements x of K such that v(x) ~ 0 is clearly a ring. This 
ring will be denoted by R" and will be called the valuation ring of v. 

Since, for every x in K, we have either v(x) ~ 0 or v(x) ~ 0, i.e., either 
v(x)~O or v(1/x)~0 (by (2», it follows that either x or l/x belongs to 
the valuation ring. This justifies the name "valuation ring" (see 
Theorem 1, § 2). 

The "divisibility relation in K with respect to Rt .," i.e., the relation 
ylx defined by the condition that there exists an element z in Rv such 
that x = yz, is equivalent to the relation "v(x) ~ v(y)." This follows at 
once from (a). 

In order that both x and 1/x belong to Rv it is necessary and sufficient 
that v(x)~O and -v(x)~O, i.e., that v(x)=O. In other words: the 
multiplicative group of units in R" coincides with the kernel of the homo
morphism v of K' onto r. 

The non-units in R" are therefore the elements y in K such that 
. .E!y) > o. It follows directly from (a) and (b') that the set of non-units 
In R" is a prime ideal. We shall denote this prime ideal by rol" and 
refer to it as the prime ideal of the valuation v. Notice that any element 
of K which does not belong to R" is the reciprocal of an element of rol". 
Since rol" is the set of all non-units in R", it is a maximal ideal in R", in 
fact the greatest proper ideal in R". 

In the case of a non-trivial valuation, rol" is not the zero ideal, and-R" 
is a proper subring of K. For a trivial valuation v we have R,,=K, 
rol,,=(O). 

Since rolv is a maximal ideal, R,,/IDlv is a field. This field will be called 
the residue field of the valuation v and will be denoted by D", or simply 
by D. The image of an element x of Rv under the canonical homomor
phism R" - Rv/IDlv will be called the v-residue of x. 

If v is a valuation of K over a ground field k, then keRv and k can be 
canonically identified with a subfield of the residue field D of v. The 
transcendence degree of Djk is called the dimension of the valuation v 
(over k). 

It is obvious that equivalent valuations of K have the same valuation 
ring and the same residue field. Conversely, if two valuations v and v' 
of K have the same valuation ring, then they are equivalent. For let rand 
T' be the value groups of v and v' respectively, and assume that 
R=R,,=R,," The two valuations v and v' are homomorphisms of K' 
onto rand T' respectively. By assumption, they have the same kernel, 
namely the set of units in R. Hence V-lV' is an isomorphism cp of r 
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onto T'. The elements of positive value are the same in both valuations, 
namely they are the non-units of R. Hence cp transforms the set of 
positive elements of r onto the set of positive elements of T' and is 
therefore order preserving. Since v' = vcp, our assertion is proved. 

§ 9. Places and valuations. Let v be a valuation of K, with value 
group r. It has been pointed out in the preceding section that if x is 
an element of K, not in R", then l/x belongs to R" (l/x belongs then even 
to ID1,,). Now, we know from § 2 that this property of R" characterizes 
valuation rings of places of K. Hence every valuation v of K determines 
a class of isomorphic places 9 of K such that K~ = R". These places are 
nOh-trivial if and only if v is non-trivial. If 9 is any place in the class 
determined by a given valuation v, and if x is any element of K, then the 
relations 

x9 = 0, x9 = 00, x9:/= 0, 00 

are respectively equivalent to the relations 

x E ID1~, x ¢ K~, x E K~-m~, 

and therefore are also respectively equivalent to the relations 

v(x) > 0, v(x) < 0, v(x) = 0, 

since K~ = R" and m~ = ID1". 
We now show that, conversely, every place 9 of K is associated (in the 

above fashion) with a valuation of K. The case of a trivial place 9 is 
trivial, and we shall therefore assume that 9 is non-trivial. Let E 
denote the set of units in K~ (E=K~- m~). Then E is a subgroup of 
the multiplicative group K' of K. Let r denote the quotient group 
K'/E and let us write the group operation in r additively. Let v be 
the canonical homomorphism of K' onto r. Then condition (a) of the. 
definition of valuations is satisfied for v. We now introduce a relation 
of order in the group r. It will be sufficient to define the set r + of 
positive elements of r. We define r + as the transform of ID1~ by v. 
Since m~ is closed under multiplication, r + is closed under addition. 
Since m~ is an ideal in K~ and since E is a subset ofK~, it follows that 
m~ is the set-theoretic sum of a family of E-cosets in K'. Hence mao, 
with the zero element deleted, is the full inverse image of r+ under V-I. 

Or, in other words: if Y E K', y ¢ mao, then v(y) ¢ r+. Now, let ex be 
any element of r and let a=v(x), X E K'. If a E r+, then x E [llao. In 
that case, l/x ¢ mao and hence -a=v(l/x) ¢ r+. If a ¢ r+ and a:/=O, 
then x ¢: m~ and x ¢: E, whence x¢: Kao. But then l/x E [llao and -a= 
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v(1/x) E r+. We have thus proved that r+ satisfies all the conditions 
for the set of positive elements of an ordered group. 

It remains to show that condition (b) of the definition of valuations is 
satisfied. We have to show that if x, y E K' and v(x) ~ v(y), then 
v(x+y)~v(x), or-what is the same-that t,(1 +yjx)~O. But that is 
obvious, since the assumption v(x) ~ v(y) implies that yjx is an element 
of KIJI, and hence also 1 +y/x belongs to KgI. 

Since by our construction of v the valuation ring of v· is the ring KgI, 
the proof is complete. 

I t is clear that if f!IJ is a place of K and v is the corresponding valuation 
of K, then the residue fields of f!IJ and v are isomorphic. In particular, 
if K contains a ground field k and if f!J is a place of K/k, then the residue 
fields of f!IJ and v are k-isomorphic, and hence 9 and v have the same 
dimension. Note that, for a given valuation v a particular place asso
ciated with v is the canonical homomorphism of R" onto D" ( = R"jIDl,,). 

Although places and valuations are closely related concepts, they are 
nevertheless distinct concepts. The value of an element x at a place 9 
is, roughly speaking, the analogue of the value of a function at a point, 
while the value of x in the corresponding valuation v is the analogue of 
the order of a function at a point. We shall, in fact, adopt this function 
theoretic teminology when we deal with places and valuations. If, 
namely, 9 is a place and v is tp.e corresponding valuation, then for any 
x in K we shall refer to v(x) as the order 0/ x at 9. If a=v(x) and a is 
positive (whence xf!IJ = 0), then we say that x vanishes at 9 to the order a. 
If 0: is negative (whence xf!IJ= (0), then we say that x is infinite at f!IJ to 
the order - 0:. The order of x at 9 is zero if and only if xfJJ:i: 0, 00. 

It must be pointed out explicitly that the above definition of the order 
of the elements of K at a given place 9 of K presupposes that among the 
(infinitely many) equivalent valuations determined by f!IJ one has been 
selected and fixed in advance. Without a fixed choice of v, the defini
tion of the order is ambiguous. The ambiguity may remain even if 
the value group r is fixed, for r may very well possess non-identical 
order preserving automorphisms. 

It is well known that, with the exception of the additive group of 
integers, every totally-ordered abelian group does possess such auto
morphisms. Hence, it is only when the value group is the group of 
integers that the order of any element of K at the given place 9 is deter
mined without any ambiguity. There is, of course, one canonical 
valuation v associated with a class of isomorphic places 9, and that is 
the canonical mapping of K' onto K'jE, where E is the set of units of 
KgI. However, in practice one replaces K' /E by some isomorphic 
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ordered group of a more concrete type (for instance, by a subgroup of 
the additive group of real numbers, if v is of rank 1; see § 10 below) and 
when that is done then the ambiguity referred to above reappears. 

If a particular subfield k of K has been specified as a ground field then 
the valuations v of K/k are characterized by the condition that k is con
tained in RI). It follows that the valuations of Kjk are associated with 
the places of Kjk. 

The following theorem seems, in some respects, to be an analogue of 
the extension theorem for places (Theorem 5', § 4) but is actually a much 
more trivial result: 

THEOREM 14. Let 0 be an integral domain, K the quotient field of 0, 

and let Vo be a mapping of 0 (the zero excluded) into a totally ordered 
abelian group r satisfying the following conditions: 

(1) 

(2) 

"o(xy) = vo(x) + vo(y), 

vo(x + y) ~ min {vo(x), vo(Y)}. 

Then Vo can be extended to a valuation v of K by setting v(x/y) = vo(x)
vo(y), and this valuation v is the unique extension of Vo to K. 

PROOF. If yjx=y'/x' then xy' =x'y, vo(x) + vo(y') = vo(x') +vo(y), i.e., 
vo(x) - vo(Y) = vo(x') - vo(y'), and this shows that v is well defined and 
is, of course, the unique valuation of K which coincides with Vo on A. 
Furthermore, v satisfies conditions (a) and (b) of the definition ofvalua
tions. For, we have: 

v(~ .}) = vo(xx') - vo(yy') = vo(x) + vo(x') - [vo(Y) + vo(y')] 

= [vo(x) - vo(Y)] + [vo(x') - !lo(Y')] 

i.e., condition (a) is satisfied. We also have: 

v(; + f,) = vo(xy' + x'y) - vo(yy') 

~ min {vo(xy'), vo(x'y)}-vo(YY') 

= min {v(~) +vo(yy'), v(}) +vo(yY')}-Vo(yy') 

= min {v(~), v(f,)}, 
showing that condition (b) is also satisfied. 
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By analogy with § 5 we say that a valuation v of a field K is non
negative on a subring .4 of K if the valuation ring Rv contains .4, i.e., if 
each element of .4 has non-negative order for v. In this case the set 
A n 9Jl" of all elements of A which have positive orders for v is a prime 
ideal.\J in A; it is called the center of v in A. The ideal lJ is also the 
center of the (equivalent) places associated with v. It follows that if .4 
is a subring of a field K and if lJ is a prime ideal in .4, then there exists 
a valuation v of K having .\J as center in A. 

In the algebro-geometric case, when dealing with a valuation v of the 
function field k( V) of an irreducible variety V/k, and assuming that v 
is non-negative on the coordinate ring k[ V], we shall mean by the 
center of v on V the irreducible subvariety of V/k which is defined by 
the prime ideal 9Jlv n k[V]. Thus, while the center of a place 9, which 
is finite on k[V], is a point Q of V, the center of the corresponding valua
tion is the irreducible subvariety of V which has Q as general point 
over k. 

EXAMPLES OF VALUATIONS: 

EXAMPLE (1). A finite field K admits only trivial valuations. In fact, 
all its non-zero elements are roots of unity. 

EXAMPLE (2). Let A be UFD, K its quotient field. Given a non
zero element x in K, we consider the (unique) factorization 

x = u II p"p(:tl , 
peP 

u denoting a unit in .4, and P a maximal set of mutually non-associated 
irreducible elements in.4. For a given x,cO in K, there is always only 
a finite number of elements p in P such that vp(x) =I 0, and the integers 
vp(x) are all ~ 0 if and only if x E A. The uniqueness of such a fac
torization shows immediately that vp(xy) = vp(x) + vp(y). Denoting by 
mp the integer min (vp(x), vp(y)), the fact that x+y may be written in 
the form an pmP with a in .4, shows that vp(x+ y) ~ min (vp(x) , vp(y). 
In other words, for each p in P, vp is a valuation of K. Its valuation 
ring is obviously the quotient ring .4 Ap' and its center in .4 is the prime 
ideal Ap. This valuation is called the p-adic valuation of K. Its value 
group is the additive group of integers. 

EXAMPLE (3). Let R be a Dedekind domain, K its quotient field. 
By Theorem 9, § 5, we know that if v is a non-trivial valuation of K 
which is non-negative on R, then the valuation ring Rv of v is the quotient 
ring Rp of R with respect to a proper prime ideallJ in R, and that in fact 
for every proper prime ideal tJ in R the quotient ring Rp is a valuation 
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ring. Let then ~ be any proper prime ideal in R and let VI' denote the 
(unique) valuation of K whose valuation ring is Rp. In the course of 
the proof of Theorem 9 we have seen that every non-zero element x of 
R" is of the form Etn , where E is a unit in R" and t is some fixed element 
of R which belongs to ~ but not to ~2. In other words, we have shown 
that R" is a unique factorization domain, that t is an irreducible element 
in Rp and that every other irreducible element of R" is an associate of t. 
It follows, as a special case of the preceding example, that if we set 
v( ftn) 7' n, then v is a valuation of K and Rp is the valuation ring of 
v. Therefore v = Vp (up to equivalence). The center of Vp in R is 
obviously the prime ideal t;l. This valuation v is called the t;l-adic 
valuation of the quotient field K of R. We have therefore shown that 
every valuation v of the quotient field K of a Dedekind domain R such that v 
is non-negative on R is (or, is equivalent to) a ~-adic valuation of K, where 
t;l is a suitable prime ideal in R, and that the value group of v is (or is order 
isomorphic with) the additive group of integers. 

In particular, all the non-trivial valuations of the field of rational 
numbers, are equivalent to p-adic valuations, where p is a prime number. 
Similarly, each non-trivial valuation of the field k(X)/k of rational func
tions of one variable is equivalent to a valuation of the following type: 

(a) a p(X)-adic valuation, where p(X) is an irreducible polynomial in 
k[X]; 

(b) the valuation defined by voc,(f(X)/g(X»=deg.f(X)-deg.g(X). 
(See Theorem 9, Corollary 2, § 5). 

The above analysis can be applied to fields of algebraic numbers 
(finite algebraic extensions of the field of rational numbers). If K is such 
a field and v is a non-trivial valuation of K, then the valuation ring Rv con
tains the ring J of ordinary integers and therefore Rv must also contain 
the integral closure of J in K, i.e., the ring 0 of algebraic integers in K. 
Since 0 is a Dedekind domain (Vol. I, Ch. V, § 8, p. 284), v is a t;l-adic 
valuation of K, where p is a prime ideal in 0, and the value group of v is 
the additive group of integers. The center of v in J is a prime ideal Jp, 
where p is a prime number and p n J = Jp. Given a prime number p, 
there is only a finite number of prime ideals p in 0 such that p n J = P 
(they are the prime ideals of op). Hence, there is only a finite number 
of mutually non-equivalent valuations v of K in which a given prime 
number p has positive value v(p). 

§ 10. The rank of a valuation. Let K be a field and let v be a 
valuation of K. By the rank of v we mean the rank of any place ~ such 
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that K~=R" (see § 3, Definition 1). We proceed to interpret the rank 
of v directly in terms of the value group r of v. 

A non-empty subset J of r is called a segment if it has the following 
property: if an element a of r belongs to J, then all the elements f3 of r 
which lie between a and - a (the element - a included) also belong to J. 
A subset J of r is called an isolated subgroup of r if J is a segment and a 
proper su bgrou p of r. 

It is clear that the set of all segments of r is totally ordered by the 
relation of set-theoretic inclusion. We shall say, namely, that J 1 pre
cedes J 2 if the segment J 1 is a proper subset of the segment J 2' . We 
proceed to prove that the ordinal type of the set of all isolated subgroups of 
r is equal to the rank of v. This assertion is included in the theorem 
stated and proved below. 

If A is any subset of the valuation ring R", we shall denote by Av the 
set of all elements a of r which are of the form v(x), x E A, x =F 0, and by 
- Av the set of elements - a, a E Av. We denote by rA the comple
ment in r of the union of the two sets Av and - A'v. 

THEOREM 15. lfW. is a proper ideal in R" (i.e., W. =F (0), R,,), then r'l1 is 
a segment in r. The mapping W. -- r'll. transforms in (1, 1) order-reversing 
fashion the set of all proper ideals W. in R" onto the set of all segments of r 
which are different from r. The segment r'l1 is an isolated subgroup of r 
if and only if W. is a proper prime ideal of R". 

PROOF. If w. is a proper ideal in R", the set W.v is non-empty and con
tains only positive elements of r. Hence r'll. is non-empty (it contains 
the zero of r) and is a proper subset of r. 

Since ~{R"cW., we have w.v+r+c~lv. In other words: if a E W.v and 
f3 > a, then f3 E w.v. This shows that r'l1 is a segment. 

Since W. is an ideal, we have xEc W. for all x in w.. Here E-the set of 
units in R,,-is the kernel of the mapping v of K' onto r. Hence W. 
consists of E-cosets and is therefore the full inverse image of W.v under 
V-I. Hence the mapping W. -- nl is univalent. It is obvious that if 
~{and 58 are ideals in Rv and w.:::> 58, then r'l1 c r)lj. Hence the mapping 
~l-- r'l1 reverses order. 

Let J be an arbitrary segment of r, different from r, and let L be the 
set of all positive elements of r which do not belong to J. We set 
w.=Lv- I . The fact that J is a segment implies that L+r+cL. 
Hence w.Rvc w.. Furthermore, if x, yEW. and if, say, v(x) ~ v(y), then 
v(x- y) ~ v(x) E L, and hence v(x- y) E L (since J is a segment) and 
x - yew. (since W. = LV-I). We have proved that W. is an ideal. Since 
L is non-empty and does not contain the zero of r, w. is a proper ideal. 
Thus everything is proved, except the last part of the theorem. 
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We observe that an ideal m is prime if and only if its complement in 
R" is closed under multiplication. Hence m is prime if and only if the 
set of non-negative elements of r9l is closed under addition. But since 
r9l is a segment, this property of the set of non-negative elements of 
r91 is equivalent to the group property of r'l1. Hence r'l1 is a subgroup 
of r (necessarily isolated) if and only if m is a proper prime ideal of R". 
This completes the proof of the theorem. 

In the sequel we shall also speak of the rank of any ordered abelian 
group r; we mean by that the ordinal type of the set of all isolated sub
groups of r. 

THEOREM 16. The valuation ring R" is noetherian if and only if the 
value group r of v is the additive group of integers. 

PROOF . We first show that if Rt . is noetherian then v must be of 
rank 1. For suppose that v is of rank greater than 1. Since the null
group is an isolated subgroup of r, there must exist an isolated subgroup 
Ll different from (0). Fix a positive element a in Ll. Then a < 2a 
< ... < na < . . .. Since,,1 is a proper subgroup of r we can find in 
r a positive element f3 which does not belong to Ll. Since Ll is a segment 
and since the elements na belong to Ll, it follows that f3 > na, n = 1, 2, ... . 
We thus have in r a strictly descending sequence f3, f3 - a, f3 - 2a, .. . 
of positive elements. Such a sequence determines an infinite strictly 
descending sequence of segments of r, and therefore, by Theorem 15, 
we have an infinite strictly ascending sequence of ideals in R". Hence 
R" is not noetherian. 

Let now v be of rank 1. If R" is noetherian, there must be a least 
positive element in r, saya. Then if n is any integer, no element of r 
can lie between na and (n + 1 )a, for in the contrary case there would also 
be elements between 0 and a. Hence the set of all multiples na of a 
(n=O, ± 1, ± 2, ... ) is a segment. Since this set is also a subgroup of 
r, it follows that this set coincides with r, for otherwise v would be of 
rank > 1. We have thus proved that if R" is noetherian, then r is iso
morphic with the additive group of integers. The converse is obvious, 
for the group of integers contains no infinite strictly descending sequence 
of segments. 

We give another proof of Theorem 16, which does not make use of 
Theorem 15. We first observe that the following holds in any valuation 
ring R t .: if an ideal m in R" has a finite basis, then m is a principal ideal. 
For if {Xl' X 2, •.. , xn} is a basis of m and if, say, Xl is an element of the 
basis having least value in v, then XdXI E R", and hence m is the prin
cipal ideal (Xl). Let us suppose now that R" is noetherian. By the 
above remark, R" is then a principal ideal ring. Let t be a generator of 
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the maximal ideal IDl,. of Rv' Then any element of Rv which is not 
divisible by t is a unit. A familiar and straightforward argument shows 
that no element of Rv (different from zero) can be divisible by all powers 
of t (if x = tnan> an E Rv, n = 1, 2, ... , then the principal ideals (a1), 

(a 2), .•• , (an), ... would form a strictly ascending chain). It follows 
that every element x of Rv, x:;i:O, can be put (uniquely) in the form at", 
where n ~ 0 and a is a unit. This shows that the principal ideals (t"), 
n = 1, 2, ... , are all the proper ideals of Rv' Hence the maximal ideal 
(t) of R,. is the only proper prime ideal of Rv, whence v is of rank 1. 
Furthermore, it is immediately seen that if K' denotes, as usual, the 
multiplicative group of the field K and E is the set of units in Rv, then 
the quotient group K'/E, written additively, i's isomorphic to the group 
of integers. The given valuation v is necessarily equIvalent to the 
valuation v' obtained by setting v'(atn) = n, if a is a unit. 

A valuation of rank 1 is said to be discrete if its value group is the addi
tive group of integers. Thus, Theorem 16 states that a valuation ring 
Rv is noetherian if and only if v is a discrete valuation of rank 1. 

COROLLARY 1. An integrally closed local domain in which the ideal of 
non-units is the only proper prime ideal is a discrete valuation ring of 
rank 1. 

This follows from § 5, Theorem 9, Corollary 3. 
COROLLARY 2. If R is an integrally closed noetherian domain and l> is 

a minimal prime ideal in R, then the quotient ring Rp is a discrete valuation 
ring of rank 1. 

For, the ring Rp satisfies then the assumptions of the preceding 
corollary (cf. Vol. I, Ch. V, § 6, Theorem 14, Corollary). 

We add another important result concerning noetherian integrally 
closed domains R. Let S denote the set of minimal prime ideals in R. 
If l> E S, we denote by Vp the unique valuation of the quotient field K 
of R which is non-negative on R and has center l>. By Corollary 2, the 
valuation ring of Vp is Rp, and each Vp is discrete, of rank 1. 

COROLLARY 3. Let K be the quotient field of an integrally closed 
noetherian domain R. If w is any element of K, w:;i: 0, then (1) there is only 
a finite number of prime ideals l> in the set S such that vp( w) :;i: 0; (2) w 
belongs to R if and only vp(w) ~ 0 for alll> in S;furthermore (3) w is a unit 
in R if and only if vp(w) = 0 for alll> in S. 

If WE R, then Rw= l>1("1) n l>2(n2) n ... n l>.(n,), where s ~ 0,- the *" 
are minimal prime ideals in R, nj ~ 1 and s = 0 if and only if w is a unit 
(see Vol. I, Ch. V, § 6, Theorem 14, Corollary 1). If follows at once 
that vp,(w)=n;, i=I,2,···,s, and vp(w)=O if l>ES and l>:;i:l>l' 

*'2' ... l>.. This proves (1) in the case in which WE R and therefore 
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also in the general case. If W E K, W =F 0, we write W = wl/wz, Wi E R. 

If Vp(WI) ~ vp(w2) for alllJ in S, then in view of the relations 

RWl = n ~("p(Wl» 
PeS 

RW2 = n p("p(W2», 
PeS 

it follows that RWI C RW2 and hence wl /w 2 E R. This proves (2). The 
last part of the corollary is now obvious. 

We now go back to the study of general valuations and we add first 
some remarks about isolated subgroups, which we shall presently make 
use of. 

Let LI be an isolated subgroup of r. It is immediately seen that the 
canonical homomorphism of r onto FiLl defines a total ordering in riLl, 
in the following fashion: an element of FiLl shall be, by definition, non
negative if it corresponds to a non-negative element of r. From now 
on, when we speak of FiLl as a totally ordered group we mean that FiLl 
has been ordered in the above fashion. 

In the canonical homomorphism of r onto FILl, the isolated sub
groups of r which contain LI correspond in (1, 1) fashion to the isolated 
subgroups of FiLl. Since every isolated subgroup of r either contains 
or is contained in LI, it follows that if ~ is the rank of LI and 1J is the rank 
of Fi,d, then the rank of r is ~ +1J. 

In § 3, we have defined specialization of places. The valuation
theoretic interpretation of this concept leads to the notion of composite 
valuations. Let v be a valuation of K, of rank > 1. There exists then 
another valuation Vl of K such that R" < R"l' Let f/ and f/l be the 
places of K which are defined respectively by the canonical homomor
phism of R" onto R"IIDl" and of R" onto Rv IIDlv' Then fjJ is a proper 1 1_ 1 _ 

specialization of f/I and we have 9=f?I\9, where f/ is a place of 
R"l/IDlvc Let v be the valuation of Rv)IDl"l determined by~. We 
then say that v is a composite valuation, that it is composite with the valua
tions VI and v and we write v = Vl 0 v. 

Let \l! denote the prime ideal of VI' We know (§ 3) that \l! is also a 
prime ideal in Rv' If, then, r is the value group of v, \l! determines an 
isolated subgroup LI of r (see Theorem 15). We shall now prove the 
following theorem: 

THEOREM 17. The value group r l of VI and the group rILl are iso
morphic (as ordered groups). Similarly, the value group r of v and the 
group ,d are isomorphic. 

PROOF. Let E and EI denote, respectively, the set of units in R., and 
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R"l respectively. We first observe that El is the full inverse image of A 
under V-I. For if x is any element of E1, then x=y/z, where y and z 
are elements of R", not in I.U (since R"l is the quotient ring of R" with 
respect to I.U). Then v(z) is a non-negative element of r which does 
not belong to ~v, and hence, by the definition of A, v(z) must belong 
to A. Similarly for v(y). Since A is a group, it follows that v(x) EA. 
Conversely, if x is an element of K' such that v(x) belongs to A, then 
neither v(x) nor v(l/x) belongs to ~v. Since ~ is the full inverse image 
of $v under V-I, it follows that neither x nor l/x can belong to ~. 
Hence x is a unit in R"l' This establishes our assertion that E1 is the 
full inverse image of A under V-I. 

We can therefore assert that 

(a) the restriction of v to E1 is a homomorphism of the multiplicative 
group h\ onto the additive group J, and the kernel of this homomor
phism is E. 

Now, v and VI are homomorphisms of K' onto rand r 1 respectively, 
with kernels E and E1• Since EI => E, it follows that V- I V 1 is a homo
morphism of r onto rl' By (a), the kernel of this homomorphism is 
precisely the isolated subgroup A. Hence r 1 and rjJ are isomorphic 
as groups. If a is a non-negative element of r, then the set av- 1 is 
contained in Rv , hence also in R"l' and therefore the element av-Iv i is 
non-negative. Hence the groups r l and rjJ are isomorphic also as 
ordered groups and this completes the proof of the first part of the 
theorem. 

Now consider the product &\v. This transformation into F is de
fined for those and only those elements x of K for which XfY'1 # 0, 00. 

Hence the domain of & I v is E I , and the range of f!/\ v is the value group 
P of t. The transformation &IV is clearly a homomorphism (of the 
multiplicative group EI onto the additive group F). Its kernel consists 
of those elements x for which XfY'1 has value zero in f, i.e., of those ele
ments x for which xf!/ /)"1= 0, 00. Since f!/ /) = &, we conclude that the 
kernel of f!I\v is E. Comparing this result with (a), we conclude that r 
and J are isomorphic as groups. An element x of E I is mapped by v 
into a non-negative element of J if and only if x belongs to R". On the 
other hand, an element x of E1 is mapped by fY'lv into a non-negative 
element of r if and only if xf!//!) "1= 00, i.e., if and only if x.r~"I= 00, hence 
again if and only if x E R". This shows that F and J are isomorphic 
also as ordered groups, and this completes the proof of the theorem. 

COROLLARY. Rank of V= rank of v + rank of VI' 

The only valuations encountered in most applications (and, in parti-



§ 10 THE RANK OF A VALUATION 45 

cular, in algebraic geometry) are valuations of finite rank (see § 3, 
Definition 1, Corollary 1), and we shall now derive some properties of 
such valuations. 

An archimedean totally ordered (additive) group r is one satisfying 
the following condition: if a and {3 are any two elements of r and a > 0, 
then there exists an integer n such that na > {3. Let r be archimedean 
and let LI be an isolated subgroup of F. It follows at once from the 
above definition that if LI contains a positive element a then LI coincides 
with r, contrary to the fact that an isolated subgroup of F is, according 
to our definition, a proper subgroup of F. Hence (0) is the only iso
lated subgroup of F, and F is therefore of rank 1. Conversely, suppose 
that F is a totally ordered group of rank 1, and let a be a positive element 
of F. The set of all elements ± {3, where {3 is a non-negative element of 
F such that na > {3 for a suitable n (depending on (3), is a segment 
and a subgroup of F, and this set does not consist only of the 
element 0, for a belongs to the set. Since F is of rank 1, it follows that 
the above set coincides with r, and hence r is archimedean. We have 
thus proved that an ordered group is archimedean If and only If it is of 
rank 1. 

The following well-known argument shows that every archimedean 
ordered abelian group r is isomorphic to a subgroup of the ordered additive 
group of real numbers (and therefore valuations of rank 1 are frequently 
referred to as real valuations). 

We fix a positive element a of r. If f3 is any element of r we divide 
the set of all rational numbers min (n > 0) into two classes eland c 2' as 
follows: min Eel if ma < n{3, and min E C 2 if ma ~ n{3. The fact that r 
is archimedean insures that neither C I nor C 2 is empty. It is then seen 
immediately that the pair of classes C l' C 2 defines a Dedekind cut in the 
set of rational numbers. If b is the real number defined by this Dede
kind cut, we set cp({3) = b. It is then easily verified that rp is an order 
preserving isomorphism of r into the set of real numbers. Note 
that rp depends on the choice of the fixed positive element a of and that 
rp(a) = 1. 

We have proved earlier (§ 7, Lemma 2) an approximation theorem 
expressing the independence of any finite set of places, provided no 
place in the set is a specialization of any other place in the set. For 
valuations of rank I we have the following stronger approximation 
theorem: 

THEOREM 18. Let VI' v 2, ... , V h be rank 1 valuations of a field K, 
with value groups F I , r2, ••• , rh respectively. (We may assume that each 
F j consists of real numbers.) Given h arbitrary elements u l , u2, ••• , u,. of 
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K and h arbitrary elements a l , a2, ... , ah of rl , r2, ... , rh respectively, 
there exists an element U of K such that 

(1) V.(U-U.) = a· i = 1 2 ... h 
, I " J" • 

PROOF. It will be sufficient to prove the following: given any 
integer m, there exists an element x in K such that 

(2) Vj(x-Uj) ~ m, i = 1,2, ... , h. 

For, assume that this has already been proved. We then fix an integer 
m such that m > ai' i = 1, 2, ... , h, and for each i we fix an element Xi 
in K such that vj(xj) = ai' By assumption, there exists an element y in 
K such that vj(Y-Xj) f; m, i = 1,2, ... , h. Since Y = (Y-Xj) + Xj and 
vj(y-xj»vj(Xj), we conclude that vj(y)=aj, i=I,2, ···,h. Now 
let x be an element of K satisfying the inequalities (2) and let U = x + y. 
We have U-Uj=(x-Uj)+y and vi(y)=aj<m~vi(x-Uj)' Hence 
Vj(u - Uj) = Vi(y) = aj, i = 1, 2, ... , h, i.e., U satisfies relations (1). 

Since the valuations Vi are of rank 1, Lemma 1 of § 7 is applicable. 
There exists therefore a set of elements 'T}l' 'T}2' ... , 'T}h in K such that 
Vj('T}j) = ° and v,('T}j) > ° if i # j, for i, j = 1, 2, ... , h. We replace the 
elements 'T}i by the following elements 'i (compare with the proof of 
Lemma 2, § 7) : 'j = 'T};/('T} 1 +'T}2+ ... +'T}h), i = 1,2, .. " h. 

Then it remains true that vj('i) = ° and vj('j) > ° if i # j, but furthermore 
we have that the vj-residue of 'j is equal to the element 1 of the residue 
field Rvj'iJJlv,. Hence 'Vj( 'i - 1) > 0, where 1 now stands for the ele
ment 1 of K. 

We now fix a positive integer n satisfying the following conditions: 

(3) nVi('j-l)+v,(uj) ~ m, i = 1,2, ... ,h; 

(4) nVj('i)+viui) ~ m, i#j; i,j = 1,2,.··, h. 

(Note. If for some i we have Ui = 0, then the corresponding equation 
(3) (or (4» imposes no condition on the integer n, for vj(O) is interpreted 
then as + 00.) 
Consider the following elements g; of K: 

gi = 1-(I-'t)", i = 1,2"", h. 

We have: V;(gi - 1) = nv,( 1 - 'i") ~ nv,( 1 - 'i)' whence, hy (3): 

(5) vj[u;(gi-1)] ~ m. 

We also have: gj = ~/1(~j), where f is a polynomial with coefficients in 
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the prime ring. Hence, if i::/;j then vAej)~nvA'j), and therefore, in 
view of (4): 

(6) Vj(Uje;) ~ m. 

If we now set X=U 1e1+U2e2 + ... +Uheh' then it follows at once from 
(5) and (6) that the element x satisfies the inequalities (2). This com
pletes the proof of the theorem. 

The above approximation theorem holds also for valuations of 
arbitrary rank provided the valuations Vl' V2, ••• , Vh are independent in 
the sense of the following definition: the valuations Vl' V2, ••• , Vh are 
said to be independent if no two of them are composite with one and the 
same non-trivial valuation. We shall prove therefore the following: 

THEOREM 18'. The approximation theorem (Theorem 18) remains 
valid if the valuations Vl' V2' ••• , Vh are independent (and not necessarily 
of rank 1). 

PROOF. It will be sufficient to prove the existence of an element w 
in K such that the inequalities 

(7) v .(w - u.) > a· i = 1 2 ... h 
I I I' '" , 

hold (the aj and Uj being arbitrary, as in Theorem 18). For assume that 
this has already been proved. We then fix an element Xj in K such that 
vj(Xj) = a; and an element yin K such that vj(y - Xj) > aj' i = 1, 2, ... , h. 
We have then Vj(Y)=Vj(Y-Xj+xj)=aj. We then determine an ele
ment x in K such that vj(x-Uj) >aj and we set u=x+y. Then 
vj(u-Uj)=v.(x-u;+y)=aj, since vj(y)=aj<vi(x-Ui). 

To prove the existence of an element w satisfying the h inequalities 
(7) we proceed as follows: 

We set a .. = a· - V .(u.) if u· ~ 0 and a .. = 0 if u . = 0 (i J. = 1 2 ... h) IJ , 'J J r IJ J ' " , • 

Let fJi = max {ail! aj2' ... ,ajh}. If fJj > 0 then we denote by .1; the 
greatest isolated subgroup of rj which does not contain fJ; (.1; exists: it. 
is the union of all the isolated subgroups of r j which do not contain fJ;). 
If fJj~O we take for.1 j the zero of rj. If .1 i ::/;(O) we denote by v'; the 
valuation of K whose value group is the group F';=rd.1; and with 
which Vj is composite. If .1 j = (0), we set v' j = Vj. Let fJ' j be the coset 
fJj+.1 j· 

It is clear, by the definition of .1 j, that if fJ'j > 0 then the zero of F'j 
is the only isolated subgroup of F'j which does not contain fJ';. Now 
any positive element y' of F'; determines a smallest isolated subgroup 
containing y': it is the subgroup of F' j consisting of all the elements ± S' 
such that S' ~ 0 and such that ny' > S' for some integer n. It follows 
that for any positive element y' of F'j there exists an integer n (depending 
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on y') such that ny' > fJ', and this is true for i = 1, 2, ° 0 0 ,ho Going 
back to the value groups r j we can express this property as follows: if y 
is any posithoe element of r i , not in J i , then there exists an integer n such 
that ny > fJjO Another fact that has to be taken into account is the fol
lowing: If i:f. j then K,;; ~ K,: jO For, in the contrary case, both Vi and 
Vj would be composite with the non-trivial valuation V'iO From this 
fact follows, by Lemma 2, § 7, the existence of elements 'I' '2' ° 0 0 , 'h 
in K such that V'i('i -1) > 0 and v'iO > 0 if j:f. i (i,j = 1,2, ° 0 0 , h)o 
Hence, in view of the above mentioned property, we can find an integer 
n such that 

nVi('i-1) >fJj, nVj('i) >fJj, if j:f. i, i,j = 1,2, ° 0 0, II. 

From the definition of the elements fJj it follows then that we have for all 
i such that ui:f. 0: 

nVj('j-l)+vi(ui) > ai. 

nvA'i)+vAUj) > aj' if j:f. i. 
Hence, if we consider the elements gj = 1 - (1 - 't)n introduced in 
the proof of Theorem 18, we find that if Uj:f. 0 then Vj(Ujgj - Uj) > a j 

and ViUjgj) > aj' and that therefore the element w = UIgl + U2g2 + 0 0 0 + 
Uhgh satisfies the inequalities (7). This completes the proof of the 
Theorem. 

REMARK. Concerning the notion of independent and dependent valua
tions we point out the following criterion: two valuations v and v' of K are 
dependent If and only if some proper prime ideal of Kv coincides with a prime 
ideal of K v" The "only if" is obvious. On the other hand, if Kv and Kv' 
have in common a proper prime ideal ~, then v is composite with a non
trivial valuation VI such that IDlVl=~' Similarly, v' is composite with a 
valuation V'I such that IDlvl' =~. From IDlvl = IDlvl' follows KVI = K'VI' 
VI = V'I and hence v and v' are dependent. 

We add some final remarks concerning (A) discrete ordered groups of 
finite rank and (B) the rational rank of a valuation. 

(A) Let r be a totally ordered (abelian) group of finite rank n and let 
ro=(O), rl,···,rn_ l be its isolated subgroups: rO<rl <···< 
r n- 1 < r. It is clear that the quotient groups riHI r i, i = 0, 1, 0 •• , n - 1 
(Fn = 1), are groups of rank 1. If each of these quotient groups is iso
morphic to the group of integers, then the ordered group r is said to 
be a discrete group. A discrete ordered group of rank 1 is, then, a group 
isomorphic to the group of integers. A valuation is called discrete if its 
value group is discrete. 
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We now observe, quite generally, that given a finite set of ordered 
groups GI, G z,· .. , Gil" then the direct product G* = GI X Gz x ... x Gm 

can be ordered lexicographically, as follows: a* = (aI' a z, ... , an,) > 
O(a, E Gj), if the first aj which is not zero is positive. If H is an isolated 
subgroup of G,(1 ~ s ~ m), then the elemen'ts a* of G* such that a l = 

a z = ... = a,_1 = 0, a, E H, form an isolated subgroup of G*, and in this 
fashion all the isolated subgroups of G* can be obtained. It follows at 
once that the rank of G* is equal to the sum of the ranks of Gm• Gm - I •...• 
G 1 (in this order). 

With this observation in mind, we now show that a discrete totally 
ordered group r, of rank n, is isomorphic to the direct product Go x 
Go x ... x Go (n times), where Go is the group of integers. We sketch 
the proof. Let flJj be the isomorphism of ri+l/rj onto Go, where 
roo r I, ... , r n_I are the isolated subgroups of r and where rn = r. 
For each i = 0, 1, 2 •... , n - 1, we fix in r j + 1 a positive element an_j such 
that the rj-coset of a,,_j is mapped by cpj into the integer 1. Then each 
element a of r can be expressed in one and only one way as a linear 
combination of aI' a2, ••• , an' with integral coefficients: a = m1a1 + 
mZa2 + ... + mnan. It is then found that a> 0 if and only if the first 
of the non-zero coefficients mi is positive. Hence the mapping cp: 
a -,'>0 (m I, mz • ... , mn) is an order preserving isomorphism of r onto the 
direct product Go x Go x ... x Go (n times). 

It should be noted that the isomorphism cp which we have just con
structed depends on the choice of the n elements an_i' Suppose that 
a' l' a/2, ••• , a' n is another set of elements of r with the property that 
a'n_i E ri+l and the rj-coset of a'n_I is mapped by CPi into 1, and let cp' 
denote the isomorphism similar to cp and relative to this new set of 
elements a' 1> a' 2' ... , a' n' Since a' n-i - an_i E r i it follows that 

a'n_i = an-i+qn-i, n-i+la,,-i+l + ... +qn-i, nan' i = 0, 1, ... , n-l' 

where the q.," are integers. If we then write a = m' la' 1 + m' 2a2' 
+ ... + m' na' n' then the following are the equations of the order pre
serving automorphism cp-lcp' of Go x Go x ... x Go: 

mI = m'l; m2 = q12t1}' 1 + m' 2' ma = q13m'l + q23m' 2 + m' 3' etc. 

(B) In addition to the rank of a valuation v we also introduce the so
called rational rank of v. If r is the value group of v and aI' a2, ... , am 
are elements of r, we say that the a's are rationally dependent if there 
exist integers nI, nz, ... , nm, not all zero, such that nla t + n2aZ + ... + 
nmam = O. In the contrary case, the a's are said to he rationally inde
pendent. 
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DEFINITION. The maximum number of rationally independent elements 
of r is called the rational rank of v (the rational rank of v may be infinite). 

LEMMA. Let v be a valuation of K/k and let Xl' X 2' ••• , X, be elements 
of K, different from zero. If Xl> x 2, ... , x, are algebraically dependent 
over k, then v(x l ), v(x2), ... , vex,) are rationally dependent. 

PROOF. Let f(X l , X 2, •.• , X,) be a non-zero polynomial in k[X] 
such that f(x l , X 2, ... , x,) = O. As has been pointed out in § 8, the 
valuation axioms imply then that there must exist a pair of distinct terms 
in the polynomialf(X), say aXl'IX2i2··· X,i, and bX1i1X 2i, ... X/" 
such that v(axli lx2i2' .. x,i,)=V(bXlilX2i2' .. x/s), where a, b are non
zero elements of k. Since v(a)=v(b)=O, it follows that (il-jl)V(X 1)+ 
(i2 -j2)v(x2)+ ... +(i,-j,)v(x,)=O, and this establishes the lemma, 
since the s integers i. - j. are not all zero. 

COROLLARY. If K/k is a field of algebraic functions of r independent 
variables, then the rational rank of any valuation of K/k is not greater 
than r. 

NOTE. We observe that the rank of a valuation v is never greater than the 
rational rank of v whenever the rational rank is finite. To show this we have 
only to show the following: if ro < r1 < ... < rh- 1 is a finite, strictly ascending 
chain of isolated subgroups of r and if for each i = I, 2, ... , h we fix an ele
ment ai which belongs to r j and not to r i- l (rh=r), then aI' a2' ... , ah are 
rationally independent. Assume then that we have a relation m1a1 + 
m2a2+ ... +mgag=O, where them; are integers, mg"'Oandg~h. Then mgag 
Erg_I' and since r g_l is a segment and m ,.,0 it follows that ag E r g- 1, a 
contradiction. In particular, a valuation of rational rank 1 is necessarily a 
real valuation. Its value group may be assumed to consist of rational num
bers and for that reason a valuation of rational rank 1 is sometimes called a 
rational valuation. 

§ 11. Valuations and field extensions. Let K be a field and let 
K* be an overfield of K. If v* is a valuation of K*, the restriction v of 
v* to K is clearly a valuation of K (v may be trivial even if v* is non
trivial). The valuation ring of v is then given by Rv* n K, and thevalua
tion v* is said to be an extension of v. If v* is an extension of v and if 
&* is any place of K* whose valuation ring is Rv*, then the restriction 
& of &* to K is a place of K whose valuation ring is Rv' It follows that 
the results of §§ 6-7 on extensions of places, when translated into the 
language of valuation theory, yield corresponding results on extensions 
of valuations. However, in the valuation-theoretic interpretation of 
these results it must be observed that isomorphic places are associated 
with one and the same valuation, and corresponding formal changes 
must be made in the statements of those results. Any reference to iso-
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morphic places should be replaced by a reference to one valuation, while 
any mention of "non-isomorphic places" should be replaced by that of 
"distinct valuations". In particular, we point out explicitly the fol
lowing changes: 

In § 6, Lemma 1: The relation R,,* n K = R" is not only a necessary 
but also a sufficient condition for v* to be an extension of v. 

In § 7, Theorem 12, Corollary 3: The field K* is now a normal 
algebraic extension of K, and the result is to the effect that if v is any 
valuation of K, then any two extensions V l * and V 2 * of v in K* are con
jugate over K(Vl* and V2* are conjugate valuations of K*, over K, if 
v2*=sv}*, where s is a K-automorphism of K*). 

Our principal object in this section is to derive some partial but basic 
results on extensions of valuations, in which the value groups of the 
valuations come into play. We shall be mainly concerned with finite 
algebraic extensions of K. 

Let v be a valuation of a field K and let v* be an extension of v in some 
overfield K* of K. Let rand r* be the value groups of v and v* 
respectively. It is clear that r is (or can be canonically identified with) 
a subgroup of r*. 

LEMMA 1. If K* is an algebraic extension of K, then every element of 
the quotient group r* / r has finite order (and the two groups rand r* have 
therefore the same rational rank). 

PROOF. Let a* be an arbitrary element of r*. We have to show that 
there exists an integer s # 0 such that sa* E r. We fix an element z of 
K* such that v*(z)=a*. Let zn+alzn- l + ... +an=O (aj E K) be a 
relation of algebraic dependence for z over K. At least two terms in 
this relation must have equal value in v* (see § 8). Let, say, v*(ajzn-i) = 
v*(ajzn-j), i#j, adO, aj#0(ao=1). Then(j-i)v*(z)=v*(aj/aj}Er, 
and this proves the lemma. 

LEMMA 2. If K* is an algebraic extension of K, then the valuations v 
and v* (or-equivalently-their value groups rand r*) have the same 
rank. 

PROOF. We have to exhibit an order preserving (1, 1) mapping of 
the set of all isolated subgroups LI* of r* onto the set of all isolated sub
grou ps LI of r. We define such a mapping as follows: if LI * is any iso
lated subgroup of r*, let LI =LI* n r. It is obvious that LI is a segment 
and a subgroup of r, and to show that LI is an isolated subgroup of rwe 
have only to show that LI # r. We fix an element a* in r* such that 
a* ~ LI*. By Lemma 1, we have sa* E r for some integer s. On the 
other hand, sa* ¢.1* (since.1* is a segment and since a* ¢ ..:1*). Hence, 
a fortiori, sa* ~ LI, showing that LI # r. 
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We next show that our mapping,d* __ ,d is univalent. We observe 
that if a* is any element of ,d*, then all integral multiples of a* belong 
to ,d*, while, by Lemma 1, some multiple sa*, s:;o':O, belongs to rand 
hence also to,d. Conversely, if a* is an element of r* such that sa* E,d 
for some integer s:;o': 0, then sa* E,d* and therefore a* E,d* (since J* is a 
segment). We have thus shown that ,d* is uniquely determined by J 
as the set of all a* in r* such that sa* E J for some integer s :;0': O. Hence, 
our mapping J* -- J is univalent, and it is clearly order preserving. 
Finally, if J is an arbitrary isolated subgroup of r, then it is im
mediately seen that the set J* of elements a* in r* such that sa* E J, 
for some integer s:;o': 0, is an isolated su bgrou p of r* and that J * n r = J. 
Hence our mapping is onto the set of isolated subgroups of r, and the 
lemma is proved. 

COROLLARY. If K* is a finite algebraic extension of K then v* is dis
crete ifv is discrete (we recall that it is implicit in our definition of a dis
crete valuation that any such valuation is of finite rank). 

For, let n be the relative degree [K*:K]. The proof of Lemma 1 
shows that if we let N = n!, then Na* E r for all a* in r*. Let J;* and 
J i+/ be two consecutive isolated subgroups of r*(J;* < J'+l *) and let 
J i and ..1;+1 be the c;orresponding isolated subgroups of r. The map
ping a* --+ Na* (a* E r*, Na* E r) transforms J;* and ..1'+1* into..1, and 
J i +1 respectively, and furthermore we know from the proof of Lemma 2 
that Na* E J i if and only if a* c J;*. Hence our mapping a* --+ Na* 
induces an order preserving isomorphism of ..1;+l*/..1i* into ..1;+1/..1;. 
Since the latter quotient group is, by assumption, isomorphic to the 
group of integers, it follows that also ..1;+1*/..1;* is isomorphic to the 
group of integers, and hence the valuation v* is discrete. 

LEMMA 3. Let X1*' X2*' ... , x,,.* be elements of K* such that m ele
ments v*(x;*) of r* belong to distinct cosets of r. Then the x;* are 
linearly independent over K. 

111 

PROOF. Assume that there is a relation of the form 2: UiX/ = 0, 
i= 1 

where the lij are elements of K, not all zero. Then at least two terms 
in this relation must have equal (and least) value in v*. Let, say, 
v*(usx/) = v*(u,x/), where s:;o': t and usu,:;o': o. Then v*(x/) - v*(x/) 
= v*(ut ) - v*(us) E r, in contradiction with our assumption on the v*
values of the x;*. 

COROLLARY. If K* is a finite algebraic extension of K, of degree II, 

then the index of the subgroup r of r* is finite and is not greater than n. 
On the basis of this corollary we can now give the following definition: 
DEFINITION. Let K* be a finite algebraic extension of K and let v and 
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v* be valuations of K and K* respectively, such that v* is an extension of v. 
Let rand r* be the value groups of v and v* respectively. Then the index 
e of the subgroup r of r* is called the reduced ramification index of v* with 
respect to v, or relati've to v (or with respect to K). 

If K* is a finite algebraic extension of K, we can speak of the relative 
degree of a valuation v* of K*, meaning by this the relative degree of any 
place associated with v* (see § 6). If v is the restriction of v* to K, then 
the residue field Rt,fIDlf) of v is (or can be canonically identified with) a 
subfield of the residue field R,.*/Wlf)* of v*, and the relative degree of v* 
is the relative degree [Rf)* /9Jlf)* : Rf)/Wlt']' We know that this relative 
degree is at most equal to [K*:K] (§ 6, Lemma 2, Corollary 2). 

The relative degree of v* shall be denoted by f. If K* is a separable 
extension of K we also define the ramification index of v* relative to v as 
the product ep', where p' is the inseparable factor of f. 

It is easy to see that the above terminology agrees with terminology 
introduced for Dedekind rings in the preceding chapter. For, assume 
that we have the following special case: K is the quotient field of a 
Dedekind domain Rand 'V is the p-adic valuation of K defined by a 
proper prime ideal p in R. If R' denotes the integral closure of R in K*, 
then the valuation ring of v* contains R'. Since R' is a Dedekind 
domain (Vol. I, Ch. V, § 8, Theorem 19), v* is necessarily a \~-adic 
valuation of K*, where \l! is a prime ideal in R' lying over p. Let e l 

be the reduced ramification index of ~ with respect to p. If u is an 
element of p not in p2, then r consists of all integral multiples of v(u). 
On the other hand, since \l3 occurs to the exponent e l in the factorization 
of R'p, it follows that u E ~el. U ¢: ~'1+1, showing that r consists of all 
multiples meIa,*, a,* E r*, where m is an arbitrary integer. Hence e1 

is the index of r in r*, and thus the reduced ramification index of ~ 
with respect to p is also the reduced ramification index of v* with 
respect to v. Furthermore, it is clear that the residue fields of v 
and v* are isomorphic respectively with the residue fields R/p and 
R'/~. 

We shall need a lemma on extensions of composite valuations. 
LEMMA 4. Let a valuation v of K, with value group r, be composite 

with valuations VI and v (where VI is a 'valuation of K and v is a valuation 
of the residue field of VI), and let G be the isolated subgroup of r which cor
responds to this decomposition of v into VI and v. Let v* be an extension of 
v to an overfield K* of K and let r* be the value group of v*. There exist 
isolated subgroups' H * of r* such that H * n r = G, and tj v* = VI * 0 v* is 
the decomposition of v* which corresponds to such a subgroup H * then VI * 
is an extension of VI and v* is an extension of v. Conversely, if VI * is any 
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extension of VI to K* and v* is any extension of v to the residue field of 
VI*' then v* = VI * 0 v* is an extension of V to K*, and if H* is the isolated 
subgroup of the value group of v* which corresponds to the decomposition 
v/ o v*, then H* n r= C. 

PROOF. We consider the smallest segment C* in r* such that 
C*=:> C (C* = set of all elements of r* which are of the form ± a*, where 
0;:;:; a*;:;:; a for some a in C). Then it is immediately seen that C* is a 
subgroup of r* and that it is a proper subgroup of r*, since C is a 
proper subgroup of r. Hence C* is an isolated subgroup of r*, and 
it is clear from the definition of C* that we have C* n r = C and 
that C* is the smallest of all the isolated subgroups H* of r* such that 
H*n r=c. 

Let now H* be any isolated subgroup of r* such that H* n r= c, 
and let V*=Vl* 0 v* be the corresponding decomposition of v*, where 
Vl* is then a valuation of K*, with value group r*/H*, and v* is a 
valuation of the residue field of VI *, with value group H* (see § to, 
Theorem 17). We know from the proof of Theorem 17 that V*-IVI * is 
a homomorphism of r* onto r*/H*, with kernel H*. The elements 
of r* which are mapped by this homomorphism into non-negative 
elements are those and only those which belong to the set r + * u H*. 
Hence R" l * is the full inverse image of r + * u H* under V*-I. Similarly, 
Rv is the full inverse image of r+ u C under V-I. Now, since v is the 

1 

restriction of V* to K and since (r + * u H *) n r = r + U C, we conclude 
that Rv = Rv * n K, showing that VI * is an extension of VI. 

1 1 'J 
Let &>1 and &>1* denote the canonical homomorphisms RV1 - DVI 

( = R,,/JJlv) and RV1* -+ DV1* respectively. The ring Rv is the full in
verse image of Rfj under &> 1 -1, and similarly R v* is the full inverse image 
of Rfj* under &>1*-1. Since Rv= K n Rv* and since we have just proved 
that &>1 is the restriction of &>1* to K, it follows at once that Rfj = Rfj* n DVll 
showing that v* is an extension of v. 

Conversely, assume that we are given a valuation VI* of K* which is 
an extension of VI and a valuation v* of the residue field of VI * which is 
an extension of v. If V*=VI* 0 v*, then we can repeat the reasoning 
of the preceding paragraph. This time we are given that R(i = Rfj* n D "1 
and from this we can conclude that Rv = K n Rv*, showing that V* is an 
extension ofv. Furthermore, we have that V*-IVI* is a homomorphism 
of r* onto r*/H*, with kernel H*, and that V-IV1 is a homomorphism 
of r onto TIC, with kernel C. Since V- 1V1 is the restriction of V*-IV1* 
to r, it follows that H* n r= C. 

This completes the proof of the lemma. 
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COROLLARY 1. Assume that K* is an algebraic extension of K, and let 
v* be an extension of a composite 'valuation v = VI 0 V of K. Then there is 
only one decomposition v l * 0 v* of v* such that VI * and v* are extensions of 
VI and v respectively. 

For, it was shown in the course of the proof of Lemma 2 that if K* 
is an algebraic extension of K, then for any isolated subgroup G of r 
there exists one and only one isolated subgroup H* of r* such that 
H* n r=G. 

COROLLARY 2. The notations being the same as in the preceding corol
lary, assume that K* is afinite algebraic extension of K. Then the reduced 
ramification index of v* relative to v is the product of the reduced ramifica
tion indices of VI* and v* relative to VI and v respectively. 

For, the reduced ramification indices of v*, VI* and v* are equal 
respectively to the orders of the following finite abelian groups: r*/r, 
(r*/G*)/(T/G) and G*/G. Since G* n r=G, the group G*/G can be 
canonically identified with a subgroup of r*fT. Using the well known 
isomorphism theorem from group theory, we find that the groups 
(r*/T)/(G*/G) and (r*/G*)/(T/G) are isomorphic (they are both iso
morphic to r*/(r, G*». Hence the order of r*/r is the product of the 
orders of G*/G and (r*/G*)/(T/G). 

We are now ready to prove two basic results (Theorems 19 and 20 
below) on extensions of valuations. 

THEOREM 19. Let K* be a finite algebraic extension of K, let v be a 
valuation of K of finite rankt and let VI*' V2*' ... , v,* be the exten
sions of v to K*. If n= [K*:K] and if ni and ej are respectively the 
relative degree and the reduced ramification index of v;* with respect to v 
then 

(1) eini +e2n2+ ... +e,n, ~ n. 

PROOF. (a) We shall first consider the case in which v is of rank 1. 
In that case, the g valuations v;* are also of rank 1 (Lemma 2), and the 
theorem of independence of valuations (§ 10, Theorem 18) is applicable 
to the vi*' The value groups r, r;* of v, v;* can be assumed to consist 
of real numbers. For each i, we fix an element ais in each of the ej 
eosets of r in r;* (s= 1,2, ... ,e;). We also fix ni elements Ui' in K* 
such that the v;*-residues of the ui , form a basis of the residue field of 
Vi* over the residue field of v (t= I, 2, ... ,n,.). Next, using the inde
pendence of t~e valuations v,.*, we find elements Xi. and Yi' in K* 

t Later on, at the end of this section, we shall prove Theorem 19 also for 
valuations of infinite rank, using an idea which we have found in some unpub
lished notes of I. S. Cohen. 
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(i= 1,2, ... ,g; s= 1,2, "', ej; t= 1,2,···, nj) satisfying the following 
conditions: 

(2) V;*(Xi') = ai,; 

(2') V/(Xi') > max (all' a12, ... , a2.1, a22, ',' . ,a,.,), if j 1= i; 
(3) V;*(Yi,-Uil) > 0; 

(3') V/(Yil) > 0, j1=i. 

We assert that the e1n 1 + e2n2 + ... + e,n,products x Y', (s = 1 2 ... e,' 
IS i 'I' " " , 

tj = 1, 2, ... ,ni) are linearly independent over K. The proof of this 
assertion will establish our theorem in the case of valuations of rank 1. 

Assume that our assertion is false and that we have therefore a relation 
of the form: 

(4) 

where the ui"" are elements of K, not all zero. We may assume that 
these elements all belong to RI) and that at least one of these elements is 
a unit in RI)' We may then assume, without loss of generality, that 
v(a lll ) = 0. We set 

(5) s = 1, 2, ... , e l' 

We now observe that the v/ value of any element Yl of K*, of the form 
", 2: b,Yll' b, E R t ., belongs to F. For, if bq is one of the coefficients bl 
t~t 

which has least v-value, we can write: 

", 
Yl = bq 2: CtYlP 

t~ t 

where all c, are in R t • and cq = 1. Now, by (3) (for i= I), we have that 
the v/'-residues of the nl elements Yl' are the same as the vl*-residues 
of the u 1,' and hence these residues are linearly independent over the 
residue field of v. On the other hand, the v-residues of the c, are not 

", 
all zero (since cq = 1). It follows that the v/-residue of 2: C,YI, is 

t~ t 

different from zero. Hence '['1 *(Yl) = v/(bq) = v(bq) E F, as asserted. 
In view of this observation, we find from (5) that VI *(,~,) - VI *(Xh) E F, 

i.e., VI*(Z,) belongs to the F-coset determined by a h in FI* [see (2)]. 
Since the e l elements a Is of Fl* belong to distinct F-cosets, it follows 
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that the vl*-values of Zl' Z2' ... ,Z'l are distinct elements of rl* and 
that consequently VI*(ZI +Z2+ ... +Z,) =min {V/(Zl)' VI*(Z2)" .. , 
VI*(Z'l)}' Now, since v(alll) = 0, the reasoning used in the proof of the 

above observation shows that VI *( ~ a llty lt ) = ° and that conse-
t= I 

quently VI*(ZI) = all' Therefore VI*(ZI+Z2+ ... +zel);;;all, i.e., 

(6) 

On the other hand, we have by (2') and (3 ') (for m= 1) that 

(7) 

By (6) and (7) it follows that the VI* value of the left-hand side of (4) is 
~ all> in contradiction with (4). This contradiction establishes our 
assertion that the eln l +e2n2+ ... +e,n, products Xi/,Yit, are linearly 
independent over K. 

(b) We now pass to the general case of a valuation v of finite rank 
m> 1 and we shall use induction with respect to m. We assume there
fore that our theorem is true for any valuation of rank < m. Let 
v = Vi 0 v be a decomposition of v into valuations of rank < m. Let 
V'I*' Vi 2*' ... ,Vh'* be the distinct extensions of Vi to K* and let 
VSI*' VS2*' ... , VSqs* (s= 1,2, ... ,h) be the distinct extensions of v 
to the residue field of v'/. We set Vst *=V'/ 0 vst *. By Lemma 4 

s s 

and Corollary 1 of that lemma, the ql + q2 + ... + qh valuations Vst * of 
s 

K* are distinct and represent all the extensions of v to K*, i.e., the set 
{ * * *}"d' h h {* * *} W vll . v 12 , ••• ,Vhqh comcl es WIt t e set VI ,v2 , ... ,Vg' e 
denote by nst and est the relative degree and the reduced ramification' 

s s 
index of V st * with respect to v. What we have to prove then is the 

s 
following inequality: 

We observe that the relative degree of VSt : with respect to v is equal to 
nst , since the residue fields of Vst * and v coincide respectively with the 

s s 

residue fields of V st * and v. We denote by est the reduced ramification 
s s 

index of vst: with respect to v. We also denote by n', and e's respec-
tively the relative degree and the reduced ramification index of v',* 
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with respect to v'. Since v' and v are valuations of rank < m, we have 
by our induction hypothesis: 

(8) 

(8') 

Hence 
h q, 

(8") 2: 2: e'it n" ~ n, 
,=1 ',=1 " 

and this is the desired inequality, since, by Lemma 4, Corollary 2, we 
have e,t = e' ,et . This completes the proof of the theorem. s , 

We shall see in the next section that (a) If the residue field D of v is of 
characteristic zero then the equality sign holds in (1) (§ 12, Theorem 24, 
Corollary); and (b) if K* is a normal extension of K and the characteristic 
p of D is different from zero, then the quotient n/(e1n1 + e2n2 + ... + egn,) 
is a power p8 of p, where S is an integer ~ 0 (§ 12, Theorem 25, Corollary). 
The integer 8 may be referred to as the ramification deficiency of v (this 
integer is defined only in the case of normal extensions K*). Here we 
shall only show that if we assume that (a) is valid in the case of normal 
extensions K* then its general validity is an immediate consequence. 
For. let K be the least normal extension of K which contains K* and 
let 'Vi}, Vi2' ... be the extensions of Vi* to K. Let N = [K:K), 
n* = [K: K*). We denote by Eij and e,/ the reduced ramification in
dices of V,j relative to v and v;* respectively. Similarly, we denote by 
N ij and ni/ the two corresponding relative degrees of Vij' We have 
E··=e·e··* N· ·=n·n··* "" E·.N .. =" e·n· "e··*n··* Byassump-') ")' I) ")' L;.. L;.. I) I) L;.. , ,L;.. I} I)' 

, ) I) 

tion, we have N = 2: EijNij, and n* = L eij*ni/ for i = 1, 2, ... ,g. 
i,j j 

Hence N = n* 2.ejnj, whence 2. ejnj = n, as asserted. 
We denote by R the valuation ring Rv of v and by ~ the maximal 

ideal WCv of Rv' Let R j* denote the valuation ring of v;*. We set 

(9) 

(10) 

(11) 

, 
R* = nR.* ) , 

j= t 

~;* = n (R/I;U n R*), 
Ni , , 

~* = n ~* = n R .*~. 
i=1 j=t) 

The g rings Rj* are the only valuation rings in K* which belong to 
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places of K* having center \l! in R. Hence by Theorem 8, § S, R* is the 
integral closure of R in K*. We also observe that 

(12) $* = R*$. 

To prove (12) we have only to show that \l!*c R*\l!, for the opposite 
inclusion is obvious. Let x* be any element of I.:!!*, and let v/(x*) =a/. 
Since x* E R/\l!, it is obvious that we can find, for eachj, positive ele
ments in r which are not greater than a/. Therefore we can also find 
a positive element in r which is not greater than any of the a/. Let f1 
be such an element: a/~f1,j= 1,2, ... , g. We fix an element x in I.:!! 
such that v(x) =,8. Then Vj(x*Jx)~O,j= 1, 2, ... , g, whencex*Jx E R* 
and x* E R*'.l3, as asserted. 

It is clear that \l!* n R = \l! Hence the ring R* /\l!* can be regarded 
as a vector space over the field R/\l!. We next prove the following 
lemma: 

LEMMA S. The assumptions being the same as in Theorem 19, except 
that v may now have infinite rank, the dimension of the vector space R*/~* 
(over the field R/~) is not greater than e}n} + ... + egng. 

PROOF. The ring R* has exactly g maximal prime ideals $;*= 
ID'lt/ n R*, i = 1, 2, ... , g, and each valuation ring R;* is the quotient 
ring of R* with respect to I.:!!;* (Theorem 12, § 7). We know that given 
any element a* of the value group r;* of v;* there exists an integer s # 0 
such that set'- E r (Lemma 1). Therefore, given any element x* of I.:!!;*, 
we will have some integer s ~ 1 such that v;*(x*') E r. Let y be an 
element of ~ such that v(y) = v;*(x*'). Then x*'jy E R;* and so 
x*' E R;*\l! n R*. Since, on the other hand, R;*I.:!! n R*c I.:!!;*, we have 
therefore shown that ~;* is the radical of R;*I.:!! n R*. It follows that for 
i#j the ideals R;*'.l3 n R* and R/I.:!! n R* are comaximal (see Vol. I, 
eh. III, § 13, Theorem 31). Furthermore, from (11) and (12) it follows 
that I.:!!* is the intersection of the g ideals R;*I.:!! n R*. Hence, by 
Theorem 32 of III, § 13, the ring R*/~* is the direct sum oftheg rings 
9';);*/I.:!!*. Since the 9';);* are ideals in R*, we have a direct decomposition 
of the vector space R*/~* into the g subspaces !Q;*/~* (over the field 
R/I.:!!), and in order to prove the lemma it will be sufficient to prove that 
9';);*/~* has dimension;;; ejnj. 

Let us consider, for instance, the space !Q}*/'.l3*. The subspaces of 
!Ql*/I.:!!* correspond in (1, 1) fashion to the R-submodules of !Ql* which 
contain $*. We first make some straightforward observations about 
the two value groups r}* and r. Let Ll denote the set of non-negative 
elements a* of r l * such that a* < f1 for all positive elements f1 of r. If 
a l * and a 2* are two distinct elements of L l , and if say a l * < a2*, then 
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0<0:2*-0:1*<0:2*, and therefore, by definition of L 1, 0: 2*-0:1* rf= r. 
Thus, distinct elements of Ll belong to distinct r-cosets, and hence Ll is a 
finite set, consisting of at most e1 "elements. 

If X* is any element of .\)1* then v1*(x*) ELI 'f and only if x* rf= ~*. 
For, if :-c* E ~*=R*~, then it is clear that Vl*(X*)~Vl*(Y)' for somey 
in \13, and hence Vl*(X*) ¢ L 1, since v/(y) E r+. Conversely, if 
v/(x*) rf= L 1, then VI *(x*) ~ VI *(y), for some y in ~, and hence x* = 
(x*/y)y E Rl*~ n S)1*=R*~. 

If follows from these remarks that jf m* is any R-submodule of ~l * 
which contains ~"': as a proper subset then 9{* contains elements of least 
value and that this value is an element of L 1. We denote this minimum 
by Vl*(m*). 

If for a given element a* of Ll there exist elements x* in .\)1* such 
that VI *(x*) = a*, then the set of all elements y* of .\)1* such that 
v1*(y*) ~ a* is an R-submodule m* of .\)1* which contains ~* as a proper 
subset and is such that v1*(m*)=a*. If 0=0:1* <a2* < ... < a/(s ~el) 
are those elements of L 1 which are VI *-values of elements of 5)1*' then we 
obtain in this fashion a strictly descending chain of R-submodules of 
"" *. 'l.'1 • 

where m/ is the set of all y* in 5)1* such that VI *(y*) ~ a/ (i = 1,2, ... , s). 
It is clear that for i = 2, 3, ... , s + 1 the module 91/ consists of all the 
elements y* in .\)1* such that VI *(y*) > ai-l*' 

To prove the inequality dimS)I*/\~*~elnl' it will be sufficient to 
show that for i=2, 3, ... , s+ 1 we have dim mi_l*/m/~nl (since 
s~el); here mi_//m/ (=mi_l*/~*/m//~*) is regarded as a vector 
space over R/~. Let then XI*' X2*' ... , Xn,+l* be any n1 + 1 elements of 
mi-l*' We have to show that there exist elements U I , U 2, •.. , un,+! in 
R, not all in ~, such that U1XI* + ... + un,+lxn,H E I}l/. We fix an 
elementy* in mi_/ of least value: vl*(y*)=ai_l*=vl*(9(i_/)' and we 
set z/ = x//y*. Then the z/ are in the valuation ring of Vl*' and since 
the relative degree of VI* is n1 it follows that we can find elements 

. R II . , h h *( * * " U1' 1/2' ... , Un,el In , not a In~, SUC t at VI U1Z 1 + 1I 2Z2 + ... + 
Un1+lZn1+l*) >0. Then we have Vl*(U 1Xl*+U 2X2*+ ... +unl+lXnl+l*) 
> v1*(y*) =ai_/' and therefore U1Xl*+ '" +U ll ,+lXII,+l*E9(/. This 
completes the proof of the lemma. 

Of particular importance is the next theorem: 
THEOREM 20. The notations and assumption being the same as in 

Theorem 19, (in particular, it is now again being assumed that v has finite 
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rank), assume also that the integral closure R* in K* of the valuation ring 
R of v is a finite R-module. Then 

(13) 
and 
(14) dim R*/R*~ = n. 

PROOF. Let {WI' W2, ... , wm} be an R-basis of R* which has the least 
number of elements. We assert that the ware linearly independent over K. 
For assume that we have a relation of linear dependence: XIWI + 
X2W2 + ... + xmwm = 0, where the Xi are elements of K, not all zero. An 
argument which has been repeatedly used before shows that we may 
assume that the Xi belong to R and that one of the Xi is 1. If, say, Xm = 1, 
then already {WlI W 2, ... , Wm_l} is an R-basis of R*, a contradiction. 

Any element x* of K* satisfies an algebraic equation with coefficients 
in R (since K is the quotient field of R). If ao is the leading coefficient 
of this equation then aox* is integral over R, whence aux* E R*. This 
shows that {WI' W2 , ••• ,wm} is also a basis of K*/K. Consequently 
m=n. 

If Wi denotes the R*~-residue of Wi' then WI' W2, ••. , Wn span the 
vector space R*/R*~(over R/~). We assert that the n vectors Wi are 
linearly independent over R/~. We have only to show that if we have a 
relation of the form XIW I + X2W2 + ... + XnWn E R*~, Xi E R, then the Xi 
necessarily belong to~. But this follows at once from the linear inde
pendence of the Wi over R, for we have, by assumption: XIW I + 
X2W2 + ... +xnwn=ylw i +Y2W2+ ... +Ynwn' where the Yi are suitable 
elements of ~, and this relation implies xi = Yi' i = 1, 2, ... , n. 

We have therefore proved that 

(14) n = dim R*/R*~. 

Since we have, by Theorem 19 and Lemma 5: 

(IS) dim R*/R*~ ~ eln l +e2n2+ ... egng ~ n, 

the theorem is proved. 
COROLLARY. If v is a non-discrete valuation of rank 1 and if R* is a 

finite R-module, then all the extensions of v to K* are unramified. 
For the proof, we first show that 

(16) R*~ = .{x* E K*lv;*(x*) > 0, i = 1,2, ... ,g}. 

In fact, let x* be any element of K* such that v;*(x*) = f3i > 0, i = 1, 
2, ... , g. Since the value groups r, r;* are now groups of real num
bers and r is non-discrete, there exist positive elements of r in an 
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arbitrarily small neighborhood of zero. Hence there exists an element 
a of r such that 0 < a < f3i' i = 1, 2, ... , g. Let x be an element of ~ 
such that v(x}=a. Then v;*(x*/x} >0, i=1,2,· .. ,g, whence 
x* E R*xc R*~. This establishes (16). We now make use of the proof 
of Lemma 5. From (16) it follows that the set denoted by Ll in the 
proof of Lemma 5 consists now of the element zero only, and that conse
quently the integer s is now equal to 1. I t was shown in the proof of 
Lemma 5 that dim ''(h*/R*~~snl' Hence dim 5;)l*/R*~~nl' Simi
larly dim 5;)// R* ~ ~ "i' i = 1, 2, ... , g. Hence dim R* / R*~ = 

g 

.2 dim 5;);*/R*~ ~"l +"2+ ... +",. Therefore, by Theorem 20, 
i= 1 

we must have el =e2 = ... =e,= 1. 
The following example, due to F. K. Schmidt, shows that the finite

ness assumption made in Theorem 20 (i.e., the assumption that R* is a 
finite R-module) is essential, and that without this assumption the 
strict equality (13) may fail to hold already in the case of a valuation v 
which is discrete and of rank 1 (and whose valuation ring Rv is therefore 
noetherian) : 

Let JP be the prime field of characteristic p =I- 0 and let 

{~o, ~l' .•. , ~n' ... } 

be an infinite sequence of algebraically independent elements over k. 
We set k=Jp(~o, ~l'" ., ~n,"') and K=k(x,y}, where x and yare 
algebraically independent over k. Consider the formal power series 

cp(x) = ~oP+ e1Pxp+ ... + elxnp + .... 
We assert that cp(x) is not algebraic over the field k(x) (or, in algebro
geometric terms: the branchy=cp(x) is not algebraic}. For assume the 
contrary, and let, say,j(X, Y) be a non-zero polynomial in k[X, Y] such 
thatf(x, cp(x»=O. We may assume that X does not divide f(X, V). 
Then f(O, Y}=l-O, while f(O, eJ')=o. Hence eo is algebraic over ko, 
where ko is the field generated over JP by the coefficients off. Let X, 
be the highest power of X which divides f( X, XP Y + e l} (whence, 
necessarily, s > 0) and let f(X, XpY + ~l) =X'!l(X, V). We have 

fl(X'~lP+g2PXP+ ... +~lx(n-l)p+ ... ) = 0 

and therefore fl(O, ~l) = O. On the other hand, the coefficients of 
fleX, Y} belong to ko(~o), and since ~o is algebraic over ko, it follows 
that also ~l is algebraic over ko' Proceeding in this fashion, we find that 
all the ~i are algebraic over ko, and this is impossible since ko has finite 
transcendence degree over Jp. 
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We now define a valuation v of hex, y), as follows: 
If u = f(x, y) is an element of h[x, y], then by the preceding result the 

power series f(x, cp(x» is not zero. If x" is the lowest power of x which 
occurs in this series, we let v( u) = n. If z is an arbitrary element of 
hex, y), we write z in the form U1/U 2, where Uj = fj(x, y) E h[x, y], and we 
let v(x)=v(u1)-V(U2). The value group of v is then the group of 
integers, and so v is discrete, of rank 1. It is immediately seen that the 
residue field of v is the field h. 

Now we let K* = K(y*), where y* = V"y. Then K* = hex, y*), and 
it is immediately seen that the extension v* of v to K* is the valuation 
which is defined by the "branch" 

y* = ~o+ ~lX+ ~2X2+ ... + ~"x"+ ... , 

in a fashion similar to that in which v was defined by the branchy= cp(x). 
(Note that since K* is a purely inseparable extension of K, v has a 
unique extension to K*.) The two valuations v and v* have the same 
value group and the same residue field (namely, the field h). Hence the 
relative degree and the reduced ramification index of v* are both equal 
to 1, while the degree [K*:K] is p. Thus (13) fails to hold in the 
present case. In view of Theorem 20, we can conclude a priori that the 
integral closure R* of R" in K* is not a finite R,,-module. This can also 
be seen directly as follows: 

If R* has a finite R,,-basis, then a minimal R,,-basis of R* will contain 
precisely p elements, say W lI W 2, .•• , wp (see the proof of Theorem 20). 
Let wj=ajO+ailY*+'" +aj,p_lY*P-l, ajjEK. Since the value 
group r of v is the group of integers, there exists an integer p such that 
all the products ajjxP belong to R". From this it follows that 
R* xpc. R" + Rv)'* + ... + R"y*P':l. Now, consider the element z = [y* -
(~O+~lX+'" +~pxp)]/xP+l. It is clear that zER* (since v*(z)~O). 
Butzxp=-(eO+e1x+·.· +~pxp)/x+y*/xf/;R"+R,,y*+ ... +R"y*P-l, 
a contradiction. 

An important case in which the finiteness assumption of Theorem 20 
is always satisfied is the following: v is a discrete valuation of ranh 1 and 
K* is a separable extension of K. This follows from the following well
known result: if R is any noetherian integrally closed domain having K as 
quotient field, and if K* is a finite separable extension of K, then the 
integral closure of R in K* is a finite R-module (Vol. I, Ch. V, § 4, 
Theorem 7, Corollary 1). 

It may also be observed that for discrete valuations v, of ranh 1, the 
converse of Theorem 20 is also true, i.e., if relation (13) holds, then R* is 
a finite R -module. To see this, we go back to the case (a) of the proof of 
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Theorem 19 and we show that if v is discrete, of rank 1, and if (13) holds, 
then the n I el +n2e2+ ... +n,e,products xs,y"forman R-basisfor R*. 
We know that these products are linearly independent over K. If (13) 
holds, the number of these products is equal to n ( = [K*: K]) and they 
therefore form a basis of K*/K. Now let z* be any element of R* and 
let 

We have to show that the bjs", belong to R: Upon factoring out a 
coefficient bj'j'/ of least value we can write z* in the form: z*=by*, 
bEKand 

where the a j "" are elements of R, not all in $. We now make use of the 
considerations developed in the course of the proof of Theorem 19, 
case (a) (p. 56). As group r we can now take the group of integers, 
and as group r;* the additive group of integral multiples of lIe;. As 
representatives of the ej cosets of r in r/ we take the rational numbers 
ajs=(s-I)lej, s= 1,2, ... ,ej' By assumption, at least one of the 
coefficients ai"" has order zero in v (and all have non-negative order). 
If, say v(a 1q,) = 0 then, as was shown in the course of the proof of 
Theorem 19 (see the italicized statement immediately following in
equality (7}, p. 57), we have vl*(y*) ~ alq' and hence vl*(y*) < 1. On 
the other hand, we have that v(b)( =vI*(b» is an integer (since bE K). 
Since VI *(b) + VI *(y*) = VI *(z*) ~ 0, we conclude that v(b) is necessarily 
a non-negative integer. Hence bE R, and since bjs", = bajs", it follows 
that also the b;s ./. belong to R, as asserted. 

I I 

Note that this result has also been proved in Vol. I, Ch. V, § 9 
(Theorem 21). 

NOTE. We shall end this section by extending Theorem 19 to valua
tions of infinite rank. We first observe that the proof of Theorem 19, 
in the case of valuations of rank 1, is based solely on the fact that for 
such valuations the approximation theorem of § 10 (Theorem 18) is 
valid. However, we have seen that the approximation theorem is valid 
more generally for independent valuations of any rank (Theorem 18', 
§ 10). Hence we can assert that Theorem 19 is valid whenever the g ex
tensions VI*' V2*' ... , v,* of v are independent. Our second observa
tion is that in the inductive proof of Theorem 19 for valuations of finite 
rank > 1 we have actually proved the following: Let V = v' ov, let v' 1*' 
V' 2*' ... ,V'h* be the extensions of v' to K* and let Vsl*' v.2*, ... , v''l,* 
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be the extensions of v to the residue field LI'/ of Vi/ (s= 1,2, ... , h). 
Then if Theorem 19 holds for Vi, K, K* andfor v, LI', LI'/ (s= 1, 2, ... ,h; 
.1 ' = residue field of Vi), the theorem holds also for v, K and K*. We shall 
now make use of these two observations. We shall use induction with 
respect to the number g of extensions of v, i.e., we shall assume that 
Theorem 19 holds true in all cases in which we are dealing with a valua
tion v which has fewer than g extensions. (For g = 1 the proof of 
Theorem 19 is valid as given, for in that case the approximation theorem 
is not needed; or-more precisely-the approximation theorem IS 

trivial in the case of single valuations.) 
We first introduce some notations and prove an auxiliary lemma. If 

v is a valuation of a field K we shall denote by L(v) the set of all valua
tions Vi of K such that Rv < Rv' < K. In other words, L(v) is the set of 
all non-trivial valuations Vi such that v is composite with and is non
equivalent to Vi. We denote by E(v) the set of distinct (i.e., non
equivalent) extensions of v to K*. We write Vi < v if Vi E L(v) (note 
that this partially orders the valuations according to increasing rank, or
equivalently-according to decreasing valuation ring). If Vi < v and v* 
is any element of E(v), then there exists a unique element v'* in E(v') 
such that v'* < v* (Lemma 4, Corollary 1). This defines a mapping 
rpv,v of E(v) into E(V'), and it follows directly from the second part of 
Lemma 4- that rp,,'v maps E(v) onto E(v'). If V" < Vi < v then it is im
mediate that 

For fixed v and a fixed extension v* of v to K*, the set of valuations 
rpv'V(v*), v' E L(v), coincides with the set L(v*). In fact, if v'* =rpv'v(v*) 
and Vi E L(v), then v'* < v* by definition of rp,,'v, and hence v'* E L(v*); 
conversely, if v'* E L(v*), i.e., if v'* < v*, then the restriction Vi of v'* to 
K satisfies the relation Vi < v, and we have v'* E E( Vi), whence v'* = 
rpv'V(v*). Another way of expressing this fact is to say that for fixed v* 
the mapping Vi -+ rpv'V(v*) (where V= restriction of v* in K) is a (1, 1) 
mapping of L(v) onto L(v*). Each of the two sets L(v) and L(v*) 
is totally ordered, and the above mapping of L(v) onto L(v*) is order 
preserving, for it maps each element of L(v*) into its restriction 
in K. 

For each valuation v of K we denote by y(v) the number of elements 
in the set E(v), i.e., the number of distinct extensions of v to K*. If 
Vi < v then from the existence of the mapping rpv'v it follows that 
Y(V')~y(v). Since 1 ~y(v)~ [K*:K], the function y can assume only 
a finite number of values. 
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LEMMA 6. Let v be a valuation of K such that the set L(v) has no last 
element, and let m= max {y(v')}. Then y(v)=m. 

v' e L(v) 

PROOF. We fix a valuation v' 0 in L(v) such that y(v' 0) = m. For each 
v' in L(v) such that v' 0;;:; v' the set E(v') has exactly m elements, and 
therefore rpv' 0"' is a (1, 1) mapping of E( v') onto E( v' 0)' Let v* be an 
extension of v to K* and let v' 0* be that extension of v' 0 with which v* is 
composite; in other words, let v'o*=rpv'ov(v*). If v' is any element of 
L(v) such that v' 0;;:; v', then the corresponding element v'* of L(v*), i.e., 
the valuation v'*=rpv'V(v*) is uniquely determined by v'o*, and by v', 
i.e., if Vl * is another extension of v to K* which is composite with v' 0* 
then rpv·v(Vl*)=rpv'V(v*), for we must have v'o*=rpv'o'!'(v'*), and fPv'/ is 
(1, 1). We now observe that since L(v) and L(v*) are in (1, 1) order 
preservmg correspondence, also L( v*) has no last element and that 
therefore 

(17) n 
tJ'o*~V'*<v· 

We have just seen that the set of valuations v'* in L(v*) such that 
v' 0*;;:; v'*, where v' 0* = rpv'ov(v*), is uniquely determined by v' 0*' Hence 
it follows from (17) that there exists only one extension v* of v to K* 
which is composite with a given valuation v' 0* belonging to the set 
E(v' 0)' Since E(v' 0) contains m valuations, v has exactly m extensions. 
Q.E.D. 

We now proceed to the proof of Theorem 19 for a valuation v of 
arbitrary rank. Let y(v)=g. We first observe that the case in which 
the g extensions of v are independent valuations is characterized by the 
condition that the mapping fPv'v be (1,1) for any v' in L(v), i.e., it is 
characterized by the condition y(v')=g, for all v' in L(v). We may 
therefore assume that there exist valuations v' in L(v) such that 
y(v') <g. Let Ll(v) be the set of all such valuations v' and let 
g' = max {y(v')}. Then g' <g. The intersection of all the valuation 

v'eL1(v) 

rings Rv" v' E Ll(v), is again a valuation ring of some valuation V'l of K. 
If Ll(V) has a last element, then V'l is the last element of L1(v) and hence 
y(V'l)=g'. In the contrary case it is clear that L 1(v)=L(v'1)' whence 
L(v' l)has no last element. It follows then from Lemma 6 that y(V'l)=g'. 
Thus we have y( v' 1) = g' < g in both cases (showing, incidentally, that 
V'1 necessarily belongs to L1(v) and that consequently the second case 
is to be ruled out), and Theorem 19 is valid for V ' 1' 

Since V'I E L(v), we can write v = V'I 0 v. Since V'1 has exactly g' 
extensions to K* and since g' <g, it follows by our induction hypothesis 
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that Theorem 19 holds for v'I' K and K*. Let v' 1* be any extension 
of v' 1 to K*, let.d,.d' 1 and.d' 1* be respectively the residue field of v, V'1 
amd V'I* (whence v is a valuation of .d'I' with residue field .d, and 
.d' 1 c.d' 1 *). We assert that the extensions of v to .d' 1* are independent. 
This will establish the validity of Theorem 19 for v, .d'1 and.d' 1*' and 
hence, by the preceding remark, Theorem 19 will be established for v, 
Kand K*. 

Let V'I*' v' 2* be two distinct extensions of v to.d' 1* and assume that 
there exists a non-trivial valuation v'* of LI' 1* with which both valuations 
V'I* and v' 2* are composite. Set Vj*=V'I* 0 v'/, i= 1,2, and 
V*=V'I* 0 v'*. Then Vl*' V2* are extensions of v, i.e., belong to E(v), 
while v* is an extension of a valuation v of K such that v > v> V'I' 
Hence both E(v) and E(v) consists exactly of g elements. On the 
other hand, it is obvious that both Vl* and V2* are composite with iJ*, 
and hence 9'v"(Vl*)=9'v"(V2*) (=iJ*). Thus 9'v" is not (1, 1), in contra
diction with the fact that E(v) and E(iJ) have the same number of 
elements. 

§ 12. Ramification theory of general valuations. In Vol. I, 
Ch. V, § 10 we have developed the ramification theory of prime ideals in 
Dedekind domains. Now, if R is a Dedekind domain, with quotient 
field K, and K* is an algebraic extension of K, then any proper prime 
ideal p in R defines a discrete, rank 1 valuation v of K, whose valuation 
ring is the quotient ring Rp (§ 2, Example 2), and the prime ideals which 
lie over p in the integral closure R* of R in K* correspond to the exten
sions of v in K*. Hence the theory developed in Vol. I, Ch. V, § 10 is 
identical with the ramification theory of discrete, rank 1 valuations. In 
this section we shall generalize that theory to arbitrary valuations. 

Let K be a field, K* a finite normal and separable extension of K, and 
let G be the Galois group of K* over K. We fix a valuation v of K and
we denote by LI and r respectively the residue field and the value group 
of v. If v* is an extension of v in K* and s is an element of G, then the 
conjugate valuation sv* (=the automorphism s of K*/K, followed by the 
mapping v* of the multiplicative group K'* of K* onto the value group 
r* of v*) is again an extension of v in K* (with the same value group 
r*), and we know (§ 7, Theorem 12, Corollary 3) that all the extensions 
of v in K* are in fact, up to equivalence, conjugates sv* (s E G) of any 
one of them. 

We fix an extension v* of v. As usual, R" and IDl" will denote respec
tively the valuation ring and the prime ideal of v. Similar notations 
R,,* and IDlII* will be used for v*. We shall find it convenient to denote 
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by v*s the valuation S-lV* (s E G). With this notation, we will have 
Rv*' = s(R,,*), Wlv*' = s(Wlv*) and 

(1) v*s(s(x» = v*(x), 0 =I- x E K*. 

We denote by .d* and r* respectively the residue field and the value 
group of v*. Here.d* is a finite algebraic extension of .d, and r is a 
subgroup of r*, of finite index. We set, in agreement with previous 
notations: 

(2) e = (r*:F), f = [.d*:J]. 

The integers e andf are the same for all the extensions of v. We de
note by g the number of distinct (i.e., non-equivalent) extensions of v. 

We now introduce two subgroups Gz and Gr of G called respectively 
the decomposition group and the inertia group of v*: G z is the set of all s 
in G such that v*' is equivalent to v* (i.e., has the same valuation ring 
as v*), while Gr is the set of all s in G such that s(x) - x E Wlv* for all x in 
R,,*. It is obvious that Gz is a subgroup of G. It is easy to see that Gr 
is a subgroup of Gz . For if s E Gr , then it follows from the definition of 
Gr that we have sex) E Rv* for any x in Rv*, i.e., the valuation ring of v*s 
is contained in the valuation ring of v*. Therefore the valuation rings 
of v* and v*s coincide (since all extensions of v have the same relative 
dimension zero with respect to K; see italicized statement on p. 30 
immediately folIowing the proof of Lemma 1, § 7), s E Gz , showing that 
Gre Gz . Furthermore, if S E Gr and x E Rv*, then also y=rl(x) is in 
Rv * (since s E Gz), and S-I(X) - x = y - s(y) E ffilv*, whence S-l E Gr ; and 
if s, t E Gr then for any x in R~* we have (SI)(X) - x = I(S(X) - x) + 
(t(x)-x) E IDlv*, since both s(x)-x and t(x)-x are in ffil,,* and since 
t(IDlv*)e 9Jlv*' This proves that Gr is a group. 

Moreover it is not difficult to see that GT is an invariant subgroup of 
Gz . For if S E GT , t E Gz and x E R,,* and if we set t(x) = y (whence 
y E R,.*) and s(y) - y = z (whence z E IDlv*)' then (tst-I)(x) -x = (st-l)(y)
x = t-l(y + z) - x = t-1(z) E ID1,.* (since t(IDlv*) = Wl t .*), and hence tst- 1 E Gr. 

Let s be any element of Gz . Then the valuation v*' defined by (1), 
is, by definition of Gz , equivalent to v*. However, it is not difficult to 
see-and that will be important for the sequel- that v*s coincides with 
v*, that we have therefore 

(3) v*(S(x» = v*(x), (s E Gz , 0 # x E K*). 

For, since v* and v*' are equivalent valuations, with the same value 
group (see (1 », V*sV*-1 is an order preserving automorphism CPs of the 
value group r*. Since s has finite period, also cp, has finite period. and 
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it is immediate that such an order preserving automorphism of an 
ordered abelian group is necessarily the identity. Thus, rp,= 1 and 
v*'=v*. 

THEOREM 21. The field ..1* is a normal extension of ..1. The group of 
automorphisms of ..1* ooer ..1 is canonically isomorphic to the factor group 
GZiGT • 

PROOF. We first show that every automorphism sin Gz defines an 
automorphism s of LI* over LI. Given any element ~ in LI*, there exists 
an element x in R". whose v*-residue is~. If s E Gz then also s(x) E R" •. 
If x' is another element of R". with v*-residue ~, then x' - x E IDl". and 
hence also s(x')-s(x) E Wl"., since s E Gz . It follows that the v*
residue of s(x), for given s in Gz , depends only on~. We denote this 
residue by $( ~). It is immediate that the mapping ~ -- $(~) is an auto
morphism $ of LI*, and that s is an automorphism over ..1, for if ~ E ..1 
then we can choose x in R" and have then s(x) = x. It is also clear that 
the mapping s -- $ is a homomorphism of Gz into the group G(LI*/LI) of 
automorphisms of ..1* over ..1 and that the kernel of this homomorphism 
is the inertia group GT of v*. We have now to show that ..1* is a normal 
extension of LI and that the mapping s -- s sends Gz onto G(LI* ILl). 

Let ~ again be any element of LI*, different from zero. Since the 
places defined by the g distinct extensions of v are such that none is a 
specialization of another, it follows from Lemma 2, § 7, that we can find 
an element x in R,,'* having v*-residue ~ and such that v/(x) > 0 for each 
of the g-l extensions v/ of v which are different from v*. Let 
x l ( = x), x 2 , ••• ,Xq be the roots of the minimal polynomial F(X) = 
X9 + aq_1Xq-1 + ... + ao of x over K. Since K* is normal over K, all 
the Xj belong to K*. For any Xj we have x=s(Xj), for a suitable s in 
G(K*/K), and hence, by (1): v*·(x}=v*(Xj). Sincev*'(x)~O for any 
s in G(K* /K) (by our choice of x), it follows that all the roots Xj and all 

q 

the coefficients a. of F(X) belong to R".. We have F(X) = II (X - x.), 
j=1 J 

and taking v*-residues on both sides we find that the roots of the poly
nomial P(X)=X9+aq_1Xq-l+ ... +120 (a.=v*-residue of aJ are the 
v*-residues of Xl' X2, ••• , Xq and therefore belong to ..1*. Since ~ is 
among these residues and since the coefficients Ii. of F(X) belong to 
..1, we have shown that all the conjugates of ~ over ..1 belong, to LI* 
Hence LI* is a normal extension of ..1. 

If g 2 is any conjugate of g over LI, and if say g 2 = v*-residue of x" let 
s be an automorphism of K* /K such that Xj = r 1(x). Then v*'<x) = 
v*(Xj)=O (since ~2#0), and hence v*'=v* (since VI*(X) >0 for each 
extension VI * of 1) which is different from v*) and s E Gz . Furthermore 
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s-leg) = g2' If we take now for g a primitive element, over .d, of the 
maximal separable extension of.d in Ll*, then our result that every con
jugate of g over Ll is of the form s(g), S E Gz , implies that the homomor
phism s --+ S maps Gz onto the group G(.d*/.d). This completes the 
proof of the theorem. 

In the sequel we shall denote by Kz and Kr respectively the fixed 
fields of Gz and GT ; Kz is the decomposition field of v*, and Kr is the 
inertia field of v* (relative to K). We shall denote by Vz and Vr respec
tively the restriction of v* in Kz and Kr , by Ll z and Llr the residue fields 
of the valuations Vz and vr' and by r z and rr their respective value 
groups. Clearly Llz is a subfield of .dr, and rz is a subgroup of r r' 
Furthermore, Kr is a normal extension of Kz , with Galois group Gz/Gr , 
since Gr is a normal subgroup of Gz. 

These definitions have a relative character, and it is easy to see how 
the decomposition field or inertia field of v* is affected if we replace K 
by another field L between K and K*. Namely, if we denote by Lz 
and Lr respectively the decomposition field and the inertia field of v*, 
relative to L, then Lz is the compositum of K z and L (least subfield of K* 
which contains both Kz and L) and similarly Lr is the compositum of Kr 
and L: 
(4) 
(4') 

Lz = (Kz , L), 
Lr = (Kr , L). 

The proof is straightforward and consists simply in observing that the 
decomposition group and inertia group of v* relative to L are obviously 
equal respectively to Gz n G(K*/L) and Gr n G(K*/L). 

THEOREM 22. (a) The valuation v* is the only extension of Vz to K*, 
and the decomposition field Kz is the smallest of all fields L between K and 
K* with the property that v* is the only extension, to K*, of the restriction 
of v* to L. (b) The field Ll* is purely inseparable over Ll r , Ll1· is separable 
and normal over Ll z, and Ll z coincides with Ll. 

PROOF. Since all the extensions of v in K* are conjugates of v*, it 
follows that v* is the only extension of v if and only if Gz = G, i.e., if 
and only if K z = K. If L is an arbitrary field between K and L,then 
K* is also a normal separable extension of L, and therefore it follo'ws, 
by the same token, that v* is the only extension to K* of the restriction 
v' of v* to L if and only if Lz=L, i.e., by (4), if and only if L~Kz' 
This proves part (a) of the theorem. 

We have G(K*/KT) = GT, and therefore both the decomposition 
group and the inertia group of v* relative to KT are equal to 
G-p( =Gz n G1·=GT n G1·). If we now replace in Theorem 21 the field 
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K by the field KT it follows that G(LI*/LlT) = GT/GT= (1), showing that 
LI* is purely inseparable over LIT. On the other hand, we have already 
observed that GT is an invariant subgroup of Gz and that consequently 
KT is a normal separable extension of Kz , with Galois group GZ/GT. 
Hence, if we replace in Theorem 21 the fields K and K* by the fields 
Kz and KT respectively, we find that G(LlT/Llz) is canonically isomorphic 
with GZ/GT. Since [LlT:Llz]~[KT:Kz]=order of GZ/GT, it follows 
that [LlT:Llz]~ order of G(LlTILl z), and hence [LIT: LIz] = order of 
G(LlTI4z), showing that LIT is a normal separable extension of LIz. 

We point out that in the course of this proof we have shown inciden
tally that 

(5) 

I t remains to prove that LIz = LI. Let g be any element of LIz. By the 
cited Lemma 2 of § 7 we can find an element x in K z having vrresidue 
g and such that v'(x) > 0 for every extension Vi of v to Kz , different from 
vz. If Xj is any conjugate of x (over K), different from x, then x=s(Xj) 
for some S in G, and we have necessarily s ~ Gz since Xj # x. By (1), we 
have v*(Xj) = v*s(x), and, furthermore, we have v*s(x) > 0 since v*' # v* 
(s being outside of G z) and since therefore v*' induces in K z a valuation 
different from vz (v* being the only extension of Vz to K*). We have 
found therefore that v*(xj) > 0 for every conjugate Xj of x which is dif
ferent from x. Consequently the trace x + EX j is an element y of K 
whose vz-residue is g (= vz-residue of x). Therefore, g E LI and 
LIz = LI. This completes the proof of the theorem. 

THEOREM 23. The value groups r, r z and rr coincide. 
PROOF. If we apply the inequality EeJj~n (§ 11, Theorem 19 and 

Note on page 64) to the two fields Kz , Kr and to the valuation Vz of 
Kz , we deduce at once from (5) that V z has only one extension to Kr (a 
fact that we know already) and also that (r r: r z ) = 1. This proves that 
Tz=rr· 

We shall first prove the equality rz=r under the assumption that 
the g extensions of v to K* are independent. It will be sufficient to 
show that every positive element of rz is in r. Let a be a positive 
element of r z . By the approximation theorem for independent valua
tions (§ 10, Theorem 18') there exists an element x in Kz such that 
vz(x) = a and v'(x) = 0 for every extension v' of v to Kz, different from 
vz (since from our assumption that the extensions of v to K* are inde
pendent follows a fortiori that also the extensions of v to Kz are inde
pendent). The argument developed toward the end of the proof of the 
preceding theorem shows that if Xj is any conjugate of x over K, 
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different from x, then vz(Xj) =0. Hence the norm x·I1Xj is an element 
y of K such that v(y)=vz(x)+O=a. Therefore a E rand rz=r. 
This completes the proof of the theorem in the case in which the exten
sions of v to K* are independent valuations. 

In the general case we shall use induction with respect to the number 
g of distinct extensions of v to K*, for if g= 1 then K = Kz (by Theorem 
22, part (a» and the equality r=rz is then trivial. 

If v has rank 1 then the g extensions of v to K* are also of rank 1 and 
are therefore independent. We shall therefore assume that v is of 
rank > 1 and we may also assume that the g extensions of v to K* are 
not independent. We shall make use of the results proved at the end 
of the preceding section (§ 11, Note). From our assumption that the 
g extensions of v to K* are dependent valuations follows that y(v') is not 
constantly equal to g as v' varies in the set L(v). It was shown in § 11 
that in that case there exists a decomposition v = v' 0 v of v satisfying 
the following condition: y(v') =h<g, and if V'I*' v' 2*' ... , V'h* are the 
extel\sions of v' to K* then for each s= 1,2, ... , h the extensions of v 
to the residue field L!'/ of v'/ are independent. 

To the decomposition v = v' 0 v there corresponds a decomposition 
v* = v'* 0 v*, where v'* is one of the h extensions v'''' of v' to K* and v* 
is an extension of ii to the residue field L!'* of v'*. We denote by Gz. 
and GT , respectively the decomposition group and the inertia group of 
v'*. It is not difficult to see that we have the following inclusions: 

(5') 

The inclusion Gz':::' Gz follows from the fact that v'* is the only exten
sion of v' such that v* is composite with v'* and that, therefore, if S E Gz , 
then we must have v'*' = v'*, since v*( = v*') is composite with both 
valuations v'* and v'*'. The inclusion GT :::. GT , follows from the in
clusions Rv*c Rv'*' IDlv*:::' IDlv'*' Namely, if S E GT , and x is any element 
of Rv*, then x E Rv'* (since R,.*cRv'*)' S(X)-XE Wl.:* (sincesE GT,), and 
s(x) - x E Wl,.* (since IDlv*:::> IDl,.,*), showing that GTc GT • 

We denote by Kz' and KT , respectively the decomposition field and 
inertia field of v'. We have therefore, by (5'): 

(6) 

We denote by vz', Vz, vT, VT' the restrictions of v* in Kz', Kz, Kl" K7" 
respectively, and by v' z', v' z, V'T' V'T' the corresponding restrictions of 
v'*. The associated value groups will he denoted by rz'. rz , ... and 
r'z', r'z, ... respectively. 
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Since h <g, it follows from our induction hypothesis that Theorem 23 
is valid for v' and v'*, i.e., we have 

(7) r' = r'z' = r'T" 

where r' is the value group of v'. In view of (6), this also implies that 

(8) r' = r'z = r'T' 

The decomposition v* = v'* 0 v* yields a corresponding decomposition 
of Vz.: 

(9) vz· = v'z· 0 vz·, 

where v z' is the restriction of v* to the residue field .:1' z' of v' z" By 
Theorem 22, part (b), we have that .:1'z' coincides with the residue field 
.:1' of v'. Since vz· is an extension of the valuation v of .:1', it follows 
that vz· = v. This, in conjunction with (9) and equality (7), shows that 
r = r z" It is therefo.re only necessary to show that r z' = r z. Thus 
we may replace the field K by the field K z ·. We may therefore assume 
that K is the decomposition field of v'* and that therefore v'* is the only 
extension of 'v' to K*. The valuation v has then exactly g extensions 
to.:1'*, and by our choice of v' these g extensions are independent 'valuations. 

Let H be the isolated subgroup of r which corresponds to the decom
position v = 'v' 0 v (H = value group of v; r' = T/H = value group of v'). 
Let similarly Hz be the isolated subgroup of r z which corresponds to 
the decomposition Vz = v' z 0 Vz (here Vz is the restriction of v* to the 
residue fields of v'z). We have therefore H=Hzn r (see § 11, 
Lemma 4). We know that r' =r'z, i.e., T/H =rz/Hz . To prove 
the equality r= r z it will therefore be sufficient to show that 

(10) H z = H, 

i.e., that the value group H of v coincides with the value group Hz of 
its extension Vz to the residue field of v'z. Since the extensions of v 
to the residue field of '1)'* are independent it follows a fortiori that also 
the extensions of v to the residue field of v' z are independent. Hence, 
given a positive element a of Hz we can find an element x of the residue 
field of v' z such that vz( x) = ex and v' z( x) = 0 for all other extensions of 
v' z of v to the residue field of v' z. If, now, x is an element of K z 
whose v'z-residue is x then we will have vz(x)=a and Z'l(X)=O for all 
other extensions of v to Kz. By an argument given earlier it follows 
that if y=NKz,K(X) then v(y)=a. This establishes the equality (10) 
and completes the proof of the theorem. 
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It is clear that the index of Gz in G is equal to the number g of exten
sions of v to K*. Hence 

(11 ) [Kz:K] = g = (G:Gz)· 

We denote by fo the separable factor of the relative degree f= [Ll*:Ll] 
and we set 

(12) f = fOTTs, 
where TT is the characteristic of Ll if the characteristic is different from 
zero and is 1 otherwise. Theorems 21 and 22 show that 

(13) fo = [LlT:Ll z] = [KT:Kz] = order of GZ/GT. 

For any sin GT and for any element a of K*; a;i:O, we denote by (a, s) 
the v*-residue of s(a)/a. (By (3), this residue is different from 00 and 
o if s E Gz and hence, a fortiori, also if s is in GT .) We have the fol
lowing relations 

(14) (a, s) = 1 if a E Rv, a ¢ 9Jlv, s E GT ; 

(14') (ab, s) = (a, s)(b, S),} b K* G 
(14") () ( )( ) a, E ; S, t E T a, st = a, S a, t . 

Relation (14) is evident, since sea) - a = mE 9Jlv , s(a)la = 1 + mia, and the 
v-r,!sidue of mla is zero if a ¢ 9Jlv' Also relation (14') is evident since 

sCab) = s(a)s(b). As to (14"), we write (st)(a) = t(s(a» . tea) and we note 
a tea) a 

that t~(~;) = tC~»), and since the v*-residue of s~) is neither 00 nor 0 

(whence S~) E Rt" s~) ¢ 9Jlv ) itfollows, by (14), that (:(~) has the same 

v*-residue as sea), since t E G7,. Relations (14') and (14") show that 
a 

the function (a, s) establishes a "pairing" between the group GT and 
the multiplicative group of K*. For fixed s in GT the mapping 
a --+ (a, s) is a homomorphism of the multiplicative group of K* into 
the multiplicative group of Ll*. We denote by K*' and Ll*' these 
multiplicative groups and we use the customary notation Hom(K*', Ll*') 
for the set of all homomorphisms of K*' into Ll*'. This set 
Hom (K*', Ll*') is a group in an obvious way (if f and g are two homo
morphisms of K*' into Ll*' we define fg by (fg)(a) = f(a)g(a), a E K*'). 
Hence, for fixed s in GT the mapping a --+ (a, s) is an element of 
Hom (K*', Ll*'). If we denote this element by 'P(s): 

(15) 'P(s): a --+ (a, s), a E K*', 
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then (14") shows that the mapping 

(IS') rp: GT~Hom(K*',.1*') 

is a homomorphism. Similarly, for fixed a in K*', the mapping 
s ~ (a, s) is an element of Hom (GT , ..1*'). If we denote this element 
by r/;(a): 

(16) r/;(a): s ~ (a, s), s E GT, 

then (14') shows that the mapping 

(16') r/;: K*' ~ Hom (GT, .1*') 

is a homomorphism. We shall investigate the kernels of rp and r/; in 
order to determine to what extent the pairing (a, s) is "faithful." 

The elements of the kernel of rp are those elements s of GT for which 
it is true that rp(s) maps every element of K*' into the element 1 of 
..1*', i.e., those elements s for which (a, s)= 1 for any a in K*'. Now, 

(a, s) = 1 is equivalent to v*C~) -1) > O. Hence the kernel of rp con

sists of those elements s of GT which satisfy the condition 

(17) v*(s(x)-x) > v*(x), for all x in K*'. 

These elements form therefore an invariant subgroup of GT . This 
subgroup is denoted by Gv and is called the large ramification group of v*. 

In the case of Dedekind rings treated in Chapter V, § 10, the large 
ramification group Gv is the inverse image in Gr of the subgroup G'l 
of Gr/Gv2 mentioned in V, § 10, Theorem 25. It is also the set, 
denoted in V, § 10 (p. 295) by HI! of all sin GT such that s(u) -u E IDlv.2, 
where u is a generator of IDlv.' 

We now study the kernel of r/;. If a E Kr then s(a)=a and therefore 
(a, s) = 1 for all s in Gr. Hence the kernel of r/; contains the inertia 
field K T . The kernel of r/; also contains all the units of the valuation 
ring R v., by (14). It follows now that the kernel of r/; contains all the 
elements a of K* such that v*(a) E r, for if a is such an element and if b 
is an element of K such that v*(a) = v*(b), then a = be, with c a unit in 
R"., and since both band c are in the kernel of r/;, also a is in the kernel. 

The above consideration shows that (a, s) depends only on the pair 
(ii, s), where ii is the r-coset of v*(a) and s is the Gv-coset of s. Since 
v* is a homomorphism of K*' onto r*, it follows that the pairing (a, s) 
defines in a natural way a pairing between the (multiplicative) group 
GT/GV and the (additive) group r*/r. The homomorphism rp, given by 
(15) and (IS'), gives rise to an isomorphism 

(18) 'PI: GT/GV ~ Hom (r*/r, .1*') 
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of GT/GV into the group of homomorphisms of r*/r into .J*', while the 
homomorphism if, defined by (16) and (16'), gives rise to a homomor
phism 

(19) 

of r*jr into the group of homomorphisms of GT/GV into .1*'. 
We point out the special case in which r*/r is a cyclic group of order 

e [see (2)] (we have this case, for instance, if v is a discrete valuation of 
rank 1). If we choose a generator a of r*/r (for instance, a=the 
r-coset of the smallest positive element of r*, if v is discrete of rank 1), 
then any homomorphism h of r*/r into .1*' is uniquely determined by 
the value h(a). Hence, if we set, for any a in GT/GV ' i(a) = (cpl(a»(a), 
then i is an isomorphism of GT/GV into the multiplicative group .1*' (see 
Vol. I, Ch. V, § 10, Theorem 25). 

We denote by 1T the 'characteristic exponent" of the residue field .1 
of v, i.e., 1T is equal to the characteristic p of.1 if p"# 0 and is equal to 1 if 
p=O. The finite abelian group r*/r is the direct sum of a 1T-groUP 
I'n( = the set of elements c'i such that the order of c'i is a power of 1T) and 
a group 1'0 whose order is prime to 1T (to= set of elements c'i such that 
order of it is prime to 1T). If we set 

(20) e = eo1T', eo prime to 1T, 

then 1T' is the order of tn' and eo is the order of 1'0. Since 1 is the only 
element t of .1*' such that the order of t is a power of 1T, it follows that 
every homomorphism of r*/r into .1*' is trivial on tn. 

We thus have a pairing between the multiplicative group GT/GV and 
the additive group /"0' defining an isomorphism of GTIGv into 
Hom (1'0' .1*'): 

(21) cP: GT/GV -+ Hom (1'0' .1*') 

and a homomorphism of 1'0 into Hom (GT/GV ' .1*') 
(22) ~: to -+ Hom (GT/GV ' .1*'). 
We shall prove later on that cP and ~ are actually isomorphisms onto. At 
present we only note the following: since every element of to has order 
prime to 1T, also every homomorphism of to has order prime to 1T; hence 
the order of the (finite) group Hom (to, .1*')t is prime to 1T, and conse
quently 

(23) The order e' 0 of GT/GV is prime to 71. 

t Any homomorphism of the group fo (which is of order eo) into the group 
.1*' maps to into the set of totO roots of unity; since the latter set is finite. the 
set Hom (fo • .1*') is also finite. 
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We note that in the case of characteristic zero 1'0 coincides with r*/r. 
We now study the large ramification group Gv. 
THEOREM 24. Gv is a 17-group, i.e., a group whose order is a power of 

17. (In particular, Gv = (1) 'f LI has characteristic zero.) 
PROOF. We have only to show that if s E Gv and s has prime order q, 

then q = 17. Assume the contrary: q 'f 17. Let L be the fixed field of s. 
Then K* is a cyclic extension of L, of degree q. Let x be a primitive 
element of K* IL and let Xq + aq_1Xq-1 + ... + ao, ai E L be the mini
mal polynomial of x over L. We may assume that aq_1=0 since q'f17 
and since therefore we can replace x by x+aq_1/q. Hence we may 
assume that the trace of x is zero. On the other hand, if we set Si = Si, 

;=·0, 1, ... ,q-1, then the v*-residue of x'/Ix is 1, since si E Gv , and 
q-I 

hence the v*-residue of L x'/Ix is equal to q'f 0, a contradiction since 
i=O 

the trace 2: X'I is zero. This completes the proof of the theorem. 
At this stage we can already obtain, as a corollary of Theorem 24, the 

definitive result in the case 17 = 1 (i.e., in the case in which LI has char
acteristic zero): 

COROLLARY. If the residue field LI of v has characteristic zero then the 
grJu1s Gr and r*lr are isomorphic. The ramification deficiency of v, 
relative to K*, is zero, i.e., we have efg=n (n=[K*:K]). 

In fact, if LI has characteristic zero, then Gv = (1) and hence CPI' de
fined by (18), is an isomorphism of Gr into the group Hom (r*/r, LI*'). 
This latter group is a subgroup of the group of characterst of the 
abelian group r*lr. Since r*lr has order e and since r*lr and its 
group of characters are isomorphic groups, it follows that Gr is 
isomorphic with a subgroup of r*lr and hence has order ~ e. 
Since n = gj- order Gr , it follows that n;2; efg, and therefore, by § 11, 
Theorem 19, we must have n = efg, which proves all the assertions of the 
corollary. 

We now continue with the general case. 
LEMMA. The homomorphism ,p defined in (22) is an isomorphism (into). 
PROOF. We have only to show that if an element x of K*' is such 

that s(x) - 1 E ~m,.* for every s in Gr , then there exists a power 17" of 17 
x 

such that 17"V*(X) E r. Denote by 17" the order of Gv (Theorem 24) 
and by Kv the fixed field of Gv. We set y=NK*IKv(X). It is clear 
that v*(y) = 17"V*(X). On the other hand, by applying the operation 

t For properties of the group of characters of finite abelian groups see, for 
instance, B. L. van der Waerden, Moderne Algebra, vol. 2 (p. 189), or E. Heeke, 
Vorlesungen aber die Theorie der alf!ebraischen Zahle1l, p. 33. 
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NK*/Ky to the relation s(x) -1 E IDl,,*, we easily get s(y) -1 E IDl,,* for 
x y 

every s in GT. It follows that the conjugates y; of y over KT may be 
written in the form y;=y(1 +b;)(b; E IDl,,*). Since [Kv:KTl =e' 0 (see 
(23», there are e' 0 conjugates y;, and, by summation, we get 

T Ky/KT(y) = y(e' o+b) 

with b = 2 b; E IDl,,*. Since e' 0 is prime to Tr, it is a unit.in R,,*. Hence 
v*(y) = v*(T(y)) E TT' and therefore v*(y) E Tby Theorem 23. Q.E.D. 

It follows from the lemma that the pairing 

h: GT/GV x 1'0 - ..1*' 

defined by (21) and (22) is faithful in the sense that 1 is the only element 
u of GT/GV such that h(u, Ii) = 1 for every Ii in 1'0' and that 0 is the only 
element Ii of the additive group 1'0 such that h(a, a)= 1 for every u in 
GT/GV ' On the other hand, h takes its values in the group U of e' o-th 
roots of unity contained in ..1*; this group U is a cyclic group of order 
prime to Tr' 

Now the theory of characterst for finite abelian groups shows that, 
given a finite abelian group H, the only subgroup H'l of its character 
group H' which "separates" the elements of H (i.e., such that X(h) = 1 
for all X in H' 1 implies h = 1) is the character group H' itself. Thus, if 
we regard GT/GV as a group of characters of 1'0' it is the entire character 
group of 1'0' Similarly 1'0 is the entire character group of GT/GV ' In 
particulart 

THEOREM 25. The groups 1'0 and GT/GV are isomorphic (whence 
GT/GV is abelian). Their orders eo and e' 0 are equal. 

COROLLARY. The product efg di'vides the degree n=[K*:K], and 
n/efg is a power of Tr. 

In fact, n=(G:Gz)(Gz:GT)(GT:Gv)(Gv:l)=gfoeorru=efgrru-H (the 
notations are those of formulae (11), (12), and (20». Since efg::;; n (§ 11, 
Theorem 19), it follows that u - s - t is ~ O. 

Finally, two series of subgroups of G, generalizing the higher rami
fication groups, may be defined. For every ideal a in Rv* we define 
(24) Go as the set of all s in G such that s(x) - x E a for every x in R,,*; 
(25) Hn as the set of all s in G such that s(x) - x E ax for every x in K*. 

The following facts are easily verified (many proofs are as in Chapter 
V, § 10): 

(a) HaC Ga. 
(b) HID! *=Gv , G!D1 *= GT, HR *= GR *= Gz · 

II " "" 

t See op. cit. in the footnote of the preceding page. 
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(c) If acb, then GacGb and HacHb. 
(d) Ga and Ha are invariant subgroups of Gz. 
(e) The commutator of an element of Ha and of an element of Hb is 

in Hab. 
(f) Let the value group r* be isomorphic to a dense subgroup of the 

group of real numbers, and be identified with such a subgroup. 
If 0: is a positive real number, and if a is the ideal in Rv* defined 
by v*(x)~o:, then Ga=Ha. In fact take any xfO in Rv*' any 
real number E > 0, and write x = Xl ... Xn where 0::; V* (x;)::; E 

(this is possible for n large enough, since r* is a dense subgroup 
of the real line). The formula 

n 

sex) - X = L s(x1) ••. S(Xj_l)(S(Xj) - Xj)Xj-tl ... Xn 
j~1 

shows that, if s is in Gz , we have 

v*(s(x)-x) ~ minj (v*(x)-v*(Xj)+v*[s(Xj)-Xj]). 

Taking S in Ga, this gives v*(s(x)-x)~v*(X)+O:-E. As this is 
true for every E>O, we have v*(s(x)-x)~v*(x)+o:, i.e., 
sex) - x E ax, whence s E Ho. Our conclusion follows then 
from (a). 

REMARK. In the case of a discrete valuation v* of rank 1, 
the decomposition of x into a product of elements of order 1 
shows, in a similar (and simpler) way that G'JJI~*CH'JJI~*l. 

(g) Let a be a principal ideal a= Rv*a, contained in (Wlv* )2. For s in 

Go and x in R *, we denote by B(x, s) the v*-residue of sex) -x. 
• a 

For fixed s, the mapping x ---+ B(x, s) is a derivation of Rv* (see 
Chapter II, § 17) with values in the additive group of .d*: 

(26) B(x+y, s) = B(x, s)+B(y, s) 

(27) B(xy, s) = x.B(y, s)+yB(x, s) 

(28) 

(x, y denoting the v*-residues of x, y). The proofs are straight
forward. On the other hand, for fixed x in Rv., the mapping 
s ---+ B(x, s) is a homomorphism of Ga into the additive group of 
..1* : 

B(x, ts) = B(x, s) + B(x, t) 

PROOF. We set s(x)=x+ay. and a=a'a" with a', a" in Wlv* (this is 
possible since a E (Wlv*)2). Then aYt,=s(t(x»-x=s(x+aYt)-x= 
ay. + s(a)s(Yt) = ay, + aYt +s(a)[s(Yt).-Yt] + [sea) - a]Yt. Since v*(s(a» = 
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v*(a) (s E Gz), and since s(y,) - y, E Rt,*ac mlv*, the term s(a)· [s(y,)) - y,] 
is in mit,.a. Similarly, since sea) - a = s(a')s(a") - a' a" = s(a')[s(a") - a"] + 
a"[s(a') - a'], the term (s(a) - a)y, belongs to ~mt,*a. Hence ay" == 
ay.+ay, (mod mi,.*a), and thereforey,,==y,+y, (mod ~lJlt .• ). 

In other words, we have a pairing R between Gn and the additive 
group of R, .• , with values in the additive group of LI*. The kernel of 
the homomorphism cp of G" into Hom (R, .• , LI*) defined by q::>(s)(x) = 

R(x, s) is the set of all s in Gn such that sex) - x E ~Jlv. for every x in R, .• ; 
a 

in other words, this kernel is GU!JJ1:. The imageq::>(Ga) in Hom (R t ••• LI*) 
is therefore a subgroup of Hom (R t .• , LI*), which is isomorphic to 
Go/Go'lJl • and therefore finite. If the characteristic of LI* is zero, no 

v 
subgroup of Hom (R,,*, LI*) is finite, except the subgroup (0), since such 
a subgroup contains, with any element e '# 0, all its multiples e + e, 
e + e + e, ... ; we therefore have Go = Gll~JI,.* in this case; more parti
cularly, if v* is a discrete valuation of rank 1, then we get G'1Jl~.= 
G'1Jl~. = ... = G'1Jl~. = ... , and this implies at once that Gillv*" = {1} for 
all n > 1 (since from sex) - x E 9Jl:'., all n and all x follows that sex) - X= 0 
for all x, whence s = 1). If the characteristic p of .1* is '# 0, then every 
element '# 0 of Hom (Rt .• , Lt*) is of order p; therefore Ga/Go'lJlt ,. is an 
abelian group of type (p, ... ,p) (i.e., a direct sum of cyclic groups with 
p elements). 

On the other hand, the homomorphism if; of Rv* into Hom (Go, .1*) 
defined by .p(x)(s) = B(x, s), takes the value 0 on (~JJlv.)2 by formula (27), 
and also on R,,* n K(Ga)(K(Ga) denoting the fixed field of Ga), whence a 
fortiori on R!!* n K T . We suppose that there is no inseparability in the 
residue field extension, i.e., that LI* is separable over .1 ; then LI* = LIT by 
Theorem 22 (b), and this means that every element of R". is congruent 
mod mil'. to some element of R,,* n K T . [In the case in which r* is 
dense (i.e., has no smallest strictly positive element), we have mi,,* = 
(mi,,*)2, whence if; takes everywhere the value O. From what has been 
seen above, it follows that Ga = GO'lJ1 * for every principal ideal a; we may • 
notice that, if b is a non-principal ideal in R,,*, then b = bml!!* (still under 
the assumption that r* is dense).] . 

In the case in which r* admits a smallest positive element, say 
v*(u) (u E mi,,*), then the assumption that LI*=Llr shows that every x 
in R,,* may be written in the form x=z' +zu+x', with z, z' E R,,* n KT 
and x' in (mi,,*) 2. Denoting as usual by z the v*-residue of z, formula 
(27) shows that .p(x)=.p(zu)=i·if;(u). Therefore the image .p(R,,*) in 
Hom (Ga, LI*) is the LI*-vector subspace of Hom (Ga, LI*) generated by 
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.p(u); in particular we have .p(u) = 0 if and only if Gn = GO~Jl... Further
more (still under the assumptions that .1* is separable over .1 and that 
r* admits a smallest element > 0), the mapping s ---+ .p(u)(s) = B(u, s) 
defines an isomorphism of Ga/Ga,))l, .• onto an additive subgroup of .1*. 

(h) Let still a be a principal ideal R, .• a with a in llRv.' For t in Ha and 

(29) 

(30) 

O.f t(x) - x. x'# 0 in K*, we denote by C(x, t) the v*-residue 'J 
ax 

The mapping C satisfies the following relations: 

C(xy, i) = C(x, i) + C(y, t), 

C(x, is) = C(x, s) + C(x, t). 

PROOF. If we set s(x) = x( 1 + ax,), then C(x, s) is the v*-residue of x,. 
From s(xy) = xy(1 + ax, + ay, + a~xsY$) and from a2 E llR~*a, we deduce 
formula (29). From 

s(t(x» = s(x)[1 +s(a)s(x/)] = x(1 +ax,)[(1 +a(1 +aa,)(1 +u(x/),)x/] 

== x(1 + ax, + axt)(mod. ~mt .• ax), 

we deduce formula (30). 
We have again a pairing, this time between Ha and the multiplicative 

group K*' of K*, with values in the additive group of LI*. Since 
Hac Gv , we have Ha= (1) in characteristic 0 (Theorem 24), and we may 
restrict ourselves to the case in which the characteristic p of .1* is '# O. 
It is easily seen that the kernel of the homomorphism g;: Ha ---+ Hom 
(K'*, .1*) defined by g;(s)(x) = C(x, s) is Ha~v.' Thus we see as above 
that Ha/HaflJ!v. is an abelian group of type (p, p, ... , p). 

(i) Since Gis a finite group, the mappings a ---+ Ga, a ---+ Hn take only 
a finite number of values. Let, for example, G' be one of the 
values taken by Ga. If 4J denotes any set of ideals in RI ,. and we 
set 

we immediately verify that 

Gb = n Ga. 
ne<Zl 

Taking for 4J the set of all ideals a for which Go = G', we deduce 
that this set has a smallest element a(G'). We obtain in this way 
a finite decreasing sequence 

o} > 02 > ... > Oq > (0) 



82 VALUATION THEORY Ch.VI 

such that the Gn . form a decreasing sequence of distinct suh-
I 

groups of G. It follows from the construction that 

Ga = Gal for a ::> a1 

Ga = Ga2 for a1 > a ::> U2 

........ 
Ga = Ga for aq_ 1 > a ::> aq 

q 

G n = (1) for aq > a. 

The ideals a}, ... , aq are called the ramification ideals of v* (and 
generalize the ramification numbers defined in Chapter V, § 10). 
An analogous sequence o} > O2 > ... > Or > (0), with analogous 
properties, is defined by using the mapping a --,-.. Ha instead of 
a--,-.. Ga. 

§ 13. Classical ideal theory and valuations. Let R be a UFD, 
and K its quotient field. With every irreducible element z in R, there 
is associated the z-adic valuation of K(§ 9, Example 1, p. 38). We have 
noticed already (§ 9, Example 2, p. 38) that the ring R and the family 
(F) of all z-adic valuations of K enjoy the following properties: 

(E}) Every valuation v in (F) has rank 1 and is discrete. 
(E2) The ring R is the intersection of the valuation rings Rv (v E (F». 
(E3) For every x~O in R, we have v(x)=Ofor all v in (F) except afinite 

number of them (we shall say "for almost all v in (F)"). 
(E4) For every v in (F), the valuation ring Rv is equal to the quotient ring 

Rp(v)' where p(v) is the center of von R. 

When we have a domain R and a family (F) of valuations of its 
quotient field K which satisfy (E}), (E2), (E3), (E4), we say that R is a 
Krull domain (or a finite discrete principal order), and that the family (F) 
is a family of essential valuations of R. Property (E2) shows that a 
Krull domain R is integrally closed. The fact that every element of K is 
a quotient of two elements of R shows that condition (E3) is equivalent 
with the seemingly stronger condition: 
(E'3) For every x~O in K, we have v(x) =0 for almost all v in (F). 

Further examples of Krull domains may be given: 
(a) Dedekind domains. A family of essential valuations in these 

domains is given by the set of all p-adic valuations (§ 9, Example 3, 
p. 38). A more general example is the following: 

(b) Integrally closed noetherian domains. If R is an integrally closed 
noetherian domain, then a family (F) of essential valuations of R is 
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given by the p-adic valuations, where p is any minimal prime ideal in 
R (Theorem 16, Corollary 3, § 10). 

REMARK. A Krull domain need not be noetherian; for example, 
polynomial rings in an infinite number of indeterminates, over a 
field, are non-noetherian UFD's. 

The family (F) of essential valuations of a Krull domain R is uniquely 
determined by R. More precisely: 

THEOREM 26. Let R be a Krull domain, and (F) a family of essential 
valuations of R. Then the valuation rings Rv (v E (F» are identical with 
the quotients rings R p, where p runs over the family of all minimal prime 
ideals in R. 

PROOF. Let v E (F), and let p(v) denote its center on R. Since the 
quotient ring Rp(v) is the valuation ring (E4) of a discrete, rank 1 valua
tion (E}), p(v)Rp(v) is its unique proper prime ideal. Thus, taking 
into account the relations between prime ideals in R and in Rp(v) 
(Vol. I, Ch. IV, § 11, Theorem 19), p(v) is a minimal prime ideal in R. 

Conversely we have to show that every minimal prime ideal p in R 
is the center of some valuation v in (F). More generally we shall prove 
that every proper prime ideal p in R contains the center p(v) of some 
valuation v in (F). Suppose this is not so. Take an element x of. 0 in 

p. Since p =I- R, x is not a unit in R. Hence vG) < 0 for at least one 

valuation v in (F)(E 2). Denote by v}, ... , Vn the valuations v in (F) 
such that v(x) > 0 (E3). As was just pointed out, we must have n ~ 1. 
Since no center p(Vj) is contained in p, there exists an elementYi E p(Vj) 
such that Yj ¢ p. Since the valuations Vj have rank 1 and since 
Vj(Yi) > 0, there exists an integer s(i) such that Vj(y/(i» ~ Vj(x). Denot
ing by y the product II Yis(i), we have vj(y) ~ Vj(x) for all i, whence 

I 

v(y) ~ v(x) for all v in (F) since v(x) = 0 for every v in (F) distinct from 
VI' ..• , vn. In other words, we have v(y/x) ~ 0 for all v in (F), whence 
y/x E R by (E2). But, since p is a prime ideal, and since Yj ¢ p, we have 
Y ¢ p, in contradiction with the fact that Y E Rxc p. Our theorem is 
thereby proved. 

We now characterize UFD's and Dedekind domains among Krull 
domains. (From now on, all valuations have the additive group of 
integers as value group.) 

THEOREM 27. Let R be a Krull domain, (F) its family of essential 
valuations. In order for R to be a UFD, it is necessary and sufficient that, 
for every v in (F), there exists an element av in R such that v(a,,) = 1 and 
w(a,,)=O for every w=l-v in (F). 
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PROOF. For the necessity we observe that if v is the a-adic valuation 
of a UFD R (a being an irreducible element in R), we have v(a) = 1, 
and w(a) = 0 for every other b-adic valuation w of R such that w"# v. 
Conversely, suppose the existence of the elements av in R. These ele
ments are irreducible, since, from at. = xy with x and y in R, we deduce 
v(x) + v(y) = 1 and w(x)+w(y)=O for every w"#v in (F), whence 
w(x)=w(y)=O and either v(x)=O and v(y) = 1 or v(x) = 1 and v(y)=O; 
therefore either x or y is a unit in R since it has values 0 for all valuations 
in (F) (use (E 2». Secondly, for every element x in R we can write 
x=u· n at.t.(x); from this we deduce that v(u)=O for all v in (F), i.e., 

t' 

that u is a unit in R (since u and l/u belong to R by (E2». Lastly such a 
representation x=u· II at."(V) (u: unit in R; the n(v) almost all zero) is 

v 

necessarily unique, since v(x) = v(u) + n(v)v(av ) + L n(w)v(aw) and since 
f'~' i:- v 

therefore v(x) is equal to n(v) by the hypothesis made on the elements avo 
These facts show that R is a UFD. 

THEOREM 28. Let R be a Krull domain, (F) its family of essential 
valuations. In order f01 R to be a Dedekind domain it is necessary and 
sufficient that the following equivalent conditions hold: 

(a) Every proper prime ideal in R is maximal. 
(b) Every proper prime ideal in R is minimal. 
(c) Every non-trivial valuation of the quotient field of R which is finite OIL 

R is essential. 
PROOF. The equivalence of (a) and (b) is trivial. If (b) holds, then 

any non-trivial valuation v of the quotient field K of R which is finite on 
R has a minimal prime ideal ~ras center, and its valuation ring contains 
the quotient ring Rp. As R" is the valuation ring of a rank 1 valuation 
(Theorem 26), it is a maximal proper subring of K (§ 3, p. to), thus 
proving that R" is the valuation ring of v, and that (c) holds. Con
versely, if (c) holds, every proper prime ideal in R is minimal by 
Theorem 26, since it is the center on R of some non-trivial valuation 
(§ 4, Theorem 5). 

We have already seen that condition (a) is necessary (Vol. I, Ch. V, § 6, 
Theorem 10). For proving the sufficiency of the equivalent conditions 
(a), (b), (c) we are going to prove first that every proper prime (therefore 
maximal) ideal pin R is invertible. We take an element x"#O in p. For 
any prime ideal a in R, we denote by Va the (essential) valuation having 
a as center. Then X-I IT aVa(x) (this product makes sense, by condition 

a 
(Ea» is a fractionary ideal b such that min Va(Y) = 0 for all a. Therefore 

yeb 
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b is an integral ideal, necessarily equal to R, for b is not contained in any 
maximal ideal a. Consequently we have Rx= IT av(\(x>, so each a is 
invertible provided '['Q(x)> 0 (Vol. I, Ch. V, § 6, lemma 4). In particular 
V is invertible. 

We now prove that every integral ideal a in R is invertible, and this 
will show that R is a Dedekind domain by Theorem 12 of Vol. I, Ch. V, 
§ 6. In fact, let us denote by '['p(a) the smallest value taken by Vp on a, 
and consider the ideal a' = 1IlJt 'p(Q>. It is clear that we have aC a'. 

p 

Since a' is invertible (as a product of invertible ideals), we can consider 
the ideal b=aa'-l; this is an integral ideal since aca', and we have 
a = a'b. Since we have vp(b) = 0 for every lJ, b is necessarily equal to R, 
as it is not contained in any maximal ideal a. Therefore a = a', and a 
is invertible. Q.E.D. 

We now study the hehavior of normal domains under two simple 
types of extensions. 

Given a field K and a valuation v of K, we consider the polynomial 
ring K[X] in one indeterminate over K. If P(X)=ao+a}X + ... + 
anXn, a j E K, we set v'(P(X» = minos jSn (v(a j ». It is clear that we have 
v'(P(X) + Q(X» ~ min {v'(P(X», v' (Q(X»}, and v' (P(X)· Q(X» ~ 
v'(P(X» + v'(Q(X». To prove the equality v'(P(X)· Q(X» = 
v'(P(X»+v'(Q(X», we consider, in P(X)=ao+a}X + ... +anXn and 
in Q(X)=bo+b}X+ ... +bqXq, the smallest indices i, j for which 
v(a j ) and v(b j ) reach their minima. Then the coefficient of Xi+i in 
P(X)Q(X) is the sum of a;b j and of terms whose order for v is 
strictly greater than v(a j ) + v(b j ); the order of that coefficient is thus 
v(a j ) + v(b j ) = v'(R) + v'(Q), showing that v'(PQ):5, v'(P) + v'(Q). It 
follows from Theorem 14 (§ 9) that v' has a unique extension to a valua
tion of the rational function field K(X). We shall also denote by 'i" 

this valuation of K(X), and we shall call it the canonical extension of v to 
K(X). We notice that v and v' have the same value group, hence also 
the same rank. 

THEOREM 29. Let R be an integrally closed domain and K its quotient 
field. Let (F) be a family of valuations of K, the valuation rings of which 
have R as intersection. Denote by (F') the family of the canonical exten
sions v' of elements v E (F) to the rational function field K(X). Denote 
by (G) the family of all a(X)-adic valuations of K(X) (a(X): irreducible 
polynomial in K[X]). Then 

(a) The polynomial ring R[X] is the intersection of all 'valuation rings R" 
where v E (F') u (G), and is therefore integrally closed. 
(h) If R is a Krull domain, and if (F) is its family of essential valuations, 
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then R[X] is a Krull domain, and (F') U (G) is its family of essential 
valuations. 
(c) If R is a UFD, then R[X] is also a UFD. 

PROOF. (a) The intersection n Rw is the polynomial ring K[X], by 
we(G) 

definition of the a(X)-adic valuations. Now, if a polynomial P(X) = ao + 
a1X + ... + anXn (a j E K) satisfies the inequality v'(P) ~ 0 for every Vi 

in (F'), then we have min (v(a;)):2: 0 for all v in (F), i.e., v(aj):2: 0 for 
every v and every i, and this is equivalent to saying that a j E R for every i. 
This proves (a). 

(b) Suppose that (F) is the family of essential valuations of the Krull 
domain R. We have to show that the set (F') U (G) satisfies conditions 
(El)' (E2), (E3), (E4) with respect to the ring R[X]. Condition (El) is 
trivial. Condition (E2) has been proved in (a). As for (E3)' given a 
polynomial P(X) = ao + a1X + ... + anXn there is only a finite number 
of a(X)-adic valuations w in (G) for which w(P) > 0, since P has only a 
finite number of irreducible factors (in K[X]); on the other hand, if a j 

is a non-zero coefficient of P(X), the valuations v' in (F') for which 
v'(P) > 0 are among those for which v(aj) > 0, by definition of v', and 
these latter valuations are finite in number according to (Ea) as applied 
to R. It remains to show that (E4) holds. 

Consider, first, an a(X)-adic valuation WE (G). Its center ~(w) in 
R[X] is the set of all polynomials in R[X] which are multiples of a(X) 
(in K[X]). Since this prime ideal V(w) does not contain any constant 
polynomial # 0, the quotient ring (R[X])V(w) contains K[X]. By the 
transitivity of quotient ring formations (Vol. I, Ch. IV, § 11, p. 231), this 
quotient ring is equal to (K[X])v, where V is the (prime) ideal generated 
by lJ(w) in K[X]. But, since this ideal is the ideal generated by a(X), 
the quotient ring we are dealing with is equal to (K[X])(a(X»' and this 
latter ring is the valuation ring of w, by the structure of the a(X)-adic 
valuation. 

Consider now a valuation v' in (F'), extending canonically the valua
tion v (E( F» of K. Its center p( v') on R[ X] is the set of all poly
nomials ([o+a 1X+··· +anX" for which v(aj) >0 for every i. Since 
the valuation ring Rv of v is a quotient ring of R, the quotient ring 
(R[X])V(v') contains Rt, and therefore contains also Rt,[X]. If we denote 
by a an element of Rv such that v( a) = 1, and if we write every element 
of K(X) under the form aqP(X)/Q(X) where P and Q are polynomials 
over Rv such that v'(P) = v'(Q) = 0, the elements of the valuation ring of 
v' are those for which q:2: 0. In other words, this valuation ring is 
(Rt ,[X)I" where lJ is the prime ideal in Rv[X] generated by a. Now, 
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this prime ideal ~ is obviously the extension to R,,[X] of the center ~(V') 
of Vi in R[X]. Thus, the valuation ring we are investigating, is, by the 
transitivity of quotient ring formations (Vol. I, Ch. IV, § 11, p. 231) equal 
to the quotient ring (R[X])"(,,,). The proof of (b) is now complete. 

(c) We use the characterization of UFD's by Theorem 27. For Vi 

in (F'), we take an element a" in R such that v(a,,) = 1 and u(a,,) = 0 for 
every u ¥- v in (F). If we consider a" as a constant polynomial in R[X], 
we have v'(a,,) = 1, u'(a,,) = 0 for every u' ¥- Vi in (F'), and w(a,,) = 0 for 
every w in (G), since a" is a constant polynomial. For the a(X)-adic 
valuation w in (G), we take for aw a constant multiple of a(X), all the 
coefficients of which are in R and are relatively prime; we then have 
w( aw) = 1, u( aw) = 0 for every u ¥- w in (G), and Vi (aw) = 0 for every Vi in 
(F') since the coefficients of aware relatively prime and cannot have 
strictly positive orders for v. Thus also (c) is proved. 

REMARK. Observe that (c) has already been proved (Vol. I, Ch. I, 
§ 17, Theorem 10) by elementary methods. 

THEOREM 30. Let R be an integrally closed domain, K its quotient 
field and (F) a family of valuations of K, the valuation rings of which 
have R as intersection. Let K I be a finite algebraic extension of K, R' the 
integral closure of R in K I, and (F') the family of all extensions to K' of all 
valuations belonging to (F). Then: 

(a) R' is the intersection of the valuation rings of the valuations belonging 
to (F'). 
(b) If R is a Krull domain, and if (F) is its family of essential valuations, 
then R' is a Krull domain and (F') is its family of essential valuations. 
(c) If R is a Dedekind domain, so is R'. 

PROOF. (a) It is clear that R' is contained in the intersection I of 
the valuation rings of the valuations belonging to (F'). Conversely 
consider an element x of K' such that v'(x) ~ 0 for all v' in (F'). Let K" 
denote the smallest normal extension of K containing K', and let (F") 
be the family of all extensions to K" of valuations belonging to (F). 
We obviously have v"(x) ~ 0 for all v" in (F"). Since (F") contains, 
together with v", all the conjugates of v" over K, we have v"(x i ) ~ 0 for 
every v" in (F") and for every conjugate Xi of x over K. Now the 
coefficients aj of the minimal polynomial of x over K are sums of pro
ducts of conjugates of x. Thus the valuation axioms show that we have 
v"(aj) ~ 0 for all v" in (F"), i.e., v(aj) ~ 0 for all v in (F). This means 
that the coeffiCIents aj belong to R. Therefore the minimal polynomial 
of x over K yields an equation of integral dependence of x over R, and 
assertion (a) is proved. 
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(b) If v E (F) is a discrete, rank 1 valuation, any extension v' of v to K' 
is also discrete, of rank 1 (§ 11, Lemma 2, and Corollary); thus (F') 
satisfies condition (E1). That (F') verifies (E2) follows from assertion 
(a). Concerning (E3)' consider an element x#O in R' and an equation 
of integral dependence xn+an_1xn-1+ ... +ao=O of x over R. We 
may suppose ao # 0; otherwise we would divide by x. If we have 
v'(x) > 0 for Vi in (F'), we must have v'(ao) > O. But the valuations Vi 

in (F') for which v'(ao) > 0 are the extensions of the valuations v in (F) 
for which v(ao) > 0 (ao E R). Since the latter are finite in number, by 
(E3) as applied to (F), and since a valuation v of K has only a finite 
number of extensions to K' (§ 7, Corollary 4 to Theorem 12), the 
number of valuations v' in (F') for which v'(ao) > 0, is finite, whence 
also the number of valuations v' in (F') for which v'(x) > 0 is finite. 
Thus (F') satisfies (E3)' 

We now check (E4)' Let Vi E (F') be an extension of v E (F), and 
denote by p(v') and p(v) the corresponding centers in R' and R respec
tively. The valuation ring Rv of v is the quotient ring Rp(v) = RM, 
where M denotes the complement of p(v) in R. The integral closure 
(Rv)' of Rv=RM in K' is the quotient ring R'M (Vol. I, Ch. V, § 3, 
Example 2, p. 261). Since p(v') n R= p(v), this integral closure is a 
subring of R'p(v')' Now, the valuation ring of v' is the quotient ring of 
(Rv)' = R'M with respect to the maximal ideal m' which is the center of 
Vi in (Rv) (§ 7, Theorem 12). By the transitivity of quotient ring 
formations (Vol. I, Ch. IV, § 10, p. 226), this valuation ring is therefore 
equal to R'P(v'l' and this completes the proof of (b). 
(c) We use the characterization of Dedekind domains given in Theorem 
28. If R' contains two proper prime ideals p', q' such that p' < q', then 
pi n Rand q' n R are proper prime ideals in R such that pi n R < q' n R 
(Vol. I, Ch. V, § 2, Complement 1 to Theorem 2, p. 259). This contra
dicts the fact that R is a Dedekind domain. 

REMARK. Another proof of (c) has been given in a previous chapter 
(Vol. I, Ch. V, § 8, Theorem 19). 

§ 14. Prime divisors in fields of algebraic functions. We recall 
(Vol. I, Ch. II, § 13) that a field K, containing a ground field h, is said to 
be a field of algebraic functions over k, or, briefly, a function field over 
k, if it is finitely generated over k. In this section we shall study prime 
divisors of a function field K jk, i.e., the places or the valuations of K jk, 
which have dimension r - lover k, where r is the transcendence degree 
of K jk. For our immediate purpose it will be more convenient to 
treat prime divisors as valuations rather than as places. 
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We have already proven the existence of prime divisors; their existence 
is a special case of a more general theorem proven in §6 (Theorem 11 and 
its Corollary). Of considerable importance is the following theorem: 

THEOREM 31. Any prime divisor v of a function field K / k is a discrete 
valuation of rank 1, and the residue field Dv of v is itself a function field 
(of transcendence degree r-l over k). Furthermore, the valuation ring 
Kv of v is the quotient ring of a finite integral domain R (having K as 
quotient field) with respect to a minimal prime ideal of R. 

PROOF. It is obvious that v must have rank 1 since v has maximum 
dimension r - 1 and cannot therefore be composite with any other 
valuation of higher dimension (see § 3, Definition 1, Corollary 1, p. 10). 

We fix r-l elements Xl' X 2, .•. , Xr- l in K whose v-residues in Dv 
are algebraically independent over k. Then it is clear that these ele
ments Xi are also algebraically independent over k (§ 6, Lemma 2; see 
also proof of Corollary 1 of that lemma). We extend {Xl' X2, ... ,Xr _ l} 
to a transcendence basis {Xl' ... , xr } of K/k and we denote by v' the 
restriction of v to the' field k(x) (= k(Xl' X2 , ..• , xr». Since K is an 
algebraic extension of k(x), it follows that v and v' have the same dimen
sion (§ 6, Lemma 2, Corollary 1). Hence v' is a prime divisor of k(x)jk. 
We first show that our theorem is true for v' and for the purely trans
cendental extension field k(x) (=k(Xl' X2 , ••• ,xr » of k. For this pur
pose we first observe that it is permissible to assume that v'(xr) ~ 0, since 
we can replace Xr by Ijxr• Under this assumption, v' is non-negative 
on the polynomial ring R' = k[XI' X 2, ••• ,xr). If lJ' is the center of v' 
in R', then the integral domain k[x)/lJ' has transcendence degree r-l over 
k (since the v-residues of Xl' X 2' ... , Xr- 1 are algebraically independent 
over k). If lJ is a prime ideal in R' such that lJ' > lJ then, by Theorem 29 
of Vol. I, Ch. II, § 12, we have tr.d. R'jlJ' <tr.d. R'/lJ, i.e., r-l <tr.d. 
R' jlJ ~ r, where all the transcendence degrees are relative to k. Hence 
tr.d. R' /lJ = r = tr.d. R', whence-again by the just cited theorem, lJ = (0).· 
Hence lJ' is a minimal prime ideal in R'. Since R' is noetherian and 
integrally closed, it follows that R' p' is a discrete valuation ring of rank 1 
(§ 10, Theorem 16, Corollary 2). Since R' p' is contained in the valua
tion ring of v' and since R'p' is a maximal subring of k(x), it follows that 
R' P' is the valuation ring of v'. Thus v' is discrete of rank 1, its residue 
field is the quotient field of the finite integral domain k[XI' X2, ••• , xrJ/.):I', 
and its valuation ring is the quotient ring of the polynomial ring 
k[XI' X2, .•• , xr) with respect to the minimal prime ideal .):I'; so the 
theorem holds for v'. (Observe that lJ' is a principal ideal (f) in the 
UFD k[XI' X2, ... , xr) and that therefore v' is merely the f-adic valua
tion of k[x).) 
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The theorem can now easily be proved for v and K as follows: 
(1) since K is a finite algebraic extension of k(x) and v is an extension 
of v', also v must be discrete (§ 11, Lemma 2, Corollary) and of rank 1 
(§ 11, Lemma 2). (2) The residue field of v is a finite algebraic exten
sion of the residue field of v' (§ 6, Lemma 2, Corollary 2) and is therefore 
also a finitely generated extension of k. (3) If R denotes the integral 
closure of k[x 1, x 2, ••• , x,] in K, then clearly v is non-negative on R, the 
center p of v in R is a prime ideal of dimension r - 1 and is therefore a 
mimimal prime ideal in R; thus, since R is a finite integral domain, hence 
noetherian, it follows, again by Theorem 16, Corollary 2 (§ to) that 
KIJ= Rp. This completes the proof. 

We note the following consequence of our theorem: 
COROLLARY. If a valuation v of a field Kjk of algebraic functions of r 

independent variables has dimension s and rank r - s, then v is discrete, and 
its residue field DIJ is a field of algebraic functions of s independent variables. 
In particular, every valuation of Kjk of maximum rank r is discrete. 

For, let v=v' 0 v, where v' has rank r-s-l and v is a rank 1 valua
tion of the residue field D", of v'. The dimension of v' is ~ r - rank v', 
i.e., dim v' ~ s + 1, and since v is non-trivial it follows that dim v' = s + 1, 
while dim V=s. Using induction from s+ 1 to s, we may assume that 
v' is discrete and that DIJ , is a field of algebraic functions of s + 1 inde
pendent variables. Then v is a prime divisor of DIJ-/k, hence also v 
and v are discrete. If v has rank r, then its dimension cannot exceed 
zero, and so v must be discrete. 

The converse of the last part of the theorem is also true, but before 
stating and proving it we must first prove a lemma which will be used 
several times in this section and which will form the cornerstone of the 
dimension theory developed in the next chapter (VII, § 7). 

Let R = k[Xl' x 2, ••• , xn] be a finite integral domain, of transcendence 
degree r, and let p be a prime ideal in R, different from R. Then the 
canonical homomorphism R - Rjp is an isomorphism on k, and we 
may therefore regard k as a subfield of Rjp. We define the dimension 
of the prime ideal p, in symbols: dim p, as being the transcendence 
degree of Rip over k. 

By definition, we have always dim p ?; 0 if p '" R. It is sometimes 
convenient to attach the dimension - 1 to the unit ideal R. It is clear 
that a prime ideal of dimension 0 is maximal. The converse will be 
proved in the next chapter (VII, § 3, Lemma, p. 165). 

If p and p' are two prime ideals in R, both different from R, and if 
p < p', then the canonical homomorphism of Rjp onto Rjp' is proper 
and therefore the transcendence degree of Rjp is greater than the trans-



§14 PRIME DIVISORS IN FUNCTION FIELDS 91 

cendence degree of R/tJ' (Vol. I, Ch. II, § 12, Theorems 28 and 29). 
We have therefore proved that 

(1) "tJ < p"'=:."dimtJ > dimtJ'." 

In particular, since the prime ideal (0) has dimension r, it follows that 
every proper prime ideal has dimension less than r and that every prime 
ideal of dimension r - 1 is minimal. The lemma which we wish to 
prove and which is fundamental in the dimension theory of finite 
integral domains is the converse of the second part of the last assertion: 

LEMMA. If lJ is a minimal prime ideal in a finite integral domain 
R = k[XI' X2 , ... , xn], of transcendence degree r, then tJ has dimension r - 1. 

PROOF. Assume first that Xl' X2, ... 'Xn are algebraically inde
pendent over k, whence r = nand R is a polynomial ring in n variables. 
Since R is a unique factorization domain, tJ is a principal ideal, say 
tJ = Rf, where f is an irreducible element of R (Vol. I, Ch. IV, § 14, state
ment following immediately the definition of minimal prime ideals, 
p. 238). The polynomial f = f(x I , X 2' .•. ,xn ) must have positive 
degree since p # (1). Hence at least one of the elements Xi actually 
occurs in the formal polynomial expression of f. Let, say, Xn occur in 
f. Then tJ contains no polynomial which is independent of X n , since 
tJ = Rf. It follows that the tJ-residues of Xl' X 2' ••. , Xn- l are algebraic
ally independent over k. This shows that dim tJ ~ n - 1, whence 
dim tJ=n-I since p#(O). 

If r < n, we consider first the case in which the ground field k is 
infinite. We use then the normalization theorem (Vol. I, Ch. V, § 4, 
Theorem 8) and we thus choose r elements Z l' Z 2' "', Zr in R such 
that R is integrally dependent on R' = k[ Z l' Z 2' ..• ,zrJ. We set 
tJ' = tJ n R'. Then R' is a polynomial ring in r variables. Since R' is 
integrally closed and tJ is minimal in R, tJ' is necessarily minimal in R' 
(Vol. I, Ch. V, § 3, Theorem 6) and hence, by the above proof, we 
have dimtJ'=r-l. Consequently, by Vol. I, Ch. V, §2, Lemma 1, 
dim tJ=r-l. 

If k is a finite field we consider an algebraic closure K of the field 
k(XI' X2' ••. , xn) and we set R = k[XI' X2 , ••• , xn] where k is the algebraic 
closure of k in K. Since R is integrally dependent over R = 
k[xv X 2' ... , xn], there exists at least one prime ideal in R which lies 
over tJ (Vol. I, Ch. V, § 2, Theorem 3). Let ~ be such a prime ideal. 
Then also ~ is minimal in R (Vol. I, Ch. V, § 2, Complement 1 to 
Theorem 3, p. 259). Now, it is clear that the transcendence degree of 
Rover k is the same as the transcendence degree of Rover k (using a 
transcendence basis {Zl' Z2' ... , zr} of Rjk, zi E R, and the transitivity 
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of algebraic dependence, we see at once that .3'11 .3'2' ••• ,.3', are 
algebraically independent over k and form a transcendence basis of R/k). 
Since k is an infinite field, we have, by the preceding case, that dim :p = 
r-l. Consequently, again by Lemma 1 of Vol. I, Ch. V, § 2, 
dim ~ = r - 1, and the proof of the lemma is complete. 

COROLLARY. If R is a finite integral domain (over a ground field k) 
and if a prime ideal ~ in R is such that the quotient ring Rp is a valuation 
ring, then the associated valuation v of the quotient field K of R is a prime 
divisor of Kjk and ~ is a minimal prime ideal in R. 

For, since Rp is noetherian, the valuation v is discrete, of rank 1 
(§ 10, Theorem 16) and Rp is a maximal subring of K; therefore ~Rp 
is (not only a maximal but also) a minimal prime ideal of Rp , showing 
that ~ is a minimal prime ideal in R. By the preceding lemma, we have 
therefore dim ~=r-l, if r is the transcendence degree of Rjk, and 
hence v is a prime divisor of Kjk. 

Let V be an affine variety in an affine n-space, such that V is defined 
and is irreducible over k and K is k-isomorphic with the function field 
k(V) of Vjk. We shall identify K with k(V). If fjJ is a prime divisort 
of Kjk which is finite on the coordinate ring k[V] of V, then fjJ has a 
center on V, and this center is a subvariety Wof V, defined and irredu
cible over k. The dimension of W is at most equal to r-l. 

THEOREM 32. If W is an (r-l)-dimensional irreducible subvariety of 
Vjk, then the set of prime divisors of Kjk ( = k( V)/k) which have center W 
on V is finite and non-empty. If fjJ is any prime divisor of K/k having 
center W, then the residue field of fjJ is a finite algebraic extension of the 
function field k(W) of W/k. 

PROOF. There exist prime divisors of center W, since there exist 
non-trivial valuations of Kjk having center Wand since any such valua
tion must have dimension r - 1 and must therefore be a prime divisor. 
We shall now show that there is only a finite number of prime divisors 
with center W. 

Let K = k(x l , X 2, ••• ,xn}, where the Xi are the non-homogeneous 
coordinates of the general point of Vjk. Let q be the prime ideal of W 
in k[x]. Since dim W=r-l, we may assume that the q-residues of 
Xl' X 2, .•• ,X'_l are algebraically independent over k. Then Xl' 

X 2, ••• ,X'_l are also algebraically independent over h, and we may 
furthermore assume that Xl' X 2, ... , X, are algebraically independent 
over h. From our assumptions it follows that in the polynomial ring 
h[XI' X2' ... ,x,] the prime ideal qo= q n h[XI' X2, ... ,x,] is (r-l)-

t Without fear of confusion we are using here the same symbol .~ for prime 
divisors as was used for places in the beginning of the chapter. . 
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dimensional. hence minimal. Let fJ' 0 denote the qo-adic valuation 
of the field k(x 1• x2 • ••.• x,); then fJ' 0 is the only valuation of 
k(Xl' x2, ••• ,x,}/k which has center qo in k[Xl' X2, ••• ,x,]. Any 
prime divisor of K/k which has center W on V has center q in 
k[x 1• x 2 • •••• xn]. hence has center qo in k[x 1• x2 • •••• x,]; in other 
words: any prime divisor fJ' of K/k with center Won V must be an 
extension of ~ o' Since K is a finite algebraic extension of 
k(Xl' X 2 • •.. , x,), £!/' 0 has only a finite number of extensions to K, and 
this proves the finiteness of the set of prime divisors of K/k having 
center W. If fJ' is any prime divisor of that set, then the ring k[x]/q 
can be canonically identified with a subring of the residue field LI of &. 
Hence, the quotient field of that ring, i.e., the field k(W), is a subfield 
of LI. Since LI/ k is a function field, of transcendence degree r - 1, 
and since also k(W)/k has transcendence degree r-l, the theorem is 
proved. 

There is an i~portant case in which there is only one prime divisor 
of K/k whose center is the given irreducible (r-l)-dimensional sub
variety Wof V/k. If W is an irreducible subvariety of V/k and V is the 
prime ideal of W in the coordinate ring R=k[Xl' X2 • •••• xn] of V/k. 
then we mean by the local ring of W (on V) the quotient ring R". We 
denote this ring by o(W; V). We say that V/k is normal at W if the 
local ring o(W; V) is integrally closed (in this definition W may be an 
irreducible subvariety of any dimension ~ r - 1). If Q is any point of 
V and W is the irreducible subvariety of V which has Q as general 
point, we say that V is normal at Q if it is normal at W. That means 
then that the local ring o(Q; V) is integrally closed. If f denotes the 
conductor of the coordinate ring R = k[ x] in the integral closure of R 
(Vol. I. Ch. V, § 5) and if F is the (proper) subvariety of V which is 
defined by the ideal f. then the irreducible subvarieties Wof V/k such 
that V/k is not normal at Ware precisely the subvarieties of F (Vol. I, 
Ch. V. § 5. Corollary of Lemma). In particular. since dim F~ r-l, 
there is at most a finite number of irreducible (r - I )-dimensional subvarieties 
Wof V/k such that V/k is not normal at W. 

THEOREM 33. If W is an irreducible (r-I)-dimensional subvariety of 
V/k such that V/k is normal at W. then there is only one prime divisor of 
K I k which has center W on V. The valuation ring of that prime divisor 
coincides with the local ring o( W; V). and its residue field coincides with 
the function field k(W) of W/k. 

The proof is immediate: the ring o(W; V) is an integrally closed, 
local domain which has only one proper prime ideal (since W has 
dimension r - 1. whence o( W; V) = R", where V is a minimal prime 
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ideal in R), and thus the theorem is a direct consequence of Theorem 16, 
Corollary 1 (§ 10). 

Note that the first part of Theorem 33 is a special case of Theorem 16, 
Corollary 2 (§ 10), concerning minimal prime ideals in noetherian 
domains. 

A variety V/k is said to be normal, or locally normal, if it is normal at 
each of its points. It is clear that if the coordinate ring k[x] of V is 
integrally closed, then V is normal. We shall prove now the converse: 

THEOREM 34. If an affine variety V is normal then the coordinate ring 
R of V is integrally closed. 

This theorem is included in the following, more general and stronger 
result: . 

THEOREM 34'. If R is an integral domain and M denotes the set of 
maximal prime ideals of R then 

R = n Rm. 
mEM 

For, the assumption that V is normal SIgnifies that R" is integrally 
closed for any prime ideal ~ in the coordinate ring R of V, and hence 
Theorem 34 is indeed a consequence of Theorem 34'. To prove 
Theorem 34' we first prove a lemma: 

LEMMA. Let R be an integral domain, m an ideal in R and x an ele
ment of R. If for every maximal ideal m in R it is true that x belongs to 
the extended ideal Rntm, then x E m. 

PROOF. Let m be any maximal ideal in R. The assumption 
x E Rntm signifies that there exists an element Zm (depending on m), not 
in m, such that XZIlI E m. In other words: ~(:Rx¢ m. The assumption 
that x E Rmm for all maximal ideals m signifies therefore that the ideal 
m:Rx is contained in no maximal ideal of R. Hence ~(: Rx=(I), 
whence x E m, as asserted. 

REMARK. The lemma remains valid if R is any ring with identity 
(and not an integral domain), provided the condition x E Rntm, all m, is 
replaced by the condition CPIll( x) E Rill . CPm(~£), where CPIll is the canonical 
homomorphism of R into Rill (see Vol. I, Ch. IV, § 9). The proof is 
similar to the one given above, and may be left to the reader. 

Using the above lemma we can easily prove Theorem 34', as follows. 
We have only to prove the inclusion n Rille R, for the opposite inclu

IlIEM 

sian is obvious. Let ZEn Rill and write Z in the form z=x!y, with 
IlIEM 

x, y E R. We have the assumption: x E Rill .y, for all m in M. Hence, 
by the lemma (as applied to the ideal 1)( = Ry) we conclude that x E Ry, 
whence z=x/y E R. Q.E.D. 
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A prime divisor f?JJ of Kjk which is finitet on the coordinate ring k[V] 
of Vjk is said to be of the first kind or of the second kind with respect to V 
according as the dimension of the center of f?JJ on V is equal to r - 1 or is 
less than r -'1. This distinction between prime divisors of the first 
and of the second kind is classical. If r > 1, then the prime divisors of 
Kjk which are of the first kind with respect to V fall very short of ex
hausting the totality of prime divisors of Kjk which are finite on k[V]. 
We have in fact the following theorem: 

THEOREM 35. If W is any proper subvariety of V, defined and irreduc
ible over k, then there exist prime divisors of Kjk having center Won V. 
If we denote by Mw the set of all these prime divisors then 

(1) n Ka- = integral closure of o(W; V). 
fi'EMW 

PROOF. If dim W=r-1, then everything has already been proved: 
Mw is non-empty, by Theorem 32, and (1) follows from Theorem 8, 
§ 5, since every valuation of Kjk with center W is necessarily a prime 
divisor. If dim W < r - 1, all the elements of Mw are prime divisors of 
the second kind with respect to V, and our theorem asserts not only that 
Mw is non-empty but also that the set j'\,fw is sufficiently ample as to 
insure that the intersection of the valuation rings Ka-, f?JJ E Mw, is the 
same as the intersection of all the valuation rings of valuations v having 
center W (this latter intersection being equal to the integral closure of 
the local ring o(W, V), by Theorem 8, § 5). 

Let p be the prime ideal of W in the ring R = k[ V], and let {WI' 
W2' ..• , Wh} be a basis of v. We consider the following h rings R'i: 

R'i = R [WI, W2, ••• , Wh], i = 1, 2, ... , h. 
Wi Wi Wi 

We note that R'iV=R'i·(WI' W2,· •. ,wh)=R'i·Wi. 
We assert that for at least one value of i, 1 ~ i ~ h, it is true that 

R'iw, n R= p. To see this we fix a valuation v of k(V)jk which has 
center p in R, and we fix an index i such that v(wi) = min {v(w I), 
v(w 2), .•• ,V(Wh)}· Then the valuation ring Rv contains R'i. Let VI 
be the center of v in R'j. We have R'iWicVI since v(Wi) >0, and 
clearly vInR=p. Since R'jwjnR=>v, it follows that R'jwjnR=v, 
as asserted. 

t Strictly speaking we should say "non-negative", since in our terminology 
a prime divisor is a valuation. However, in the present geometric context the 
term "finite" is more suggestive, since if the affine variety V is thought of as 
part of a projec.tive variety V' then to say that 9' is non-negative on k[V] is 
the same as saying that the center of 9' is not a subvariety at infinity (of V') 
(see end of this section) .. 
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We give another (indirect) proof of the above assertion, which does 
not make use of the existence theorem for valuations. Assume that 
our assertion is false and that consequently there exists for each i = 1, 
2, ... , h an element gi in R such that gi ¢: ~ and gi E R'iWi. Let 
g=glg2···gh. Then also g¢:~ and gER'iWi' i=1,2,···,h. We 
can therefore write g in the form g = wiCPi(wl> W2, ... , Wh)/W;"i, where 
cPj is a form in WI' W2' ... , Wh, of degree Vi' with coefficients in R. 
Letting V = max {v;}, we have 

where «Pi is a form of degree v, with coefficients in R. It follows that 
the product of g with every monomial WIQ1W 2Q2··· WhQh of degree 
a 1 + a2 + ... + ah = (v - 2)h + 1 = N is equal to a form of degree N + 1 
in WI' W2, ... , Wh, with coefficients in R. This implies that glJN c ~N+l. 

Since g f/; ~, this relation implies the relation mN = mN+I, where m is 
the maximal ideal in the quotient ring Rp, in contradiction with Vol. I, 
Ch. IV, § 7, Theorem 12, Corollary 1, since R is a noetherian integral 
domain and since ~ is a proper prime ideal in R. 

For simplicity of notations, assume that we have R'IWl n R= 'P. 
This relation implies at any rate that WI is a non-unit in R'1 and that at 
least one isolated prime ideal lJ'l of R'lWl must contract to 'P in R. By 
the principal ideal theorem (Vol. I, Ch. IV, § 14, Theorem 29), 'P'I is a 
minimal prime ideal in R'I' and since R'1 is a finite integral domain it 
follows that 'P'1 has dimension r - 1 (see Lemma). Consider now any 
valuation v of k( V)/k which is finite on R'1 and has center 'P'I. Then v is 
necessarily a prime divisor since dim ~'1 = r - 1. A fortiori, v is also 
finite on R. Its center in R is clearly the prime ideal lJ'I n R, i.e., lJ. 
Thus v is a prime divisor of k(V)jk which has center Won V, and this 
proves the first part of our theorem. 

[The device used in the preceding proof, namely the transition from 
the ring R to any of the rings R'i' is frequently used in algebraic geo
metry; that device, interpreted geometrically, consists in applying to 
the variety V a special birational transformation: a monoidal trans
formation of center W (see Oscar Zariski, "Foundations of a general 
theory of birational correspondences," Transactions of the American 
Mathematical Society, vol. 53, p. 532).] 

We now proceed to the proof of the second part of the theorem. Let 
z be any element of k( V) which is not contained in the integral closure 
of the quotient ring Rp( =o(W; V)). We sety= l/z, R' =R[y]. Since 
z does not belong to the integral closure of Rp, there exists a valuation v 
of k(V)/k which has center ~ in R and such that v(z) < 0 (§ 5, Theorem 
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8). Then v(y) > 0, v is finite on R', and if p' denotes the center of v in 
R' then y E~' and ~' n R= lJ. By the first part of the theorem, as 
applied to R' and lJ' instead of to Rand p, there exists a prime divisor 
v* of k( V)jk which is finite on R' and has center p'. Then v* is also 
finite on R, has center ~ in R (since p' n R=~) and furthermore v*(z) < 0 
since y E ~' and thus v*(y) > O. Thus, we have found a prime divisor 
of center W such that the valuation ring of that prime divisor does not 
contain z. This establishes (1) and completes the proof of the theorem. 

We now go back to the prime divisors of Kjk which are of the first 
kind with respect to V. We denote by S the set of these prime divisors. 
Let R be the integral closure of the coordinate ring R = k[ V] of Vj k. 
Every prime divisor v in S is also finite on R, the center of v in R is a 
minimal prime V in R, and the quotient ring Rp is the valuation ring of 
v. Conversely, if ~ is any minimal prime ideal in R, then Rp is a dis
crete valuation ring of rank 1 (Theorem 16, Corollary 2, § 10) since R 
is noetherian, and if Vp is the associated valuation, then the center II n R 
of Vii in R is a minimal prime ideal; in other words, the center of Vp on 
V is of dimension r - 1, and Vp is a prime divisor of the first kind with 
respect to V. Thus the set S is given by the set of all Vp where :jj 
ranges over the set of all minimal prime ideals of R. From Theorem 16, 
Corollary 3 (§ 10) we can now derive a number of consequences. In 
the first place, we have 

(2) n K" = R. 
tiE .. '-,. 

If w is any element of the function field K of Vlk, w'" 0, then, for any 
v in S, v(w) is an integer, and there is only a finite number of prime 
divisors v in S such that v(w)"'O. We refer to v(w) as the order ofw at 
the prime divisor v, and we say that v is a prime null divisor or a prime 
polar divisor of w according as v(w) > 0 or v(w) < O. Any function w in 
K, w'" 0, has at most a finite number of prime null divisors and polar 
divisors in the set S, and the functions w having no polar prime divisors 
of the first kind with respect to V are those and only those functions 
which belong to the integral closure of the coordinate ring R of Vjk. 

The situation is particularly simple if Vjk is a normal variety. In 
this case, every element v of S can be denoted without ambiguity by the 
symbol vw, when W is the center of v on V, since W, which is of dimen
sion r - 1, uniquely determines the prime divisor Vw. We then intro
duce the free group G generated by the irreducible (r - 1 )-dimensional 
subvarieties of Vjk and we call the elements of this group, divisors. A 
divisor r on V is therefore a formal finite sum r= Emi Wi' where the Wi 
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are irreducible (r- 1 )-dimensional subvarieties of V/k and the mi are 
integers. We write r>-o if all the mj are non-negative, and we say 
then that r is a non-negative divisor. We write r>o (r-a positive 
divisor) if r>-o and r#o. If now w is any function in K, w#O, then 
we can associate with w a well-defined divisor on V, namely the divisor 

(3) (w) = Evw(w)· W, 

where the sum is extended to all the irreducible (r-I)-dimensional sub
varieties of V/k (the above sum is, of course, finite since the number of 
W's for which Vw(w) # 0 is finite). The divisor (w) defined in (3) is 
called the divisor of the function w. Then (w)>-O if and only if WE R 
and (w)=O if and only if w is a unit in R. 

The above definitions refer to the affine variety V. That a function 
w may have no polar prime divisors on V without being a "constant" 
(i.e., without belonging to the ground field k or to the algebraic closure 
of k in K) is due precisely to the fact that our definitions refer to an 
affine variety V/k. In this frame of reference one loses track of the 
prime divisors "at infinity." The "correct" definitions are obtained 
if one deals with projective varieties. We shall do that in the next 
chapter (VII, § 4). However, even without introducing explicitly pro
jective spaces and varieties in the projective space, we can arrive already 
here at the desired "correct" definition of the divisor of a function in 
the following fashion: 

If n is the dimension of the affine ambient space of our variety V, let 
Xl' X 2, •.. , X" be the coordinates of the general point of V/k. We set 

. 1 
x·1 =-, 

I Xi 

. Xi+l . X,. 
X. I = -, . .. X I = -

HI Xj ,,, Xi 

and we denote by Vi the affine variety whose general point IS 

(Xli, X2i , ... ,x"j). We set 

Ro = R = k[x}I X 2' ••• ,x,,], R j = k[xl j , x.j, .. " X"i] = keVil· 

The 11 + 1 rings R, have K as common quotient field (whence the n + 1 
varieties Vj are birationally equivalent). We denote by Si the set of 
prime divisors of K/k which are of the first kind with respect to V j (we 
set Vo= V) and by S* the union of the n+ 1 sets Si' We note the fol
lowing: the only prime divisors v in the set S i' i # 0, which do 1l0t belong to 
So are those at which x/ has positive order (or equivalently: v(Xj) < 0). 
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In fact, if V(Xi) < 0, then v is not finite on Ro and therefore v ¢ So. On 
the other hand, if v E Sj and v(xj );:;; 0, then also v(Xj);:;; O,j = 1, 2, ... , n, 
for Xj = Xi' Xl if j =f i; whence v is finite on Ro. Furthermore, we must 
now have v(xi) = 0 (since v(x/) is non-negative), and hence the v
residue of Xj is different from zero. The relations Xj = Xj' x/ (j =f i) show 
therefore that the field generated over k by v-residues of the 
x/(j= 1,2, ... ,n) coincides with the field generated over k by the 
residues of Xl' X 2, ••. ,Xn• This shows that the center of v in R also 
has dimension r-l, whence v E So. We have therefore shown that 
there is only a finite number of prime divisors in S* which do not 
belong to So. These are the prime divisors "at infinity" with respect 
to V. 

We now can proceed as we did in the case of an affine variety, except 
that the set S* now replaces the set SoC = S). If now a function w in K, 
w=f 0, has no polar divisors, i.e., tf we have v(w);:;; 0 for all v in S*, then w 
must be a constant, i.e., w is algebraic over k. For, w must then belong 
to the integral closure of each of the n + 1 rings Ri • On the other hand, 
given any valuation v of K/k, the valuation ring Kv must contain 
at least one of the n + 1 rings R;: namely, if all vex;) are ;:;; 0 then 
Rt,~Ro; otherwise if, say, ~'(x;)=min {V(XI)' ... , v(xn)} then Kv~R;. 
It follows that w belongs to all the valuation rings Kv such that 
Kv~ k, and hence w must belong to the integral closure of k in K, as 
asserted. 

It would now be easy to develop the concept of a divisor and of the 
divisor of a function, with reference to the set of n + 1 affine varieties V;, 
especially if each Vj is a normal variety. However, we shall postpone 
this to the next chapter (see VII, § 4bis). 

§ 15. Examples of valuations. All the examples of valuations en
countered in the preceding sections were discrete, of rank 1 (e.g., v-adic. 
valuations of Dedekind domains, prime divisors of function fields, etc.). 
We shall give in this section a number of examples of valuations of 
various types, in particular examples of non-discrete valuations of 
rank 1. The algebraic function fields of transcendence degree r> 1, 
over a given ground field k, represent the best source of such illustrative 
material, and we shall in fact work exclusively with function fields in 
this section. As a matter of fact, we shall deal largely with pure trans
cendental extensions of a ground field k, for we know that if we extend a 
valuation v of a field K to a valuation of a finite algebraic extension of K, 
then the structure of the value group of v (rank, rational rank, etc.) 
remains unaltered. 
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EXAMPLE 1. Valuations of maximum rational rank. Let K = . 
k(xl• X2 • ...• x,). where Xl' X2 • ...• X, are algebraically independent over 
k. and let a l • a2 • ...• a, be arbitrary. rationally independent real numbers. 
If t is a parameter and we carry out the formal substitution Xi -+ ta ,. then 
every monomial in Xl' X 2 • •••• X, yields a power of t. and distinct mono
mials yield distinct powers of t (since the ai are rationally independent). 
If f(x}. X2 • ...• x,) is any polynomial in k[xlJ X2 • ...• x,]. then 
I( tal. t a2 ••••• t",) is a sum of powers of t, say, ct.8 + terms of degree> ,8. 
where c # 0. ,8 = nlal + n2a2 + ... + n,a,. and the nj are non-negative 
integers. If we set v(f)={J. then v is a mapping of k[Xl' X2 • ...• x,] 
(the zero excluded) onto a group r of real numbers. where r=Jal + 
Ja2 + . . . + Ja, ( J = the additive group of integers). Note that r is the 
direct sum of the r free cyclic groups Jaj. We have v(fg)=v(f)+v(g). 
v(f + g) ~ min {v(f). v(g)}. and hence v can be extended to a valuation v 
of the field K (§ 9. Theorem 14). The above group r is the value group 
of v. and thus v is non-discrete. of rank 1 and rational rank r. It is im
mediately seen that the residue field of v is the ground field k. whence v 
is zero-dimensional. If the aj are all positive. then v is non-negative 
on the polynomial ring k[x1• X2' ...• x,] and its center is the origin 
Xl = X 2 = . . . = X, = 0 in the affine r-space. 

We know that the rational rank of a rank 1 valuation of a field Kjk. of 
transcendence degree r. is at most equal to r. In the above example 
this maximum r of the rational rank is realized. and the value group 
turns out to be a direct sum of r free cyclic groups. This is not 
accidental. for ,,:e have quite generally the following: 

THEOREM 36. If a valuation v of a field Kjk of algebraic functions of 
r independent variables has rational rank r then the value group r of v is 
the direct sum of r cyclic groups: 

r = Jrl +172+ ... +17,. 

where J denotes the additive group of integers and 'Tl' 'T2 • ...• 'T, are 
rationally independent elements of r. 

PROOF. We fix in r a set {al' a2 • •••• a,} of rationally independent 
elements and then we fix in K a set of elements Xl' X 2 • .••• X, such that 
v(Xj) = aj. As in the preceding example one shows that the value group 
r' of the restriction of v to the field k(xl• X2 • ...• x,) is then the group 
r' = Ja 1 + Ja z+ ... t Ja,. a direct sum of r cyclic groups. If n denotes 
the relative degree [K: k(x l• X2 • ...• x,)] then we know that 

T'ere ~ r' (§ 11. proof of Lemma 1). Now. the group ~ r' is a 
n. n. 

direct sum of r cyclic groups and admits the basis elements a1/n!. 
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Since r is a subgroup, of finite index, of ~ r', also 
n. 

r must possess a basis of r elements 'Tl' T 2, ... ,'T" as asserted (Vol. I, 
Ch. IV, § 15, Lemma 2). 

EXAMPLE 2. Generalized power series expansions. Consider formal 
power series z(t) = aolYo + allYl + ... + anlY• + .. " where the coeffi
cients an are in k and the exponents Yn are real numbers such that 
Yo <Yl < .. " and limYn= 00. These power series with the usual 
formal rules for addition and multiplication form a field k{t}. This 
field admits a natural valuation V, of rank 1, defined by setting 
V(z(t)) = Yo' if a o# O. Any isomorphism of k(xl, x2, ... , x,) into k{t} 
will therefore yield a rank 1 valuation of k(Xl' X2' ... ,x,). Any such 
isomorphism is obtained by choosing for each variable Xi a power series 
Zi(t) in k{t} such that the r power series Zl(t), Z2(t), ... , z,(t) are algebraic
ally independent. The valuations thus obtained are all zero-dimensional 
and have k as residue field. In particular, if the Zl(t), Z2(t), ... , z,(t) 
are power series with integral exponents, so that the "one-dimensional 
arc" Xi = Zj(t) (i = 1, 2, ... , r) is analytic and does not lie on any proper 
algebraic subvariety oj the affine r-space, then we get a discrete zero
dimensional valuation of k(Xl' X2' ••• , x,), of rank 1. The condition 
that the "arc" Xj = z,{t) does not lie on any proper algebraic subvariety 
of the affine r-space is equivalent to our condition that the r power 
series Zj(t) be algebraically independent (over k). If this condition is 
not satisfied, then the r power series z,(t) can be used to define valuations 
of rank > 1, as follows: 

The polynomials J(x 1• X2 • .•.• x,) in k[x}. X2 • •••• x,] which give 
rise to true algebraic relations J(z l( t). z 2( t) • ... , z,( t)) = 0 between the 
given power series Zj(t) form a prime ideal lJ in k[xl, x 2' ••• , x,]. Let 
v' be any valuation of k(x l • x 2 , ..• , x,) which is non-negative on the 
polynomial ring k[x}, x 2, ••• , x,] and which has center lJ in that ring. 
If Xj denotes the v-residue of Xi then it is clear that the mapping 
Xi -+ Zj(t), i = 1, 2! ... , r, defines a k-isomorphism of k(XI X2, ••• , x,) 
into k{t} and therefore also defines a rank 1 valuation ii of the field 
k(x}, x 2 , ••• ,x,). This latter field is a subfield of the residue field Ll". 
of v', and the valuation ii can be extended to a valuation of Ll , .. which 
has the same value group as v. Denoting this extended valuation by the 
same letter v, we have now a composite valuation v = v' 0 ii of k(Xl' 
X 2' ••• , x,), whose rank is one greater than the rank of v'. Note that 
this valuation is, in general, not uniquely determined by the "arc" 
x, = Zi( t); it depends on the choice of v'. The only case in which v', 
and hence also v, is uniquely determined is the case in which the prime 
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ideal l' is minimal, in which case v' is necessarily the prime divisor of 
center lJ. 

EXAMPLE 3. Real valuations with preassigned value group. Let 

zi(t) = aOitYoi + alitYli + ... + ani/YR' + ... , 
where we assume that the power series Zi(t) are algebraically inde
pendent. MacLane and Schilling have proved (see their joint paper 
"Zero-dimensional branches of rank 1 on algebraic varieties," Annals 
of Mathematics, v. 40 (1939), pp. 507-520) that if all the ani are ;': 0. if 
k is of characteristic zero and if the exponents Yni are rational linear com
binations of s + 1 given real numbers 1. 7'1' T 2 •..•• T,. then the field 
k(t, tTl. tT2, •.• , tT" ZI(t), Z2(t) • ...• z,(t» has in the natural valuation 
V a value group generated by 1, T I , 7'2' "', T, and all the exponents Yni 
of the given r series Zi(t). From this result one can easily obtain the 
existence of a rank 1 valuation of h(x i • x 2, ••• , x,) with any preassigned 
value group r of rational rank s + 1 less than r. For. let 1. T I • T 2, ... , T, be 
s + 1 rationally independent elements of r (we may assume, as we did, 
that one of these real numbers is 1). Since every element of r is 
rationally dependent on 1, T I , T 2 , ... , T,. r is a denumerable set. We 
can therefore find r - s - 1 power series Zi(t) in k{t} such that the ex
ponents of these power series generate the group r, and it is also possible 
to arrange the choice of these series in such a fashion that the r series 
t, tTl, .. " tT" ZI(t), Z2(t) • ... , Z,_,_I(t) be algebraically independent 
over k. By means of these r series, and in view of the theorem of 
MacLane-Schilling cited above, we get a rank 1 valuation of h(Xl' 
X 2, ..• , x,) with the preassigned value group r. 

In particular, it follows that If r f;; 2 then any additive subgroup of the 
field of rational numbers is the 'value group of a suitable valuation of the 
field h(xI' X 2, ... , x,) of rational functions of r independent variables. We 
shall illustrate this result by an example using a procedure which does 
not make use of the generalized formal power series. For simplicity, 
we shall restrict ourselves to the case r = 2 and to the field h(xI' x 2). 

Let {mI' rtl z, ... } be an arbitrary infinite sequence of positive integers 
such that ml rtl 2 • .• mi ---+ + 00, and let {c l , c2, ..• } be a sequence of 
elements of h, where each Ci is ;,:0. We define an infinite sequence of 
elements ui in k(xI' x 2). by induction, as follows: U I = Xl' 112 = X 2, Ui+2 = 

(lIi-CiUr~I)/1I7~1' i= 1,2, .. '. We denote by R the ring k[III' 11 2, .. " 
II" ... ] and by q the ideal gener3:ted in R by the infinitely many ele
ments u i . Since every element of R is congruent mod q to an element 
of h, q is either the unit ideal or is a maximal ideal in R. We prove 
that q;': R. Assuming the contrary, there will exist an integer h such 
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that the ideal q" generated by Ul' U2 • ...• u" in R" = k[ U1• U2 • ...• u,,] 
is the unit ideal. Now, we have U; E h[U;+I' U;+2]' for all i, and further
more U; belongs to the ideal generated by U;+I' U;+2 in h[Ui+l' u;+2]. It 
follows that R,,=h[u"_I' u,,] and that q,,=R,,(U"_I' u,,). Since U"_I' U" 
are algebraically independent over h, the relation 1 E q" is impossible. 

Since q is a proper (maximal) ideal, there exists a valuation v of 
h(xI' xJ such that v is non-negative on R and has center q in R. Let v be 
such a valuation. Since v(u j+2) > 0, it follows that v(Uj- Cju'!'1.\) > v(u~~\), 
whence v(Uj) = mjv(uj+l). In particular, 

(1) 

Since m1m2 ..• m. -+ 00, it follows that v is non-discrete, therefore of 
rank 1, and necessarily of rational rank 1, for (1) shows that v cannot be 
isomorphic with a direct product of two free cyclic groups. If we 
normalize the value group r of v by setting v( U I) = 1, then (1) shows 
that r contains all the rational numbers having denominator m1m2 ... m., 
s = 1, 2, . . .. We shall now show that r is actually the set of all rational 

n 
numbers of the form , s = I, 2, ... , and that 

m1m2 • •• m, 

(2) 

To prove (2) we shall use the corollary of Theorem to, § 5 (p. 21). 
We have Rh c R,,+ 1 and qh+ 1 () R" = I1h i this last relation follows from the 
relations 

(2') I1h+l = Rh+I·(uh, Uh+l)' U"_1 = Uh"'h-l(Uh+l+C"_I) E I1h+1 

and from the fact that !l" is a maximal ideal in R". Hence, by the cited 
corollary of Theorem to, (2) will be proved if we show that there exists 
no valuation of K which, for every h, has center !l" and is of the second 
kind with respect to R". Assume the contrary, and let v' be such a 
valuation. Then v' must have dimension 1 (since K/k has trans
cendence degree 2), i.e., v' must be a prime divisor, and the value group 
of v' is therefore the additive group of integers. We must have 
v'(u,,) > 0, for all h, since ill! is the center of v' in R". On the other hand, 
we have also by (2'), 'l/(uh_1)=m,,_1t-"(Uh), and in particular, v'(u1)= 
m1m2 • .• mh'v'(uh+l)' for all h. This is in contradiction with the fact 
that all the numbers v'(u,,) are positive integers, whereas m1m2 ... mIl -+ 

+ 00. 

By (1), we have v(u"+l) Therefore, to prove our 



104 VALUATION THEORY Ch. VI 

assertion concerning the value group r we have only to show the fol
lowing: if!(u1, u2) is any polynomial in k[u 1, u2], then for h sufficiently 
large we will have f(u 1, u2) = uhnfh(Uh' Uh+ 1)' fh(O, 0) # o. To show this, 
we fix a positive integer m, sufficiently large, so as to satisfy the in
equality v(u!,,·) ~ v(f(u1, u2», and we set t = U111l /!(U l' u2). Then t E K,. 
and hence, by (2), t E (Rh)qh' for large h, i.e., we have 

(3) ul"'/f(u 1, u 2) = A(Uh' Uh-t-l)/B(Uh' Uh-t-l)' B(O,O) # O. 

Now, Ul , as a polynomial in Uh, Uh+l' has the form u1 = ulq;(uh' Uh-t-l)' 
where cp(O, 0) # o. It follows then from (3) that 

!(u1, u2)A(Uh' Uh-t-l) = uhPmB(Uh' Uh+1)[CP(Uh' Uh-t-l)]1II 
= ur'quh' Uh+l)' qo,O) # 0, 

and therefore, if !(u1, u2) is expressed as a polynomial in Uh' uh+l' its 
only irreducible factor which vanishes at uh=Uh+l =0 (if f(u 1, u2) has 
such a factor) must be Uh. In other words, f must be of the form 
uhnfh(Uh' Uh+l)' fh(O, 0) # 0, as asserted. 

We thus see that we can take as r any subgroup of the additive group 
of rational numbers. In particular, if mh = h, then r is the set of all 
rational numbers. 

EXAMPLE 4. Valuations of infinite relative degree. If the algebraic 
closure k of the ground field k has infinite relative degree over k, it is 
possible to construct zero-dimensional valuations of k(Xl' X2, ... , x,), 
r> 1, having as residue field an infinite algebraic extension of k. We 
shall show this in the case r = 2. We assume for simplicity that the 
maximal separable extension of k in k has already infinite relative degree 
over h. We fix in k an infinit« sequence of elements aI' a2, ... , an, .. . 
which are separable over h and such that the field k(a 1, a2, ••• , an' ... ) 
has infinite relative degree over h, and we consider in the (Xl' x2)-plane 
the branch x2=alxl+a2xI2+ ... +anxln+ .... This branch deter
mines a discrete zero-dimensional valuation v of h(x1, x 2) which has 
center at the origin (0, 0) and has rank 2 or 1 according as the branch 
is or is not algebraic (see second part of Example 2; we shall see in a 
moment that the above branch is in fact necessarily non-algebraic). It 
will be sufficient to show that the residue field of v coincides with the field 
h(a}! a2, ..• , an' ... ). 

It is clear that the residue field of v is contained in k(a l, a2, ... , 
an' ... ). It is also clear that a l belongs to the residue field of v, since 
a l is the v-residue of X 2/Xl • We assume that it has already been proved 
that aI' a2, ... ,an- 1 belong to the residue field of v. We set w=alxl + 
a~12+ ... +an_1Xt-l and we denote by wl ( =w), W2,·· ., w, the con-
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jugates of waver k(x}): wj=a}(i)x} +a2(i)x}2+ ... +an_}(i)x}n-}. Let 
g 

f(t)= II (t-Wj), g=f(x2)=F(x}, x2) E k[x}, x2]. Then F(x}, Z(x})) = 
j= I 

g 

anx}n . (1 + terms of degree > 1)· II {(a}-a}(j»)x} + ... +(an_1 -
j=2 

an_}(i))x}n--} + anxt" + ... }, which shows that the leading term of 
the power series F(x}, z(x})) is of the form anbx}\ h?, n, where b is an 
element of the field k(a}, a2, ... , an_I)' Since anb is the residue of 
g/X}h, it follows that an belongs to the residue field of v. 

[It now follows a posteriori that our branch is non-algebraic, since the 
residue field of a zero-dimensional, rank 2, valuation of k(XI' x 2) is 
always finitely generated over k, by Theorem 31, Corollary, § 14.] 

In the following example, k may be algebraically closed, and we are 
dealing with a function field k(x}, x2' x 3) of three independent variables. 
In this case we can construct a I-dimensional valuation whose residue 
field is not a finitely generated extension of k (contrary to what happens 
in the case of prime divisors; see § 14, Theorem 31). We simply set, 
for instance: X3=X2+VXlX22+ ... +V"XlX2n + ... =z(x2), i.e., we 
use the substitution X3 -+ Z(X2) and we treat k(XI) as ground field. Then 
we get a discrete, rank 1 valuation of k(x}, x 2, x3), whose residue field is 

. c- .3/- .41-k(v Xl' -Y Xl' V Xl' ... ). 

EXAMPLE 5. Prime divisors of the 2nd kind. Consider the poly
nomial ring k[x}, x 2 , ••• , xr ] in r independent variables, and for any 
polynomial fin k[x l , x2, ... , xr] set v(f) = m if f has terms of degree m 
but no terms of degree less than m. It is immediately seen that v(fg) = 

v(f) + v(g) and that v(f + g)?, min {v(f), v(g)}. Hence if we extend v 
to the field k(x1 , x2 , ••• , xr ) by setting v(f/g) = v(f) - v(g), we obtain a 
valuation v, discrete, of rank 1, which is non-negative on k[xl> X 2,' •• , xr ] 

and whose center in this polynomial ring is the prime ideal (Xl' x 2, ••• , xr ). 

In other words, we are dealing with a valuation whose center, in this 
affine r-space, is the origin. On the other hand, it is easily seen that v 
is a prime divisor. For, any non-zero polynomial g in the ratios x 2/xl> 

X 3/X I ' •.• , x,/xl , with coefficients in k, is of the form f(x l , x 2, .•. , xr ), 

x l m 

where f is a form of degree m. Hence v( g) = 0, since v(f) = m and 
V(Xl) = 1, i.e., we have shown that the v-residues of the r-l elements 
x2/x}, ... , x,/x1 are algebraically independent over k. Note that v 
is also non-negative on the ring k[x' l' X' 2' ... , X',], where Xii = X}, 
X'i = xdx1, i = 2, 3, ... r, and that the center of v in that ring is the 
principal ideal (XiI)' The valuation v thus defined is, in some sense, 
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the simplest prime divisor of k(x}, x 2, ••• ,x,) whose center is the 
maximal ideal m = (x}' x 2 , .•• , x,) and is sometimes referred to as the 
lIl-adic prime divisor. Our construction of m-adic prime divisors of 
the 2nd kind is merely a special case of a more general procedure 
which was used in § 14 in the construction of prime divisors of the 
second kind, having a preassigned center. 

§ 16. An existence theorem for composite centered valuations. 
In the preceding section we have dealt exclusively with valuations of 
rank 1. By repeated applications of the procedures outlined in the 
case of rank 1 valuations, one obtains corresponding examples of valua
tions of higher rank. The arbitrary elements which one may wish to 
be able to preassign are the following: (1) the value groups; (2) the 
dimensions of the successive valuations with which the given valuation 
is to be composite; (3) the centers of these valuations. We shall devote 
this section to an existence theorem, for function fields, which bears on 
items (2) and (3) and which is a refinement of the theorem of existence 
of places with preassigned center (Theorem 5, § 4). Let V /k be an 
irreducible variety, of dimension r, let K = k( V) be the function field 
of V/k and let f?/' be a non-trivial place of K/k, of rank m, which has a 
center on V (i.e., & is a place which is finite on the coordinate ring k[ V] 
of V/k). We have then a specialization chain for 9: 

(1 ) & m -} ----+ fYJ m - 2 ----+ • • • ----+ & 1 ----+ 9, 

where f!J1",_j is a place of K/k, of rank j. Necessarily each {3#j has a 
center on V. Let Q be the center of {3#, Q j the center of f?/' j on V, j = 1, 
2, ... , m - 1. Then also the points Qj form a specialization chain 
over k: 

(2) 

(3) 

and 

(4) 

The existence theorem which we wish to prove in this section is the 
following: 

THEOREM 37. Let m be an integer such that 1 ~ m~ r and let s, S}' .•• , 

S",_1 be m integers satisfying the inequalities (3). Let furthermore Q, 
Ql' ... , Q",. } be m points on V such that (2) and (4) hold. Then there 
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exists a specialization chain (1) of m places f!JJ, f!JJ l' ... , f!JJ m-1 of K/k such 
that the rank and the dimension of f!JJj/k are respectively m - j and Sj' and 
that the center of f!JJ j on V is the point QAf!JJo=f!JJ, so=s. Qo= Q). 

PROOF. We first consider the case m = 1. Let h = dim Q/k, whence 
r - 1 ~ s ~ h, and let a = S - h. We shall first achieve a reduction to the 
case h = 0, as follows: 

Let Xl' X2 • ...• X" be the. non-homogeneous coordinates of the 
general point of V/h and let z}. Z2' ... ,Z" be the coordinates of Q. 
We may assume that Z}' Z2' ... , ~h are algebraically independent over 
h. so that Zh+}' Zh+2" .. ,Z" are algebraically dependent over h(z}! 
Z2' ... ,Zh)' Then also Xl' X2, ... ,Xh are algebraically independent 
over h, since the point Q=(Zl' Z2' ... ,z,,) is a specialization of the 
point (x}' X 2 • ••• ,x,,) over h. It is clear that in the proof of our 
theorem it is permissible to replace Q by any h-isomorphic point. 
Since the k-isomorphism of k(z}, Z2' .. '. Zh) onto k(x}, X2,' . " xh), de
fined by Zi -+ Xi' i = 1. 2, ... , h. can be extended to an isomorphism of 
h(z}, Z 2' .•. , z,,) into the universal domain, we may assume that Xj = Zj, 
i = 1, 2, ... ,h. If we now extend our ground field h to the field 
h' = k(x}. x 2, ... , xh), our problem is to find a place f!JJ of h'(x) over h', 
of rank 1 and dimension a, such that Xjf!JJ=Zj, i=h+ 1, h+2,' .. ,n. 
This is the reduction to the case h = 0, since the Zj are algebraic over h'. 

The case m = 1 can now be divided into two sub-cases according as 
a = ° or a> 0, i.e., according as s = h or s > h. We consider first the case 
a = O. In this case we may assume that we have originally s = h = O. 
We can carry out a second reduction to the case in which the ground 
field k is algebraically closed. This reduction is straightforward. for 
if k is the algebraic closure of k in the universal domain, then it is 
sufficient to construct a place & of k(Xl' X2, ...• x,,)(k, of rank 1 and 
dimension zero, such that Xj(j = Zi and to take for f!JJ the restriction of 
if) to h(x}, X 2, ••• , x,,). We may therefore assume that k is algebraically 
closed. In that case, upon replacing each Xj by Xi - Zj (Zj E h), we 
may also assume that Q is the origin and that consequently the ideal 
q in Ji[X}, X2, ..• , x,,) which is generated by X}' X2, ••• 'Xn is not the 
unit ideal. By the normalization theorem (Vol. I, Ch. V, § 4, Theorem 
8), we may also assume that X}' X2 , ••. , Xr are algebraically independent 
over h and that the ring k[x}, X 2 • ••• ,x,,} is integrally dependent on 
k[x}. X2' ... ,xr }. Now, in § 15, Example 2, we have given general 
procedures for ~onstructing places f!JJ 0 of k(x}, X2 • •••• xr). of rank 1 and 
dimension zero. which are finite on k[x}. X2 • •.•• xr } and have in that 
ring center q. where q is the ideal generated by X}. X2 • •••• Xr • Now, 
the ideal q generated by X}, X2 • •••• x" in the ring k[x}. X2 • ... , x,,), 
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lies over q. Hence by Theorem 13, § 7, any place 9 0 such as above, 
has at least one extension f!/' to k(xl, X 2, ••• , xn) whose center in k[x l, 
X 2' ..• , xnJ is the prime ideal q. Since (!; and 9 0 have the same 
dimension and the same rank, our theorem is proved in the special 
case under consideration (case m = 1, s = h). 

Let now m = 1 and s > h. By the first reduction achieved above we 
may assume that h = 0, whence s > O. Let q be the prime ideal of Q 
in the ring R=k[xl, X 2, .•• , xnJ=k[V]. Since Q is an algebraic point 
over h, q is a maximal ideal in R. We pass to one of the rings R'j intro
duced in the course of the proof of Theorem 35 (§ 14, p. 95) (the ideal 
q now plays the role of the prime ideal which in that proof was denoted 
by p). Using the same notations, we may assume that R'IW1 n R = q. 
Let q'l be an isolated prime ideal of R'IWl such that q'l n R= q. Since 
s ~ r - 1, the ring R'1 contains prime ideals of dimension s which contain 
q'I' We fix such a prime ideal q' in R'I' By the preceding part of the 
proof, there exists a place & of h( V) of rank 1 and dimension s, such that 
& is finite on R'1 and has center q'. Since q is maximal in R, it follows 
from q'1 n R = q and q' 1 C q' that q' n R = q, and hence q is the center of 
& in R. This completes the proof in the case m = 1. 

For m> 1, we shall use induction with respect to m. We therefore 
assume that there exists a specialization chain 

9"'-1 ~ 9"'-2 ~ ... ~ 9 1 

of m - 1 places of K/ h such that &j is of dimension s j' of rank m - j, and 
has center Qj on V(j= 1,2, ... , m-1). Let 1:1 be the residue field of 
9 1 and let Kl =h(Ql)' We set 

(5) d = max {dim Ql/k+s-Sl' dim Q/k}. 

Then d is a non-negative integer, and we have 

(6) 

since s < 51 and dim Q/k ~ dim Ql/k, and 

(7) d ~ s 

since dim Ql/k ~ SI and dim Q/k~ s. 
Now let Vl lk be the irreducible variety having QI as general point. 

Since Q is a specialization of QI over k, Q is a point of VI' From (5) 
and (6) it follows that dim Q/k ~ d ~ dim QI/k. If d < dim Ql/k, then, 
by the case m = 1 of our theorem, there exists a place 9' of k(QI)/k, of 
rank 1 and dimension d, such that the center of 9' on VI is the point Q. 
If d=dim Ql/h, then it follows from (5) that necessarily d=dim Q/k, 
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for dim Ql/k+s-sl<dim Ql/k. Hence in this case, Q and Ql have 
the same dimension over k and are therefore k-isomorphic points. We 
then take for 9' the k-isomorphism of the field k(Q1) which takes the 
point Q1 into the point Q (9' -a trivial place of k(Q1)/k, with center Q). 
In this case, 9' /k still has dimension d, but the rank is zero. 

By (5) and (7), we have 

(8) 

Since S1- dim Q1/k is precisely the transcendence degree of 1:1/k(Q1)' 
it follows by Theorem 11, § 6 that there exists an extension 9 of 9' in 
1:1 which has relative dimension s- d. Note that in the case d= dim Qljk, 
(in which case 9' is a trivial place of k(Ql)/k), we have S-d<S1-
dim Q1/k, and hence 9 is not a trivial place of 1:1. We set 9=919. 
Then 9 is a place of Kjk, composite with 9 l' and it is clear that Q is the 
center of 9 on V. We have dim 9jk = s, since the residue field of 
9 has transcendence degree s - d over the residue field of 9', while the 
residue field of 9' has transcendence degree dover k. Now, if the ex
tension 9 of the place 9' has exactly rank 1, then the rank of 9 is 
one greater than the rank of 9 1, i.e., the rank of 9 is m, and everything 
is proved. The rank of 9 is certainly equal to 1 in the following case: 
s1=dim Ql/k. For, in that case we have dim Q/k~s<sl=dim Q1/k, 
whence 9' is definitely a non-trivial place and hence has rank 1; and on 
the other hand, 1:1 is now an algebraic extension of k(Q1)' and therefore 
rank 9 = rank 9'. The proof of the theorem is now therefore com
plete in the case S1 = dim Q1/k. It follows that in order to complete the 
proof it will be sufficient to show the following: there exists a sub ring 
R' of k(X1' "'"2' ... ,xn) containing the ring R=k[Xl' X2j ••• , xn] and 
having the following properties: (1) 9 1 is finite on R', and the center of 
Pl'1 in R' is a prime ideal q'l which has dimension s 1 (in other words: 9 1 
is of the first kind with respect to R'); (2) R' contains a prime ideal q',. 
of dimension ;:;;s, such that q' n R= q=prime ideal of Q in R. For, if 
such a ring R' exists, then by the preceding proof there will exist a 
place 9 of K/k, composite with 9 1 and having rank m, such that 9 has 
center q' in R' and has dimension s over k. Then the center of 9 in 
R will be necessarily q. 

To show the existence of a ring R' with the above properties, we fix 
a place rJ = 9 19 of K/ k which is composite with 9 l' has dimension s 
over k, and has center q in R (the existence of such a place has just been 
shown above, independently of the condition s 1 = dim Ql/k). If h = S1 -
dim Q1/k, we fix h elements WI' W2 , ..• , Wh in the residue field 1:1 of 9 1 

which are algebraically independent over k(Q1). We can also assume 
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that these elements Wi belong to the valuation ring EI~ of &. We then 
fix elements WI' Wi, ... , w" in k(x}, x2, ... , xn) such that Wi = w;f!J} , 
and we set R' = R[ WI' W 2, ... ,Wh]. It is immediately seen that this 
ring R' satisfies our requirement (as prime ideal q' we take the center of 
& in R'). 

§ 17. The abstract Riemann surface of a field. Let K be a field 
and k a subring of K (not necessarily a subfield). We denote by S the 
set of all non-trivial valuations v of K which are non-negative on k, i.e., 
such that the valuation ring Rv contains k. There is only one case in 
which S is empty; it is the case in which k is a field and K is an algebraic 
extension of k (Theorem 4, Corollary 1 and Theorem 5, Corollary 1, 
§ 4). We shall exclude this case. 

EXAMPLES: (1) k is a field. In this case S is the set of all non-trivial 
valuations of K which are trivial on k. This is the case which occurs 
most frequently in algebraic geometry. 

(2) k is a Dedekind domain. In this case S consists of vaJuations of 
two types: (a) valuations of K which are trivial on the quotient field of 
k and (b) valuations of K which are extensions of the (discrete, rank 1) 
lJ-adic valuations of the quotient field of k, where lJ is any proper prime 
ideal of k. The valuations of type (a) are missing if and only if K is an 
algebraic extension of the quotient field of k; when they are present 
they have a residue field of the same characteristic as that of K. The 
characteristic of the residue field of a valuation of type (b) may be dif
ferent from the characteristic of K: this case of unequal characteristics 
arises if and only if K is of characteristic zero while the intersection of 
the prime ideal lJ with the ring of (natural) integers is a prime ideal (p) 
different from zero. 

We shall now introduce a topology in the set S. 
If 0 is a subring of K, containing k, we denote by r.,'(o) the set of all v 

in S such that v is non-negative on o. We now let 0 range over the 
family of all subrings of K which contain k and are finitely generated over 
k, and we take the family £ of corresponding sets £(0) as a basis of the 
open sets in S. We note that £([0, u'])=£(o) (1 £(u'), where [0,0'] 
denotes the ring generated by two given subrings 0, (1' of K, and that 
H(k) = S. Therefore any finite intersection of basic open, sets is itself 
a basic open set, and hence our choice of the basis E defines indeed a 
topology in S. Note also that U c u' implies £(u)=> E(o'). 

The topological space .')' is called the Riemann surface of the field K 
relative to k, or the Riemann surface of K/k. 

\Ve note that if k' is the integral closure of k in K then the Riemann 
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surface of K/k' coincides with the Riemann surface S of K/k both as set 
and as topological space. The proof is straightforward. 

We begin a study of the separation properties of S. 
THEOREM 38. The closure of an element v of S (i.e., the closure of the 

set {v} consisting of the single element v) is the set of all valuations Vi ES 
wh{ch are composite with v. 

PROOF. Suppose that Vi is composite with v, so that we have for the 
corresponding valuation rings the inclusion R,/=- Rv' If E( 0) is any 
basic open set such that v belongs to the basic closed set S - E( 0), then 
Rv:t>o, whence a fortiori Rv' :t>o, and thus Vi E S-E(o). Thus every 
basic closed set which contains v necessarily contains Vi, showing that 
Vi belongs to the closure of the set {v}. On the other hand, assume that 
Vi is not composite with v. We can then find an element x of K such 
that v'(x) is non-negative while v(x)<O. Then if we set o=k[x] we 
will have v E S - E( 0), Vi ¢ S - E( 0), and consequently Vi is not in the 
closure of the set {v}. This completes the proof. 

We recall from topology that a topological space is said to be a T1-

space if every point of the space is a closed set. The following theorem 
will show that the Riemann surfaces which are Tcspaces are, from an 
algebraic point of view, of a very special type. 

THEOREM 39. Let k be an integrally closed subring of a field K. The 
Riemann surface S of K /k is a T1-space ~f and only I! one of the following 
two conditions is satisfied: 

(1) k is a field and K/ k has transcendence degree 1; or 
(2) k is a proper ring, K is an algebraic extension of the quotient field 

of k, and for every proper prime ideal ~ of k it is true that the quotient ring 
kp is the valuation ring of a valuation of rank 1. 

PROOF. If condition (1) is satisfied then any valuation v E S has 
rank 1 (Corollary 1 of Definition 1, § 3). Hence, in this case S is a 
1\-space, by the preceding theorem. 

Assume that condition (2) is satisfied, and let v be any element of S. 
Since v is non-trivial on K and since K is an algebraic extension of the 
quotient field of k, the center ~ of v in k is not the zero ideal, hence ~ is 
a proper prime ideal. If v'is the restriction of v to the quotient field 
of k then R,/ => kp, hence R,o, = kp since kp is a maximal subring of the 
quotient field of k (p. 10). Thus Vi, and hence also v, is of rank 1, 
whence again S is a T cspace. 

Assume now that S is a T1-space. By the preceding theorem, every 
element v of S must be a valuation of rank 1. If k is a field then the 
transcendence degree of K/k cannot be greater than 1, for in the con
trary case we can construct a valuation Vo of K/k whose residue field has 
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positive transcendence degree over k, and compounding Vo with a non
trivial valuation of the residue field of Vo we would find a valuation of 
K/k which has rank greater than 1. Suppose now that k is a proper 
ring. Let p be any proper prime ideal of k. If the quotient ring k" 
is not a valuation ring then there exists a valuation v' of the quotient 
field of k which has center p in k and which is of the second kind with 
respect to k (Theorem 10, § 5). The residue field Lt of v' is then of 
positive transcendence degree over the quotient field k* of k/'p. Com
pounding v' with a non-trivial valuation of Lt/k* and extending the 
resulting composite valuation to a valuation of K we find a valuation v 
in S which has rank > 1, in contradiction with the preceding theorem. 
Hence kp is a valuation ring, and the corresponding valuation of the 
quotient field of k must be of rank 1. Finally, K must be an algebraic 
extension of the quotient field of k, for in the contrary case S would con
tain valuations of rank > 1, extensions of non-trivial valuations of the 
quotient field of k. This completes the proof. 

Even in the special case in which S is a T1-space it need not be a Haus
dorff space. Without attempting to give a complete classification of 
Hausdorff Riemann surfaces we shall make here only the following 
three observations: 

(A) In the case (1) of Theorem 39 the Riemann surface S is never a 
Hausdorff space. For, leto=k[x1, x2,···, xn] and 0' =k[x' l' x' 2'···' x'm] 
be two finitely generated subrings of K and let 0* = k[x, x'] = [0, 0'], 
whence E(o*) is the intersection of E(o) and E(o'). If 0* is a proper ring 
then E(o*) is non-empty. Assume that 0* is a field. From a result 
closely related to the Hilbert Nullstellensatz and proved in the next 
chapter it will follow that the generators Xi' X'j of 0* over k are then 
necessarily algebraic over k (see VII, § 3, Lemma, p. 165). Hence K 
has positive transcendence degree over 0*, and again E(o*) is non-empty. 
We have thus shown that the intersection of any two non-empty basic 
open sets in S is never empty. Hence S is not a Hausdorff space. 

Taking into account Theorem 39, it follows that if k is a field then S 
is never a Hausdorff space. 

(B) Consider now the case (2) of Theorem 39. We may assume that 
k is integrally closed in K (by a remark made earlier in this section). 
Then K is the quotient field of k. If S is a Hausdorff space then there 
must at least exist a pair of non-empty open sets in S, whence also a 
pair of non-empty basic open sets, having an empty intersection. In 
view of the relation E(o) n E(o'}=E([o, 0']), it follows that a necessary 
condition that S be a Hausdorff space is that the field K be a finitely 
generated ring extension of k. It is obvious that in that case we have 
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K = k[1jx], where x is a suitable element of k, characterized by the 
property that it belongs to all the prime ideals l.J of k, different from the 
zero ideal. However, the above condition may not be sufficient. 

(C) If k is a proper ring of the type described in case (2) of Theorem 39 
and If K is any (finite or infinite) algebraic extension of the quotient field 
L of k, then a sufficient condition for the Riemann surface of Kjk to be a 
Hausdorff space is that k have only a finite number of prime ideals. The 
statement is obvious if K is a finite extension of L, for in that case the 
1\-space S has only a finite number of elements. In the infinite case, 
given two distinct elements ~,' I and v' 2 of S, there exists a field F between 
Land K, finite over L, such that the restrictions VI and V 2 of V'I and v' 2 

to F are distinct elements of the Riemann surface S* of Fjk. By the 
finite case, the elements VI and V 2 can be separated in S* by two dis
joint basic open sets. Taking the inverse images of these two open 
sets, under the restriction map v' -+v = restriction of v' in F(v' ES, VES*), 
we find in S two basic open sets which are disjoint and separate V'l 

and v' 2' 

Our next object is to prove the following theorem: 
THEOREM 40. The Riemann surface S of Kjk is quasi-compact (i.e., 

every open covering of S contains a finite subcovering). 
PROOF. Any valuation v of K is completely determined if one knows, 

for any element x in K, whether ~>(x) is positive, zero or negative. In 
other words, the elements v in S can be identified with certain mappings 
of K into the set Z consisting ot the elements -,0, +. Using the cus
tomary notation ZK for the set of all mappings of a set K into a set Z, 
we can therefore regard S as a subset of ZK. We now define a topology 
in Z by taking as open subsets of Z the empty set, the entire set Z and 
the subset {O, +}, and introduce the corresponding usual topology in 
the product space ZK. From the definition of the product topology it 
follows that in the induced topology on S the basic open subsets are 
sets E defined as follows: if {Xl' x 2, ... , xn} is any finite set of elements 
of K then the set of all v in S such that V(Xi)E{O, +} is a set E. This 
agrees with our preceding definition of the topology of the Riemann 
surface S, and thus the latter is indeed a subspace of ZK. To complete 
the proof we shall make temporarily two modifications in our definition 
of the space S: 

(1) We shall include in S also the trivial valuation of K. If we denote 
by S* this enlarged set and define the topology of S* in the same way 
as the topology of S was defined, i.e., by means of subrings of K which 
are finitely generated over k, we see at once that every basic open set in 
S* contains the trivial valuation. Since S is a subspace of S*, it 
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follows at once that S is quasi compact if and only if S* is quasi com
pact. We shall therefore prove the quasi compactness of S*. In the 
rest of the proof we shall drop the asterisk, so that temporarily (until the end 
of the proof of the theorem) it should be understood that S contains the 
trivial valuation of K. 

(2) We shall also introduce in Z a stronger topology which will be Haus
dorff, and we shall show that in the corresponding stronger topology of 
ZK the subset S becomes a closed set. It will then follow, by 
TychonoWs theorem, that in the induced stronger topology S is com
pact (i.e., quasi compact and Hausdorff), whence a fortiori the Riemann 
surface· S is quasi compact (in its original weaker topology). 

The stronger topology which we introduce in Z shall be the discrete 
topology (every subset of Z is open). For any f in ZK the relation 
"f E S" holds if and only if the following conditions are satisfied. 

(a) The set of all x in K such thatf(x) E {O, +} is closed under addi-
tion and multiplication. 

(b) The above set contains k. 
(c) Iff(x)i{O, +}(whencex#O, by (b)) thenf(l/x)E{+}. 
These conditions can be re-formulated as follows: 
(a') For any elements x, y in K we have either f(x) = - or f(y) = -

or both f(x + y) and f(xy) are in {O, +}. 
(b') If x E k then f(x) E {O, +}. 
(c') For any x in K either f(x) E {O, +} or x#O andf(l/x)= +. 
For any x in K denote by prx the mapping f ~ f(x) of ZK into Z. 

This is a continuous mapping. For any x and y in K denote by F x •y 
the intersection of the following two subsets of ZK. 

prx-1{-} U pry-l{-} U prx+y-l{O, +}, 

prx - 1{ -} U pry 1{ -} U prXy-l{O, +}. 

The six sets which occur in the definition of F,.y are closed sets (since 
we have assigned to Z the discrete topology). Hence Fx •y is a closed 
set. Condition (a ') can now be written as follows: 

(a") f belongs to the intersection of the sets F"y (x and y arbitrary 
elements of K). 

Similarly, conditions (b ') and (c ') can be written as follows: 
(b") f belongs to the intersection of the sets pr x -l{O, +), X E k. 
(c") f helongs to the intersection of the sets 

prx-l{O, +} U prl/x -l{ +}, 0 # x E K. 

Thus S is an intersection of closed sets and is therefore a closed set. 
This completes the proof of the theorem. 
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We shall now undertake a study of the Riemann surface S from a 
different point of view. The objective of this study will be to show 
that S can be regarded as the projective limit of an inverse system of 
certain topological spaces associated with finite subsets of K. The man
ner in which these spaces will be defined will be quite similar to that in 
which projective varieties are defined in algebraic geometry. 

We mean by a quasi-local ring a commutative ring (noetherian or non
noetherian) with identity, in which the non-units form an ideal. Thus, 
every valuation ring is a quasi-local ring, and a quasi-local ring is a local 
ring (Vol. I, p. 228) if and only if it is noetherian. We consider the set 
L of all quasi-local rings (noetherian or non-noetherian) between k and 
K. For Pin L, we denote by m(P) the (unique) maximal ideal of P. 
For P, pi E L, we say that Pdominates pi if P'cPand m(pl}::pl n m(P). 
A subset M of L is said to be irredundant (resp., complete) if, for any 
valuation v of K/k (trivial or non-trivial), the valuation ring Rt dominates 
at most one (resp., at l~ast one) element of M. We say that a subset M' 
of L dominates a subset M of L and we write M ~ M I if every element of 
M I dominates at least one element of M. This relation M ~ M I is 
obviously transitive. If we, furthermore, suppose that M is irredun
dant, then, by the extension theorem (Theorem 5, § 4), the element P 
of M which is dominated by a given element pi of M I is unique; thus 
the transformation pi ~ P is a mapping, called the domination mapping 
and denoted by dM , ,111' In the set of irredundant subsets of L, the rela
tion M ~ 1\1 I defines a partial ordering; furthermore if 1\;1, M I, 1"1" are 
irredundant subsets of L such that M ~ 11,1' ~ 11,1", then dJ1",M:: 

dM ",M,d,\1',M' Notice, finally, that, if M' dominates A[ and if M' is 
complete, then M'dM',M is complete. 

We introduce in L the following topology, which generalizes the 
topology we have defined on the Riemann-surface S of K(h. If 0 is 
any ring between k and K, we denote by L(o) the subset of L composed 
of all quasi-local rings P containing o. We let 0 range over the family 
of all subrings of K which are finitely generated over h, and \ve take the 
family of corresponding sets L(o) as a basis for open sets in L. Since 
any finite intersection of sets L( 0) (0 finitely generated) is a set of the 
same type, these sets constitute indeed a basis for open sets for a 
topology on L. When, in the sequel, a subset M of L is considered as 
a topological space, it is tacitly understood that its topology is induced by 
the topology of L. 

The Riemann surface S may be identified with a subset of L, and the 
topology on S defined at the beginning of this section is obviously 
induced by the topology of L. Theorem 38 generalizes in the following 
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way: the closure of .an element P of L is the set of all quasi-local rings P' 
between k and P; the proof is similar to that of theorem 38. 

For any ring 0 between k and K, we denote by P(o) the set of all 
prime ideals ofo which are # 0, and we assign to P( 0) the following topo
logy: a closed set is the set of all ideals ~ E P( 0) which contain a given 
ideal a; it is indeed clear that any intersection and any finite union of 
sets of this type is a set of the same type. We denote by V( 0) the subset 
of L composed of all quotient rings OlJ(~ E P(o». 

LEMMA 1. The mapping f of L( 0) into P( 0) defined by f( P) = m( P) n 0 
is continuous. The restriction off to V(o) is a topological homeomorphism 
of V(o) onto P(o). 

PROOF. Any closed set in P( 0) is an iritersection of closed sets 
FAx E 0, x # 0) of the following type: Fx is the set of all prime ideals 
containing x. In order to prove that f is continuous, it is sufficient to 
prove that f-l(FJ is closed in L(o), i.e., thatf-l(P(o)-Fx) is open. 
Now, for PEL(o), the relations "PEf-l(P(o)-Fx)", "x¢= m(P)" and 
"ljx E P" are equivalent, since x E oC. P; we thus have f-l(P(O) - Fx) = 

L(o) n L(k[ljx]), which proves that the set is open. 
Similarly, any basic open set in V(o) is a finite intersection of sets Ux 

of the following type: x is an element # ° of the quotient field of 0, and 
Ux is the set of all P E V( 0) containing x. Since f is a (1, 1) continuous 
mapping of V(o) onto P(o), to prove that f is a homeomorphism it is 
therefore sufficient to prove that f( V( 0) - Ux ) is closed. Now this follows 
from the fact that the relations "lJ E f( V( 0) - Ux )", "x ¢= 0/' and "lJ con
tains the ideal ax of all elements dE 0 such that dx E 0" are equivalent. 
Q.E.D. 

For any ring 0 between k and K, the subset V(o) of L is obviously 
irredundant. When 0 is finitely generated over k, we say that V( 0) is an 
affine model over k; the ring 0, which is uniquely determined by V( 0) 
since it is the intersection of all P E V( 0), is called the defining ring of 
the affine model V(o). A model Mover k shall be by definition, any 

n 

irredundant subset of L which is a finite union M = U V(Oj) of affine 
j= 1 

models over k. t 
n 

LEMMA 2. For any model M = U V{Oj) we have M ~ L{oj) = V{Oj), 
i= 1 

whence V(Oj) is open in M. For a subset H of M to be open (resp .. closed) 
in M, it is necessary and sufficient that H n V(Oj) be open (resp. closed) in 
V(Oj) for every i. 

t It may be easily proved that all the rings 0, have then the same quotient 
field. 
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PROOF. The inclusion V(o;)c M n L(oj) is obvious. Conversely, if 
P E M n L( OJ), P contains OJ and hence dominates the element P' = (OJ)p' 
of V(Oj), where p' = m(P) n OJ. Since M is irredundant, this implies 
P= P', and proves the first assertion. The second assertion is now pure 
topology. The necessity of the condition is obvious. In the proof of 
the sufficiency it is enough to consider the case of open sets (replace H 
by M - H). In this case, since V(Oj) is open in M and since H n V(Oj) 
is open in V(o,), H n V(o,) is open in M, whence also H is open in M, 
for H is the union of the sets H n V(Oj). Q.E.D. 

LEMMA 3. Let M be a model and M' a subset of L which dominates M. 
Then the domination mapping f = dM, ,M is continuous. 

n 

PROOF. Let M = U V(Oj), where the V(Oj)'s are affine models, and 
j= I 

let U be an open set in M. We show thatJ--l(U) is open. Since U is 
the union of the open sets Un V(Oj) (Lemma 2), we may assume that U 
is contained in some V(Oj), say V(Ol)' Now, by Lemma 1, the mapping 
g of L( 01) onto V( 01) defined by g(P) = 01(m(P) no,) is continuous. Since 
we obviously have f-l(U)=g-I(U) n M', and since L(OI) is open in L, 
f-l( U) is open in M'. Q.E.D. 

LEMMA 4. Let M be a complete model and let f = dS,M be the domina
tion mapping of the Riemann surface S into M. Then f is continuous and 
closed. 

PROOF. The fact thatf is continuous is a particular case of Lemma 3. 
We thus have to prove that, for any closed set F of S, f(F) is closed in 
M. For any finite subset I ={Xl' ... , xn} of K, we denote by F(I) the 
set of all valuations v in S such that Rv does not contain k[ I]; the sets 
F(I) are the basic closed sets of S, whence F is an intersection of such 
sets, say F= n F(lQ)' 

QEA 

We first prove that, for any finite intersection F' of basic closed sets 
q 

of S, f(F') is closed in M. We write F' = n F(Ij), where 
j=1 

I j ={xj,l' .. " Xj,nU)}' Setting F(Xj,k) = F({Xj,k})' we have F(Ij)= 
F(Xj,l) U ... U F(xj,nU»' whence 

q 

F' = n (F(xj,1) u F(Xj,2) u ... U F(xj,n(j»)' 
j=1 

Using the distributivity of union with respect to intersection, we see 
that F' is the union of the closed sets Gs = F(x1,,(1» n F(x2.,(2» n ... n 
F(xq,s(q»' where s ranges over the set R of all integral valued mappings 
of {I, 2, ... , q} such that 1 ::;,s(j)::;,n(j) forj= 1, ... , q. Sincef(F')= 
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J( U Gs) = U I(Gs), and since R is a finite set, it is sufficient to prove 
seR seR 

that each J(G.) is closed in M. To simplify notations we prove that, 
if G~F(X1) n F(xJ n ... n F(xq)(xj E K, Xj#O), then J(G) is closed. 
Notice that G is the set of all valuations v such that v(Xj) < 0 for every j, 
i.e., such that the valuation ideal rolf) contains all the elements Yj = l/xj" 

For proving that J(G) is closed in M, we use Lemma 2 and write 
M = U V(Oj) where the V(Oj) are affine models; it is sufficient to prove 

i 

that J(G) n V(Oj) is closed in V(Oj) for any i. Let 0 be anyone of the 

rings OJ. We consider the ideal 0=0 n (,iYrO[Yl' , .. ,yq]) of o. If 
J=1 

PEJ(G) n V(o), the prime ideal l'=0 n m(P) is the center in 0 of a 
valuation v (E G) such that rolv contains Y 1> ••• , Yq; then rolf) contains 
the ideal 0, whence l' contains o. Conversely, if ~ is a prime ideal in 0 

which contains 0, it is easily seen that the ideal h' of 0' = 0[Y1' ... , Yq] 
generated by ~'Y1' ... ,Yq contracts to p in o. Thus the ideal h'· 0'(0_1') 

is not the unit ideal of the quotient ring 0'(0_1') and is therefore contained 
in some maximal ideal \)Jl' of 0'(0_1') (Vol. I, Ch. III, p. 151, Note I). By 
the extension theorem, IDl' is the center in 0'(0_1') of some valuation v. 
The valuation ideal 9Jlv contains Yl' ... ,Yq, whence v E G; on the 
other hand p is the center of v in o. Therefore the quasi local ring 01' 

belongs to J(G) n V(o). By Lemma 1, this proves that J(G) n V(o) is 
closed in V(o), as asserted. 

To complete the proof, we have to pass to the case of an infinite inter
section F of basic closed sets, say F= n F{lo) (where each 10 is a 

oeA 

finite subset of K). For every finite subset B of the indexing set A, we 
denote by F'B the intersection of the sets F(/b)' where b ranges over B. 
We have F= n F'B' The first part of the proof shows thatJ(F'B) is 

B 

closed for every finite subset B of A. It is therefore sufficient to prove 
that J(F) = n J(F' B)' It is clear that the left-hand side of this relation 

B 

is contained in the right-hand side. Conversely, let P be an element of 
M which belongs to J(F' B) for every B; this means that the subset 
j-I(P) n F'B of S is non-empty for every B. Since any finite intersec
tion of sets F' B is itself a set of the same type, it follows that the family 
of setsJ-I(P) n F'B has the finite intersection property. Were the point 
P of M a closed set (equivalently: were P a ring of quotients relative to a 
maximal ideal of one of the rings OJ by which M is defined) then all the 
sets of the above family would be closed in S (since J is continuous), 
and from the quasi-compactness of S it would then follow that the sets 
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of the collection have a non-empty intersection, i.e., f-l(P) n F is non
empty. Thus P would belong to f(F), and the proof would be com
plete. Bearing in mind this observation, we shall use the following 
device: 

Let us denote by k* the quasi-local ring P and let S* be the Riemann 
surface of K/k*. Then S* is a subset of S (since k*::;;k). If o=k[z) 
is any finitely generated subring of K and if we set 0* = k*[z), then 
E*(o*)=E(o) n S*, where E*(o*) denotes the basic open set on S* 
which is defined by 0*. It follows that the topology of S* is at least as 
strong as the topology induced on S* by that of S. 

We now set oj*=k*[oj), M*= U V*(o;*), where the symbol V* has 
j 

the same meaning relative to the ring k* as V had relative to K. It is 
clear that M*c M, and since S*c Sand M is irredundant, also M* is 
irredundant. Since each OJ* is finitely generated over k*, each V*(o,.*) 
is an affine model over k*. Therefore M* is a model over k*. If 0 is one 
of the rings OJ such that p::;; 0 then 0* = P= k*, the ideal nt(P) is a maxi
mal ideal of 0* and therefore the point P is a closed subset of M*. Now, 
it is obvious that if f* is the domination mapping of S* onto M*, then 
f*-l(P) = f-l(P). It follows that f-l(P) is a closed subset of S* and 
consequently also the sets f-l(P) n Fa* are closed subset of S*. Since 
f-l(P) n Fa * = f-l(P) n Fa' the sets f-l(P) n F~* coincide with the sets 
f -l( B) n F' B, and since the collection of the former has the finite inter
section property, it follows, by the quasi-compactness of M*, that 
f-I(P) n F is non-empty. This completes the proof. 

LEMMA 5. If M and M' are two complete models such that M' 
dominates M, then the domination mapping dM , ,M is both continuous and 
closed. 

PROOF. In fact, the continuity of dM , M follows from Lemma 3. On 
the other hand, if F' is a closed subset of M', we have dM , ,M (F') =. 

ds.M(ds,M' -1(F'», whence dM, ,floAF') is closed since ds,M' is continuous 
(Lemma 3) and since ds,M is closed (Lemma 4), 

Among the complete models of K, we are going to single out a parti
cularly interesting class of models, the projective models. Given a non
empty finite set {xo, Xl' ... , xn} composed of non-zero elements of K, 

n 

we set o,=k[xo/X j , Xl/Xi'" " X,,/Xi) (i=O, 1"", n) and M= U V(o;). 
j=O 

We prove that M is a complete model. 
(a) M is irredundant. If fact, if P and P' are two elements of M 

which are dominated by the same valuation ring Ru , P and P' cannot 
belong to the same affine model V(oi); so we have, for example, P E V(oo) 
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and P' E V(OI)' We set o=k[oo, 0 1], The local rings P and P' are 
dominated by the quotient ring Op of 0, where ~ = 0 n rolv' Since 0 con
tains Xl/XO and xo/xv these elements are units in 0, hence also in Op. 

Since P contains Xl/XO and is dominated by Op, it follows that Xl/XO is a 
unit in P; therefore, since Xj/xo E P, we have X)Xl = (Xj/XO)/(x1/XO) E P 
for every j, whence P contains 0 1 and consequently o. From the inclu
sions 0 c pc Op and from the fact that Op dominates P we conclude that 
m(P) no =~, whence the elements of 0 - ~ are units in P. Therefore P 
contains 0p, whence P= Op. In a similar way, we see that P' = Op. 

Consequently P=P' and Mis irredundant. 

(b) M is complete. In fact, given any valuation v of K/k, we choose 
an index j for which v(Xj) takes its least value. We then have v(xdxj) ~ 0 
for every i, whence OjC R". Therefore the element P=(Oj)Co/ n ~.) of M 
is dominated by Rv, and M is complete. 

From (a) and (b) it follows that M is a complete model; we say that M 
is the projective model over k determined by {xo, ... , xn}. 

We denote by C (resp. C') the set of all complete (resp. projective) 
models over k; it is clear that C' is a subset of C. Both are ordered sets 
for the order relation M:;; M'. 

LEMMA 6. LetM= U V(o;)andM'= U V(o'j) be two mode/s over k. 
i j 

We set OjJ = k[oj, o'J Then Mil = U V(Ojj) is a model which dominates 
'.J 

M and M' and is such that every subset N of L which dominates both M 
and M' dominates Mil. If M and M' are affine (resp. complete, projec
tive), so is Mil. 

PROOF. We first show that Mil dominates both M and M'. Given 
P" EMil, P" belongs to some V(Ojj) whence contains some OJ; then P" 
dominates the element (OJ)(1I1(P') n °1 ) of M; similarly for M'. 

Now let Nbe a subset of L which dominates both M and M'. Given 
Q in N, Q dominates some P E M and some P' EM'; let i and j be 
indices such that P E V(o;) and P' E V(o'j)' Then Q contains both OJ 

and O'j, whence also Ojj. Consequently Q dominates the element 
(oij)CnlCQ)noij) of Mil. 

In order to show that Mil is a model we have to show that it is irredun
dant. Let PIli and P2" be two elements of Mil which are dominated by 
the same valuation ring Rv and let, for s = 1, 2, p" s dominate Ps E M 
and P's EM'. Since PI and P 2 are dominated by Rv, and since M is 
a model, we have PI = P 2; similarly P'l = P 2'. If i and j are indices such 
that Pill belongs to V(oij)' then we have seen that PI is a quotient ring 
of OJ and p l

1 a quotient ring of 0' j' From the inclusion Ojj C k[ P I' P' 1] C 
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P" l' and the fact that P" 1 is a quotient ring of 0ii' we deduce that pH 1 is 
a quotient ring of k[Pl , P'l]' necessarily with respect to a prime ideal 
ql; we obviously have ql=k[Pl, P'llnm(P"l)' whence ql= 
k[Pl> P'll n ~mtJ' Similarly P" 2 is also a quotient ring k[Pl , P'llq2' 
and we also have q2=k[Pl , P'll n !lJltl • Consequently ql= q2' whence 
pH 1 = P" 2' This proves that M" is irredundant. 

We have thus proved that M" is the least upper bound of M and M' 
in the ordered set of all models. This proves the uniqueness of M"; in 
particular M" is independent of the representations of M and M' as 
finite unions of affine models. 

Now, if M and M' are affine models, say M = V(o) and M' = V(o'), 
we have M" = V(k[o, 0']), whence M" is an affine model. 

Let us now suppose that M and M' are projective models, respectively 
determined by {xo,"" xn} and {x' 0' •.• , x' q}. Setting OJ = 

k[XO/Xi' ... , xn/x;] and 0' i = k[ x' o/x' i' ... , x' q/x' i]' the ring 01} = k[ 0i' 0' i] 
is obviously equal to k[xox' O/XiX'i' ... , x,X'//XiX'j, ... , XnX'q/xix'J 
Therefore M" is the projective model determined by the set consisting 
of the (n+ l)(q+ 1) elements x,x'/. 

Suppose finally that M and M' are complete. This means that the 
Riemann surface S dominates both M and AI '. From what has been 
seen above, it follows that S dominates 1"1", whence that 1W' is complete. 
Q.E.D. 

The model M" defined in Lemma 6 is called the join of III and M' 
and is denoted by l(M, 1\1'). The join of a finite number of models is 
defined inductively and enjoys the same properties as the join of two 
models. It is immediate that if 1''11' dominates M then 1( AI, AI') = 1\1'. 
In particular, l(AI, M) = M. 

LEMMA 7 ("Chow's lemma"). For any complete model M there exists 
II projecti've mudel M' which duminates AI. 

q 

PROOF. In fact, let us write AI= U V(Oi)' where 0i=k[x, 1"'" 
i= 1 ' 

X"nU)]. We may assume that the elements Xi,j are #0. Let .'11, be 
the projective model determined by {I, X"I' ... ,x"n(,)}' Then V(o;) 
is a subset of M,. We take for AI' the join of all the projective models 
Mi (whence M' is a projective model. by Lemma 6). If P' is any 
element of ilf', then by Lemma 6, P' dominates an element P, of M, for 
every i. Now let R t , be a valuation ring which dominates P'. Since 
M is complete, Rt dominates some element P of AI; let i be an index 
such that P E 1'(0,). Since P and P, are two elements of a model .'I1i 
which are dominated by the same valuation ring Rt , they are equal. 
Therefore P' dominates the element P of M. Q.E.D. 
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It may be shown by examples that there exist complete models which 
are not projective (see M. Nagata, "Existence theorems for non-projec
tive complete algebraic varieties," Illinois J. of Mathematics, Dec. 1958). 

Lemma 6 shows that the ordered sets C and C I of all complete models 
and of all projective models respectively, are directed sets. Lemma 7 
shows that C' is a co final subset of C. 

In view of these properties, the partially ordered set C and the con
tinuous mappings dM '.M (M, M' E C, M ~ M') give rise to an inverse 
system of topological spaces. The limit space of this inverse system, or 
the projective limit of the spaces ME C with respect to the mappings 
dM'.M is then defined as the set S(C) of all those points po = {PM; PMEM} 
of the product n M which satisfy the relations PM=dM· M(PM,) 

MEC • • 

whenever M s M'; the topology in S(C) is defined as the one induced 
in S(C) by the usual product topology in the product space. We shall 
denote by!.w the projection P---+ PM of S(C) into M. By definition of 
S(C) we havefM=/.wdM'.M whenever MsM'. 

We define in an entirely similar way the projective limit S(C ' ) of the 
projective models ME C ', and denote by i'M the natural mapping of 
S(C') into M. Since C ' is a cofinal subset of C, the elementary theory 
of projective limits shows the existence of a natural homeomorphism 
of S(C) onto S(C ' ). But we shall not need this elementary fact, as we 
are going to prove that both S(C) and S(C') are naturally homeomorphic 
to the Riemann surface S of K. 

In fact, given any element v of S, the system of quasi-local rings 
{dS.M(Rt .}} (M E C) is a point of S(C) since we have dS •M = ds.,WdM'.M 
whenever M $ M'. We have thus a mapping g of S into S(C), defined 
by g(v) = {dS.M(Rt .)}. Similarly, we obtain a mappingg' of S into S(C'). 

THEOREM 41. The mappings g and g' are topological homeomorphisms 
of S onto S(C) and S(C ' ) respectively. 

PROOF. We give the proof for S(C ' ), the proof for S(C) being en
tirely analogous. Let po = {PM}(M E C ') be a point of S(C '). Using 
the fact that C ' is a directed set we find that the union of the quasi local 
rings PM is a ring 0, and that the union m of their maximal ideals m(PM) 
is the ideal of non-units of o. Hence, there exists a valuation v of K 
such that Rv dominates o. Therefore Rt • dominates each PM; in other 
words, we have g'(V) = po. This shows that g' maps S onto S(C ' ). 

Let v and v' be two distinct elements of S. We have either Rt . ¢ Rv' 

or Rv' ¢ Rv; thus there exists an element x of K which is contained in 
one and only one of the rings Rv and Rv" Then it is immediately seen 
that v and v' dominate distinct elements of the projective model M 
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determined by {I, x}. Consequently, g'(v)#g'(v'). Hence g' is one
to-one. 

Since all the mappings dS •M are continuous (Lemma 4), their "product 
mapping" g':v --+ {ds M(R~)} is a continuous mapping of S into n M, 

• MEC 

whence also a continuous mapping of S onto the subspace S( C '). 
It remains to be proved that g' is closed. Let F be a closed subset of 

S. We obviously have g'(F) = S(C') n ( II ds M(F»). By Lemma 4 
MEC' • 

each set ds M(F) is closed, whence also the product of these sets is 
closed. Therefore g'(F) is a closed subset of S(C'). Q.E.D. 

NOTE: For further details concerning Riemann surfaces, and. for applica
tions of the compactness theorem 40 in Algebraic geometry (specifically, in 
the problem of local uniformization), see O. Zariski, "The compactness of the 
Riemann manifold of an abstract field of algebraic functions" (Bull Amer. 
Math. Soc .• 1(44) and "Local uniformization on algebraic varieties" (Annals 
of Mathematics, 1940). 

§ 18. Derived normal models. Let Vjk be an affine variety (de
tined over a ground field k) in the affine n-space An K (K-a universal 
domain; see § Sbis). Let 0 = k[x}, X 2, •.. , xn] be the coordinate ring 
of Vjk; here (x}' X 2, ..• , xn) is a general point of Vjk and the Xi may 
be assumed to belong to K (since K is a universal domain). Using the 
notations of § Sbis and of the preceding section, we have a natural 
mapping of V onto the affine model V(o): to each point Q of V we let 
correspond its local ring o(Q; V) on Vjk. Two points of V are then 
mapped into one and the same element of V( 0) if and only if they are 
k-isomorphic points (§ Sbis). Thus, the affine model V(o) is obtained 
from the affine variety Vjk by identification of k-isomorphic points. 

At the end of § 14 we have introduced implicitly (and we shall do 
that in more detail in VII, §§ 4 and 4blS) the notion of. a projective 
variety V*/k. in the projective II-space PnK over K, as the union of 
11+ 1 affine varieties V, (i=O, 1"", n) immersed in PnK . We start, 
namely, from a set of 11 quantities Xl' X 2 , ... , X" in K and we define 
V, as the set of all points (,:::'0' Zl' ... , Zi-l' 1, Zi+l' ... ,z,,) in P"K 
(the coordinates being homogeneolls) such that the n-tuple (z", Zl' ... , 

~'-I' Zi+ I •... , z,,) is a specialization, over h, of the II-tuple 

(
Xo Xl X i _} Xi+1 X n ) -,-" .. ,-,-, ... ,- , 
Xi Xi Xi Xi X, 

where Xo = 1 (note for i = 0 this means the n-tuple (Xl' X 2 , ... , X,,». 

Thus Vi lies in the affine space Pn K - Hi. where Hi is the hyperplane 



124 VALUATION THEORY Ch.VI 

Y j = 0, and if we take as non-homogeneous coordinates in that affine 
space the quotients Yo/Yj , YI/Yi , ...• Yi-IIY,. Y,+l/Yj ' ••• , Yn/Y j , 

then (xo/Xj, XI/Xj' ... , Xj_l/Xj, Xj+l/Xj' ... , xn!Xj) is a general point of 
Vdk. It is then easily seen that there is a natural mapping of V* onto 
the projective model M determined by the set {Xo, Xl' ... , xn} and that, 
again, two points of V* are mapped into one and the same point of 111 
if and only if they are k-isomorphic. 

By analogy with our definition of normal varieties, given in § 14, we 
can define normality for the general models, over k, introduced in the 
preceding section (k is now a ring, not necessarily a field). A model 
M is normal if each element of M is an integrally closed quasi-local 
domain. It is immediately seen that Theorem 34 of § 14 continues to 
be valid for these, more general models; we have, namely, that an 
affine model V(o) is normal if and only if 0 is an integrally closed ring. 

The concept of a derived normal model is of importance in algebraic 
geometry. We shall introduce this concept here with reference to the 
more general type of models considered in the preceding section. We 
shall find it convenient to denote the "ground ring" not by k but by 
some other letter, and denote by k the field of quotients of the ground 
ring. This will facilitate references to some theorems proved in 
volume 1. We shall therefore denote the ground ring by R. Follow
ing Nagata ("A general theory of Algebraic Geometry over Dedekind 
domains," I, American Journal of Mathematics, vol. 58 (1956), p. 79 
and p. 86), we will impose on R the following conditions: (1) R is 
noetherian .. (2) if F is any finite algebraic extension of the quotient field of 
R then the integral closure of R in F is a finite R-module. We shall 
refer to an integral domain R satisfying these two conditions as a 
restricted domain. 

We note first of all that the "normalization lemma" proved in Vol
ume I (Ch. V, § 4, Theorem 8) continues to be valid if the infinite field k 
of that lemma is replaced by an infinite ground ;-ing R, and the proof 
remains substantially the same. For the convenience of the reader we 
shall now restate the "normalization lemma" in the more general form 
in which it is now needed. 

Let A = R[x l , X2, ... ,xn] be an integral ~omain, finitely generated 
over an infinite domain R, and let d be the transcendence degree of the field 
of quotients of A over the field of quotients k of R. There exist d linear 
mmbinations YI' h, ... 'Yd of the Xj with coefficients in R, such that A 
is integral over R[YI' Y2' ... , Yd]' If the field k(XI' X2' ... ,xn) is 
separably generated over k, the Yj may be chosen in such a way that 
k(x l , X2, ••• , xn) is a separable extension of k(YI' Y2, ... ,Yd)' 
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[Only the following modifications must be made in the proof of the 
normalization theorem as given in volume I: (a) It is permissible to 
assume that the polynomial P( U, X l' X Z, ... , Xn) has coefficients in 
R . (b) The elements ai (i = 1, 2, ... , n) must now be suitably chosen 
in R; this is possible, by Theorem 14 of Vo!' I, Ch. I, § 18, since R has 
infinitely many elements.] 

With the aid of this generalized normalization theorem we can now 
also extend Theorem 9 of Vol. I, Ch. V, § 4 in the following form: 

Let R be a restricted domain, A = R[ Xl' Xz,"', xn] an integral 
domain which is finitely generated over R, and let F be a finite algebraic 
extension of the quotient field k(XI' Xz, ... ,Xn) of A, where k is the 
quotient field of R. Then the integral closure A' of A in F is a finite 
A-module (and is therefore finitely generated over R). 

Again, the proof is substantially the same as that of the cited Theorem 
9 of Vol. I, Ch. V, § 4. We shall give here only those extra steps or 
modifications in the proof that are needed for the complete proof of 
the above generalized statement. 

(a) In the reduction to the case in which F is the quotient field of A 
we must take a basis {Yl' Y2' ... ,Yq} of F over k(x1• X2, ... , xn) com
posed of elements which are integral over A (and not merely over 
k[XI' X2' •.. ,xn]). It is obvious that such a basis can be obtained by 
first finding a basis consisting of elements which are integral over 
k[XI' XZ' ••• , xn] and by multiplying each element of that basis by a 
suitable element of R. 

(b) Assuming that we have already F=quotient field of A, we may 
furthermore replace R by the integral closure R of R and A by R[XI' 
X Z, •.• ,Xn]. For, the algebraic closure, in F, of the quotient field k 
of R, is a finite algebraic extension of k, and therefore R is a finite 
R-module (R being a restricted domain). It is clear that R is also a 
restricted domain, and since the integral closure of A in F is the same 
as the integral closure of R[Xl' X2' ••• , xn] in F, it is sufficient to prove 
that the integral closure in question is a finite module over R[Xl' 
X 2, ••• xn]. We may therefore assume that R is an integrally closed 
domain. 

(c) In the next part of the proof the additional hypothesis is made to 
the effect that R is an infinite domain and that F ( = k(XI' X2, •••• xn» 
is separably generated over k (= quotient field of R). Using the 
generalized normalization theorem, stated above, we find elements 
Z 1> Z 2' ..• Zd in A such that A is integral over the ring B = R[ Z l' 

Z2 • .•.• Zd] and such that {ZI' Z2 • ...• Zd} is a separating transcendence 
basis of Fjk(ZI' Z2' ...• Zd)' 
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Then Corollary of Theorem 7 (Vol. I, Ch. V, § 4) is applicable 
provided it is proved that B is an integrally closed domain. We ob
serve that ZI' Z2' ... Zd are algebraically independent over R and that R 
is integrally closed. To prove that this implies that R[Zll Z2' ... , Zd] is 
also integrally closed it is sufficient to consider the case d = 1. Let then 
B=R[z], where Z is a transcendental over R. and let ~ be an element of 
the integral closure of R[z] (in the quotient field of R[z]). Then 
necessarily ~ E k[z]. Let then ~ = fez) = aoZq + atzq - 1 + ... + aq, where 
the aj are in k. The ring B[~] is a finite B-module. Since B[~]ck[z], 
the finiteness of the B-module B[~] implies the existence of an element 
d of R, d=j:O, such that dB[~]cB. 

In particular, de E B for i = 1, 2, .. '. Since z is transcendental 
over R it follows from this that daoi E R, for i = 1, 2, .. '. This implies 
that a o is integral over R, since R is noetherian. Therefore ao E R, 
a1z q -1 + ... + aq is integral over B, and in a similar fashion it follows 
that ai' a2, ••• , aq E R, which proves our assertion.t 

Having settled these algebraic preliminaries, we now consider an 
affine IlIodel V(o), where 0 is a ring between the ground ring Rand K, 
finitely generated over R. Let F be a subfield of K which is a finite 
algebraic extension of the quotient field of 0, and let ° be the integral 
closure of 0 in F. Since we have just proved that ° is a finite o-module 
(and hence is finitely generated over R), ° is the defining ring of an affine 
model Vee). This affine model is, of course, normal and is called the 
derived normal model of V(o) in F. 

n 
Let now M = U V(Oi) be an arbitrary model over R. It has been 

i= I 
pointed out in § 17 that the rings OJ have necessarily the same quotient 
field. This field will be denoted by R(M). Let F be a subfield of K 
which is a finite algebraic extension of R(M), and let OJ be the integral 

" closure of OJ in F. We consider the finite union M' = U V(Oj) of 
i=1 

affine models V(o,.). It is clear that M' dominates M, for if P' is any 
element of M' and if, say, P' = 0i,ii' where p is a prime ideal of OJ, then 
P' dominates the element o;.P of AI, where lJ = ~ no;. We now show 
that Ai' is an irredundant set, and is therefore a model over R. Let v 
be any valuation of K/R such that the valuation ring R,. dominates some 
clement P' of M'. Then R" dominates one and only one element P 
of M (since ]H' '?, Ai and since Ai is an irredundant subset of L). Let, 

t We note that the assertion that R[z] is integrally closed has already been 
proved earlier (§ 13, Theorem 29, part (a)) by valuation-theoretic methods, 
withuut the assumption that R is noetherian. 
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say, P' E V(oJ Then P' = OJ,l! where ~ is a prime ideal in OJ, and 
P = 0, " where ~ = ~ no,. It is clear that P' contains as subring the I, I 

integral closure P of P in F. Let ~ = m(P') n P. The prime ideal 
~ in P is the center of v in P and is thus uniquely determined by v. 
It is a maximal ideal in P since ~ n P= m(P). We have m(P') n P=~, 
whence P' dominates the local ring P~. On the other hand, we have 
that OJ is a subring of P and that ~ n ii j = ~ (since ~ and V are the 
centers of v in P and i\ respectively). Therefore P'lI dominates P'. 
It follows that P' = P~, showing that P' is uniquely determined and 
that M' is therefore an irredundant subset of L. 

The given model M may possibly admit more than one representation 
as a finite union of affine models. However, the model M' which we 
have just constructed, starting from a given representation of M = 

n 

U V(Oj), depends only on M and the field F. For, the above proof of 
j; 1 

the irredundant character of M' shows clearly that M' is the set of all 
local rings P'fj, where P ranges over the set of integral closures, in F, 
of the elements P of M, and where, for a given P, ~ ranges over the 
set of all maximal ideals of P. 

The model IW, constructed above, is called the derived normal model 
of ill, in F, and will be denoted by N(M, F). We repeat that F must 
he assumed to be a finite algebraic extension of R(lH). 

If M and M' are models over Rand M' dominates M, we say that 
M' is complete over M if every valuation ring Rv (v-a valuation of Kj R) 
which dominates an element of ]1,1 dominates also an element of M'. 
lt is clear that l\,(M, F) is complete over M. For, let v be any valuation 
of KjR such that Rt , dominates an element P of M. Then v has a 
center ~ in the integral closure P of P in F (where ~ is necessarily 
a maximal ideal in P, since ~ n P= m(P», and thus R to dominates the 
element Pf.\ of l\'(M, F). 

In particular, it follows that if M is a complete model then also 
!\'(lH, F) is a complete model. 

THEOREM 41. Let M and ]1,1' be two models over R such that ill' is 
normal and such that the field R(M') is a finite algebraic extension F of 
the field R(M). Then M' is the derived normal model I\'(M, F) of Min 
F if and ollly If the following condition is satisfied.' if a normal model M" 
duminates M and is such that R(M")=> F, then IW' also dominates M'. 

PROOF. Let M.' = I\'(M, F), let P" be any element of lW' and let P 
be the element of M which is dominated by P". Since R(M")=> F and 
P" is integrally closed in its quotient field R( M"), P" contains the integral 
closure P of P in F. We have m(P") (1 P (1 P= nt(P") (1 P= nt(P), 
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showing that m(P") n P is a maximal ideal ~ of P. Hence P" dominates 
the element p~ of M', showing that M" dominates M'. 

Conversely, assume that M' satisfies the stated condition and denote 
by M* the derived normal model N(M, F). By our assumption, as 
applied to M" = M*, we have that M* dominates M'. On the other 
hand, since M' dominates M and R(M') = F, it follows, from what we 
have just proved, that M' dominates M*. Using the fact that both M' 
and M* are irredundant subsets of L we conclude that M' = M*. 

THEOREM 42. If M is a projective model, also N(M, F) is a projective 
model. 

PROOF. Let M be a projective model, over R, determined by 
n 

{xo, Xl> ... ,xn}, so that M = U V(oi)' where 0i = R[xO/Xi' Xl/Xi' ... , 
i=O 

xn/x;]. Let ii j be the integral closure of OJ in F. Then N(M, F) = 
n 
U V(D;). Let {Wil , Wi2, ... ,} be a finite module basis of Dj over OJ. 
j=O 

If i and j are any two indices in the set (0, 1, ... , n) and if Wj is any 
element of Dj , then upon writing the relation of integral dependence of 
Wj over OJ we see at once that for all sufficiently high integers q the 
elements WjXjq/x/ belong to Dj. We can therefore choose a large 
integer q such that Wjv?jq /x/ E 13 j' for i = 0, 1, ... , n and for all WjVj in 
the set {Wjl' Wi2, ... }. We denote by ZO' Zl' ... ,Z", the various 
monomials xOaOXlal ... xnan of degree q, where we assume that Zj= 
Xjq, i = 0, 1, ... ,n. We denote by Zm+l' Zm+2, ... 'ZN the various 
Products w· x·q (i = ° 1 ... no v· = 1 2 ... ) and we consider the 

IVi t "" 1 " 

projective model M' determined by the set {zo, Zl' ... ,ZN}' Let 

O'j=R[ZO,ZI, ... ,ZN], i=O,I,"',n. We have Zs/ZjEOj for s= 
Zj Zj Zi 

0,1,2, ... ,m (since Zj=Xjq for i=O, 1, ... ,n, and z, is a monomial 
in xo, Xl' •.. ,Xn , of degree q, for s=O, 1,2, ... ,m). We also have 
zs/Zj E ii j for s > m, since z,/Zj is an element of the form WjVjx//Xjq for 
some j = 0, 1, ... ,n. Furthermore, the set of elements zs/Zj, s > m, 
includes the basis Wjl> Wj2, ... , of Dj over OJ. Hence 0' j = OJ. Thus 
M'-:;; V(O'j) = V(iij), i=O, 1" . " n, and consequently M'-:;;N(M, F). 
Since M' is irredundant and N(M, F) is complete, it follows that 
M' = N(M, F). This completes the proof. 

Another proof of Theorem 42 will be given at the end of VII, 
§ 4his. 



VII. POLYNOMIAL AND POWER 
SERIES RINGS 

Among commutative rings, the polynomial rings in a finite number of 
indeterminates enjoy important special properties and are frequently 
used in applications. As they are also of paramount importance in 
Algebraic Geometry, polynomial rings have been intensively studied. 
On the other hand, rings of formal power series have been extensively 
used in "algebroid geometry" and have many properties which are 
parallel to those of polynomial rings. In the first section of this chapter 
we shall define formal power series rings and we shall show that the 
main properties of polynomial rings which have been derived in previous 
chapters (see, in particular, Vol. I, Ch. I, §§ 16-18) hold also for formal 
power series rings. In the later sections of this chapter we shall give 
deeper properties of polynomial rings and, whenever possible, the 
parallel properties of power series rings. 

§ 1. Formal power series. Let A be a (commutative) ring with 
element 1 and let R=A[XI , X 2, •.. , Xn] be the polynomial ring in n 
indeterminates over A. By a formal power series in n indeterminates 
over A we mean an infinite sequence / = (fo, fl' ... , /q, ... ) of homo
geneous polynomials fq in R, each polynomial fq being either ° or of 
degree q. We define addition and multiplication of two power series 
f=(fo,fl"" ,fq,"') andg=(go,gl"" ,gq,"') as follows: 

(1) /+g = (fO+go,fl +gl' ... ,fq+gq, ... ), 

(2) fg = (ho, hI' ... , hq, ... ), where hq =. ~ figj' 
'+1 = q 

It is easily seen that with these definitions of addition and multiplication 
the set S of all formal power series in n indeterminates over A becomes 
a commutative ring. This ring S, called the ring of formal power series 
in n indeterminates over A, shall be denoted by A[[Xl' X 2 , ••• , Xn)). 
The zero of S is the sequence (0,0, ... ), and (1,0,0, ... ,) is the 
multiplicative identity of S. 

129 
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Polynomials in Xl' X 2 , ..• , Xn> with coefficients in A, can be 
identified with formal power series, as follows: if IE A[ X 1> X 2' ... , X,,] 
and /=10 + 11 + . . . +111,' where each Ii is a form which is either zero 
or of degree i, then we identify f with the power series (fOJ1' .. '. J"" 
0, 0, ... ). By this identification the polynomial ring R = A [X l' 
X 2' ... ,Xn] becomes a subr1ng of the power series ring S = A[[ X l' 
X 2 • •.• , Xn]]' 

REMARK. If the ring A is the field of real or complex numbers, then 
the power series I which are convergent in a suitable neighborhood of 
the origin Xl = X 2 = ... = Xn = 0 become an object of study. It can 
be shown that the convergent power series form a sub ring S' of S (this 
subring obviously contains all the polynomials). Most of the results 
proved in this section (in particular, the Weierstrass preparation 
theorem and its consequences) hold also for S'. 

Let 1= (fOJl' ... ,Iq , .•• ) be a non-zero power series. The smallest 
index q for which fq is different from zero will be called the order of f 
and will be denoted by o(f). If i = o(f), then the form I. is called the 
initial form of j. We agree to attach the order + 00 to the element 
o of S. 

THEOREM 1. II I and g are power series in A[[X1, X 2 • ... , Xn]], 
then 

(3) 
(4) 

o(f + g) ~ min{o(f), o(g)}, 
o(fg) f; o(f) + o(g). 

Furthermore, if A is an integral domain then also S is an integral domain 
and we have 

(4') o(fgj = o(f) + o(g). 

PROOF. The proofs of (3) and (4) are straightforward and are similar 
to the proofs given for polynomial rings in Vol. I, Ch. I (see, for 
instance, I, § 18, proof of Theorem 11; the only difference in the proof 
is that now we have to use the initial forms rather than the homo
geneous components of highest degree). As to (4'), we observe that if 
I -:f. 0 and g -:f. 0 then the product Iigj of the initial forms of I and g is 
different from zero (since the polynomial ring A[X1' X 2 , .•• , Xn] is an 
integral domain if A is an integral domain) and is the initial form of Ig· 

The power series of positive order form an ideal in S. This ideal is 
generated by Xl' X 2, •.• ,Xn and shall be denoted by I. For any 
integer q ~ 1, the ideal Iq consists of those power series which have 

00 

order ~ q. It follows that n Iq = (0). 
q;l 



§ 1 FORMAL POWER SERIES 131 
----- --~--

THEOREM 2. If f=(1o,fl' ... ,fq,' .. ) is a power series, then f is a 
unit in S if and only if the element fo of A is a unit in A. 

PROOF. If fg= 1, with g=(go, gl' ... ,gq' ... ), then 10go= 1, and 
hence 10 is a unit in A. Conversely, if 10 is a unit in A, then we can 
find successively forms go' gl' ... ,gq, ... , where gq is either zero or a 
form of degree q, such thatgofo= 1,gdo+gofl =0, ... ,gqfo+gq-dl + 
... +/?ofq=O, .. ·. In fact, we have go=fo- l. Assuming that 
go' gl' ... ,gq-l have already beerr determined 'and that each gi is 
either zero or a form of degree i (0 ~ i ~ q - 1), we set gq = - fo -l(gq_dl + 
... + gofq), and it is clear thatgq is then either zero or a form of degree q. 
If we now setg=(go,gl"" ,gq"") then we find, by (2), thatfg=1. 
This completes the proof. 

COROLLARY 1. If k is a field, then the units of the power series ring 
k[[ X I' X 2' ... , X n)) are the power series of order O. The ring k[[ X l' 
X 2 , ..• , Xn)] is a local ring, and the ideal I generated by Xl' X 2 , ••. , 

X" is its maximal ideal. 
Everything follows directly from Theorem 2 except the assertion 

(implicit in the statement that k[[ X I' X 2' .•. ,Xn)) is a local ring) 
that k[[Xl' X 2 , ••. , Xn]] is noetherian. This will be proved later on 
in this section (see Theorem 4). 

COROLLARY 2. If k is a field and S = k[[ X]] is the power series ring in 
one indeterminate, then I is the principal ideal SX, and every ideal in S 
is a power of I. In other words, S is a discrete valuation ring, of rank 1, 
and its non-trivial ideals are the ideals SXq. 

Everything follows directly from Theorem 2 and from properties of 
p-adic valuations in unique factorization domains (p-an irreducible 
element; see VI, § 9, Examples of valuations, 2), by observing that if 
1 is a non-zero element of k[[X]], of order q, then 1=Xqg, where g is 
a unit. 

The valuation of which k[[X]] is the valuation ring is the one in. 
which the value of any non-zero element f of k[[X]] is the order 0U) 
of f. Now, Theorem 1 shows that, more generally, if A is an integral 
domain and S=A[[X!, X 2 , •.• , Xn]] is the power series ring in any 
number of indeterminates over A, then the mapping f --i>- 0U) can be 
extended uniquely to a valuation of the quotient field of S (in general, 
however, S will not be the valuation ring of that valuation). If we 
denote by 0 that valuation, then it is clear that the center of 0 in S 
(se6 Ch. VI, § 5) is the maximal ideal I of S. We shall refer to this 
valuation 0 as the I-adic valuation of S (or of the quotient field of S). 
It is clear that the valuation 0 is trivial on A, and hence we may assume 
that the residue field of 0 contains the quotient field of A. 
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THEOREM 3. The quotients XdXn, i= 1,2, ... , n-1, belong to the 
'valuation ring of the x-adic valuation o. If ti denotes the residue of 
X;/Xn in the valuation 0, then tl, t 2 , ••• , tll _ 1 are algebraically indepen
dent over A, and the residue field of 0 is k(tv t 2 , ••• , tn_I), where k is 
the quotient field of A (A, an integral domain). 

PROOF. Since o(Xj) = 1, i= 1,2, ... , n, o(X;/Xn)=O, and the first 
assertion is proved. Let now F(XI, X 2, ••• , Xn_l) be any non-zero 
polynomial in n - 1 indeterminates, with coefficients in A, and let m be 
the degree of F. We set g=gm(X1 , X 2,' .. , Xn) = X nmF(XI/Xn, 
X 2/Xn, ... , X,,_l/Xn), Then g is a form of degree m in Xl' X 2, ••• , 

Xn' with coefficients in A. We have o(g) = m=o(Xn"'), hence the 
o-residue of the quotient g/Xn m is different from zero. Since g/Xn'" = 
F(XI/Xn' X 2/Xn, ... , Xn_l/Xn) and since 0 is trivial on A, it follows 
that F(t 1, 12, ••• , In_1)#0, showing that f I, 12, ••• , In-I are algebrai
cally independent over A. 

The field k(t}, t 2, ••• , tn_I) is contained in the residue field of 0, 

and it remains to show that these two fields coincide. Let g be any 
element of the residue field of 0, g # 0, and let f and g be elements of 
A[[X}, X 2, ••• , Xn]] such that ~ is the o-residue of fig. Since ~#O, 
we must have o(f) = o(g). Let o(f)=q. Then both f/Xnq and g/Xnq 
have non-zero o-residues, and the quotient of these two residues is g, 
It is therefore sufficient to show that the residues of f/Xnq and g/Xnq 
both belong to k(/}, t 2 , ••• , In-I)' Consider, for instance, f/Xnq. Let 
fq be the initial form of f. Then o(f - fq) > q, whence the o-residue 
of f/Xnq coincides with the o-residue of fq/Xnq· Since fiXI' X 2, ••• , 

Xn)/Xnq= fq(X}/Xn, X 2/X", ... , Xn_}/Xn, 1), the o-residue of fq/Xnq is 
fq(t l , t 2 , •.. , tn_I' 1) and belongs therefore to A(t}, t 2 , •.• , tn_I)' 
This completes the proof. 

We note that the restriction of 0 to the polynomial ring R = A[ X l' 
X 2, ••• , Xn] is a prime divisor of the field k(X}, X 2 , ••• ,Xn), with 
the same residue field as 0, and that if n > 1 then this prime divisor is of 
the second kind with respect to the ring R, its center in R being the 
point X 1 =X2 = ... =Xn=O (see Ch. VI, § 14). 

We now go back to the general case, in which A is an arbitrary ring. 
If we take the set of ideals xq , q = 0, 1, 2, ... , as a fundamental system 
of neighborhoods of the element 0 of S, then, by Theorem 1, S becomes 
a topological ring (S. L. Pontrjagin, Topological groups, p. 172). [Ele
ments "near" a given element fo of S are those elements f for which 
f-fo has high order. Since we have o((f+g)-(fo+go»;;-;min 
{o(f - fo), o(g - go)}, o(fg -fogo) = o(f(g - go) + go(f - fo»;;-; min{o(f) + 
o(g-go), o(!{o) + o(f-fo)} , and both o(f) and 0C!{o) are non-negative 
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integers, it follows that f + g and fg are near fo + g 0 and Jog 0 respectively 
provided f and g are sufficiently near f 0 and go; in other words, the ring 
operations in S are indeed continuous.] Note that in view of the 

00 

relation n ~q = (0), S is a Hausdorff space. As a matter of fact, the 
q=1 

topology of S can be induced by a suitable metric in S; namely, fix a 
real number r> 1 and define the distance d(j, g) between any two 
elements f, g of S by the formula d(j, g) = r-q, where q = o(j - g). 

Thespace S is complete, i.e., every Cauchy sequence {P} of elements 
ji of S converges in S. For letji=(/oi,f1i, ... .//" .. ). Since we 
are dealing with a Cauchy sequence, we must have f/ = f/ for all 
i,j~n(q), where n(q) is an integer depending on q. We set Jq=fi 
for i = n( q) and f = (/0./1' ... ./q, ... ). Then 0(/-ji) > q if i ~ max 
{n(O), n(l), ... , n(q)}, showing that the sequence {P} converges to f. 

It follows in the usual way that if {P} and {gil are two Cauchy 
sequences, then 

(5) 

(5') 

Lim (P+gi) = Limp+Limgi, 

Limpgi = Limp. Limgi. 

Let now {hi} be an infinite sequence of power series satisfying the 
sole condition that o(hi) tends to 00 with i; in other words, {hi} is a 
Cauchy sequence whose limit is the element 0 of S. Then the partial 
sums p = hO + hI + . . . + hi clearly form a Cauchy sequence. We 
express this by saying that the infinite series hO + hi + ... + hi + ... is 
convergent and we define the infinite sum 2: hi to he the limit f of the 

i 

sequence {P}: 
00 

2hi= Lim (ho+h1+···+hi), if o(hi)---++oo. 
i=U i-++ co 

It follows easily from the definition of 2: hi that this infinite sum is 
i 

independent of the order in which the elements of the sequence {hi} 
are written. We have the usual rules of addition and multiplication of 
infinite series: 

(6) 2;gi + L hi = L (gi + hi), 
iii 

W) Lgi'Lhi = 2 (g°/z'+gW-1 + ... +gihO). 
iii 

Relation (6) follows directly from (5). As to (6'), the left-hand side is, 
q q 

by (5'), the limit of the Cauchy sequence {<pll} , where <Pq= 2gi· L hi 
i=O i= 0 
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q 

= L g'h i , while the right-hand side is the limit of the sequence {t/lq}, 
l.i=O 

where t/lq = 2: g'hi. Hence rpq - t/lq is a sum of terms gihi in which 
i+j~q 

at least one of the integers i,j is ~ Iq(21. Since O(gi) and o(hi) tend to 
+ 00 with i, it follO\vs that the two sequences {rpq} and {t/lq} have the 
same limit, and this proves (6'). 

We note that (6') implies the distributive law 

(6") II Lg' = L hgi. 
I 

We also note that if we have!zi = 0 for all sufficiently large values of i, 
say for i> m, so that the sequence {hi) is essentially a finite sequence, 
then the infinite sum L hi coincides with the sum of the elements 

i 

hO, hI, ... , hIlI in the ring S. 
We note that the inequality (3) generalizes to infinite sums, i.e., we 

have for any convergent series 2: hi: 
i 

(7) 

The notion of infinite sums allows us to write every power series 
/ = (/0./1' /2' ... ./q . ... ). where /q is a form of degree q (or is zero). 
as an infinite sum; namely. we have 

<Xl 

(8) f = L fi' or f = fo + fl + ... + fq + .... 
i=O 

In this form, / appears as an actual power series in X l' X 2 •.•• , X n• 

The partial sums ji are now polynomials fo + fl + ... + fi. Each 
monomial which occurs in any of the forms fq will be called a term 
of the power series f. 

In (8), every element f of S is represented as a limit of polynomials. 
Hence S is the closure of the polynomial ring R = A [X I' X 2' ... , X n], 
or-equivalently-R is everywhere dense in S. The following character
ization of subrings of S which are everywhere dense in S will be used 
in the sequel: 

LEMMA 1. A subring L of S is everywhere dense in S if and only if L 
has the following property: if fq is any form in X l' X 2' ... , XII' with 
coefficients in A, then L contains at least one element whose initial/orm 
is /q. 

PROOF. Assume that L is everywhere dense in Sand letfq be a form, 
of degree q. If n is an integer > q, L must contain an element f such 
that oU - fq) ~ n (since fq must be the limit of a sequence of elements 
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of L). Since n > q, the inequality o(f - fq) ~ n implies that fq is the 
initial form of f. Note that in this part of the proof we have not used 
the assumption that L is a subring of S. 

Conversely, assume that L has the property stated in the lemma. 
Let f be any element of S. We shall construct an infinite sequence 
{fi}, fi E L, such that o(f - fi) ~ i, whence f = Lim p. For i = 0 we 
simply set fO = O. Let us assume that we have already defined the n 
elements fO, ft, ... , p-I in L and that we have then o(f - P) ~ i for 
i=O, 1,···, n-l. If o(f_fn-I)~n we set In =In- I . If o(f_fn-I) = 
n - 1, let g n-I be the initial form of f - f n - I and let hn - I be some element 
of L ",,'hose initial form is g n-I' If we set fn = f n- I + hn-I, then fn E L, 
since L is a subring of S, and we have o(f -in) = o(f - fn-I- hn- I) ~ n, 
since both f - f n - I and hn - I are of order n - 1 and have the same initial 
form gn-I' This completes the proof of the lemma. 

We have seen in Vol. I, Ch. I that in any polynomial in A[X}, X 2, ... , 
Xn] one can substitute for the indeterminates elements of any overring 
of A (see Vol. I, Ch. I, § 16, end of section). This operation of sub
stitution cannot be performed for power series without further ado 
since infinite sums of power series have a meaning only if their partial 
sums form a Cauchy sequence (hence converge, in the formal sense 
explained above). Consider the power series ring A[[ Y I> Y 2' ... , 

Y",]] in m indeterminates and m power series jl(XI, X 2, ... , Xn), 
f2(X I, X 2, ... ,Xn), ... ,jm(XI' X 2, ... , Xn) in n indeterminates, 
over A. We assume that each of the m power series ji is of order ~ 1. 
Under this assumption we proceed to define g(fI,j2, . .. ,j"'), g(Y1, 

Y 2, ... , Y m ) being any power series in A[[YI, Y 2, ... , Y",]]. Let 
g=go+gl + ... +gq+ ... ,gq being either zero or a form of degree q 
in Y I> Y 2' ... , Y"" with coefficients in A. Then gq(fl, f2, ... ,fm) is 
defined as an element gq of A[[XI' X 2, ... ,Xn]]. Furthermore, by 
Theorem 1, gq is a power series of order ~ q, since gq is a form of degree 
q and since o(f') ~ 1, 1 ~ i;:£ m. Hence the series 2: gq is defined as an 

q 

element of A[[XI> X 2, ... , Xn]]. This power series 2: gq in A[[XI' 
q 

X 2, .. " Xn]] we call the result of substitution of jl,f2, . . ·fm into 
g( Y l' Y 2' ... , Y m), or the transform of g( Y I' Y 2' ... , Y"J by the 
substitution Y i ~ p. In symbols: 

00 00 

(9) g(fl,j2, ... ,jm) = 2: gq(fl,j2, ... ,j"') = 2: gq. 
q=O q=O 

For fixed jl, j2, ... ,jm, (9) defines a mapping 

(10) g~g(f\j2, ... ,fm), gEA[[Y}, Y 2,···, Ym]], 



136 POLYNOMIAL AND POWER SERIES RINGS Ch. VII 

of A[[YI' Y 2 , ••• , Ym]] into A[[XI' X 2 , ••• ,Xn]]. We shall refer 
to (10) as the substitution mapping (relative to the substitution Yi -+ fi). 
It follows easily from the rules (6) and (6') of addition and multiplica
tion of infinite sums, that the substitution mapping (10) is a homomor
phism. Furthermore, the mapping (10) is continuous (with respect to 
the topology introduced earlier in power series rings). To see this it 
is sufficient to show that if ID denotes the ideal generated in A[[ YI , 

Y 2' ... , Y m]] by Y l' Y 2' ... , Y m' then the transform of IDi by (10) 
is contained in Ip(i), where p(i) tends to 00 with i. This, however, is 
obvious, since from the definition of the substitution mapping it follows 
that if g E IDi then g(P,j2, ... ,fm) belongs to Ii. 

The image of the ring A[[YI' Y 2, .•• , Y;n]] under the substitution 
mapping (10) is a sub ring of A[[XI' X 2, ••• ,Xn]]. We shall denote 
this subring by A[[jI, j2, ... ,fm]]. 

It is not difficult to see that any continuous homomorphism 'T of A[[YI' 
Y 2' ... , Y m]] into A [[X 1> X 2' ... , X n]] is a substitution mapping. For 
let 'T( Vi) = p. The continuity of 'T requires that high powers of fi 
belong to high powers of the ideal I. Hence fi E I, i = 1, 2, ... , m. 
Now, let g=gO+gI + ... +gq+ ... be any power series in Y I, Y 2 , 

... ,Ym. Since 'T is a homomorphism we have 'T(gq)=gq(P,j2, ... , 

fm) and 'T(t/q) = q~/q(P,j2, ... ,j"'). Since g= ~~ (~/q) and 

since 'T is continuous, we must have 

'T(g) = ~~'TC~/q) = ~~~q~ogi/l,j2, ... ,1m), 

i.e., 'T(g) = g(P, j2, ... ,jm), in view of (9). This shows that 'T is the 
substitution mapping relative to the substitution Yi -+ p. 

In the special case m=n, the two rings A[[Yl' Y 2 , ••• , YIII]] and 
A[[Xl' X 2, ..• ,Xn]] coincide and we have Yi=Xi. In this case, our 
substitution mapping defines a continuous homomorphism of the power 
series ring A[[Xl' X 2, ••• , Xn]] into itself. We now describe a case 
in which this homomorphism is an automorphism. 

LEMMA 2. Let 11, j2, ... ,jn be n power series in A [[X 1> X 2' ... , 

Xn]] such that the initial form of p is Xi (1 ~ i ~ n). Then the substitution 
mapping rp: g(Xl' X 2 , .•. , Xn) -+ g(fl,j2, ... ,j") is an automprphism 
of the power series "ing A[[XI' X 2, ••. ,Xn]]· 

PROOF. We first show that the kernel of rp is zero. Let g be a 
non-zero power series in A[[ X l' X 2' ... , Xn]] and let g. be its initial 
form. From (9) we find at once that g(fl,j2, ... ,jn)_g, E IHI. 
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Hence g(fI, j2, ... ,fn) #- 0, and thus g is not in the kernel of ((!. Ob
serve that we have shown here the following: g and g(fI,j2, ... ,fn) 
have the same initial form. 

We next show that ((! maps A[[XI' X 2, ••• ,Xn]] onto itself, i.e., 
thatA[[JI,j2,· .. ,jn]]=A[[Xl' X 2•• • '. Xn]]. Ifgs(X}. X 2 • .. '. Xn) 
is any form. with coefficients in A, then we have just seen that g.(Xl' 
X 2, ...• Xn) is the initial form of the element g.(P,j2 • ... ,fn) of the 
ring A[[fI, f2 • ... ,fn]]. It follows therefore from Lemma 1 that the 
ring A[[fI.j2, ... ,jn]] is everywhere dense in A[[XI' X 2, ... , Xn]], 
and in order to prove the lemma we have only to show that A[[P, 
j2, ... ,fn]] is a closed subset of A[[ Xl' X 2' ... ,Xn]]. Assume then 
that we have an element h. such that h= Limgi(JI,j2 • ... ,fn), where 

gi(XI' X 2 • ... , Xn) is in A[[XI' X 2 , ••• , Xn]]. The order of gi(fI, 
j2, ... ,fn)-gi(fI,f2, ... ,jn) is the same as the order of gi(XI, 
X 2 , .•• , Xn)_gi(X I, X e, ... , Xn)· Hence {gi(XI, X 2 , ••• , Xn)} 
must be a Cauchy sequence as well as {gi(fI, f2 • ... , fn)}. 
Let g = Lim gi(X l' X 2, ... , Xn)· Since ((! is continuous. it 
follows that h=((!(g)=g(fI,f2, ... ,fn), whence hE A[[P.j2, ... ,jn]]. 
Q.E.D. 

COROLLARY 1. Let fI,j2, ... ,jm be m power series in A[[XI' 
X 2 , ••• ,Xn]]' m;:; n, such that the initial form of fi is Xi' Then the 
substitution Y i -+ fi deJines an isomorphism ((!: g -+ g(P,j2, ... ,fm) of 
A[[YI, Y 2 , .•.• Y",]] into A[[XI' X 2, ... , Xn]]. 

For the first part of the proof of Lemma 2 is independent of the 
assumption m = n. 

COROLLARY 2. Let A be an integral domain and let fI,j2, ... ,jm 
be m power series in A[[XI, X 2 , .•. , Xn]], m;:; n, such that the initial 
forms of the fl are linearly independent linear forms fI I,fI2, . . ·fI"'. 
Then the substitution mapping ((!: g( Y l' Y 2' ... , Y",) -+ g(fl, j2, ... ,fm) 
is an isomorphism of A[[YI' Y 2, ... , Y lII )) into A[[XI' X 2, ... ,Xn)). 
If, furthermore, m = n, Y i = X" i = 1, 2, ... , n, and the determinant of 
the coefficients of the !inear forms fll, f12, ... ,fl" is a unit in A (in 
particular, if A is a Jield and the abO'1.'e determinant is #- 0), then ((! is an 
automorphism of A[[X1' X 2 • ... , Xn]]. 

If gs( Y l' Y 2' ... , Y",) is the initial form of a non-zero element 
g(Y I , Y 2, ... , Y",) of A[[YI, Y 2, ... , Ym)), then we find. as in the 
case of the lemma. that s is also the order of ((!(g), since ((!(g) - g,(fI 1, 
f12, ... ,jI"') E 1,+1 and since in the integral domain A the linear 
independence of the linearforms fl 1, f12, ... ,fIm and the non-vanishing 
of the form g, imply that g,(f1 1 ,f}2, ...• Nil) is different from zero and 
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has an initial form of degree s (to see this it is sufficient to pass to the 
quotient field of A). 

If m = fl and if the determinant of the coefficients of the linear forms 
fIt, f12, ... ,f1" is a unit in A, then, for each integer q, the linear 
substitution Xi ~ f1i maps onto itself the set of forms of degree q in 
Xl' X 2' ... , X n, with coefficients in A. It follows that also in the 
present case the ring A[[fI,f2, ... ,f"]] has the property of containing 
power series with arbitrarily preassigned initial forms, with coefficients 
in A, and the rest of the proof of the lemma is now applicable without 
any change. 

THEOREM 4. If A is a noetherian ring, then the 'power series ring 
A [(X]] is also noetherian. 

PROOF. We give here a proof parallel to the second proof of Hilbert's 
basis theorem, cf. Vol. I, Ch. IV, § I, i.e., a proof using the finite basis 
condition. Let 9( be an ideal in A[[X]]. For any integer i~O denote 
by L j (9!) the set of elements of A consisting of 0 and of the coefficients 
of Xi in all elements of 9( which are of order i. Then Li(9() is an ideal 
in A, and the ideals L j (9!) constitute an ascending sequence. Their 
union L(91) is the ideal in A consisting of 0 and of the coefficients of 
the initial termst of all non-zero elements of 91. Since A is noetherian, 
L(91) has a finite basis {aI' ... ,aq}. We fix in 9{ a power series F;(X) 
whose initial term has aj as coefficient. Denote by d the greatest 
integer among the orders of the series Fi(X), 

Now, for every j < d, let {b jl , ... , bjn(j)} be a finite basis of the ideal 
Lj(91), and let Gjk/X) be a power series in 91 whose initial term is 
bjkjXj(ls,k j s,n(j)). We shall prove that the ideal 9! is gerferated by 
the series Fi(X), Gjkj(X) (ls,is,q; Os,j<d; ls,kj s,n(j)). We prove 
this in two steps: 

(a) Let '}(' be the ideal (GJ·k(X)) generated by the elements Gjk(X). , , 
We have 91'c9C Every element P(X) of 91 which has the order j<d 
is congruent mod ~' to an element of 91 which has order ?j + 1. In 
fact, the coefficient c of the initial term cXi of P(X) may be written in 

n(j) n(j) 

the form C = 2: Ckbjk (Ck' E A). Thus P(X) - 2: CkGjk(X) is of 
k,=1 ' I , k,= I' , 

order ?j + 1. 'It follows by successive application~ of this result that 
every element of order j < d of 9( is congruent mod 9(' to an element of 
9( of order ? d. It remains to prove that any element of order ? d of 

t Since we are dealing now with power series in one variable, an initial form, 
of degree i, consists of just one term eXi, e E A. 
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\11 is in the ideal (Fj(X), Gjkj(X». We will even prove that such an 
element is in the ideal (Fl(X), ... , Fq(X». 

(b) Let P(X) be an element of \II of order s? d, and let cX' be its 
q 

initial term. We may write c= L Cja; (C; E A). Thus P(X)-
;=1 

q 

2: c,Xs-o(Fj)Fi(X) is an element of order ?s+ 1 of~. By successive 
i=1 
applications of this result we get q sequences {e;n} (i = 1, 2, ... , q; 
n = s, s + 1, ... ; c;' = Cj) of elements of A such that, for every n, the 
power senes 

is of order > n. As the exponents j - o(F;) tend to infinity with j, 
co 

each of the infinite sums L c/Xi-O{Fj) converges and represents an 
j=. 

element Si(X) of A[[X]]. Since the order of the power series P(X)
q 

2: sj(X)Fj(X) is greater than n for every n, this power series is 0, and 
;=1 

q 

we have P(X) = L sj(X)Fj(X), Q.E.D. 
j= 1 

COROLLARY. The power series ring A[[Xu'" Xn]] in n indeter
minates over a noetherian ring A (in particular, over a field, or over the 
ring of integers) is noetherian. 

This follows from Theorem 4 by induction on n, .. ince A[[Xu ... , 
Xn]] is isomorphic to A[[Xu ... , Xn_1]][[Xn]]. 

REMARK. A simple direct proof of the fact that A[[Xl' ... , Xn]] is 
noetherian may be given if one uses the fact that the polynomial 
ring A[Xl' ... , Xn] is noetherian. But, since this proof applies as 
well to a more general situation. we postpone it until the chapter 
on Local Algebra (see VIII, § 3, Example 1, p. 260). On the 
other hand we shall give later on in this section a proof that 
h[[XI' ... , XJ] is noetherian (h, a field) using the Weierstrass' prepara
tion theorem. 

THEOREM S. (Weierstrass preparation theorem) Let h be a field and 
let F(Xu ... , Xn) be a non-invertible power series (i.e., a non-unit in 
k[[Xl! X 2, ••• , X,J]) with coefficients in k. Suppose that F(Xl' ... , Xn) 
contains terms of the form aXnh with non-zero coefficient a, and denote by 
s ( ? 1) the smallest of all the exponents h having this property. Then for 
every power series G(X l' •.. , Xn) there exists a power series U(X l' ... , 
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Xn) and s power series R;(XI'· .. , X n_I) in Xl' ... , X n- I (O=:;;i=:;;s-l) 
such that 

(11) G(XI'·· . , X,,) = U(XI, ... , X,,)F(Xu ... , Xn) 
s-1 

+ L R;(XI, ... , Xn_I)Xn;· 
;=0 

The power series U and R; are uniquely determined by G and F. 
PROOF. For every power series P(X I , ... , Xn) denote by r(P) the 

sum of all terms in P which do not have Xns as a factor, and by h(P) the 
factor of X,,' in P-r(P). In other words we have 

(12) P = r(P) + Xn'h(P), 

where r(P), h(P) E k[[XI, X 2, ••• , Xn)) and where. furthermore. r(P) 
is a polynomial in X n • of degree ;;;; s - I. with coefficients in k[[ X l' 
X 2 • ••• , X n_I)). Note that if the power series ring k[[Xl' X 2 • •••• 

Xn)) is thought of as a vector space over the field h. then both operations 
rand h are linear transformations in that vector space. By the definition 
of the integer s, h(F) is a unit in h[[Xl' X 2 • •••• Xn)) (see Theorem 2). 
and r(F), regarded as a polynomial in X n• has all its coefficients in the 
maximal ideal of the ring h[[Xl' X 2 • •••• X n_I)). We shall denote 
this maximal ideal by m. 

The problem of finding power series U and Ro. R I, ... , R._l such 
that (11) holds is equivalent to the problem of finding a power series 
U such that the following relation holds: 

(11a) h(G) = h(UF). 

For if (l1l.holds. then h(G- UF)=O. whence (l1a) holds by linearity 
of h. Conversely, assume that U is a power series satisfying (lla). 
Then h(G- UF)=O, whence G- UF=r(G- UF) (by (12». i.e .• 
G - U F is a polynomial in X nI of degree ;;;; s - 1. with coefficients in 
h[[Xl' X 2 • •••• Xn_ 1)). and so (11) holds. 

We have UF= Ur(F)+XnsUh(F). and hence (l1a) can be re-written 
as follows: 

(lIb) h(G) = h(Ur(F» + Uh(F). 

and our problem is equivalent to finding a power series U satisfying 
(lIb). Since h(F) is a unit in h[[Xl' X 2, •••• Xn]) we shall try to 
construct the power series 

(13) v = Uh(F). 
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We set 

(14) M = -r(F)[h(F)]-l. 

Then, by (13), Ur(F) = -MV, and (lIb) is equivalent to 

(lIc) h(G) = -h(MV)+ V. 

For every power series P, denote by m(P) the power series h(MP). 
Notice that m is again a linear operation on power series. Furthermore, 
if P, considered as a power series in Xn over k[[Xl' ...• X n_1]], has 
all its coefficients in some power mi of the maximal ideal m, then 
m(P) has all its co~fJicients in mi+l. For convenience we set H=h(G). 
With these notations condition (11 c) may be written as follows: 

(lId) v = H+m(V). 

Since m is linear, condition (lId) implies that V=H+m(H+m(V»= 
H + m(H) + m2( V), and, by successive applications: 

(lIe) V = H+m(H)+m2(H)+ ... +mq(H)+mq+l(V), 

for any integer q ~ O. 

The property of the operation m which we have just pointed out above 
shows that mi(H) is at least of order j, and mHl( V) is at least of order 
q + 1. Thus the infinite sum H + m(H) + m2(H) + ... + mq(H) + ... 
converges, and, if a power series V satisfying (lId) exists, it must 
therefore be the series 

(15) V = H+m(H)+m2(H)+ ... +mq(H)+ .. " 

and this proves the uniqueness of V, whence of U and of the Ri• 

We now prove that the series V given by (IS) satisfies condition 
(lId). Let us write V=H+m(H)+ ... +mq(H) + Wq. The co
efficients of Wq (Wq being considered as a power series in Xn) are all. 
in mq+1. Then, since m is linear, 

V-H-m(V) = H+ .;. +mq(H) + Wq-H 
-m(H)- ... -mHl(H)-m(Wq) = Wq-mH1(H)-m(Wq). 

Thus all coefficients of V - H - m(V) are in mH1.As this is true for 
every q, we have V - H - m(V) = 0, and condition (lId) holds. This 
proves the existence of V, whence also of U and of the Ri . 

REMARK. In the next chapter we shall give a somewhat shorter proof 
of the Weierstrass preparation theorem, based upon the properties of 
complete local rings. An advantage of the proof given here is that the 
questions of existence and unicity are treated simultaneously. A more 
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substantial advantage is that the method of majorants is easily applicable· 
to the resolving formula (lIe), with the result that if F and G are con
vergent power series over the field of real or complex numbers, then 
the series V, V and the Ri are also convergent. To show this we open 
now a brief digression on the preparation theorem for convergent power 
serles. 

In the case of convergent power series over the field k of real or 
complex numbers, the proof of the Weierstrass preparation theorem 
runs as follows. We recallt that a power series 

F(X I , ... , Xn) = La'll"'" 'lnXl'ln ... Xn'ln 
'l 

is said to be convergent if there exists a neighborhood N of the origin 
in An such that the series La'll'" 'lnZ I'll' .. Zn'ln is absolutely con-

'l 
vergent for every (ZI"'" zn) EN. Then there exist positive real 
numbers p. and p such that la'll''''lnl~p.p-('ll+''·+'ln). Conversely, 
the existence of two such real numbers implies that La'll ... 'l ZI'lI ... 

'l n 

zn'll converges in the neighborhood N of 0 defined by Iz;1 < p (i = 1, 
... , n). It is easily seen that the convergent power series in k[[XI' 
... , Xn]] form a subring of k[[XI' ... , Xn)), and that a convergent 
power series with a constant term i: 0 admits as inverse a convergent 
power senes. A series La'll" ''lnXI'l1 ... Xn'ln with real positive 

'l 
coefficients is said to be a majorant of L b'll ... 'l"X I'll' .. Xn'l" if 

'l 
Ib'll .,. 'lnl ~ a'll'" qn for all qI"", qn' It is clear that, in order to 

prove the convergence of a power series F, it is sufficient to prove that 
a majorant of F converges. The inequality la'll"'q.l ~P.p-('ll+"·+'ln) 

means that p./(I- ~I) ... (1- ~n) is a majorant of L aql".qnXI'l1 

... Xnqll. 
In order to extend the Weierstrass preparation theorem to conv~rgt'nt 

power series, it is sufficient to prove that, if the series M and Hare 
convergent, then 

V = H+m(H)+ ... + m'l(H) + ... , 

is convergent (same notations as in the proof of Theorem 5). We 
notice that the coefficients of V are polynomials with positive integral 
coefficients in the coefficients of M and H. Thus, if we replace M and 

t See Bochner-Martin, "Several complex variables," Princeton (1948), 
Chap. II. 
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H by majorants M' and H', and assuming that M' is of positive order, 
then the power series 

V' = H'+m'(H')+ ... +m'q(H')+ ... 

(where the operation m' is defined by m'(P) = h(M'P» is a majorant of V. 
We· may take 

(For the second one we write M=N 1X 1 + ... +Nn- 1X n_ 1 and we 
major separately each one of the series N j .) Instead of H'I' we take 
as majorant of H the series 

H' ~ (~) 
= (1 _ :1) .. . (I _ X;_I) q? P , 

where q?(X) is a series in one variable, majoring 1 ~ X and enjoying 

properties which we are going to describe. 
We notice that the operation m' is not only additive, but linear over 

k[[Xl' ... ,Xn- 1]]. We thus have 

m'(H') ~ (J:'?f (_X~(H~')/(J-~")) 
We setX=Xn• The series V'=H'+m'(H')+ '" +m'q(H')+ '" will 

p 

be very easy to compute if h( f~i) is a scalar multiple of the series 

q?(X). By definition of the operation h, this is true if there exist a 
polynomial P,_l(X) of degree 5,s-1 and a real number A such that 

q?(X) 
I-X = P,-I(X) + AX'q?(X). 

Thus q?(X) must be a rational function: 

(1 - X)P'-I(X) 
q?(X) = l-AX'+AXHI' 
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We take A=2s+1, and notice that the denominator 1-2HIXs+ 
2HIXHI factors into (1-2X)(1 +2X +22X2+ ... +2s- 1Xs-l_2sXs). 
The second factor takes the value 1 for X = 0 and - 1 for X = 1. 
Therefore it admits a positive root Ija (a> 1). Thus the denominator 
1-2s+1Xs+2HIXHl may be written in the form (1-2X)(I-aX) 
ps_1(X), where ps_1(X) is a polynomial of degree s-1. We choose 
Ps-1(X) to be just this polynomial ps_1(X). We then have 

I-X 1 
<p(X) = 1-2X'I-aX' 

and thus for this choice of <p(X) we will have h(<p(X)j(l- X)) = 2Hl<p(X). 
As it is a rational function, this power series <p(X) is convergent. Since 

I-X 1 1 1 
1 - 2X = 2 + 2 1 - 2X 

the power series expansion of <p( X) is 

Except for the constant term (which is equal to 1), the coefficient of Xn 
is an + a n- 1 + 2an- 2 + ... + 2n- 1 ; since it is obviously > 1, <p(X) is a 
majorant of Ij(I-X)= 1 +X + ... +Xn+ . , '. 

This being so, if we set A=ft/(I- ~1)", (1- X~_l) and B= 

ft(XI + ' , , +Xn_1)/ (1- ~11' , , (1- X;_I) and if we notice that, for 

every power series !f;(X) (where X=Xn/p), we have 

m'(!f;(X)) = h(B !f;(X)) = Bh(!f;(X)), 
I-X I-X 

we get m'(H') = m'(A<p(X)) = ABh(<p(X)/(l - X)) = 2HIABcp(X), Hence, 
by repeated applications, 

m'2(H') = m'(2HIAB<p(X)) = 22(Hl)AB2<p(X) 

and m'q(H') = 2(Hl)qABqcp(X) for every q. Then the computation of 
the infinite sum V' = H' + m'(H') + ' , . + m'q(H') + .. , , reduces to the 
computation of the sum of a geometric series: 
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Hence 

V' = A<p(X) 1- ~S+lB 

= (1-2~n)(l_a~n)[(I_~1) ... (I_X;-l)_ 

2s+1J-t(Xl + ... +Xn_1)]

Since V' is a rational function, this is a convergent power series. This 
proves the preparation theorem in the case of convergent power series. 

A power series F(X l' X 2' ... , Xn) which contains a term eXn' 
which is a power of X n, with non-zero coefficient e, is said to be regular 
in X n. To say that F(X l' X 2' ... , Xn) is regular in Xn is equivalent 
to saying that F(O, 0, ... , 0, Xn) is different from zero. 

COROLLARY 1. Let F(Xl' X 2 , .•• ,Xn) be a power series in S= 
k[[X1, X 2, •.• ,Xn]] which is regular in Xn (k, afield) and let the order s 
of the power series F(O, 0, ... , 0, Xn) be ~ 1 (in other words, it is assumed 
that F is not a unit).t Then there exist power series E(Xl' X 2, ..• , X n), 
Rj(X1, X 2, .•• ,Xn_1) (i=O, 1, ... ,s-l) such that 

(16) F(Xl' X 2 , .•• , Xn) 
= E(Xl' X 2,···, Xn)[Xn'+R,_1(X1, X 2,···, Xn_1)Xn,-1 + 

+ RO(Xl' X 2' .•• , X n_1)]. 

The power series E, R j are. uniquely determined by F; E is a unit, and 
none of the R j is a unit. 

For if we apply Theorem 5 to the power series G = - Xn' we find 

X,,'+R,_1(X1, X 2, ... ,X"_l)Xn'-l+ ... + RO(X1, X 2, ••. ,Xn- 1) 
. = - U(Xl' X 2, •.• , Xn)F(X1, X 2, ••. , Xn). 

Setting X 1=X2 = ... =Xn_1=0 in this identity we obtain on the 
right-hand side a power series in Xn which has order ~ s. Hence 
Rj(O, 0, ... ,0) = 0, ° ~ i~ s-l, and no Ri(X1, X 2, ••• ,Xn- 1) is a unit. 
It follows at the same time that U(O, 0, ... ,0, Xn) must be of order 

t The corollary holds trivially also if F is a unit; in (16) we have then E = F, 
while the t!xpression in the square brackets is the dement 1. 
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zero, whence V(XI' X 2, .•• ,Xn) is a unit. If we now set E= V-I, 
we have (16). The unicity of E and of the R; also follows from 
Theorem 5 in the special case G = - Xns• 

The'polynomial (in Xn) 

(17) F* = Xns+ Rs_1(X1, X 2,· .• , Xn_I)Xns-1 
+ ... + Ro(XI , X 2 , ••. , X n_l ) 

in (16) is called the distinguished pseudo-polynomial associated with F; 
it is defined only if F is regular in X n, and its degree s (in Xn) is equal to 
the order of the power series F(O, 0, ... ,0, Xn). The relation (16) 
shows that F and F* are associates in s.t 

Note that F* has the following two properties: (a) it is a monic 
polynomial in Xn; (b) its coefficients, other than the leading coefficient, 
are power series in X I' X 2' ... , X n_1 which belong to the maximal 
ideal of k[[X1, X 2, .•• , X n- l ]]. Before deriving other consequences 
of Weierstrass' preparation theorem, we point out the following con
sequence of (a) and (b): if S* denotes the ring 

k[[XI , X 2, ••• , Xn_I]][Xn], 
then 

(18) SF*nS* = S*F*. 

We have to show the following: if H*=hF*, with H* E S* and hE S, 
00 

then hE S*. Let h= L hq(X1, X 2 , •.• , X n_ I )Xn9 and let s+m be 
q=O 

the degree of H* in X n. Expressing the fact that hF*, regarded as a 
power series in X n, is actually a polynomial of degree s + m, we find 

(19) hq+hq+lRs_1 + ... +hq+sRo = 0, q>m. 

Since the Ri all belong to m, it follows from (19) that hq E m if q > m. 
But then again (19) shows that hq E m 2 if q > m. By repeated applica-

00 

tion of this argument we find that hq E n m i , whence hq = 0 for all 
i= 1 

q > m. Thus h is a polynomial in Xn (of degree m), showing that 
hE S*. 

Since F and F* are associates in S we have SF= SF*. Then (18) 
shows that the residue class ring Sf SF contains S* I S* F* as a subring. 

COROLLARY 2. The rings SjSF and S*fS*F* coincide. 
For if G is any element of S then Theorem 5 shows that G is con

gruent mod F to an element of S*. 

t Note that the distinguished pseudo-polynomial of a unit F is the elem~nt 1. 
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The following lemma shows that every non-zero power series in 
k[[X1' X 2, ... ,X,,]] may be construed to be regular in X". More 
precisely, we have 

LEMMA 3. ,If F(XI' X 2, ... ,X,,) is a non-zero power series in 
k[[Xv X 2, ... , X,,]] (h, a field), then there exists an automorphism cp 
of k[[XI' X 2, ... , X,,]] such that cp(F) is regular in X". 

PROOF. We assume first that h is an infinite field. Let fq be the 
initial form of F. Since k is infinite we can find elements aI' a2, ... , 

a,,_l in k such thatfq(a 1, a2,···, a,,_l' 1)#0. Then we may use the 
linear substitution Xj_Xj+ajX" (i=I,2,.··,n-l), X"-X,, 
(compare with the normalization lemma of Vol. I, Ch. V, § 4, 
Theorem 8). By Lemma 2, Corollary 2, the corresponding substitution 
mapping cp is an automorphism. Furthermore, the initial form of cp(F) 
contains the term fq{a l , a2, ... , a,,-I' I)X"q. Hence cp(F) is regular 
in X". 

We now give a proof which is also valid for finite fields and which 
will show the existence of exponents Uj (j= 1, ... ,n-l) such that the 
automorphism cp defined by cp(X,,) = X"' cp(Xj) = Xj + X,,"j has the 
required property, i.e., is such that F(X,,"I, ... ,X,,"n-l, X,,)#O. We 
order lexicographically the monomials which appear in F with non
zero coefficients. Let XIQl ... X"Qn be the smallest one. Then, if 
X Ibl ••• X"bn is another monomial which actually appears in F, we 
have, either bl > ai' or bl = a l and b2 > a2, ... , or bl = ai' ... , b"_1 = 
a,,_1 and b" > a". The corresponding monomials in F(X,,"l,··., 
X,,"n-l, X,,) have u1a1 +u2a2+ ... +U,,_la,,_l +a" and u1b1 +u2b2+ 
... + U,,_lb"_1 + b" as exponents. If we take U,,_1 > a", U,,_2 > U,,_la,,_1 
+ a", ... , Ul > u2a2 + ... + U,,_la,,_1 + a", then we get Ulbl + ... + 
u,,_lb,,_I+ b,,>u1a1 + ... -tU"_la"_I+a,,: in fact, if the index i is 
defined by the condition a1 = b1, ... , aj_l = bj_1, aj < bj' then the 
difference Ulbl+ ... +b,,-(u1a1 + ... +a,,) of the two above expo-
nents is uj(bj-aj)+ui+l(bi+l-ai+l)+ ... +b"-a,,. The first term is 
2: Uj' whereas the remainder is 2: - (u j+lai+l + ... +a,,), and thus the 
difference of the two exponents is > 0 since Uj > uj +1aj+ 1 + ... + a". 
In other words, in F(X"UI, ... , X"un- I, X,,) the monomial with exponent 
u1a1 + ... + u" cannot be cancelled by any other, and hence F(X"u1, 

... , X"un- 1, X,,)#O. 
COROLLARY. Given any finite set of non-zero power series F l' F 2' ..• , 

Fh in h[[Xl' X 2, ... ,XJ1, there exists an automorphism cp of k[[Xl' 
X 2' ••• , X"ll such that each of the h power series cp(Fj) is regular in X". 

It is sufficient to apply the lemma to the product FIF2 ... Fh. 
We give now a second proof of the fact that k[[X1, .•• ,XJ] is 
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noetherian. This proof can be applied ~)erbatim to rings of convergent 
power series. 

THEOREM 4'. If k is a field, the formal power series ring k[[ X l' ... Xn]] 
is noetherian. 

We -prove by induction on n that every ideal ~ in k[[Xl' ... , Xn]] 
has a finite basis (the cases n = 0 and n = 1 being trivial). We may 
suppose that ~ ¥ (0). By replacing, if necessary, ~ by an automorphic 
image cp(~), we may suppose that ~ contains a power series F which is 
regular in Xn (Lemma 3). For every G in ~, we may write then 

s-1 

G= UF+ 2 R;Xn; (Theorem 5). In other words, if we denote by S' 
;=0 

the power series ring k[[ X l' ... ,Xn - 1]], we have ~ = (F) + ~ n (S' + 
S'Xn+ ... +S'Xns-l). As S' is a noetherian ring, by hypothesis, 
~ n (S' +S'Xn+ ... + S'XnS-l) is a finitely generated S'-module, since 
it is a submodule of the finitely generated S' -module S' + S' Xn + ... + 
S' Xns-l. A finite system of generators of ~ n (S' + ... + S'Xns-l) 
will thus constitute, together with F, a finite basis of K Q.E.D. 

We end this section with another application of the Weierstrass 
preparation theorem. The proof we will give can be applied almost 
verbatim to rings of convergent power series. 

THEOREM 6. If k is a field, the formal power series ring k[[XI' ... , 
Xn]] is a unique factorization domain. 

PROOF. We proceed by induction on n, the cases n = 0 and n = 1 being 
trivial. Since k[[XI' ... , Xn]) is noetherian, we haye to prove that, if 
F is an irreducible power series, then the principal ideal (F) is prime; 
in other words, we have to prove that, if GH E (F), then either G or H 
is a multiple of F. Let us write GH = DF. By replacing, if necessary, 
the series F, G, H, D' by automorphic images a(F), a(G), a(H), a(D), 
we may suppose that F, G, H, D are regular in Xn (corollary to Lemma 
3). We denote by F', G', H', D' the distinguished pseudo-polynomials 
associated with F, G, H, D (Corollary 1 to Theorem 5). Since the 
power series G'H' differs from GH by a unit only, and since it is a 
distinguished pseudo-polynomial of the right degree in X n , it is the 
distinguished p~eudo-polynomial associated with GH. Similarly D'F' 
is the distinguished pseudo-polynomial associated with DF. As 
DF= GH, we have D'F' = G'H', since the distinguished pseudo
polynomial associated with a given power series is unique. 

Now, F' is an irreducible element of k[[Xl' X 2, .•. , X n_1]][Xn]. 
In fact, assume that g(Xv X 2, ••. ,Xn_l ; Xn) is a factor of F' in 
k[[Xl' X 2, ... , X n_1]][Xn], not a unit in this latter ring. The leading 
coefficient of g is a unit in k[[Xl' X 2, ... ,Xn_1]] since the leading 
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coefficient of F' is 1 (both g and F' being regarded as polynomials in 
X 1I). Therefore g must be of positive degree in X 1I (for g is not a 
unit in k[[X1, X 2, ••• , X 1I_ 1]][X1I]) and also g(O, 0, ... ,0; X 1I) must 
be of positive degree in X". Consequently g(O, 0, ... , 0; X,.) is of 
the form CX,.h, h ~ 1, c E k, c#O, since F'(O, 0, ... ,0; X,.) is also of this 
form. This shows that g(O, 0, ... ,0; 0)=0, i.e., that g(Xlt X 2, ••• , 

X,._1' X,.) is a non-unit in k[[X1' X 2, ••• , X,._1' X,,]]. Since F is an 
irreducible element of k[[X1, X 2, ••• , X"_lt X 1I]], we have proved that 
F' is also an irreducible element of k[[Xlt X 2, ••• , X"_l]][X"], By 
the induction hypothesis, k[[XlI X 2, ••• , X"_l]] is a UFD, whence 
also k[[X1, X 2, ••• , X"_l]][X,,] is also a UFD. (Vol. I, Ch. I, § 18, 
Theorem 13.) Thus, from D'F'=G'H' we deduce that either G' or 
H' is a multiple of F' in k[[X1, X 2, ••• , X"_l]][X,,]. Hence, afortiori, 
either G' or H' is a multiple of F' in k[[X1, X 2, ••• , X,,_1'X,,]]. Since 
F', G' and H' differ from F, G and H only by unit factors in k[[Xlt 
X 2, ••• , X,,_lt X,,]], we conclude that either G or H is a multiple of F. 
This completes the proof. 

COROLLARY. If F(XlI X 2, ••• , X,.) is a power series which is regular 
in Xn and is an irreducible element of k[[X1' X 2, •.• , X,.]], then the 
quotient field of the residue class ring S/SF is a simple algebraic extension 
of the quotient field of k[[X1, X 2, ••• , X,,_l]]' 

This follows immediately from Corollary 2 of Theorem 5. 

§ 2. Graded rings and homogeneous ideals. Let A be a ring 
and let R=A[X1, X 2, ..• , X,,] be the polynomial ring over A, in n 
indeterminates. Every element Fin R can be written in the form of a 
finite sum F=Fo+F1+ ... +Fj + ... , where Fj is either zero or a 
form of degree j. The form Fj is called the homogeneous component of 
degree j of F. The product of two homogeneous polynomials f and g 
is again homogeneous, and if fg # 0 then cUg) = au) + a(g) (a = degree). 
The homogeneous polynomials of a given degree q form, together with 
zero, an additive group and a finite A-module Rq • We have 

(1) RqRq,cRq+q" 

and R is an infinite (weak) direct sum (see Vol. I, Ch. III, § 12biS ) of 
the subgroups Rq : 

+co 
(2) R = 2: Rq, the sum being direct, 

'1= -co 

where, in the present case of polynomial rings, we have Rq = (0) if q < O. 
An ideal ~ in R is said to be homogeneous if the relation F E ~ implies 

that all homogeneous components of F are in ~. 
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In this section we shall derive a number of properties of homogeneous 
ideals. However, we shall not restrict ourselves to polynomial rings. 
We shall study homogeneous ideals in rings which are more general 
than polynomial rings, namely in graded rings. 

DEFINITION. A ring R is called a graded ring If it is a (weak) direct 
sum (in the sense of Vol. I, Ch. III, § 12bis ) of addith'e SIIbgroups Rq of R 
satisfying relation (1); here q ranges o'ver the set J of integers. All 
element of R is said to be homogeneous If it belongs to an Rq, and is said to 
be homogeneous of degree q if it belongs to Rq and is different from 
zero. 

In a graded ring R we have therefore the direct decomposition (2); 
it signifies that every non-zero element F of R can be written, in a 
unique way, as a finite sum of non-zero homogeneous elements of 
distinct degrees. These elements will be called the homogeneous com
ponents of F, and the homogeneous component of F of least degree will 
be called the initial component of F. 

If S is a subring of R we say that S is graded subring of R if S is the 
(direct) sum of its subgroups Sq = S n Rq, i.e., if we have S = 2. Sq. It 
is clear that the sum is then necessarily direct and that S is a graded 
nng. 

We define homogeneous ideals in a graded ring in the same way as 
we have defined it above for polynomial rings. This definition can 
also be expressed by saying that an ideal 9l in a graded ring R is homo
geneous if W is also a graded subring of R. 

Let Rand R' be two graded rings: R = L Rq, R' = 2. R' q. A homo
q 

morphism ((! of R into R' is said to be homogeneous of degree s if 
((!(Rq)cR'q+s for all q. 

LEMMA 1. (a) If fP is a homogeneous homomorphism of a graded ring R 
into a graded ring R', then the kernel W of ((! is a homogeneous ideal in R, 
and the image of fP is a graded subring of R'. (b) If 9l is a homogeneous 
ideal in a graded ring Rand fP is the canonical homomorphism of R onto 
the ring R/9l, then R/9l is a graded ring with respect to the decomposition 
R/W= 2 fP(Rq), and the canonical homomorphism of R onto R/W maps in 

q 
(1, I) fashion the set of homogeneous ideals of R containing I}( onto the set 
of all homogeneous ideals of RjW. 

PROOF. Assume that fP is a homogeneous homomorphism of R into 
R', of degree s. Let F= 2. Fq(Fq E Rq} be an element of the kernell}( 
of fP. We have 2. fP(Fq} = 0, with fP(Fq} E R' q+s' and therefore neces
sarily ((!(Fq) = 0 for all q. This shows that all the homogeneous com
ponents of F belong to W, whence W is homogeneous. 



§ _2 ___ G_R_A_D_E_D_R_IN_G_S_A_N_D_H_O __ M_O_G_E_N_E_O_U_S_ID_EA_L_S ___ 1_51 

Since R=L Rq we find that CP(R)=L cp(Rq), and since cp(Rq) obviously 
coincides with cp( R) n R' q+s> it follows at once that the image S' = cp( R) 
is a graded subring of R'. 

Now, let ~ be a homogeneous ideal in a graded ring R and let cp be 
the canonical homomorphism of R onto R/~. We set S = R/~, 
Sq=cp(Rq}. From R=L Rq follows S=L Sq, and from RqRq.cRq+q. 
we deduce that SqSq' C Sq+q" It remains to prove that the sum L Sq is 
direct, or-equivalently-that if a finite sum F=Fh +Fh+1 + ... , with 
Fq E Sq, is zero, then each term Fq is zero. But this follows directly 
from our assumption that the ideal ~ is homogeneous. The last 
statement of the lemma is obvious. 

Of particular importance in this chapter will be those graded rings 
which contain a ring A and are homomorphic images of polynomial 
rings A[Xl' X 2, ••• , X,,], with a homogeneous ideal in A[Xl' X 2, ••• , 

X,,] as kernel. We call such rings finite homogeneous rings, over A. 
More precisely: a ring R, containing a ring A and finitely generated 
over A, is homogeneous if there exists a homomorphism cp of a poly
nomial ring R=A[Xl' X 2, ••• ,X,,] onto R such that cp is the identity 
on A and such that the kernel of cp is a homogeneous ideal in R. If we 
set Xi = cp(Xi) , then R=A[Xl' X2, ••• ,x,,], and the homogeneity of the 
ring R signifies that every algebraic relation F(x1, X 2, ••• , x,,} = 0 
between the generators Xi' with coefficients in A, is a consequence of 
homogeneous relations. By the preceding lemma, a homogeneous ring 
R=A[x1, x2 • ••• ,x,,] is a graded ring, the subgroup Rq of homogeneous 
elements of degree q being the set of elements of the formf(x 1, X 2' ••• , 

x,,), where f is a form of degree q, with coefficients in A. Note that a 
homogeneous ring R admits a set of generators Xi which are homo
geneous and of the same degree. It is not difficult to give examples of 
finitely generated graded rings (over a given ring A) which are not 
homogeneous. For instance, it can be shown (see end of this section). 
that the integral closure of a finite homogeneous integral domain, over 
a field k, is a finitely generated graded ring; however, this ring is not 
necessarily a homogeneous ring. 

THEOREM 7. In order that an ideal ~ in a graded ring be homogeneous 
it is necessary and sufficient that ~ possess a basis (finite or infinite) con
sisting of homogeneous elements. 

PROOF. Suppose that ~ is homogeneous. If {}?<a)} is any basis of 
~, then all the homogeneous components Fq (a) of all the }?<a) also belong 
to ~ and obviously form a basis of~. Suppose, conversely, that an 
ideal ~ possesses a basis {G(A)} consisting of homogeneous elements. 
Let F be any element of ~ and let {Fq} be the set of homogeneous 
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components of F. We have then F= L P<A)G<A), P(A) E R. If P(A) = 
A 

L Pq (A) is the decomposition of P(A) into its homogeneous components, 
then F = " P (A)G(A) and in this sum the partial sum " P (A)G(A) L,q' L, q , 

)...q q+d()..)=m 

where d(A) denotes the degree of G(A), is the homogeneous component 
Fm of F, of degree m. Hence Fm E ,}I, and '}{ is homogeneous. 

The class of homogeneous ideals in a graded ring R is closed under 
the standard ideal-theoretic operations. More precisely: 

THEOREM 8. Let m and ~ be ideals in a graded ring. (a) If'}! and ~H 
are homogeneous, then m +~, 9l5B, \l{ n ~ and \l{: ~ are homogeneous. 
(b) If\l{ is homogeneous, then its radical VW is homogeneous. 

PROOF. The assertions relative to \l{ + ~ and \l{~ are trivial, by 
Theorem 7. The assertion relative to \l{ n m results trivially from the 
definition. For \l{:~, take a basis {B(A)} of m consisting of homogeneous 
elements. If FE 91: m and if F = L Fj is the decomposition of F into 

j 

its homogeneous components, then we have FB(A) = L FjB(A) E \l{ for 
j 

every A. Since, for fixed A, the products FjB()..) are homogeneous 
elements of different degrees, and since \l{ is homogeneous, we deduce 
that FjB(A) E 91, for every j and every A. Therefore Fj E \l{: ~ for every 
j (since {B(A)} is a basis of m), and \l{: ~ is homogeneous. 

We now consider the radical vii of a homogeneous ideal \l{. Let F 
be an element of vii and let F = F, + F,+ 1 + ... be the decomposition 
of F into its homogeneous components, where F s' then, is the initial 
component of F. We have Fp=F/+ terms of degree >sp, and 
po E \l{ for a suitable integer p. Since \l{ is homogeneous, it follows that 
F/ E \l{, Fs E v§!. But then F - Fs E v§! and therefore, by the same 
argument, also the initial component of F - F, belongs to v~. In this 
fashion we find that all the homogeneous components of F belong to 
vii. Q.E.D. 

COROLLARY. If a primary ideal q in a graded ring R is homogeneous 
then its associated prime ideal is also homogeneous. 

Concerning prime homogeneous ideals the following useful remark 
can be made: in order to prove that a given homogeneous ideal j) is prime 
it is sufficient to verify that the property "f rt: j), g rt: j) => fg rt: j)" holds 
for homogeneous elements f and g. In fact, assume that this property 
holds for homogeneous elements f and g and let F and G be two arbitrary 
elements of R such that F~j), G~j). Let F=F,+F,+l+ "', 
G= G, + G,+l + ... be the decompositions of F and G into homo
geneous components. Let Fr+p and GHa be the first homogeneous 
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component of F and G respectively which does not belong to 
v(p ~ 0, a ~ 0). Then F,+pGHa ¢ V, and therefore 

[F - (F, + F'+l + ... + F,+p_l)][G - (G, + GH1 + ... + GHa- 1)] f ~ 
(since V is homogeneous). Since F,+F,+l+ ... +FHP_ 1 and G.+ 
G'+l + ... + GHa- 1 belong to V, it follows that FG ¢ v. 

The above remark can be generalized to primary ideals: 
LEMMA 2. If a homogeneous ideal q in a graded ring R has the property 

that whenever a product fg of two homogeneous elements belongs to q and 
one factor, say f, does not belong to q, some power of the second factor g 
belongs to q, then q is a primary ideal. 

PROOF. The proof will be similar to the one given above for prime 
ideals, and we shall use the same notations. Assume that F ¢ q and 
that FG E q. We have to show that G E Vq. In the proof we may 
assume that F, f q, for we may replace F by F,+p + F,+p+l + ... without 
affecting the conditions F f q and FG E q. The product F,G. is either 
zero or is the initial component of FG, and hence F,G, E q since q is 
homogeneous. Since F, ¢ q it follows that G, E Vq. Assume that it 
has already been proved that G" GH1, ••. , GHm belong to Vq and 
let p. be an integer such that (G, + GH1 + ... + GHm)" E q. Then 
F(G - G, - ... - Gs+m)" E q, and therefore, using again the fact that 
F, ¢ q, we find that Gs" +m+l E Vq. Hence GHm+ 1 E Vq. Q.E.D. 

We shall use Lemma 2 and the next lemma for the study of primary 
decompositions of homogeneous ideals. 

LEMMA 3. Let m: be an ideal in a graded ring R and let 21* denote the 
ideal generated by the homogeneous elements belonging to 21. Then if 21 
is prime or primary, also 21* is prime or primary. 

PROOF. Let F and G be homogeneous elements such that F ¢ 21* 
and FG E 21*. Then F ¢ 21. If 21 is prime then G E 21; if 21 is primary 
then Gp E 21, for some p. Since G is homogeneous, it follows, by the 
definition of 21*, that G (or Gp) belongs to 21*. Hence, by Lemma 2, 
the proof is complete. 

We note that 21* is the greatest homogeneous ideal contained in 21. 
THEOREM 9. Let 21 be a homogeneous ideal in a graded ring R. If 21 

admits a primary representation m: = n qj' then it also admits a primary 
representation 21= n q*j in which the q*j are primary homogeneous ideals. 

PROOF. We take for q*j the greatest homogeneous ideal contained in 
qj. By Lemma 3, each q*1 is a primary ideal, and we have n q*jc21. 
On the other hand, since 21 is homogeneous and 2lC qj' it follows that 
m:c q*j' whence 2lc n q*j. Thus, 21= n q*j' and the theorem is 
proved. 
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COROLLARY. Let ~ be a homogeneous ideal in a graded ring Rand 
assume that ~ admits a primary representation. Then the isolated com
ponents of ~ are homogeneous, and so are the associated prime ideals of~. 

This follows from Theorem 9 and from the uniqueness of the 
isolated primary components and of all the associated prime ideals of~. 

Some of the direct components Rq of a graded ring R may be zero. 
An important case is the one in which Rq = 0 for all negative integers q; 
that is so, for instance, if R is a polynomial ring A[XI' X 2, ..• , Xn] 
over a ring A. If Rq = 0 for all negative q then the ideal generated 
by the homogeneous elements of positive degree is given by L Rq and 

q>O 

is not the unit ideal unless Ro = O. This ideal shall be denoted by I. 
It is clear that if Ro has no proper zero divisor, then I is a prime 
ideal. A homogeneous ideal ~ in R shall be called irrelevant if 
I c viii'. The consideration of the ideal I is particularly useful if Ro 
is a field or if R is a polynomial ring A[XI' X 2 , .•• , Xn] over a ring A. 
In the first case, I is a maximal ideal in R, it contains every proper 
homogeneous ideal, and every irrelevant ideal is either the unit ideal or 
is a primary ideal with 1: as associated prime ideal (Vol. I, Ch. III, § 9, 
Theorem 13, Corollary 2). In the second case, 1: is generated by 
Xl' X 2, .•• , X n· 

The next two lemmas refer to finitely generated graded rings, i.e., 
to graded rings of the form R= A[xl , x 2' ••. , xn], where A is a noetherian 
ring, Ro=A and each Xj is homogeneous of positive degree. These 
lemmas are useful in some applications. If 18 is a homogeneous ideal 
in Rand B= n qi is a primary irredundant representation of IB, the qj 

being homogeneous ideals, we denote by IB* the intersection of those 
primary components qj of 18 which are non-irrelevant. Clearly 18* is 
uniquely determined by 18, for the prime ideals V qj form an isolated 
system of prime ideals of IB (see Vol. I, Ch. IV, § 5, p. 212). For any 
ideal ~ in R we denote by ~q the set ~ n Rq• 

LEMMA 4. If 58 is a homogeneous ideal, then there exists an integer So 

such that IB, = 18/ for S?! So (in other words, 58 and 58* coincide in the 
homogeneous elements of sufficiently high degree). Furthermore, '$* is 
the largest homogeneous ideal enjoying this property; in other words, if a 
homogeneous ideal 58' is such that there exists an integer m such that 
18',= 5B,for s~ m, then 58'c 58* and m'*= 58*. 

k 

PROOF. Let 58 = n qi' where ·Ili is non-irrelevant for i = I, ... , h, 
i= 1 

k 
and is irrelevant for i = h + 1, ... , k. We have 18, = n qi " 

i=1 ' 
For 
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i=h+ 1, ... , k, qi contains a power of I, whence, for large s, qi,l IS 
h 

the entire group R,.t Thus, for s large, we have 58,= n qj ,=58,*, 
i= 1 ' 

and this proves our first assertion. Suppose now that 58' is as indicated 
above. For 1 ~ i ~ h, qi is non-irrelevant, whence its radical Vi does 
not contain the ideal I. Therefore for any given i, 1 ~ i ~ h, there 
exists an indexj depending on i such that Xj ¢ Vi' From this it follows 
that if FE 58', then FE qi' since xjmF E 58e qi' In other words, we 
have 58' e 58*. Applying the same result to the ideal 58'* (which also 
coincides with 58 in the homogeneous elements of large degrees), 
we get 58'*e58*, and, by exchanging 58 and 58' we have 58*e58'*. 
Hence lB* = lB'* and all our assertions are proved. 

LEMMA 5. The ideal 58* is equal to 58: Is for s large enough. 
PROOF. The ideals (58 : IS) form an ascending sequence; since R is 

noetherian, this sequence stops increasing for large s: (lB: Is) = (58: 11+1) 
With the notations of Lemma 4, we have qi :Is = R for h + 1 ~ 

i ~ k and s large enough, since qi contains all high powers of I. For 
1 ~ i ~ h, there exists an index j(i) such that xj(i) $ v~, whence a 
relation such as FXJ(i)s E qi implies FE qi; in other words, we have 
qi = qi :Is for every s and every i such that I ~ i ~ h. From this it 
follows that, for s large, we have 

k h h 

58:Is = n (qi: Is) = n (qi: IS) = n qi = 58*. 
i=1 i=1 i=1 

Our next theorem refers to a finite homogeneous ring A[ Xl' X2 , ••• , xn], 

where A is now not necessarily noetherian. 
THEOREM 10. Let m be an ideal in a finite homogeneous ring A[x1, 

X2 , •.• , xn] (all Xi being homogeneous of the same degree). If m is homo
geneous then for every element F(Xl' X2 , ••• , xn) in ~ and for every t in A 
we have F( tx 1> tx 2' ... , txn} E 9£. The converse is true if A is an infinite 
field. 

PROOF. Let F(Xl' X 2, ••• , xn) = L Fixl' X2, ••• ,xn) be the de
j 

composition of an element F of ~ into homogeneous components (Fj 

stands for a form of deg~ee j, with coefficients in A). We have 

F(txI' tx2, ••• , tXn) = L tjFixl' x 2, •.• ,xn). 
j 

If ~ is homogeneous then Fj(xl , X 2, ••• , xn) E~, whence F(tx1, 

tx2 , ••• , txn) E ~-. To prove the partial converse, we have only to 

t If h is an integer such that each XI is homogeneous of degree ~ h and if 
Iaeq, then q",~Rs as soon as s~hq. 
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show that the (finite-dimensional) vector space V which is spanned 
over A by the homogeneous components F j of F is also spanned by 
the family § of elements F(tx I, tx2, ... , tXn), tEA. (It is clear that 
§ c V. ) For that it is sufficient to show that any linear function 
f on V (with values in A) which is zero on §' is also zero on V. Let 
f(Fj)=cj. We have thenf(F(txI, tx2,···, IXn))=L cjtj=O for all t in 
A. Since A is an infinite field, the vanishing of the polynomial 2: cjXj 
for all values of X in A implies that all the coefficients Cj of that poly
nomial must be zero. Hence f = 0 on V, as asserted. 

REMARK. If R=A[Xl> X 2, ... , Xn] is a polynomial ring and if v 
denotes the degree of F, then the polynomial LcjXj is of degree v, 
and the conclusion that F belongs to 12( would still be true in the case 
of a finite field A, provided A has at least v + 1 distinct elements 
11' t 2, ... , tv+ I ' Another proof can be obtained by using the Vander
monde determinant It/I. The following is an example in which the 
second part of Theorem 10 fails to hold for a finite field A. Assume 
that A is a field with two elements (0, 1). In this case, if F(Xl' X 2, 

... , Xn) is any polynomial whose constant term is zero then F(IXI, 
IX2, .•• , tXn), I E A, is either F(Xl' X 2, ••. , Xn) or O. Thus, every 
ideall2( in A[XI' X 2, .•. , Xn] which is contained in the maximal ideal 
(Xl' X 2, •.• , Xn) satisfies the condition <IF E 12( => F(tXl> tX2, ••• , 

IXn) E 12(." 

We shall conclude this section with the proof of a result which 
concerns the integral closure of a graded domain and which, in the 
special case of homogeneous finite integral domains, is of basic import
ance in the theory of normal varieties in the projective space (see 
§ 4bis). 

Let R = L Rq be a graded domain and let K be the quotient field 
of R. It is easy to see that the element 1 of R is a homogeneous element of 
degree zero. For if ]=wm+w lII+ I+··· +Wn (wqERq , n~m, w",#O, 
Wn# 0), then 1 = w",2 + 2w",wm+ 1 + ... + Wn 2 = WIll + ... Wn. Since 
wm2 #0 and wn2#0 it follows from the equality wm 2 + ... +wn2 = 
Wm + ... + Wn that wm 2 = w'" and wn 2 = Wn. Since WIll and Wn are homo
geneous, this implies that m = n = O. 

The group Ro is obviously a ring, and is not the nullring since 
1 E Ro. 

An element x of the quotient field K will be said to be homogeneous 
if it is a quotient of homogeneous elements of R. If x is a homogeneous 
element, and if, say, X= gq/-'1" with gqfRq and "I, E R" then it is immedi
ately seen that the integer q - r depends only on x. We say that x 
is homogeneous of degree q - r. It is clear that the product. and 
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quotient of homogeneous elements are homogeneous and that the degree 
of a product is the sum of the degrees of the factors. Furthermore, 
the homogeneous elements of K, of a given degree, form, together with 
0, a group. In particular, it follows that the homogeneous elements 
of K which are of degree zero form a field. We shall denote this field 
by Ko. 

More generally, we shall denote by Kq the set of elements of K which 
are homogeneous of degree q. As was pointed out above, we ltave 
KqKq' c Kq+q' and hence the sum L Kq is a subring of K. Further-

qeJ 

more, it is easily seen that the sum .L Kq is direct. In fact, if we have 
a relation of the form gm+gm+l+'" +gn=O (gqEKq, n~m), then 
we express the gq as quotients of homogeneous elements of R, with 
the same denominator w' £Rs; say, gq = ws+q/w', where Wi E R j • Then the 
above relation yields the relation ws+m+ws+m+1 + ... +ws+n=O, and 
hence the Wi are all zero, whence also the gq are all zero. We have 
shown therefore that the ring .L Kq is again a graded ring. 

It is clear that the integers q such that Kq ¥ 0 form a subgroup J' 
of the additive group J of integers. Hence J' = Jm, where m is some 
positive integer (we exclude the trivial case R = Ro). We may there
fore assume that J' = J, for in the contrary case we may simply re
define the degree of the homogeneous elements of R by assigning to 
any non-zero element of Rq (q=:O(mod m)) the degree q/m. We may 
therefore assume that there exist elements in K which are homo
geneous of degree 1. 

Let y ¥ ° be a homogeneous element of degree 1. If ( is an element 
of Kq then g/yq E K o, (E Ko[y] if q ~ 0 and g E Ko[1/y] if q < O. Hence 
Rc Ko[y, l/y], and therefore K = Ko(Y). 

Note the relations 

(3) Kq = Ko'yq, L Kq = Ko[y, l/y]. 
qeJ 

JoVe assert that y is a transcendental over Ko. For, assume that we 
have an algebraic relation aoyn + a1yn-l + ... + an = 0, aj E K Q• Then 
aiyn-i E Kn __ j , and therefore aiyn-i = 0, since L Kq is a graded ring. 
Since y ¥ 0, it follows that the a j are all zero, showing that y is a trans
cendental over K Q• 

Let R be the integral closure of R in K. The theorem which we 
wish to prove is the following: 

THEOREM 11. The ring R is a graded subring of the ring 2: Kq. 

More precisely: if we set Rq = R n Kq, then R = L Rq. In the special 
case in which Rq = 0 for all negative integers q also Rq = ° for negative q. 
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PROOF. It was pointed out above that Rc Ko[y, l/y]. Now Ko[Y] 
is a polynomial ring over a field Ko and is therefore integrally closed 
in its quotient field Ko(Y)( = K). The ring Ko[y, l/y] is the quotient 
ring of Ko[Y] with respect to the multiplicative system formed by the 
non-negative powers of y; this ring K o[y,l/y] is therefore also 
integrally closed in K. (Vol. I, Ch. V, § 3, Example 2, p. 261.) Conse
quently Rc Ko[y, 1/ y] = L: Kq[by (3)]. Every element of R is therefore a 
sum of homogeneous elements. In particular, if Rq = 0 for all negative q, 
then Rc Ko[Y] and therefore also Rc Ko[Y]; thus in this special case, 
every element of R is a sum of homogeneous elements of non-negative degree. 

Let 

(4) 

(~q E Kq, t ~ s) be an element of R. To complete the proof of the 
theorem we have only to show that each ~q (q=s, s+ 1, ... , t) is itself 
an element of R. 

We shall first consider the case in which the ring R is noetherian. 
Since Rc L:Kq, every element of R can be written as a quotient of two 
elements of R such that the denominator is a homogeneous element. 
Since ~ is integral over R, the ring R[~] is a finite R-module. We can 
therefore find a homogeneous element d in R, d ¥- 0, such that d.R[e] c R. 
We have therefore, for every integer i~ 0, that dei E R. If e. denotes, 
as in (4), the initial component of ~, then the initial component of the 
element d~i of R is d~,i. Hence d~/ E R for every integer i~ O. We 
have therefore shown that all the non-negative powers of ~. belong to 
the finite R-module R.(I/d). Since we have assumed that R is noetherian, 
it follows that the ring R[g.] itself is a finite R-module. Therefore also 
g. is integral over R. Then also g - e. = eHl + ... + et E R, and in 
this fashion we can prove step by step that all the ~ q' q = s, s + 1, ... , t, 
belong to R. 

In the non-noetherian case we can achieve a reduction to the 
noetherian case, as follows: 

Let 

(5) 

be a relation of integral dependence for e over R, and let d¥-O be a 
homogeneous element of R such that gqd E R for q=s, s+ 1,., .. , t. 
We consider the following homogeneous elements of R: the element d, 
the products ~qd (q=s, s+ 1, .. " t) and the homogeneous components 
of the coefficients aI' a2, ••• , an of the above relation (5). We denote 
these homogeneous elements, in some order, by Xl' X 2, ... 'XN' and 
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we denote by A the smallest subring of R containing the elements X" 

Then A = J[x l , X 2 • ••. , xN] if R is of characteristic zero (J = ring of 
integers) and A = JP [x 11 X2, ... , XN] if R is of characteristic p,," 0 
(Jp = prime subfield of R). In either case A is a noetherian integral 
domain. If we set Aq = A n Rq then it is immediately seen that 
A = L Aq and that consequently A is a graded subring of R. In fact, 
if 7] is any element of A, let 7]q be the homogeneous component of 7], 

of a given degree q, and let 7]=f(xl, x 2, ••• , XN)' wheref(XI , X 2, .•• , 

X N ) is a polynomial with coefficients which are integers or integers 
mod the characteristic p of R. If qj denotes the degree of the homo
geneous element xi of Rand fiXI' X 2, ••• , X N) denotes the sum of 
terms cXlil X 2iz · .. XNiN in f such that ilql +i2q2+ ... +iNqN= 
q(c E J or c E Jp), then it is clear that 7]q = fixl' X2, ••• , xN) and hence 
7]q E A. 

Since the element d and the products gi, q=s, s+ 1, ... , t, are 
included in the set {Xl' x.2' ..• , XN }, it follows that g belongs to the 
quotient field of A. On the other hand, since also the homogeneous 
components of all the coefficients a i in (5) are also included in the 
set {Xl' X2, ... , XN}, it follows that g is integrally dependent over A. 
Hence by the noetherian case, the homogeneous components gq of g 
are integral over A, hence a fortiori also over R. This completes the 
proof of the theorem. 

Theorem 11 can be generalized as follows: 
Let K' 0 be an algebraic extension field of Ko and let K' = K' o(Y). 

We set K'q= K' o·yq (q-an integer), so that 2: K'q is obviously a graded 
• q 

rmg. Then we have the following 
COROLLARY. Theorem 11 remains true if in the statement of that 

theorem we replace the field K by the field K', the graded ring 2: Kq by 
q 

the graded ring 2: K' q and the ring R by the integral closure R' of R in 
q 

K' (in particular, we must write R' = L R' q' where R' q = R' n K' q). 
The proof is immediate. For, the ring 2: R'q (weak direct sum of 

the R' q) is obviously a graded ring, having K' as quotient field, and 
R' is also the integral closure of this graded ring, in K'. Since R' , 
by its very definition, consists of all the homogeneous elements of K~, 
of degree q, which are integral over the graded ring L R'q, it follows 
from Theorem 11 that R' = L R' q' 

REMARK. It is easily seen that if Z E R' q then z satisfies an equation of the 
form 
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and that conversely, if an element z of K' satisfies such an equation (with 
the aiq in Ri,,) then z E R'". For, assume that Z E R'" and let 

z"+blZ"-I+b~"-2+ ... +bll = 0, bi E R, 

be an equation of integral dependence for z over R. Each of the n+ 1 terms 
on the left-hand side of this equation belongs to the graded ring R'. There
fore, if we denote by aiq the homogeneous component of ai' of degree iq, then 
we find (6). Conversely, assume (6). Dividing (6) by y"" and observing 
that ai"lyi" E Ko, we find that zlY" is algebraic over Ko and therefore must 
belong to K' 0 (since K' 0 is the algebraic closure of Ko in K'). Hence the 
element z is homogeneous of degree q, and since it is integral over R (in view 
of (6» it must belong to R'". 

§ 3. Algebraic varieties in the affine space. Let k be a field and 
let K be an algebraically closed extension of k. The field k will be 
referred to as the ground field, while K will be called the coordinate 
domain. Given an ideal ~ in the polynomial ring R = k[X l' X 2' ... , 

XII]' we recall (VI, § Sbis) that the variety 0/ ~ in the affine space AIIK 
is the set V of all points (x) = (Xl' X 2, ••• , XII) (Xi E K) such that /(x) = 0 
for all / in~. We shall denote this variety by f(~l). The fact that 
~ is an ideal in the polynomial ring over k is expressed by saying that 
V, the variety of ~, is defined over k. Any point (x) of V is said to 
be a zero of the ideal~. For every subset E of AIIK we denote by 
J(E) the set of all polynomials in k[Xl' X 2, •.• ,XII] which vanish 
at every point (x) of E. Clearly, f(E) is an ideal. We shall denote 
by I the set of all ideals of the form f(E), Ee All K. 

The set of points in All K which satisfy a finite set of equations 
/1 =0'/2=0, ... ,Jq=O, where /E k[Xl' X 2, ••. ,XII]' is a variety, 
namely it is the variety of the ideal generated by the polynomials 
/1>/2' ... ,I,,· Conversely, every variety can thus be defined by a 
finite system of polynomial equations, with coefficients in k, for every 
polynomial ideal has a finite basis. 

We note the following relations: 

(1) 

(I') 

(2) 

(2') 

(3) 

~e~ => f(~)::>f(~). 

EeF => J(E)::>J(F). 

f(f: ~i) = Q f(~i)' 

J(Y Ei) = Q J(EJ 

f(~ n ~) = j/'(~~) = f(~) u jr'(~). 



§3 

(4) 

(4') 

(5) 

(5') 

(6) 

ALGEBRAIC VARIETIES IN THE AFFINE SPACE 

"Y(J(E»=> E. 

J("Y(21»=>21. 

"Y(J(E» = E <:> E is a variety. 

J("Y(21» = 21 <:> 21 E I. 

21 E I => vi" = 21. 
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All these relations, except (2), (3),. (5) and (5') are self-evident. In 
(2) the sum ~ 2l j is not meant to be necessarily finite. The inclusion 
"Y(~ 2l j )c n "Y(21 j ) follows from (1). The opposite inclusion follows 

j 

from the definition of the ideal-theoretic sum ~ 2l j according to which 
every polynomial in L 2l j is a finite sum '2.!j, each fj belonging to at 
least one of the ideals ~j; any such polynomial vanishes therefore on 
n "Y(21;). 

j 

The inclusions "Y(21~):::> "Y(21 n ~):::> "Y(21) U "Y(~) again follow from 
(1) since 2l\l3c21 n \l3. On the other hand, if (x) ~ "Y(21) U "Y(~), then 
these exist polynomials f and g such that f E 21, g E ~, f(x)g(x) #- O. 
Since fg E ~\B, it follows that (x) i "Y(21~). This shows that "Y(21~)c 
"Y(21) U "Y(~), and (3) is proved. 

The implication ""Y(J(E» = E => E is a variety" is self-evident. 
On the other hand, if E is a variety, then E= "Y(21), for some ideal 21. 
We have, then, by (4'), J(E):::>~, whence "Y(J(E»cE, and (5) now 
follows from (4). The proof of relation (5') is quite similar (and is, in 
fact, dual to the proof of (5». 

From (2) and (3) it follows that intersections (finite or infinite) and 
finite unions of varieties are again varieties. The empty set ( = variety 
of the unit ideal) and the whole space An K ( = variety of the zero ideal) 
are varieties. It follows that An K becomes a topological space if the 
closed sets in An K are defined to be the algebraic varieties immersed in. 
An K . We have an induced topology on each variety V immersed in 
AnK • Since intersections of varieties are again varieties, the closed 
subsets of V are the algebraic varieties contained in V, i.e., the sub
varieties of V. 

If E is any subset of AnK then the closure of E is, of course, the 
least variety containing E. If V is any variety containing E, then 
J(V)cJ(E) and V = "Y(J(V»:::> "Y(J(E». Hence "Y(J(E» is the 
closure of E. In particular, the closure of a point P is the set of all 
points which are specializations of P over k (VI, § 5biS). 

From (5) it follows that if VI and V2 are distinct varieties, then 
J(V1)",J(V2)· Hence a strictly descending chain VI> V2 > ... > 
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V j > ... of varieties gives rise to a strictly ascending chain of poly
nomial ideals J( VI) < J( V 2) < ... < J( V,) < . .. and is therefore 
necessarily finite. This very special property of varieties shows that 
every variety, with the above topology, is a quasi-compact space. 

A variety V (defined over k) is said to be reducible (over k) if it can 
be decomposed into a sum of two varieties VIand V 2 which are defined 
over k and are proper subsets of V. If such a decomposition does not 
exist, then V is said to be irreducible (over k). 

THEOREM 12. A variety V is irreducible If and only If its ideal ..1'( V) 
is prime. 

PROOF. Assume that V is irreducible and letfl,J2 be two polynomials 
such that fj i J( V), i = 1, 2. Let W, be the set of points of Vat which 
f, vanishes (i= 1,2). Then W, is a variety, and it is a proper sub
variety of V, since f, i J(V). Since V is irreducible, also WI U W 2 

is a proper subset of V. Let (x) be a point of V, not in WI U W2• 

Then fl(x) =I 0 and f2(X) =I 0, whence fd2 i ..1'( V). This shows that 
J( V) is a prime ideal. 

Conversely, assume that J( V) is a prime ideal. Let V = VI U V 2' 

where V, is a variety (defined over k), i = 1, 2, and assume that V 2 =I V. 
We shall show that VI = V (and that therefore V is irreducible). By 
(2') we have J(V)=J(Vl) n J(V2):::>J(VI)·.f(V2). Since J(V2) > 
J(V) and J(V) is prime, it follows at once that J(V):::>J(VI)' whence 
V= VI' Q.E.D. 

THEOREM 13. Every variety V can be represented as a finite sum of 
irreducible varieties Vi,' 

h 
(7) V = U Vi' 

i= 1 

and the decomposition (7) is unique (to within order of the Vi) if it is 
irredundant, i.e., if no Vj is superfluous in (7). 

PROOF. The existence of a decomposition (7) into irreducible 
varieties follows easily by an indirect argument. Suppose, namely, 
that there exists a variety V for which the existence assertion of the 
theorem is false. Then V must be reducible, so that we can write 
V = W U W', with W < V and W' < V. Then the existence assertion 
of the theorem must be false for at least one of the two varieties W or 
W'. What we have shown is that if the theorem is false for a given 
variety V then there exists a proper subvariety V I of V for which the 
theorem is still false. This conclusion leads to the existence of an 
infinite strictly descending chain V > V I > V 2 > . .. of varieties, in 
contradiction with a preceding result. 
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Suppose now that (7) is an irredundant decomposition of V into 
irreducible varieties and let 

II 

(7') V= U V'· 
j=1 J 

be another irredundant decomposition of V into irreducible varieties. 
II 

For any VjI 1 ~ i~ h, we have Vi= V n Vi= U (V'j n Vi)' Since 
j=1 

Vi is irreducible, at least one of the g varieties V' j n Vi must coincide 
with Vi' i.e., we must have Vic V'i for somej, 1 ~j~g. By the same 
argument we find V'jC V, for some s, 1 ~ s ~ h. We have then 
Vic V'jC V" and therefore Vi= V'j= V, (since the proper inclusion 
Vi < V, would imply that V, is superfluous in (7». We have shown 
that each one of the h varieties Vi coincides with one of the g varieties 
V'i; and conversely. This establishes the unicity assertion of the 
theorem. 

The irreducible varieties V 1> V 2' ... , Vh are called the irreducible 
components of V. 

REMARK. In order to verify that a decomposition (7) into irreducible 
varieties is irredundant it is sufficient to verify that Vi ¢ Vi if i, j = 
1,2, ... , hand i,,;:j. For assume that we have a decomposition (7) 
into irreducible varieties which is not irredundant, and let, say, VI be 

h h 
superfluous. Then VIc U Vi' VI = U (Vi n VI)' Since VI is 

i= 2 ;= 2 

irreducible, this implies that VI = Vi n VI for some i,,;: 1, i.e., that 
VIc Vi for some i,,;: 1. 

The above reasoning is similar to that which one uses to show that 
if a finite set of prime ideals {PI' P2' ... , Ph} is such that Pi:j> Pi for 
i, j = 1, 2, ... , hand i,,;: j, then no Pi is superfluous in the intersection 
Pl n P2 n ... n Ph' (See Vol. I, Ch. IV, § 4, property A at end of 
section.) 

COROLLARY 1. If an irreducible variety V has more than one point it 
is not a Hausdorff space. [Compare with Theorem 39 of VI, § 17 and 
the observations (A), (B) and (C) following that theorem.] 

If V is irreducible, the union of two proper closed subsets of V 
is never the entire variety V, or-equivalently-the intersection of two 
non~empty open subsets of V is never empty, and hence V is not a 
Hausdorff space. 

COROLLARY 2. Every ideal ~ in the set I admits an irredundant 
representation as intersection of prime ideals : 

(8) 



164 POLYNOMIAL AND POWER SERIES RINGS Ch. VII 

The irredundant decomposition (8) is unique, each one of the h prime 
ideals ~i is itself in the set I, and the h varieties Vi= 'i'"(~i) are the 
irreducible components of the variety 'i'"(Ill). 

Let V = 'j"(Ill). Since III E I, we have III = J( V). Let V l' V 2' ... , 

Vh be irreducible component of V. By the property (2') we have 
1ll=~ln~2n ... n~h' where ~i=J(Vi)EI is a prime ideal, by 
Theorem 12. Since Vi ¢ Vj for i ~ j, we have ~i:P ~ j for i ~ j, and this 
shows that the representation ~1 n ~2 n ... n ~h is irredundant. The 
unicity of the irredundant representation (8) of III as an intersection 
of prime ideals follows from the general theorems on primary decom
positions of ideals in noetherian rings (and could also be proved directly 
and in a straightforward fashion by an argument similar to the one 
employed in the proof of the second part of Theorem 13). We observe 
that the existence and unicity of an irredundant representation of III 
as an intersection of prime ideals is an immediate consequence of the 
general decomposition theorems for ideals in noetherian rings and of 
the fact that III = vi (see (6)). What is new in the above corollary is 
the assertion that the prime ideals ~i in the decomposition (8) themselves 
belong to the set I. 

We shall now prove the following important theorem: 
THEOREM 14 (THE HILBERT NULLSTELLENSATZ): The ideal J('j"(Ill)) 

of the variety of an ideal III in k[ X l' X 2' ... , Xn] is the radical of Ill. 
Or equivalently: if F, F1, F2, ••• , Fq are polynomials in k[X1' X 2, ••• , 

Xn] and If F vanishes at every common zero of F1, F2, ... , Fq (in an 
algebraically closed extension K of k), then there exists an exponent p and 
polynomials AI' A 2, ••• , Aq in k[Xl' X 2, ••• , Xn] such that 

(9) 

PROOF. We first show that the following statement is equivalent to 
the Hilbert Nullstellensatz: 

(10) If 'i'"(Ill) is empty then III = (1). 

It is obvious that (to) is a consequence of the Hilbert N ullstellerisatz, 
since the ideal of the empty variety is the unit ideal, and the only ideal 
2( whose radical is the unit ideal is the unit ideal itself. On the other 
hand, assume the truth of (to) and let F, F1, F2, ••• ,Fq be poly
nomials in k[ X l' X 2' ... ,Xn] satisfying the conditions stated in the 
theorem. We introduce an additional indeterminate T. The poly
nomials F l , F 2, .•. ,Fq , 1- TF have no common zero in K. There
fore, by (10), the ideal generated by these polynomials in k[ X l' X 2' 
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...• XII' T] must be the unit ideal. and there exist then polynomials 
Bj(X, T). B(X. T) in k[Xu X 2 • •••• XII' T] such that 

1 = B1(X, T)F1(X)+··· +Bq(X, T)Fq(X)+B(X, T)(l-TF(X». 

Substituting I/F(X) for T in this identity and clearing denominators, 
we obtain a relation of the form (9). 

Thus, in order to prove the Hilbert Nullstellensatz we have only to 
show the following: if 2{ is an ideal different from (1) then 2{ has at 
least one zero in K. Since every ideal different from (1) is contained in 
some proper prime ideal, it is sufficient to deal with the case of a 
prime ideal 2{ = 4J, different from (1). 

The proof that a prime ideal 4J. different from (1), has always a 
zero in K, is immediate if K is a universal domain (see VI, § Sbis, p. 22). 
For in that case, one can always construct a k-isomorphism of the residue 
class ring 

k[x1• x2' ••• ,XII] = k[Xl' X 2, •.• ,XII)f4J (Xj = ~-residue of Xi) 

into K, and if cp is such an isomorphism then the point (cp(x1), CP(X2)' 
... ,cp(xn» is a zero of 4J in K. Thus, our proof of the Hilbert Null
stellensatz is complete if K is a universal domain. The Nullstellensatz 
for the case of a universal domain is often referred to as the weak 
Nullstellensatz. 

To prove the Nullstellensatz in all generality, it is sufficient to prove 
it in the case in which K = k = algebraic closure of k. for every alge
braically closed extension of k contains an algebraic closure k of k and 
since, furthermore, the existence of a zero of ~ in An" will imply the 
existence of a zero of tJ in every algebraically closed extension of k. 
We have therefore to show that "every prime ideal 4J in k[Xl' X 2, ••• , 

X n]. different from (1). has an algebraic zero," i.e .• a zero (e1• e2 • ••• , en) 
such that e j E k. 

We shall give two proofs of this assertion. 
FIRST PROOF. Since every prime ideal, different from (1). is contained 

in a maximal prime ideal, we may assume that 4J is a maximal ideal. In 
that case, the residue class ring k[Xl' x2, ..• ,xn] =k[Xl' X 2, ••• ,Xn]/4J 
(Xi = 4J-residue of Xi) is a field, and the Hilbert Nullstellensatz results 
then as a consequence of the following lemma: 

LEMMA. If a finite integral domain k[Xl' X2, ••• ,XII] over a field k 
is a field, then the Xi are algebraic over k. 

PROOF OF THE LEMMA. The lemma is obvious if n = 1, for if X is a 
transcendental over k then the polynomial ring k[x] is definitely not 
a field (the polynomials of positive degree are non-units). We shall 
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use induction with respect to n. The ring S = h[x l , x2' ... , xn], 
assumed to be a field, contains the field k(Xl)' and we have S = 
k(X l )[X 2, X3, ..• , xn). Hence, by our induction hypothesis, the elements 
X 2, X 3, .•• , Xn are algebraic over k(x l ). It remains to show that Xl 

is algebraic over k. 
Since each Xi' 2 ~ i ~ n, is algebraic over k(Xl)' there exists a poly

nomial a(X), with coefficients in k, such th~t a(xl) -# 0 and such that 
the n - 1 products a(xl)x" 2 ~ i ~ n, are integral over k[Xl]. It follows 
that for any element ~ = f(x l , X 2, ..• , xn) of S there exists an exponent 
p (depending on g) such that [a(xl)]pf(xl, X2, ... , xn) is integral over 
k[Xl). This holds, in particular, for every element ~ of k(Xl)' since 
k(Xl)C S. Now, if Xl were a transcendental over k, then h[xl] would 
be integrally closed in k(Xl) and we would have, therefore, the absurd 
result thai every element ~ of k(Xl) can be written as a quotient 
A(xl)/[a(xl)]p of two polynomials in Xl' with denominator equal to a 
power of a fixed polynomial a(xl)' independent of g. 

SECOND PROOF. This proof will be based on properties of integral 
dependence. We first of all achieve a reduction to the case in which k 
is an infinite field. For this purpose we consider an algebraic closure 
K of the field k(X l' X 2' ... , Xn) and in this field we consider the 
polynomial ring h[ X l' X 2' ... , Xn], where h is the algebraic closure 
of k in K. If p' denotes the extension of p to the ring h[ X I> X 2' •.• , 

Xn], we have to show the existence of an algebraic zero (aI' a 2, ••• , an) 
of pt, and thus, if we fix any prime ideal ~ in h[X l' X 2' ... , Xn] such 
that -i);:) pt, it will be sufficient to show the existence of an algebraic 
zero of.p. Thus we may replace in the proof the field k by the field k, 
and since k is an infinite field, we have the desired reduction. Assum
ing, then, that k is infinite, we apply the normalization theorem (Vol. l, 
Ch. V, § 4, Theorem 8) to the integral domain S=R/p=k[Xl, X2, ••• , 

xn], and we thus get a set of d algebraically independent elements 
Zl' Z2' ... , Zd of S/k (d=transcendence degree of S/k) such that S is 
integral over k[Zl' Z2' ... , ZdJ. We consider a specialization of k[z] 
to k by assigning to ZI> Z2' ... , Zd arbitrary values aI' a2, ... , ad in k. 
The polynomials f(Zl' Z2' ... , Zd) such that f(a l , a2, ... , ad) = 0 form 
a prime ideal qo, in k[Zl' Z2' ... , Zd]' necessarily maximal, since 
k[al' a2, ... , ad] is a field. Since S is integral over k[Zl' Z2' ... , Zd]' 
there exists in S a prime ideal q lying over qo (Vol. I, Ch. V, § 2, 
Theorem 3). The residue class ring S/q is integral over k[Zl' Z2' 
... , Zd]/ qo (Vol. I, Ch. V, § 2, Lemma 1), and this implies that the 
q-residues ( of the Xi are algebraic over k. We have thus found an 
algebraic zero (~l' ~2' ... , ~n) of p. 
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A slight modification of the above proof makes it possible to avoid 
the use of the normalization theorem. For that purpose we fix an 
arbitrary transcendence basis {Zl' Z2' ... , Zd} of the field k(XI' X2' ... , 
xn)/k such that the z's belong to k[xl> X2 , ••• ,xn ] (for instance, we 
could take for {Zl' Z2' ... ,Zd} a suitable subset of {Xl' X2' ... , xn}). 
Each Xi satisfies an equation of algebraic dependence, of the form 
gm(Zl' Z2' ... ,Zd)X/"+ ... +gO(ZI' Z2' ... ,Zd)=O, where the gv are 
polynomials with coefficients in k and where we may assume that the 
leading coefficient g", is independent of i. Fix in the algebraic closure 
k of k a set of elements ZI' Z2"", Zd such thatg",(zl' Z2"", Zd)i:O 
(this is possible since k is an infinite field). Let qo be the kernel of 
the k-homomorphism k[Zl' Z2' ... ,Zd] -+ k[Zl' Z2' ... ,Zd] deter
mined by the conditions Zi -+ ZI' We denote by 0 the quotient ring 
of k[Zl' Z2' ... , Zd] with respect to qo' by 0* the integral closure of 0 
in k(Xl' X2, ... , XII)' and we fix a prime ideal q* in 0* which lies over q. 
Since gm(zl' Z2' ... , Zd) i: 0, we have gm(zl' Z2, ... , zd) ¢= qo and hence 
gm(zl' Z2"", Zd) is a unit in o. Consequently, each Xi belongs to 0*; 
the q* residue Xi of each Xi is algebraically dependent on k[ ZI, Z2' ... , 
Zd] and thus Xi is algebraic over k. Since the mapping k[Xl' x2, ... , 
xn] -+ k[Xl' X2, ... ,xn] determined by the condition Xi -+ Xi is a 
homomorphism (with kernel q* n k[Xl' X2' ... , xn]), (Xl' X2' ... , Xn) is 
an algebraic zero of the prime ideal p. 

Various consequences can be drawn from the Hilbert Nullstellensatz . 
. COROLLARY 1. If P is any prime ideal in k[Xl' X 2, ... ,Xn], then 

P is the ideal of its own variety 1'(p), and hence 1'(p) is irreducible and 
pEl. 

For, y'~ = p, whence p =.f(1'(p)) E I. The irreducibility of 1'(p) 
follows from Theorem 12. 

We have therefore a (1, 1) correspondence between the prime ideals 
p in the polynomial ring k[ X l' X 2' ... , Xn] and the varieties in An K 
which are defined and irreducible over k. The correspondence is such 
that if p and V are corresponding elements then P =.f(V) and V =1'(p). 

COROLLARY 2. Every ideal which coincides with its own radical is the 
ideal of a variety and therefore belongs to the set I. This set I coincides 
therefore with the set of ideals ~ such that ~= y'~; or equivalently, 
I is the set of all polynomial ideals which are finite intersections of prime 
ideals. 

For if ~= y'§{ then ~=.f(1'(~)), by the Hilbert Nullstellensatz. 
The rest of the corollary follows from relation (6) and from Theorem 13, 
Corollary 2. 

COROLLARY 3. If ~ is a polynomial ideal and PI' P2' ... , Ph are the 
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isolated prime ideals of '21, then the varieties r(pl)' 1"'(P2)' ... , r(Ph) 

are the irreducible components of r('Jl)jk. 
Since PI n P2 n ... n PI! is an irredundant representation of y~ as 

intersection of prime ideals, the corollary follows from the irreducibility 
of r(Pi) and from Corollary 2 (since y~ E I, by that corollary). 

COROLLARY 4. Let V be a variety in A"K, defined over k. If a 
polynomial fin k[ X l' X 2' ... , Xn] vanishes at all the algebraic points of 
V, then f vanishes at every point of V. 

Let Vo be the set of algebraic points of V and let '21 be an ideal in 
k[X}> X 2, .•• ,Xn] such that V = r('ll). Then Vo is the variety of 
the ideal'll in the affine space A/' over k. By the Hilbert Nullstellen
satz, as applied to the case K = k, the vanishing of f at every point of 
Vo implies that f E yij{. Hence f E J(V). 

The last corollary shows that a variety V in An K which is defined 
over k is uniquely determined by the set of its algebraic points. Or, 
in topological terms: the set of all algebraic points of a variety V is 
everywhere dense in V. 

§ 4. Algebraic varieties in the projective space. Let k be a 
ground field and let K be an algebraically closed extension of k (K = 
coordinate domain). The points of the n-dimensional projective space 
PnK over K are represented by ordered (n+ I)-tuples (YO'Yl" .. ,Yn) 
of elements of K, the (n + 1 )-tuple (0, 0, ... , 0) being excluded and 
two (n + I)-tuples (Yo, Yl' ... ,Yn), (y' 0' Y'I' ... ,y'n) representing the 
same point P if and only if they are proportional (i.e., if there exists an 
element t#O in K such that y'i=tYi' i=O, 1, .. " n). The (n+ 1)
tuple (Yo, Yl' ... ,Yn) is called a set of homogeneous coordinates of the 
corresponding point. We shall often denote this point by (y). If 
(y) is a point P in PnK , the field generated over k by all the ratios 
Y;/Y j such that Y j # ° is independent of the choice of the set of homo
geneous coordinates of P. This field will be denoted by k(P). By 
the dimension, dim Pjk, of P (over k) we mean the transcendence degree 
of k(P)fk. 

A set (Yo, Yl' ... ,Yn) of homogeneous coordinates of a point P is 
called a set of strictly homogeneous coordinates of P if the following 
condition is satisfied: the ideal of all polynomials F(Yo, Yl> . ',', Y n) 

(homogeneous or non-homogeneous) such that F(yo, Yl' ... ,Yn) = ° is 
homogeneous; or equivalently: the ring k[yo, Yl' ... ,Yn] is homo
geneous (in the sense of § 2). 

LEMMA. Let (Yo, Yl' ... ,Yn) be a set of homogeneous coordinates of 
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a point P and let s be an index, 0 ~ s ~ n, such that y, i= O. Then (Yo, 
Yll ... ,Yn) is a set of strictly homogeneolls coordinates of P If and only if 
y, is a transcendental over the field k(P). 

PROOF. Assume that (Yo, YI' ... ,Yn) is a set of strictly homo
geneous coordinates of P and let F(Z) be a non-zero polynomial in one 
indeterminate Z, with coefficients in k(P). Since every element of 
k(P) is a quotient of two forms in k[yo, YI' ... ,Yn]' of like degree, we 
have 

F(Z) = Cij<i)(yo, YI' ... ,Yn)Zi)/j<°)(yo, YI' ... ,Yn), 
i 

where f(O) and the f U) are forms in k[ Yo, YI , ... , Yn), of like degree h. 
We have j<°)(YO'YI' ... ,Yn)i=O, and f(i)(Yo'YI' ... ,Yn)#O for some 
i#O. Let G(Yo, YI ,"', Yn)=2f(i)(Yo, YI ,···, Yn)Y/ If, say, 

I 

j<v)(YO'Yl"" ,Yn)i=O and if we set Gv+h=j<v)(Yo, YI ,···, Yn)Y:, 
then Gv+h is the homogeneous component of G, of degree v + h, and we 
have Gv+h(Yo, YI' ... ,Yn) i= 0 since y, # O. Since the y's are strictly 
homogeneous coordinates of P, it follows that G(yo, YI' ... ,Yn) i= 0, i.e., 
F(y,) i= O. This shows that y, is a transcendental over k(P). The proof 
of the converse is also straightforward and may be left to the reader. 

COROLLARY. If K has infinite transcendence degree over k every point 
of PnK has sets of strictly homogeneous coordinates. 

Let F( Yo, Y I' ... , Yn) be a homogeneous polynomial over k and 
let P be a point of PnK . If some set of homogeneous coordinates 
(Yo, YI' ... ,Yn) of P satisfies the relation F(Yot Yl> ... ,Yn) = 0 then 
every set of homogeneous coordinates (Y' 0' Y' I' ... ,Y' n) of P will 
satisfy the relation F(y' 0, Y' I' ... ,Y' n) = O. We then say that the 
point P is a zero of the form F and that F vanishes at P. If ~ is a 
homogeneous ideal in k[Yo, Y ll ... , Yn], any common zero of the 
forms belonging to ~ is called a zero of the ideal W, and the set of 
zeros of W is called the variety of ~ and is denoted by 'i""(~). An 
algebraic (projective) variety in PnK , defined over k, is any subset of 
PnK which is the variety of some homogeneous ideal in k[Yo, Y I, ... , 
Yn)· Only varieties defined over the given ground field k will be con
sidered, and the specification "defined over kl! will be omitted. 

If E is any subset of PnK then the set of forms in k[Yo, Y 1, ... , Yn] 
which vanish at every point of E is obviously the set of forms belonging 
to a well defined homogeneous ideal, namely to the ideal generated by 
these forms. This homogeneous ideal is called the ideal of the set E 
and will be denoted by J(E). We shall denote by I the set of all 
homogeneous ideals in k[Yo, Y 1, ... , Yn] of the form J(E), Ec::.PnK • 
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Note that if ~( is an irrelevant ideal (§ 2, p. 154) then 1""(~) is empty, 
for if ~( is irrelevant then Y/ E ~( for some integer p ~ 1 and for all i, 
showing that no point (Yo, YI' ... , y,,) (not all Yi being zero) can be a 
zero of ~L 

As in the case of the affine space A"K, we have a natural topology in 
the projective space P"K in which the algebraic (projective) varieties 
are the closed sets. The closure of any subset E of P"K, i.e., the least 
variety containing E, is given by 1""(..I(E». By a specialization of a 
point P, o'ver k, we mean any point Q which belongs to the closure of 

the point P; in symbols: P.!. Q. 
These notations and terms are identical with those used in the pre

ceding section for affine varieties. The formulas (1 )-(6) continue to 
hold for projective varieties and homogeneous ideals, and there is no 
change whatsoever in the proofs except that whenever we use poly
nomials I, g, etc., we must now assume that I, g, ... are forms. It is 
only necessary to bear in mind the fact that the set of homogeneous 
ideals is closed under all the basic ideal-theoretic operations (see § 2, 
Theorem 8). The definition of irreducible varieties can be repeated 
'verbatim for projective varieties, and then Theorems 12 and 13 continue 
to hold, the proofs remaining the same (we need only recall, from § 2, 
that for a homogeneous ideal lJ to be prime it is sufficient that the con
dition "Ig E ~ ::::> I E ~ or g E ~" be satisfied for forms I and g). Corol
lary 2 of Theorem 13 continues to hold, with the additional property 
that the prime ideals VI' P2' ... , Vh in (8) are homogeneous. While 
going through the reasoning which was employed in the proof of that 
corollary the reader should bear in mind the fact proved in § 2 (Theorem 
9, Corollary) that all the prime ideals of a homogeneous polynomial 
ideal (over afield k of coefficients) are homogeneous. 

In VI, § Shi., we have introduced the notion of a general point of 
an irreducible affine variety and also the coordinate ring of such a 
variety. We shall now extend these definitions to varieties in the 
projective space P"K. 

Let V be a non-empty irreducible variety in P" K and let ..., be the 
homogeneous prime ideal of V in k[Yo, Yll .•. , Y,J. The residue 
classringk[Yo, Y 1,"', Yn]/p=k[YO'Yl"" ,y,.],whereYi=p-residue 
of Y i , is called the homogeneous coordinate ring of V. It is clear that 
this ring is a finite homogeneous integral domain (over k), in the sense of 
the definition given in § 2 (p. 151). 

Since V is non-empty, not all the indeterminates Yi can belong to "'. 
Hence not all Yi are zero. However, the Yi are not in general elements 
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of K. and we cannot therefore. in general. regard (Yo. Y1 • ...• y,,) as a 
point of P"K. We do call. however. the (n+ 1)-tuple (YO'Y1" .. • y,,) 
the general point of V. Since the kernel ~ of the canonical homo
morphism k[ Yo. Y l' ...• Y,,] - k[yo. Y1' ...• y,,] is homogeneous. it 
follows that (Yo. Y1' ...• y,,) is a set of strictly homogeneous coordinates 
of the general point of V. 

If K is a universal domain. there exist k-isomorphisms of k(yo. 
Y1 • ...• y,,) into K. If a is such an isomorphism then the point 
(a(yo). a(Y1)' ...• a(y,,» is a point of V and is also called a general point 
of V; the poiilt (Yo. Y1 • ... y,,) may be singled out by referring to it as 
the canonical general point of V. Note that the set (a(yo). a(Y1)' ... , 
a(y,,» is a set of strictly homogeneous coordinates. 

The quotient field of the homogeneous coordinate ring k[ Y]/V is 
not what is called the function field of V. We notice that k[Y]/v is a 
graded ring (see § 2. Lemma 1. p. 150). whence we can talk about homo
geneous elements of this ring. Then the set of all quotients a/b. 
where a and b are homogeneous elements of like degree in k[Y]/V 
(b#O). is obviously a subfield of the quotient field of k[YJ/v. This 
subfield we call the function field of V. and we denote it by k( V). The 
field k(V) is generated over k by all the ratios Y;/Yj whose denominator 
is # 0; if s is an index such that Y, # O. we also have k( V) = k(yo/Y, • 
. . . • Yn/yJ The transcendence degree of k( V) over k is called the 
dimension of V and also the projective dimension of the homogeneous 
prime ideal~. It is an integer between 0 and n. Since Yo. Y1 • ...• y" 
are strictly homogeneous coordinates. it follows from the above lemma 
that y $ is a transcendental over k( V). Hence the transcendence degree 
of k(yo. Y 1> •••• y,,) I k ( = dimension of the prime ideal v) is one greater 
than the dimension of V (or also. one greater than the projective 
dimension of V). 

According to our preceding definitions. k( V) is identical with k(P), 
where P is the canonical general point of V, and dim V = dim P/k. 

From the Hilbert Nullstellensatz we can easily derive a corresponding 
Nullstellensatz for homogeneous polynomial ideals and projective 
varieties. We can see already that some modification will be necessary, 
for we have already pointed out that the projective variety V of an 
irrelevant ideal ~ is always empty, while in the non-homogeneous case 
the Hilbert Nullstellensatz tells us that only the unit ideal has the 
property that its (affine) variety is empty. Thus we cannot expect to 
have a verbatim extension of the Nullstellensatz. However, it turns 
out that the irrelevant ideals are the only exceptional ones: 

THEOREM 15 (Projective Nullstellensatz): If ~ is a non-irrelevant 
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homogeneous ideal in k[Yl' ... , Yn), then f(lH) is non-empty and the 
ideal of the variety f(91) is the radical of IH. 

PROOF. We set V = f(lH) and we consider the affine variety C( V) 
in An+1K which is the variety of the ideal Il{: it is the set of all points 
(xo, ... ,xn) in An+lK such that F(x)=O for every Fin IH. Since I}( is 
a homogeneous ideal, the relation (xo,"" xn) E C( V) implies (txo, 
· .. , tXn) E C( V) for every t in K. Thus, if V is non-empty, C( V) is a 
union. of straight lines containing the origin (0, ... , 0). 

It is furthermore clear that a point (xo, Xl' ... , xn) of An+1K, different 
from the origin, belongs to C( V) if and only if the point of Pn K whose 
homogeneous coordinates are X o, Xl' ... 'Xn belongs to V. The 
variety C( V) is called the representative cone of V. Since 9l is non
irrelevant, C( V) is neither empty nor is it reduced to the origin (by 
the affine Nullstellensatz). Hence V is non-empty. 

Since V is non-empty, it is clear that the (homogeneous) ideal of V 
is contained in the ideal of C( V). Conversely, if a polynomial F( Yo, 
· .. , Y n) vanishes on C( V), we have, for every point (xo, ... , xn) of V 

q 

and for every t in K, F(txo, ... ,txn)=O. Writing F= L F j , where 
j=O 

F j is either zero or a form of degree j, we get Fo + tFl~:) + ... + 
tqFq(x) = 0 for every t, whence Fj(x) = 0 for every j since the algebraically 
closed field K is infinite. Therefore the homogeneous ideal of V 
is equal to the ideal of C( V). Theorem 15 now follows immediately 
from the affine Nullstellensatz. Q.E.D. 

The four corollaries of Theorem 14 hold for projective varieties and 
homogeneous ideals with the following modifications: 

In Corollary 1 it must be assumed that V is a prime homogeneous 
ideal, different from the irrelevant ideal 1) which is generated by 
(Yo, Y 1 , ... , Yn)· 

Corollary 2 should read as follows: "Every ideal which coincides 
with its own radical and is not an irrelevant ideal is the ideal of a 
variety and therefore belongs to the set I. The set I is therefore the 
set of all polynomial ideals which are finite intersections of prime 
ideals and are different from the irrelevant prime ideal (Yo, Y l' ... , 

Yn)· " 
In Corollary 3 it must be assumed that ~( is not an irrelevant ideal. 
In Corollary 4, V is a projective variety in PnK , f is in k[Yo, Y 1, 

· .. , Y lI ] and is a form. By an algebraic point in P"K we mean a 
point whose homogeneous coordinates are proportional to elements 
of k. 

We note that the existence of algebraic points on every non-empty 
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variety can also be proved by means of the existence theorem for 
algebraic places (VI, § 4, Theorem 5', Corollary 2), as follows: 

Let (Yo, Yl' ... ,Yn) be the canonical general point of an irreducible 
non-empty variety V in PnK , and let 9 be an algebraic place of k(yo, 
Yl' ... ,Yn)/k. If v is the corresponding valuation, we may assume 
that v(Yo) ~ V(Yi)' 1 ~ i ~ n. Let ai = 9(ydyo), where ai is then different 
from co and is algebraic over k. The point (1, aI' ... , an) is immedi
ately seen to belong to V, and thus V has an algebraic point, as asserted. 

§ 4bls• Further properties of projective varieties. We shall 
begin by generalizing to projective varieties the notion of the center of 
a place and the notion of a divisor which have been given for affine 
varieties in the preceding chapter (VI, § 5bis and § 14). 

Let Q be a point (zo, Zl' ... ,zn) of V. We consider quotients 
f(yo, Yl' ... ,Yn)/g(yo, Yl' ... ,Yn) of elements of the homogeneous 
coordinate ring of V, such that f and g are homogeneous, of like degree, 
and such that g(zo, Zl' ... ,zn)#O. These quotients form a ring, 
contained in the field k( V), called the local ring of V at the point Q, or, 
briefly, the local ring of Q (on V). 

Without loss of generality we may assume that Z ° # O. Then also 
Yo#O since Q is a specialization, over k, of the general point (YO'Yl' 
... ,Yn) of V/k. Set :Xi = y,/Yo, ai = zdzo. It is clear that the point 
(aI' a 2, ... ,an) of the affine n-space is a specialization of the point 
{Xl' X 2, •.. ,xn}· Therefore, if we consider the ring k[Xl' x2, ••. , xn] 
then the point (aI' a 2, .•. , an) corresponds to a prime ideal lJ of this 
ring, and the local ring of Q is immediately seen to be equal to the 
quotient ring of the ring k[xl> X 2, .•. , xn] with respect to this prime 
ideal. The points of the projective space P n K which do not lie in the 
hyperplane Yo=O form an affine space AnK . Denote by Va the inter
section F n A"K. We have just seen that each point of Va is a special-' 
ization of (Xl' X 2' ••• ,Xn ) over k; also the converse is true and its 
proof is immediate. Hence Va is an irreducible affine variety, with 
(Xl' X2, ..• , Xn) as general point. This connection between projective 
and affine varieties will be investigated in more detail in Section 6. 
For the moment we only wish to call attention to the fact which was 
established above, namely that If Q is any point of Va then the local ring 
of the projecti've 'variety V at Q is the same as the local ring of the affine 
variety Va at Q. . It is also clear that the function fields k( V) and 
k(Va} coincide, both being given by the field k(Xl' X2, ••. ,xn}. We 
shall use these facts and notations in the remainder of the section. 

Let 9 be a place of the function field k( V) of V and let us assume 
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that the residue field of 9 is contained in the coordinate domain K 
(this is no essential restriction on 9 if K is a universal domain; see 
VI, § 5bis). If v is the valuation determined by 9, then v(Y;/Yj) is 
meaningful for any i,j=O, 1", " n, providedYj;i:O, sinceydYj E k(V). 
It is clear that there exists an index s such that v(YdY.) ~ ° for i = 
0, 1, ... ,n. For such an index s let 9(YdY,) = bi E K. The bi are 
not all zero (since h. = 1) and thus determine a point Q = (bo, bl , ... , bn) 

of PnK • If t is another index such that v(ydYI)~O for i=O, 1, ... , n 
and if we set 9(ydy,)=cj' then b,c.= 1, whence b,;i:O, c.~O, and 
furthermore, cj=9(Ydy,·y,/y,)=bjc" i=O, 1" .. ,n. This shows that 
the point Q above depends only on the place 9 and not on the choice 
of the index s. It is easily seen that Q belongs to V. For if f( Yo, Y u 
... , Yn) is any form in the homogeneous ideal of V, then we have 
f(yo/Y" YI/Y,' ... ,Yn/Y,) = 0, and since 9 is a k-homomorphism it 
follows that f( bo, bl , ... , bn) = 0, showing that Q is on V. This point 
Q is called the center of the place &J on the variety V. The properties 
(1)-(6) of the center of a place on an affine variety, given in VI, § 5bis , 

continue to hold for projective varieties. The proofs are straightforward 
and may be left to the reader (it is best to prove property 5 and to use 
this property in the proof of the remaining properties). 

In a similar way (i.e., by reduction to affine varieties) we can define 
the center W, on V, of any valuation of k(V)/k: W will be a certain 
irreducible subvariety of V (see VI, § 9, p. 38). 

We now consider prime divisors of the function field k( V) of V. 
Since k( V) is a field of algebraic functions, namely k( V) = k( XliX 2' 

... ,xn), where xj=ydyo (assuming that Yo;i:O), the results of VI, 
§ 14 are applicable. In particular, every prime divisor of k(V) is a 
discrete valuation, of rank 1. Furthermore, every irreducible (r-l)
dimensional subvariety Wof V/k is the center of at least one and of at 
most a finite number of prime divisors. To see this, we have only to 
fix a general point Q of W/k and-assuming that Q belongs to the affine 
variety V,,-observe that the prime divisors of k(V) having center W 
on V coincide with the prime divisors of k( V,,) (= k( V» which have 
center W" on V"' and then apply Theorem 32 of VI, § 14. 

We say that our variety V is normal at W if the local ring o( W; V) 
(i.e., the local ring of V at the general point Q of W/k) is integrally 
closed. Clearly, V is normal at W if and only if V" is normal at W" 
[since o(W; V)=o(W", V,,)]. We say that V/k is normal, or locally 
normal, if it is normal at each of its points. Theorem 33 of VI, § 14 
continues to hold for normal varieties in the projective space: if V/k 
is normal at Wand dim W = r - 1, then there is only one prime divisor 
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of k( V) having center W. We denote this divisor by V w' In particular, 
if Vjk is a normal variety then every irreducible (r-1)-dimensional 
subvariety Wof Jljk is the center of a unique prime divisor of k( V). 

We now assume that V is normal and we introduce the free group of 
divisors on V, i.e., the group generated by the irreducible (r-1)
dimensional subvarieties W of V. Using the notations of VI, § 14, 
p. 98, we can now define the divisor (w) of any function w#O in k(V): 

(1) (w) = 2: vw(w)· W, 

where the sum is extended to all the irreducible (r - 1 )-dimensional 
subvarieties of Vjk. That the sum (1) is finite can be seen as follows: 

In the first place, there is only a finite number of irreducible (r - 1)
dimensional subvarieties Wof V such that (a) Va contains the general 
point of Wajk and (b) vw(w)#O; this assertion concerns only the 
affine variety Va and has been proved in VI, § 14 (p. 97). 

In the second place, since the intersection of V with the hyperplane 
Yo = 0 is at most (r - 1 )-dimensional, there is only a finite number of 
(r - 1 )-dimensional irreducible subvarieties W of V which do not 
satisfy condition (a) above. 

As has been proved in VI, § 14, p. 99, if w is not a constant, i.e., if w 
is not algebraic over k, then there exists at least one polar prime divisor 
of w, i.e., for at least one W in (1) we must have vw(w) < O. Upon 
replacing w by 1/w we see, under this same assumption, that we must 
also have vw(w) > 0 for at least one W. 

We now prove the following analogue of Theorem 34 of VI, § 14, 
for normal varieties in the projective space: 

THEOREM 16. Let Vjk be an irreducible variety in the projective space 
Pn K and let R = k[yo, YI' '.' . ,Yn] be the homogeneous coordinate ring of 
Vjk. A necessary and sufficient condition that Vjk be normal is that the 
conductor of R in the integral closure R of R be an irrelevant ideal. 

PROOF. Assume that the conductor !l of R in R is irrelevant and 
let Q=(zo, ZI' ... ,zn) be any point of V. We show that V is normal 
at Q. Without loss of generality we may assume that zo#O. We set 
xi=ydyo, ai=z;/zo and we call Va the affine variety consisting of 
those points of V which do not lie in the hyperplane Yo = O. The 
point Qa == (aI' a2, ... , an) lies on Va' and to say that V is normal at 
Q is the same as saying that Va is normal at Qa' Now, the ring 
k[x!> x 2, .•• , xn] is the non-homogeneous coordinate ring of Va/k. We 
shall show that this ring is integrally closed, whence it will follow that 
Va is a normal variety. Let ~ be an element of the integral closure of 
k[x!, XII' •.. ,Xn]. Upon the substitution Xi --+ ydyo, and clearing 
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denominators, an equation of integral dependence for ~ over k[x}, 
X 2, ..• , xn) takes the form 

(2) Yoh~. + f(l)(yo, Y}' ... ,Yn)~·-l + ... + j<·)(yo, Yu ... ,Yn) = 0, 

where each f<i) is a form of degree h, with coefficients in k. Relation 
(2) implies that Yoh~ E R. Since the conductor <r of R in R is irrelevant, 
it contains a power of each Yi' In particular, let, say, YoN Ea:. Then 
YoN+h~ E R, and since ~ is homogeneous of degree zero, we have 
YoN+h~=g(yo,Y},··· ,Yn), where g is a form of degree N+h, with 
coefficients in k. Hence ~=g(l, Xl' X 2, ..• ,Xn) E k[xu X 2, •.. ,Xn). 

Conversely, assume that V is normal. We have to show that there 
exists an integer N such that YiNRcR for i=O, 1, .. " n. Since R is 
a finite R-module (Vol. I, Ch. V, § 4, Theorem 9) and since each ele
ment of R is a sum of homogeneous elements of R (§ 2, Theorem 11), 
it is sufficient to show that for any homogeneous element w of R there 
exists an integer N (depending on w) such that YiN w E R, for i = 0, 1, 
... ,n. Let us show, for instance, that YoNw E R for some N. Let v 
be the degree of w(v;;; 0) and let w satisfy an equation of integral 
dependence over R, of degree gin w: 

(3) 

Each coefficient Ai is a sum of homogeneous elements of R, and thus 
the left-hand side of (3) is a sum of homogeneous elements of R. Since 
R is a graded ring, the sum of terms having the same degree must 
vanish. In particular, the sum of terms of degree vg must be zero. 
Hence we may assume that Ai is a form in Yo, YI' ... ,Yn' of degree vi. 
But then (3) shows that w/Yo· is integral over k[x}o X 2, •.• ,Xn). Since 
V is normal, also Va is normal, and hence the ring k[x}, X 2, ••• , xn] 
is integrally closed (VI, § 14, Theorem 34). Hence w/Yo· E k[x}, x 2, 

... , xn), i.e., w/Yo· = f(yo, Y}, ... ,Yn)/YO', where f is a form of degree s. 
Hence Yo'-vw E R, as asserted. This completes the proof of the 
theorem. 

A variety V/k in PnK is said to be arithmetically normal if its homo
geneous coordinate ring R = k[yo, Y}' ... ,Yn) is integrally closed. It 
follows from the preceding theorem that an arithmetically normal 
variety is also normal. The converse is not always true, as can be shown 
by examples. 

For an arbitrary projective variety V/k, we consider a finite algebraic 
extension F of the field k( V) and we denote by R the integral closure, 
in F(yo), of the homogeneous coordinate ring R of V/k. Since Yo is a 
transcendental over k( V) (we assume that Yo # 0) it follows from 
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Corollary to Theorem 11 (§ 2) that R is a graded ring. Let Rq 
(respectively, Rq) be the set of homogeneous elements of R (respectively 
of R), of degree q. Since, for each q ~ 1, Rq is a finite dimensional 
vector space over k and since R is a finite R-module (admitting an 
R-basis consisting of homogeneous elements), it follows at once that 
Rq is also a finite-dimensional vector space over k. Let {uo, ul , ..• I 

u"'} be a k-basis of Rq and let tiq be the projective variety whose general 
point is (u o, UI' ... , u",). A change of k-basis of Rq leaves P'q un
changed, up to projective equivalence. Thus P'q is uniquely deter
mined for each integer q ~ O. We shall prove the following: 

If q is sufficiently large then P'q is the derived normal model of V/k in 
F,t and, moreover, rq is an arithmetically normal variety provided k is 
maximally algebraic in F. 

[The proof given below applies without modification to models over 
"restricted" domain (VI, § 18) and yields another proof of Theorem 42 
of VI, § 18.] 

Let OJ = k[Yo/Yj, YI/Yj, ... I Yn/Yj] and let Vj be the affine model 
V(Oj), so that V is the union of VOl VI' ... , Vn. Let V'j be the derived 
normal model of V j in F, i.e., let V'j= V(o'j), where O'j is the integral 
closure of OJ in F. To prove that P'q is the derived normal model 
N( V, F) of V in F it will be sufficient to show that V' j is a subset of 
P' q for i = 0, 1, ... , n (for, N( V, F) is the union of the affine models 
V' 0' V'I' ... , V'n and is a complete model, while P'q, being a model, 
is an irredundant set; see VI, § 17). Let us show, for instance, that 
V' OC tiq if q is sufficiently large. 

Without loss of generality we may assume that the k-basis {uo, UI , 

... , um} of Rq includes the element Yoq. Let, say, uo=Yoq. Let 
00 = k[ul/u O' u2/Uo, ... , um/uol. Then the affine variety V(oo) is a 
subset of P'q. We shall show that if q is sufficiently large then 0'0= °0, 

This will establish the inclusion V' oC P'q, for q large. 
Let ~ be any element of 00' Then ~ = w/uo\ where w is a form, of 

degree h. in U O, U1, ... I Um , with coefficients in k, whence wE Rhq • 

The element w satisfies a "homogeneous" relation of integral depen
dence over R, i.e., we have w.r+ a1w.r-1 + ... +a.r=O. where aj E R ihq • 

Upon dividing this equation by uoh.r and observing that adui i = 
adYohjq E 0 0, we see that ~ E 0' o. We have therefore shown that 
00c 0' 0 (for any q). To prove the opposite inclusion 0' OC °0 (for large q) 
we first observe that the monomials Yoq-1Yi (i=O, 1, ... , n) belong to 
Rq, hence also to Rq, and thus are linear combinations of U o• U lt .•. , Um, 

t Here V and V. are regarded as models, i.e., as collections of local rings; see 
the opening paragraphs of VI, § 18. 
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with coefficients in k. ThereforeydYo=YiYo'l-I/uo E 00' Thus 0ocoo' 
On the other hand, if TJ is any element of 0'0 then, upon writing an 
equation of integral dependence of TJ on 00, we see at once that for large 
q the product TJYo'l is integral over R and therefore belongs to RII • 

Since 0'0 is a finite oo-module, it follows therefore that if {TJI' TJ2, ••• , 
TJq} is an oo-basis of 0' 0 and q is sufficiently large, then all the products 
TJaYO'l are linear combinations of UO, U1' ••• , Urn' with coefficients in k, 
and therefore the TJa belong to 00' Since also 00 is contained in 00' the 
inclusion 0' OC 00 is proved, for all large q. 

It now remains to prove that P"'l is arithmetically normal, i.e., that 
the homogeneous coordinate ring 1= k[uo, u1, ••• , urn] of P"'l/k is 
integrally closed (for large q). Let I' be the 'integral closure of I in its 
quotient field. Then /' is a graded ring: /' = /' 0 + /'1 + . . . + /'" + ... 
(the degree h of a homogeneous element of /' being defined by stipu
lating that uo, U 1' ... , Urn are homogeneous elements of degree 1). 
Since IeR, we have /'cR and hence I'"~R,,q. We assert that I',,= 
R"q. To show this we first observe that R is integral over I, since 
Yj'l E I. Hence the elements of Rh'l, being integral over R, are also 
integral over I. Therefore, in order to show that R,,'l c I'" we have 
only to show that R,,'l is contained in the quotient field of I. This, 
however, is obvious, since R"'lcF'Yo'lcF(uo) (assuming-as we may
that U o = Yo'l) and since F(uo) is precisely the quotient field of I, for 
large q (we have just proved that if q is large then P"1l is a derived normal 
model of V/k in F, whence-at any rate-k(P"'l) = F). We thus ha\'e 
shown that 

(4) l' = Ro+Rq+R2q+ ... , q-Iarge, say q ~ a. 

Since R is a finite R-module, we can write R=Rz1 +Rz2+ ... + Rz" 
and we may assume that the Zi are homogeneous elements of R. Let 
Sj be the degree of Zj and let p = max (SI, S2' ..• , s" a), where a is 
defined in (4). We shall now show that if q ~ p then rq is arithmeti
cally normal. 

If q ~ max (SI' S2' ••• , s,) then we have clearly 

(5) 

Let j be any non-negative integer. Then: 

Rq+J = Rq+i -.1Z 1 + Rq+i-'zz 2 + ... + Rq+i_.,z, = RjRq.· 

Therefore, a fortiori, we have Rq+i = RJRq. It follows that R"q= 
(R'l)". If, now, also (4) holds, i.e., if we have q~p, then we find 
I'=Ro+Rq+(Rq)2+ .. , +(Rq)"+ Recalling that Rq=kuo+ 
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kU 1 + ... +ku"" we conclude that 1'cRo+I. Now, we have Ro=k 
and Ro = k since we have assumed that k is maximally algebraic in F 
(and therefore also in F(yo». Therefore l' c I, i.e., l' = I, showing 
that -rq is arithmetically normal. 

§ 5. Relations between non-homogeneous and homogeneous 
ideals. We consider the polynomial rings R = k[ X l' ••• , Xn] and 
h R = k[ Yo, y l' ... , Y n] in nand n + 1 indeterminates, respectively, 
over the same field k. Our aim is to establish a natural correspondence 
between arbitrary ideals in R and homogeneous ideals in hR. Given 
any polynomial F(X1,· .. , Xn) in R, different from zero, we first define 
its homogenized polynomial hF in hR as follows: 

(1) hF(Yo, ... , Y n) = Y oc(F)F(Y1/YO'···' Yn/YO), 

where o(F) denotes, as usual, the (total) degree of F; the fact that hF 
is actually a polynomial, and not merely a rational function with 
denominator a power of Yo, is clear. The homogenized polynomial 
hF is a form having the same degree as F. We leave to the reader the 
verification of the following formulas: 

(2) 

(3) Yoo(F)+c(G).h(F + G) = Yoc(F+G)[Yoo(G).hF + Yoo(F) .hG). 

Note that (3) reduces to h(F+G)=hF+hG if F, G and F+G have the 
same degree and F + G i= o. Note also that hF is never a multiple of Yo. 

Conversely, with every polynomial <p(Yo, ... , Yn) in hR, we associate 
the polynomial alP in R defined as follows: 

(1 ') 

Then it is clear that we have 

(2') 

(3') 

a( <pt/J) = a<p. at/J 

a(<p+t/J) = a<p+at/J. 

Actually we shall apply the operation a only to forms <p, so that from 
now on <p will always denote a form (unless the opposite is stated 
explicitly). It is clear that if Yo'" is the highest power of Yo which 
divides <p, then the degree of alP is equal to o(<p) - m. 

We now study the relations between "h" and "0". It follows immedi
ately from the definitions that we have 

(4) 



180 POLYNOMIAL AND POWER SERIES RINGS Ch. VII 

On the other hand, we have (hQ<p)(Yo, ... , Yn)= YoO(a<p).Q<p(Yl/YO' 

... , Yn/Yo)= YoO(a'fL<p(I, Y1/Yo,···, Yn/YO)· Hence 

(5) 

or, by the preceding observation, 

(5') "(Q<p) = Yo-m<p, 

where Yom is the highest power of Yo which divides <po Thus h(Q<p) 
is, in general, a divisor of <po The inequality o(Q<p) < o(<p) can hold only 
if <p is a multiple of Yo, and h(Q<p) is then the form obtained from <p by 
deleting the factor Yom contained in <po It follows that the homogeneous 
polynomials of the form hF in hR (F E R) are exactly those polynomials 
which do not contain Yo as a factor. 

We now extend the operations "h" and "Q" to ideals. We shall 
denote ideals in R by small German letters and ideals in "R by capital 
German letters. Given an ideal a in R, the set of all forms "F, FE a, 
is not the set of all forms belonging to some homogeneous ideal, for 
this set does not contain any form which is divisible by Yo. However, 
if we consider the set S of all forms Yom.IIF (m~O, FE a), then it is 
easily seen that S is the set of forms of a homogeneous ideal. To 
show this we have only to show that the difference of two forms in S, 
of like degree, is still in S, and that the product of any form in S by an 
arbitrary form in hR also belongs to S. For, if this is shown, then it 
will follow that S is the set of all forms which belong to the ideal 
generated by the elements of S. Now, all that will follow directly 
from the following characterization of S: a form <p belongs to S if and 
only tf Q<p E a. The proof is immediate and is as follows: 

If Q<p=FE a, then h(Q<p)=hF, and thus, by (5'), <p= Yom.hFE S. 
Conversely, if <p= Yom .hF, with F in a, then Q<p=Q(hF) =F E a, by (4). 

We denote by ha the homogeneous ideal in hR which is generated by the 
forms belonging to S. Thus, a form <p belongs to hn if and only If <p is of 
the type Yom(hF), m ~ 0, FE a, or, equivalently, if and only if Q<p E a. 

THEOREM 17. The operation a -+ ha maps distinct ideals in R into 
distinct ideals in hR; it preserves inclusion and the usual ideal-theoretic 
operations, i.e., it has the following properties: 

[1] a:::>b => ha:::>hb. 
[2] h(a+ b) = ha+ho. 
[3] h(ao) = ha·ho. 
[4] h(ano) = hanhb. 
[5] h(a:o) = ha:ho. 
[6] h(va) = Vha. 
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Furthermore: 
[7] If ~ is a prime ideal in R, then hp is also a prime ideal. 
[8] If ~ is prime and q is an ideal primary for p in R, then hq is primary 

for hp. 
[9] If a = n q i is an irredundant primary representation of an ideal 

j 

a in R, then ha = n h q j is an irredundant primary representation 
i 

ofha. 
PROOF: If a is an ideal in R then a coincides with the set of all 

polynomials acp, cp E ha. This shows that if a and b are distinct ideals 
in R then ha ¥- hb. 

[1] is obvious, and [2] follows from the fact that, for any ideal a, ha 
is generated by the forms hF where F ranges over a. Similarly, [3] 
follows directly from (2) and from the definition of products of ideals. 
A form cp belongs to h(a n b) if and only if acp E an b, i.e., if and only if 
cp belongs to ha and to hb, and this proves [4]. The inclusion h(a:b)c 
ha :hb follows directly from [3] and [1] and from the definition of 
quotients of ideals. Conversely, let cp E ha :hb and let F be any poly
nomial in b. Since hFEhb we have cp.hFEha, whence D(cp.hF) Ea. 
By (2') and (4) we have a(cp.hF)=acp·F, and so the product acp·Fbelongs 
to a, for every F in b. This implies that acp E a: b, cp E h(a: b), showing 
ha:hbch(a: b). 

Relation [6] follows from the following equivalences: cp E h(Ya) <=> 

Dcp E Ya <=> (acp)m E a for some integer m ~ 1 <=> D{cpm) E a <=> cpm E ha <=> 

cp E Yha. 
Let q be a primary ideal in R and let cp and I/J be two forms in hR 

such that cpl/J E hq, I/J f hq. Then arp.al/J=D{cpl/J) E q and DI/J f q. Con
sequently, (Dcp)m E q for some m ~ 1, showing that cpm E hq. It follows 
now from Lemma 2, § 2, that hq is primary. Similarly, it can be 
shown that if ~ is prime then h~ is prime, and this completes the proof 
of [7] and [8], in view of [6]. 

As to [9], the fact that n hqj is a primary representation of ha 
j 

follows from [4] and [8]. It remains to show that this representation 
is irredundant. If j is any of the indices in the set {i} then a¥- n qj. 

j~j 

Hence, by the first assertion of the theorem and by [4], we have 
ha¥- n h qj• This completes the proof of the theorem. 

i~j 

Not every ideal in hR is of the form ha, where a is an ideal in R; in 
fact, no ideal of the form ha, other than the unit ideal, can contain a 
power of Yo. The question arises, therefore, of characterizing the 
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class of ideals ha, ac R. Before studying this question it will be 
convenient to extend the operation d to ideals in hR. 

Given a homogeneous ideal ~ in h R the set of all polynomials of the 
form Qep, where ep ranges over the set of all forms in ~, is easily seen to 
be an ideal by using the formulas (2') and (3') .and by observing that: 
(a) if cp and .p are forms in ~ and m = o(.p) - o( cp) ~ 0, then the form 
yomep_.p is in ~ and we have Q(yomrp_.p)=Qrp_d.p; (b) every poly
nomial in R can be written in the form Qcp with ep a form in hR (see (4». 
We denote this ideal by Q~. 

We note the following properties of the composite operations ah 
and hd: 

(6) 

(7) 

(7') 

a(ha) = a, for any ideal a in R, 

h(~)::>~, for any homogeneous ideal ~ in hR, 

YO"'(h(~»c~, for some integer m~ 1. 

If a is any ideal in R then it follows from the definition of ha (and it 
has also been pointed out at the beginning of the proof of Theorem 17) 
that a is the set of all polynomials dcp, where cp ranges over ha. In 
other words, we have (6). Relation (7) is obvious, for if cp E ~ (cp, a 
form) then dcp E ~ and h(drp) E h(~), whence cp E h(a\}(), since rp is a 
multiple of h(dep), by (5'). On the other hand, if cp is any form in 
h(~) then drp = d.p for some form .p in I}t, and hence, by (5'), rp and .p 
can differ only by a factor which is a power of Yo' Thus, for every 
form rp in h(al}l) there exists an integer s=s(ep) such that Yo'ep E~. 
Since h(a~) has a finite basis, (7') follows. 

THEOREM 18. The operation I}( -- a\}( maps the set of all homogeneous 
ideals in hR onto the set of all ideals in R; it preserves inclusion and the 
usual ideal-theoretic operations, i.e., it has the following properties (I}( 

and ~ are homogeneous ideals in h R),' 

{I} ~::>~ => al}(::>a!B. 
{2} a(~+ 1U)=~+alU. 
{3} a(~\8)=~.a\8. 
{4} d(~ n \8)=~ n a\8. 
{5} a(~:IU)=~:a~. 
{6} a(yi) = ya\}l. 

Furthermore: 

{7} ~ is the unit ideal if and only if ~ contains a power of Yo' 
{8} a\}(=a~ if and only if~: Yo'=~: Yo' for some integer s (and 

hence also for all s sufficiently large). 
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{9} If ~ is a homogeneous prime ideal which is different from (0) and 
does not contain Yo then a~ is a proper prime ideal. 

{10} If 0. is a homogeneous primary ideal which is different from (0) 
and does not contain any power of Yo, then aQ is a proper primary 
ideal, and if ~ is the prime ideal of 0. then a~ is the prime ideal 
ofao.. 

{ll} If ~ = n 0.; is an irredundant primary representation of 91, all 
; . 

the 0.; being homogeneous (see § 2, Theorem 9), then ~=n ao.j 
j 

where the o.j are those primary components 0.; of 21 which do not 
contain any power of Yo, and the representation ~=n aQj is 

j 
primary and irredundant. 

PROOF. We have a=a(ha), by (6), and this shows that the range of 
the operation ~ ~ a21 is the set of all ideals in R. 

The relations {I}, {2} and {3} are obvious. The inclusion a(~ n 58)c 
G9( n am follows from {I}. Conversely, let F be any polynomial in 
~ n am. Then F=acp=aif, where cp is a form in ~ and if is a form in m. 
It follows from (5') that cp= yo ... (hF) and if= yo ... ·(hF), and therefore, 
if say m'~m, then if=yom·-mcp. Consequently ifE21nm, and 
F=aif E a(9( n 18), showing the opposite inclusion ~ n a'1l3c,a(~{ n 18) 
and proving {4}. 

The inclusion a(9(:m)c~:a'1l3 follows from m·(21:513)c9(, {3} and {I}. 
On the other hand, let F be any polynomial in al}( :a513 and let m be an 
integer such that (7') holds. Then we have: 

(Yo"··hF)mc (Yo'" .hF)(h(a~m = Yo'" .h(F· Q'1l3)c Yom. (h(G9(»c 21, 

and therefore cp E 9( : 513, where cp = yo ... · h F. Since acp = F, it follows 
that FE Q(IlI: ~), and this proves {5}. 

The inclusion (v'§l)pCI}(, where p is some integer~ 1, implies, hy. 
{I} and {3}, [Q(\/§l)]pc~l, whence Q(\/~)c \/G9l. On the other hand, 
if F is any polynomial in v' QI}( and m is an integer satisfying (7'), then 
we have, for a suitable integer p~ 1: (Yo ... ·hF)p E Yo'" (h(G9(»C21, i.e., 
cp E v'§l where cp= yo",·hF. Since Qcp=F, it follows therefore that 
F E a( v'§l). Hence ,/ al}( C Q("\/§l), and this proves {6}. 

If Yo'" E 9(, for some m ~ 1, then Q9( = (1) since a( Yo"') = 1. Con
versely, if Q9(=(I), then Qcp= 1 for some form cp in 21, and by (5'), such 
a form is necessarily a power of Yo' This proves {7}. 

We have, for any integer s ~ 1, (21: Yo')' Yo' c 21 c (~: Yo'). Applying 
the operation Q and using {I}, {3} and {7}, we find that Q(21: Yo') = a21. 
Therefore, if 21: Yo'=513: Yo', for some s, then ~=Qm. Conversely, 
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assume that am=Q58. Since m: Yoicm: Yoi+! and similarly for 58, 
there exists an integer s such that m: Yo' = m: YOHI = ... , lB: Yo' = 
)8: YOHl= .. '. We have Q(m: Yo')=am=a~=a()8: Yo'), hence 

(8) hQ(m: Yo') = ha(58: Yo'). 

On the other hand, we have, by (7'): Yom(hQ(m: Yos»cm: Yo', for some 
integer m~ 1, and therefore, by our choice of s, ha(m: Yo,)cm: Yo'. 
Consequently, by (7), we have ha(m: Yo') = ~(: Yo'. Similarly we obtain 
ha()8: Yo,)=~: Yo'. Therefore ~(: Yo'=\8: Yos, by (8), and this estab
lishes {8}. 

Let £1 be a homogeneous primary ideal in hR, different from (0) and 
not containing any power of Yo, and let F and G be two polynomials 
in R such that FG E an, F rf: an. From (7'), and from the fact that 
FG E an it follows that Yom(hF)(hG) E 0, for some m ~ 1. Since £1 is 
primary and F rf: an, Yom rf: an, it follows that hG E V £1, whence 
G=a(hG) E a(vo)= van. This shows that ac. is primary, and thus 
the first part of {IO} is established. In a similar fashion one proves {9}. 
The second part of {to} follows from {6}. 

The first part of {II} follows from {4} and {7}. That all the OJ are 
primary follows from {to}. To prove the assertion of irredundancy, 
let v be anyone of the indices j and let \}l. = n 0i' We have I}(. ¢ n. 

i#1I 

since n 0i is an irredundant representation. A fortiori, \}(.: (Yo') ¢ 0., 
i 

for all s ~ 1. On the other hand, since no power of Yo belongs to 0. 
we have nv:(Yo')=n. and hence ~l:(Yo')CO.:(Yo')=O., for all s. 
Consequently, \}l.: (YoS);6 \)(: (Yo'), for all s. It follows then by {8} 
that al}l. # a\}l, i.e., n aO j # n uOj . This completes the proof of {ll} 

j>'. j 

and of Theorem 18. 
COROLLARY. If I}( is any homogeneous ideal in hR then, with the same 

notations as in part {II} of Theorem 18 we ha'l.'e: 

(9) 

In particular, we have ~(=h("'}() if and only if no prime ideal of')( contains 
Yo' The set of ideals of the form ha, where a is an ideal in R, coincides 
with the set of homogeneous ideals m in hR no prime ideal of which contains 

Yo' 
Relation (9) follows immediately from part {l1} of Theorem 18, part 

[4] of Theorem 17, and from relations (7) and (7'). The last assertion 
of the corollary follows by observing that if ')( = ha then "'}( = a(ha) = a and 
hence h("'}() = ha = 1)1. 
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Note that the preceding corollary shows that for any homogeneous 
ideal ~ the ideal h(~) can be characterized as the greatest homogeneous 
ideal ~ such that Q513 = ~l. 

REMARK. Another method for studying the operation ~ ---+ Q~ is to 
notjce the existence of two different ways for passing from hR= 
k[Yo, ... , YII] to R=k[Xl' ... ,XII]: 

(1) The mapping cp ---+ acp, where now cp is not necessarily a form, is, 
by formulas (2') and (3'), a homomorphism of hR into R, and formula 
(4) shows that it maps hR onto R. Its kernel is obviously the ideal 
SI=(Yo-l). If we identify R with hR/St, the ideal ~ gets identified 
with (~+ SI)/~. In other words: the passage from hR to R may be 
regarded as a residue class ring formation. This proves, for example, 
assertions {2} and {3} in Theorem 18. 

(2) Another way of looking at the mapping ~(---+ a~ is to imbed 
R=k[XI,"" XII] in k(Yo,"', Y,,) by setting X 1= Y1/YO,"', 

Xn= YII/YO' Then R is contained in the quotient ring S=k[Yo,' .. , 
Y"lu, where M is the multiplicative system formed by the powers of 
Yo; and we have 

In fact, the inclusion ReS n k(Y1/YO'" " VII/YO) is clear. Con-
versely, if a rational function P(Yo,"" YII)/Yoq (P=polynomial) 
belongs to h( Y 1/ YO' ... , YII/ Yo), it remains invariant if we multiply 
the variables Yo, ... , YII by one and the same quantity, whence P is a 
homogeneous polynomial of degree q, and our rational function belongs 
to k[YI/YO"", YII/YO]. 

By this identification the polynomial (arp) (Xl' ... , XII) corresponding 
to a form rp of degree q becomes cp(Yo, ... , YII)/Yoq=rp(l, YI/YO" .. , 
Y"IYo)' Thus if ~( is a homogeneous ideal, a~l becomes the ideal 
generated in R by (and-in fact-consisting of) the elements cp( Yo, ... , 
Y,,)/ Yoq where cp is a form in I}( and where q is its degree. It is clear 
that this ideal is contained in 9(k[ Yo, ... , YII],\[ n h[ Y 1/ Yo, ... , 
YII/YO]. Conversely, if a polynomial P(YI/YO' ... , VII/YO) belongs 
to the ideal ~(k[ Yo, Y 1> ••• , Y,,],u, it may be written in the form 
A(Yo,"" Y,,)/Yoq, where A(Y)E9(; as P(Y1/YO"'" Y,,/Yo)= 
cp( Yo, ... , YII)/ Yo' where cp is a form of degree r, not a multiple of 
Yo, this implies that q ~,. and that A = Yoq-,CP. Hence A is a form of 
degree q, and P(XI' ... ,XII)=A(I, Xl' .. " XII) is an element of~. 
Hence 
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We have already mentioned above that the representation of a~ as 
(~+ Sl)/st proves immediately assertions {2} and {3} in Theorem 18. 
On the other hand, formula (10') proves immediately the assertions 
{4}, {6}, {9} and {lO} in Theorem 18, provided one takes into account 
the behavior of intersections, radical, prime ideals and primary ideals 
under quotient ring formation and under contraction (Vol. I, Ch. IV, 
§§ 8 and 10). 

We shall end this section with a discussion of the extension of the 
preceding results to arbitrary finite integral domains S=k[xI' X 2' ... , 
xn]. Guided by the imbedding (lO) of the polynomial ring R= 
k[XI' X 2, .. " Xn] in the field k(Yo, YI , ... , Yn), we proceed as 
follows: 

We adjoin a transcendental Yo to the quotient field of S, we set 
Yj = Yox j, i = 1,2, ... , n, and we denote by hS the ring k[yo, Yl> ... ,Yn]. 
It is immediately seen that hS is a homogeneous ring over k (compare with 
the proof of the lemma in § 4). For every homogeneous element 
a=cp(Yo'YI" .. ,Yn) of degree q, where cp is a form, we set aa=cp(l, 
XI' X 2, ... , xn) = a/Yoq • Since q is determined by a, aa depends only 
on a. If we attempt now to define ha for any element a in S by analogy 
with the definition given in the case of polynomial rings, we meet a 
difficulty arising from the fact that there are in general infinitely many 
polynomials F(XI' X 2, ... , Xn) with the property that F(xI' X 2, ... , 
xn) = a. Were we to agree to take for F a polynomial of smallest 
possible degree, say v, and then define ha to be YovF(YI/Yo, Y2/YO' ... , 
Yn!YO)' we would find that the relation h(ab)=hahb is not necessarily 
satisfied. However, we do not need a definition of the operation" for 
elements of S; what we need is only to define that operation for ideals 
in S. The definition is the same as in the case of polynomial rings, 
namely: if a is an ideal in S, ha is the ideal generated by the homo
geneous elements cp of hS such that acp E a. On the other hand, if 9( 

is any homogeneous ideal in hS we define a~ as the ideal consisting of all 
elements of S of the form acp, where cp is any homogeneous element of 
9(, With these definitions, Theorems 17 and 18 remain valid If R, 
hR and Yo are replaced by S, hS and Yo respecti'vely. Similarly, formulas 
(6), (7) and (7') as well as the corollary to Theorem 18 remain valid. 
We shall briefly prove this assertion. 

Let T be the k-homomorphism of the polynomial ring R = h[XI' 
X 2, •.• , Xn] onto S=k[x 1, x2, ... , x,,], such that X,T=X" and let 
n be the kernel of T. We can extend T to a homomorphism (which we 
shall continue to denote by the same letter T) of k[ Yo, Y I' ... , Yn] by 
setting YOT = Yo' Then T induces a homomorphism of the subring hR of 
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k[Yo, Xl' ... , Xn] (note that Yj= YoXj) onto hS such that Yj'T=Yj' 
The kernel of this homomorphism of hR onto hS is easily seen to be the 
ideal hn. From now on we shall identify S with R/n and hS with 
hRJhn : 

(11 ) S = Rfn, hS = hR/hn. 

We note that, by (6), we can also write 

(11') hS = hR/~, S = a(hRW~, 
where ~=hn. 

Now the canonical homomorphism of R onto R/n maps in (1, 1) 
fashion the set of all ideals of R which contain the kernel n onto the 
set of all ideals in S, and this mapping preserves inclusion and all the 
usual ideal-theoretic operations (see Vo!' I, Ch. III, § 7, formulae 
(11 )-( 16»; this mapping also sends prime and primary ideals into 
prime and primary ideals respectively (see Vo!' I, Ch. III, § 8, Theorem 
11 and III, § 9, Theorem 14), and transforms irredundant primary 
representations into irredundant primary representations (Vol. I, Ch. IV, 
§ 5, Remark at the end of the section). A similar statement holds 
for the canonical homomorphism of hR onto hS and for the induced 
mapping of the set of all homogeneous ideals of hR which contain the 
kernel 9l = hn onto the set of all homogeneous ideals of hS. In view of 
these facts, it is seen at once that the validity of Theorems 17 and 18 
for Rand "R implies their validity for Sand hS. 

§ 6. Relations between affine and projective varieties. With 
every point P=(x l , x 2, ... , xn) of A"K we associate the point cp(P) 
of P"K having {1, Xl' X 2, ... , X"} as a set of homogeneous coordinates. 
The mapping P ~ cp(P) of AnK into PnK is one to one, for if two 
points cp( P) = (1, Xl' X 2' ... , x,,) and cp( P') = (1, X'l' x' 2' ..• , x' n) coin
cide, then we must have, for some t in K, 1 = t· 1, x' j = tXi' showing that 
t = 1, x', = x,, P' = P. This mapping is not onto, for no point of the form 
(Yo'Y!>'" ,y,,) with yo=O can be in cp(AnK ). However, every other 
point of P"K is in cp(A/), for if yo,e 0 and if we set Xi = y;/Yo, then 
the point (Yo, YI' ... ,y,,) in p"K is the cp-image of the point (Xl' X 2, 

... ,X,,) of A,/-:. Thus, the mapping cp identifies the affine space An K 
with the (omplement of the hyperplane Yo = 0 in the projective space 
P"K. We think of having carried out this identification and we shall 
regard therefore the affine space AnK as a subset of the projective space 
P lIK. The hyperplane Yo = 0 is called the hyperplane at infinity (for 
the above identification), and the points or varieties which are contained 
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in the hyperplane at infinity are said to be at infinity. The points not 
in the hyperplane Yo = 0 are said to be at finite distance. 

In this section we shall denote algebraic varieties in the projective 
space by capital letters such as V, W, ... , while algebraic varieties in 
the affine space will be denoted by small letters such as v, w, .... 
Similarly, capital German letters 'l(, \B, ... will be used to denote 
homogeneous ideals in k[ Yo, Y l' ... , Yn], while small German letters 
cr, b, ... , will denote ideals (homogeneous or non-homogeneous) in 
k[ X l' X 2' ..• , Xnl If V is a variety in Pn K we shall denote by a V 
the intersection of V with An K and we shall call a V the affine restriction 
of v: 
(1) aV = VnAnK. 

The fact that a V is also a variety (an affine variety) is included in the 
following relation: If \}( is a homogeneous ideal in k[ Yo, Y l' ... , Yn] 

then 

(2) 

(It is understood that in (2) the operator "Y has two different meanings 
according as it is applied to a homogeneous or non-homogeneous ideal: 
"Y(\}() means the projective variety of the homogeneous ideal I}(, while 
"Y(a'll) stands for the affine variety of the ideal a'lL) The proof of (2) 
is straightforward: a point P=(l, Xl' X2, ... , Xn) of PnK belongs to 
"Y(I)() if and only if <p(I, Xl' x2,···, xn)=O for all forms <p(Yo, Y I , 

... , Y n) in the ideal 1)(, and since a'll consists of all the polynomials 
<p(l, Xl' X 2, ••• , Xn) such that <p( Yo, Y I , ••• , Yn) is a form in 1)1, we 
see that a point P of An K belongs to "Y(9l) if and only if the n-tuple 
(Xl' X 2' ..• , xn) of its non-homogeneous coordinates is a zero of the 
ideal al)(, and this proves (2) and shows that a('r(I)(» is an affine variety. 

If~' is any affine variety we denote by hv the least algebraic (projective) 
'variety containing 'V, or equivalently, using the topology in PIIK intro
duced in § 4: 

(3) !Iv = closure of ~, in PIIK. 

We call h'l' the projective extension of v. 
THEOREM 19. If v is an affine variety in AIIK then 

(4) ahv = v. 

The mapping ~, -')- hV maps in (1, 1) fashion the set of all affine varieties 
in An K onto the set of all projective varieties having no irreducible com
ponents at infinity. If v is irreducible, so is hV, and if U Vi is the irre.dun-

I 
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dant decomposition of an affine variety v into irreducible components, then 
U "Vi is the irredundant decomposition of "v into irreducible components. 

if V is an irreducible projective variety, not at infinity, then aV is irreducible 
and 

(5) "aV = V. 
PROOF. We first observe that if a is any ideal in k[Xl' X 2, ••• , X,,] 

then 

(6) a('i"'("a» = 'i"'(a). 

This follows immediately by setting III = "a in (2) and by recalling that 
a"a=a (§ 5, (6». Now, let v be a given affine variety. Then v='i"'(a) 
for some ideal a in k{Xl' X 2, ••• ,Xn]. Formula (6) shows that there 
exists a projective variety V such that aV = v (namely, the variety 
'i"'("a». Since "v is the smallest projective variety containing v, it 
follows a fortiori that a"v=v, which proves (4). Formula (4) also 
shows that if VI and V 2 are distinct affine varieties then "VI # "v2, for 
a("Vl)=Vl#V2=a(hv2)' Hence the mapping V--+hV is (1,1). 

Let v be an irreducible non-empty variety and let "v = VI U V 2 where 
V 1 and V 2 are projective varieties. We have, by (4): v = a( VI U V 2) = 
aVl U aV2• Since v is irreducible, either aVl or aV2 coincides with v. 
Let, say, aV1 =v. Then VI::> v and hence VI::>hV (by definition ofhv), 
i.e., VI =hv. This shows that hV is irreducible. Note that since v is 
non-empty, h'/) is not at infinity. 

Let v be an arbitrary affine variety and let V = U Vi be the irredundant 
i 

decomposition of v'into irreducible varieties. We know that each 
variety h'l.,'i is irreducible, and it is clear that "v = U hVi (the closure of 

i 
a finite union of sets is the union of the closures). It remains to show 
that the representation U h~)i is irredundant. If it were not irredun-

I 

dant, say if hVl were superfluous, then we would have hVI c hV; for some 
i# 1 (see § 3, Remark following the proof of Theorem 13) and hence, 
by (4), V1cVi ' which is impossible. 

Let V be an irreducible projective variety in P"K, not at infinity. 
By (4) we have ahaV = aV, i.e., the two projective varietie~ haV and V 
differ only by points at infinity. If, then, we denote by Loo the hyper
plane at infinity, then (haV) U Loo::> V. Since V is irreducible and 
Loo::p V, it follows that haV::> V. On the other hand, V contains aV 
and therefore V::>haV, which proves (5). The irreducibility of aV 
follows from (5), from the irreducibility of V and the preceding part 
of the theorem. 
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We have just shown that every irreducible projective variety V, not 
at infinity, is the map of some affine variety under the operation \ 
namely of a V. This, and the other assertions of the theorem which 
have already been established, show that the mapping v -+ h~, maps the 
set of affine varieties onto the set of projective varieties having no 
irreducible components at infinity. This completes the proof of the 
theorem. 

COROLLARY. The mapping V -> aV maps the set of all projective 
varieties in PIIK onto the set of all affine varieties in AnK • If V = U Vi 
is the irredundant decomposition of V into irreducible components, then 
"V = U aVj where the Vj are those irreducible components of V which 
are not at infinity, and U aVj is the irredundant decomposition of aV into 
irreducible components. If V and V' are two projecti've varieties then 
a V = a V' if and only if V and V' differ at most by irreducible components 
which are at infinity. 

The first assertion of the corollary follows from (4). It is clear 
that aV = U aVj if V = U V j (the notations being as in the corollary), 

j 

for aVj is empty for any Vi which is not a Vj' From Theorem 19 we 
know that each aVj is an irreducible variety. If)' and)" are two distinct 
indices j then neither of the two varieties Vj' and Vr contains the other. 
Hence, by (5), neither of the two varieties aVj' and aVr contains the 
other. This shows that the decomposition aV = U aVj is irredundant. 

j 

The last part of the corollary now follows immediately. 
In addition to formula (2) the following ideal-theoretic relations 

may be pointed out: 

(7) 

(8) 

(9) 

(10) 

a(J(V» = J(aV), 

h(J(V» = J(hV), 

f""(am) = a(f""(W», 

f""(ha) = h(f""(a». 

(For the sake of symmetry we have reproduced here in (9) the 
formula (2).) 

In these relations, V and v denote arbitrary varieties, projective and 
affine respectively, W is an arbitrary homogeneous ideal in k[ Yo, Y l' 
... , Yn] and a is an arbitrary ideal in k[ X l' X 2' ... ,Xn]. The sym
bols .fo( V) and .fo(hV) refer to the homogeneous ideals of V and hV in 
k[Yo, YI , ... , Yn] while J(v) and J(aV) denote the ideals of the 
affine varieties v and aV in k[XI' X 2, ••• , Xn]' 

To prove (7), we observe that if F(XI' X 2, ••• ,Xn) is any poly-
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nomial in k[ X 11 X 2' ... , X,,] and if f{! = h F (see § 5), then FE .f(a V) if 
and only if the form f{!( Yo, Y l' ... , Yn) vanishes at each point of 
aV, or-equivalently, if and only if t{;= Yof{! E .f(V). We thus see 
that FE f(a V) if and only if there exists a form t{; in f( V) such that 
at{; = F, i.e., if and only if FE a(f( V». 

If a form f{!( Yo, YI, ... , Yn) is in .f(hV) then f{!(l, Xl' X 2, .•• , Xn) E 

.f(v), whence f{!(Yo, YI ,"', Yn)Eh(.f(V)). On the other hand, if a 
form f{!(Yo, Y I, ... , Yn) belongs to h(.J1(v», then it is clear that this 
form vanishes at every point of v, i.e., at all points of hV which are at 
finite distance (since hv n An K = v). Since hv has no irreducible com
ponents at infinity, it follows at once that f{! vanishes on hv, and this 
proves (8). 

As to (10), let PI' P2, ... , ~s be the isolated prime ideals of a. By 
Theorem 17 (§ 5), h~I' hp 2, ••• , h\Js are the isolated prime ideals of ha. 
lf we set v, = f(Pi) and V, = f(hpi)' then VI' v 2 , .•• ,vs are the 
irreducible components of f(a), while VI' V 2, •.. , Vs are the irre
ducible components of f(ha). Since Pi = ahPi' it follows from (9) that 
Vi=oVi. Therefore, by (5), Vi=hvi and consequently, by Theorem 
19, the irreducible components of h(f(a» are also VI' V 2, ••. , Vs' 
This establishes (10). Note that in the proof of (10) we used implicitly 
the Hilbert Nullstellensatz (or equivalent consequences). 

We conclude this section by comparing corresponding irreducible 
varieties in PnK and AnK . Let W be an irreducible variety in PnK , not 
contained in the hyperplane at infinity, and let ~ be its prime ideal in 
k[ Yo, ... ,Yn]. Then its affine restriction w = 0 W is an irreducible 
affine variety in A"K (Theorem 19). We have, as was seen above: 

w = aW, W = hw, 

and every irreducible affine variety may be written as aW, with W 
irreducible. 

For studying the prime ideal P of w, we use formula (10') in § 5 
which gives (after identifying Xi with Y;/Yo): 

(11) t1 = ~ .k[Yo, ... , Yn]M n k(~:' ... , ~:), 
where 11-1 denotes the multiplicative system {I, Yo, ... , Yoq, ... }. Let 
Yj be the ~-residue of Yj . The ring k[Yo, ... , Yn]M/~ ·k[Yo, ... , 
Ynhl is, (Vol. I, Ch. IV, § 10, form. 1) (and since t1 n M =0), isomorphic 
to the quotient ring k[yo, ... ,Yn]M' where M' is the multiplicative 
system {I, Yo, ... ,Yoq , ••. ,} in the homogeneous coordinate ring 
k[yo, ... ,Yn]. By formula (11) the affine coordinate ring k[Xl' ... , 
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xJ of w=aW (which is k[X .. ... , Xn]/~ =k[Y1/YO' ... , Yn/YO]/~) is 
a subring of k[yo, ... ,"Yn]M" More precisely, it is the intersection of 
this ring with the field k(x}> ... , xn) = k(Yl/YO' ... , Yn/YO)' We have 
therefore 

(12) k[x1, ... , XII] = k[yo, ... 'Yllhl' n k(Yl!YO' ... ,Yn/YO)' 

It follows from this that the function field of w = Q W is equal to the 
function field of W. Thus, in particular, an irreducible projective 
variety (not contained in Yo=O) has the same dimension as its affine 
restriction; and an irreducible affine variety has the same dimension as 
its projective extension. 

If the homogeneous coordinate ring of W is integrally closed, then 
k[yo, ... ,Yn]M' is integrally closed (Vol. I, Ch. V, § 3, Example 2, 
p.261). It follows then from (12) that the coordinate ring of QW is also 
integrally closed. In other words, if W is arithmetically normal then 
aW is normal. This result is included in the results proved in § fbi •• 

§ 7. Dimension theory in finite integral domains. The basic 
theorems of dimension theory in finite integral domains are essentially 
included in, or are easy consequences of, two general theorems on 
noetherian rings: the lemma on minimal prime ideals proved in VI, 
§ 14 (p. 91) and the "principal ideal theorem" proved in Vol. I, 
Ch. IV, § 14 (Theorem 29). To derive the main facts of dimension 
theory in finite integral domains from these two general theorems will 
be our first object in this section. The proofs in this theory are, as a 
rule, of inductive character, and the induction is carried out by passage 
to residue class rings modulo a prime ideal. It is therefore not feasible 
to deal with the dimension theory of polynomial rings separately, 
outside the general framework of dimension theory of arbitrary finite 
integral domains. It is for this reason that we do not confine ourselves 
in this section to polynomial rings. 

Our second object in this section will be to derive the dimension 
theory ab initio, without presupposing the two general theorems cited 
above, but rather proving again these two theorems (in the special 
case of finite integral domains) by using special properties of finite 
integral domains. The special properties which playa particular role 
are those expressed by the "normalization theorem" (Theorem 25) and 
by the lemma preceding that theorem. 

Let k be an arbitrary ground field and let R=k[x1, X 2, ••• , xn] be a 
finite integral domain over k (the Xi are not necessarily algebraically 
independent over k). We denote by r the transcendence degree of R 
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over k. We recall our definition of the dimension of a prime ideal p 
in R (VI, § 14, p. 90): the dimension of p is the transcendence degree 
of Rip over k (it is tacitly assumed that p"# R and that consequently 
Rjp contains k; if p = R, we may define the dimension of Rjp as - 1). 
The lemma proved in VI, § 14, p. 91, states that If p is a minimal 
prime ideaL in R then dim p = r - 1. We recall also from Vol. I, Ch. IV, 
§ 14, p. 240, that if h=h(p), resp. d=d(V), is the height, resp. the depth, 
of p, then there exists at least one strictly ascending chain 

(1) PO<Pl< ... <Ph-l<Ph = p, 

resp. at least one strictly descending chain 

of prime ideals and there does not exist such a chain with more than 
h+ 1 (resp. d+ 1) prime ideals. We note that in the case of an integral 
domain R, the first term Po in the above ascending chain is necessarily 
the ideal (0). 

In all that follows it is necessary to bear in mind that if V and p' are 
two prime ideals in R then 

(2) "v<p'''implies h(p)<h(p'), {
dim p > dim p', 

d(p) > d(p'). 

The first inequality follows from the fact that the canonical homo
morphism of Rjp onto Rjp' is proper (cf. Vol. I, Ch. II, § 12, Theorems 
28 and 29), the last two inequalities are self-evident. In particular, it 
follows that every proper prime ideal has dimension < r. 

The main theorem of dimension theory is the following: 
THEOREM 20. If p"# R is a prime ideal of dimension s, then 

(3) 

(3') 

h(V) = r-s, 

d(p) = s. 

PROOF. We shall prove (3) by induction from s+ 1 to s, since (3) is 
trivial if s=r (in which case V=(O». We assume p"#(O). From (1) 
it follows that r>dimpl> '" >dimph_l>dimp=s, and hence 
h(p);;;r-s (note that Po=(O), whence dim po=r). At any rate, h(p) 
is finite, and we can therefore find a prime ideal p' in R such that 
p' < P (since p"# (0» and such that there are no prime ideals between 
p' and p. Then ·p/p' is a minimal prime ideal in the finite integral 
domain R=Rlp', and hence, by the cited lemma of VI, § 14, we have 
1 + dim vlv' = dim p', i.e., dim V' = s + 1 (since dim PIP' = dim p). By 
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our induction hypothesis we have h(p')=r-s-l, and hence h(p);;; 
r-s. This establishes (3). 

We shall prove (3 ') by induction from s-1 to s since (3') is trivial 
if s=O (in which case V is necessarily a maximal ideal). From (1') it 
follows that 0 ~ dim lJ o < dim lJ 1 < ... < dim lJd-l < dim p = s, and 
hence d(p)~s. We now consider the finite integral domain R=R/lJ, 
and we fix a minimal prime ideal f in R. Let p' be the prime ideal in 
R which contains V and is such that p' /p = ii'. Since R has trans
cendence degree s, we have dim lJ' = dim ~' = s - 1 (by the cited lemma 
of VI, § 14). By our induction hypothesis we have therefore d(lJ')= 
s-1, and consequently d(p);;;s. This establishes (3 ') and completes 
the proof of the theorem. 

COROLLARY 1. If V and Vi are two prime ideals in R such that p < pi 
and if sand s' are the dimensions of V and pi respectively, then there exists 
at least one strictly ascending chain of s - S' + 1 prime ideals connecting 
lJ a,nd lJ': 

(4) V<Pl<lJ2<'" < lJs - s '- 1 < lJ', 

and there does not exist any such chain with more than s - S' + 1 ideals. 
Furthermore, any strictly ascending chain of q + 1 prime ideals connecting 
\:' and lJ', q<S-S', can be refined to a chain (4) of maximum length. 

The first assertion of the corollary follows from the fact that in the 
ring R/V, which has transcendence degree s over k, the prime ideal 
lJ'j\:" which has dimension S', must have height s - S'. The second part 
of the corollary follows by applying the first part to each pair of con
secutive members of the given chain of q + 1 prime ideals. 

COROLLARY 2. If lJ and \:,' are prime ideals in R such that \:' < \:,' 
and such that no prime ideal can be inserted between V and \:,', then the 
dimensions of \:' and \:,' differ by unity, and so do their heights and depths. 

Obvious. 
COROLLARY 3. In a finite integral domain R of transcendence degree 

r > 0 there exist proper prime ideals of all dimensions 0, 1, 2, ... , r - 1. 
This follows from the theorem, in the special case V = (0). 
COROLLARY 4. Let hR=k[yo'Yl" .. ,Yn] be a homogeneous finite 

integral domain and let ~ and ~ I be prime ideals in h R, of dimension 
s+ 1 and s' + 1 respectively, such that ~ < ~'. If ~ and 1.l3 ' are homo
geneous, then there exists at least one strictly ascending chain of s - s' + 1 
prime homogeneous ideals connecting ~ and ~'. 

Assuming that yo,cO we set xj=ydyo, i = 1,2, ... , n, and we con
sider the integral domain R=k[Xl' X2, •.• ,xn]. We apply the results 
proved in § 5 in regard to the relationship between homogeneous ideals 
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in hR and arbitrary ideals in R. We set p=a\.U and \J'=a\.U'. Then \J 
and \J' are prime ideals of dimensions sand s' respectively, and we 
have \J < \J'. By Corollary 1 we have a chain (4) of s - s' + 1 prime 
ideals connecting p and \J'. Then the chain ,~< hpl < hP2 < ... < 
h\Js_S'_l < \.U' satisfies the required conditions. 

COROLLARY 5. In a homogeneous finite integral domain hR of trans
cendence degree r + 1 there exist proper homogeneous ideals of all dimensions 
0,1,2, ... ,r. 

We note, in regard to Corollary 5, that the irrelevant prime ideal in 
hR is the only prime homogeneous ideal of dimension 0, since every 
homogeneous ideal (different from the unit ideal) is contained in the 
irrelevant prime ideal. We recall also from § 4 that if a homogeneous 
prime ideal \J in h R has dimension s + 1 then its projective dimension 
is s, and s is also the dimension of the variety r(p) of p. 

The preceding results have an immediate geometric interpretation in 
terms of algebraic varieties, in view of the (1, 1) correspondence that 
exists between the homogeneous prime ideals in the polynomial ring 
k[ Yo, Y l' ... , Yn] ind the irreducible algebraic varieties in the pro
jective space PnK (see § 4). Thus the lemma proved in VI, § 14, con
cerning minimal prime ideals, signifies, geometrically speaking, that 
every maximal irreducible (proper) sub'variety of an r-dimensional irre
ducible variety has dimension r - 1. This is true for both projective and 
affine varieties. Corollary 3 implies that every irreducible affine 
variety V, of dimension r > 0, carries points of all dimension 0, 1, ... , 
r - 1, and in particular V carries algebraic points. This yields another 
proof of the Hilbert Nullstellensatz. As a matter of fact, Corollary 3 
implies that if a finite integral domain R is a field (hence has no proper 
prime ideals), then its transcendence degree is 0, and this is precisely 
the lemma which we have proved in § 3 and from which we were able 
to derive the Nullstellensatz in a straightforward manner. 

Other important consequences of the lemma proved in VI, § 14 are 
obtained by making use of the "principal ideal theorem" proved in 
Vol. I, Ch. IV, § 14 (Theorem 29). We have namely 

THEOREM 21. If R is a finite integral domain, of transcendence degree 
r, and f i= ° is a non-unit in R, then every isolated prime ideal of Rf has 
dimension r - 1. 

This is simply a re-statement of the "principal ideal theorem" in 
which use is made of the knowledge that every minimal prime ideal in 
R has dimension r - 1. 

COROLLARY. If h R is a homogeneous finite integral domain, of trans
cendence degree r + 1, and f is a homogeneous element of h R, different 
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from zero and of positi've degree, then e~'ery isolated prime ideal of hR f 
has projecti~'e dimension r - 1. 

Obvious, since f is a non-unit; h R f is a homogeneous ideal and every 
prime ideal of hRf is homogeneous (§ 2, Theorem 9). 

In geometric terms, the above corollary may be stated as follows: if 
V is an irreducible r-dimensional algebraic variety in the projective space 
PnK and f( Yo, Y I, ... , Y n) is a form in k[Yo, Y I, ... , Y n], of positive 
degree, such that the hypersurface H :f( Y) = 0 does not contain V, then 
each irreducible component of the intersection V n H has dimension r-1. 
To see this we have only to take for hR the homogeneous coordinate ring 
k[yo, Yl> ... , Yn] of the variety V (§ 4, p. 170), observe that our assump
tion concerning the form f( Yo, Y l' ... , Y n) signifies that the element 
f(yo, YI' ... , Yn) of hR is different from zero and finally recall (§ 3, 
Theorem 14, Corollary 3) that the irreducible components of H n V 
are the varieties of the isolated prime ideals of the principal ideal 
generated in hR by f(yo, YI' ... , Yn). 

In the same way as Theorem 21 represents a re-statement of the 
"principal ideal theorem" (Vol. I, Ch. IV, § 14, Theorem 29), the 
following generalization of Theorem 21 is a re-statement of Theorem 
30 of IV, § 14: 

THEOREM 22. If R is a finite integral domain, of transcendence degree r, 
and ~ is a proper ideal in R which admits a basis of s elements, then every 
isolated prime ideal of ~ has dimension ;;: r - s. 

COROLLARY. If hR is a homogeneous finite integral domain, of trans
cendence degree r + 1, and ~ is a proper homogeneous ideal in R which 
admits a basis of s elements, then every isolated prime ideal of ~ has 
projective dimension ;;: r - s. 

The maximum of the dimensions of the isolated prime ideals of an 
ideal ~ in a finite integral domain R is called the dimension of~. If R is 
a homogeneous finite integral domain and ~ is a homogeneous ideal in 
R, then one uses preferably the projective dimension of ~, which is 
defined as the dimension of ~ diminished by unity. Theorem 22 and 
its corollary assert that, under the conditions stated, the dimension, 
resp. the projective dimension of~, is not less than r-s. 

An ideal ~ in a finite integral domain R is said to be unmixed' (or 
equidimensional) if all its prime ideals have the same dimension. It 
is clear that an unmixed ideal has no imbedded prime ideals. A 
previous theorem on principal ideals in noetherian integrally closed 
domains (Vol. I, Ch. V, § 6, Theorem 14) permits us to strengthen 
Theorem 22 in the case in which R is integrally closed (in particular, 
then, if R is a polynomial ring): 
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THEOREM 23. If R is an integrally closed finite integral domain, of 
transcendence degree r, then every proper principal ideal in R is unmixed, 
of dimension r - 1. If, in addition, R is also a unique factorization 
domain (in particular, if R is a polynomial ring), then also the converse is 
true, i.e., every unmixed ideal of dimension r-l is principal. 

PROOF. The first part of the theorem is a restatement of Theorem 14 
in Vol. I, Ch. V, § 6. Conversely, if91 is an unmixed ideal, of dimension 
r-l, then all its prime ideals Pi are minimal, and if R is a UFD then 
each Pi is a principal ideal (Gi) and each primary ideal having Pi as 
associated prime ideal is a power (G/I) of Pi' We have therefore, for 
suitable integers Vi' 91 = n (G/I). Since R is a UFD and the Gi are 

j 

two by two relatively prime, it follows that m coincides with the princi
pal ideal generated by TI G/I. Q.E.D. 

i 

For polynomial rings we have the following special result concerning 
zero-dimensional (whence maximal) prime ideals. 

THEOREM 24. Every zero-dimensional prime ideal P in a polynomial 
ring R=h[Xl' X 2, .. " Xn] in n indeterminates (h, a field) has a basis 
of n elements. 

(NOTE. By Theorem 22, P can have no basis of less than n elements.) 
PROOF. We shall proceed by induction with respect to n, the case 

n = 0 being trivial. Since P is zero-dimensional, each Xi is algebraic 
over h modulo p, i.e., P n h[X,.] #(0). Consider PI = P n h[Xl]. The 
ideal PI is principal, say (fl(Xl)), where fl(Xl) is necessarily an irre
ducible polynomial in h[XIJ. Let R=R/R'PI=h[au 1(2"'" 1(n], 
where a l is the PI-residue of Xl' and 1(2,1(3' ... ,1(n are the R'Pe 
residues of X 2' X 3, ... , Xn respectively. Since al is algebraic over k 
(being a root offl(XI)), we have h[al]=h(al) is a field. It is clear that 
g2' g3' ... ,gn are algebraically independent over heal), since Rpl is 
the principal ideal generated by fl(X I ), Hence R is a polynomial ring 
in n-l variables g2' g3' ... , gn, over the field heal)' By our induc
tion hypothesis, the zero-dimensional prime ideal :i] = P/Rpi in R has a 
basis of n - 1 elements, say U2,13' ... ,In}. If, then, fi is any element 
in R whose Rpi residue is I; (i=2, 3", " n) then UI,f2" .. ,jn} is a 
basis of p. 

REMARK. I t follows from the above proof that the prime ideal P has 
a basis consisting of n polynomials of the form 

fl(XI ), f2(Xl, X 2), ••• , fn(XI' X 2, ••• , X n_l, Xn). 

If aI' a2' ... ,an are the p-residues of Xl' X 2, ••• Xn respectively, 
then we can take for fi(XI, X 2, ... ,Xi) any polynomial in k[Xu X 2, 



198 POLYNOMIAL AND POWER SERIES RINGS Ch. VII 

... , Xi] such that fi(a I, a2, ••• , ai_I' Xi) is the minimal polynomial 
of ai over k( a}, a2, .•• , ai_I) (= k[ aI' a2, ••• , ai_I])' The following 
additional conditions determine the polynomials fi uniquely and lead 
to a canonical basis of ~ (relative to the ordering X}' X 2' ••• , Xn of the 
variables) : 

(1) Eachfi is of degree Vi in Xi' where vi =[k(al ,a2,··· ,ai):k(a}, 
a2, ••• , ai_I)]' and is monic as a polynomial in Xi' 

(2) Each fi is of degree < v j in Xj' for j = 1, 2, ... , i - 1. 

If k is algebraically closed, then the ai are in k" and ~ has the follow
ing basis: 

X I - aI' X 2 - a2, ••• , Xn - an' 

Before proceeding any further in dimension theory we shall show how 
all the preceding results can be obtained without recourse to general 
theorems on noetherian rings. It is clear that Theorem 21 is the key 
result, from which all the theorems proved in this section (and also the 
two earlier results, namely the lemma of VI, § 14 and Theorem 29 of 
Vol. I, Ch. IV, § 14, in the special case of finite integral domains) 
follow as immediate consequences. We shall therefore show how 
Theorem 21 can be proved directly by using special properties of finite 
integral domains. Actually, we shall find it essential, in this new 
treatment, to deal only with homogeneous finite integral domains. 
Therefore, what we shall prove directly is Theorem 21 in the case of 
homogeneous domains R, i.e., we shall prove the corollary of Theorem 21. 
In view of the relationship between ideals in Rand hR, established in 
§ 5, Theorem 21 in the general case is an immediate consequence of 
the "homogeneous" formulation given in the corollary of that theorem. 

We first prove a general lemma on finitely generated homogeneous 
rings. Let R=A[Yo'YI,"',Yn] be such a ring, where A is an 
arbitrary commutative ring (with element 1). A set of homogeneous 
elements ZO, Zl' ... , Zm of R, of positive degrees, is said to be a homo
geneous system of integrity, if the ring R is integral over the ring S = 

A[zo, Zl, , . , , Zm]. 

LEMMA. In order that a set {Zo, Zl' . , . , zm} of homogeneous elements 
of R, of positive degrees, be a homogeneous system of integrity it is necessary 
and sufficient that the ideal ,3 generated in R by Zoo ZlJ ... , Zrn be irrele
vant. 

PROOF. We first observe that it is sufficient to prove the lemma 
under the assumption that the m + 1 elements Zj are of the same degree. 
For if, say, Vi is the degree of Zi and if we set ui=Z//v1, where v= 

VOV} • , • v"'' then the m + 1 elements uo, U}' •.. , Urn of Rare homo-
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geneous, of the same degree v. It is clear that the ideal generated 
by zo, Zl' ... , Zm in R is irrelevant if and only if the ideal generated 
by uo, UI' ..• , U m is irrelevant. On the other hand, since U i E Sand 
since the Z i are integral over the ring A[ uo, Ul' ... , u",], it follows that 
R is integral over S if and only if R is integral over A(uo, UI' ••• , un]' 
We shall therefore assume that the Zi have the same degree v. 

Assume that {zo, Zv ... , zm} is a homogeneous system of integrity. 
Each of the elements Yi is then integral over the ring S=A[zo, Zl' 
... , zm]. Consider one of the y/s, say Yo' Let 

(5) if;(Yo;zo,Zt,""z",) 
= YO'+<P,-l(ZO' Zl' ... ,z",)YoS - I+ ... + <Po(zo, Zl' ... , zm) = 0 

be an equation of integral dependence for Yo over S. Here each <Pj is 
a polynomial with coefficients in A. We have Zi = Fi(yo, YI' ... ,Yn), 
where Fi is a form, of degree v, with coefficients in A. We set G( Yo, 
Y I,···, Yn)=if;(Yo, Fo(Yo, Y I,···, Yn), FI(YO' Y I,···, Yn), "', 
F",(Yo, Y I, ... , Yn»' 

We have then G(YO'YI" .. ,Yn)=O. Since R is a homogeneous ring 
it follows that we must have G/l(YO'YI" .. ,Yn)=O, for every homo
geneous component G" of the polynomial G(Yo, Y I, ... , Yn). In 
particular, we have G,(YO'YI" .. ,Yn)=O. If we denote by <Pj,p(Zo, 
Z l' ... , Zm) the homogeneous component of degree p of <P j (j = s - 1, 
s'-2, ... ,0), then we find ,that G.(Yo, Y lI · .. , Yn)= Y o'+ 
, 
L <Ps-pv)Fo(Y), F1(Y),···, Fm(Y» Yos-pv, where s'=[s/v]' Hence 

p= I 

(6) Yos+<Ps_v'I(ZO' Zl" .. , zm)Yos-v+ 
<P,-2v,2(ZO' Zl' ... ,zm)YoS - 2v + ... = O. 

This is still a relation of integral dependence for Yo over S, but now 
the coefficients <Ps-v,I, <Ps-2v.2' ... are homogeneous in the z/s, of positive 
degrees 1,2, ... ,respectively. It follows from (6) that Yo' belongs to 
the ideal 2. Similarly, some power of each of the elements YI' Y2, 
... ,Yn belongs to 2· Hence 2 is an irrelevant ideal. 

Conversely, let us assume that the ideal 2 is irrelevant. To prove 
that R is integral over S it will be sufficient to prove that R is a finite 
S-module (see Vol. I, Ch. V, § 1, condition (e"); actually, these two pro
perties of R are equivalent, in view of Vol. I, Ch. V, § 1, Theorem 1). Let 
t be an exponent such that ~t c 2, where IJ) is the prime irrelevant ideal 
generated by Yo, YI' ... , Yn' and let {Wj} be the (finite) set of monomials 
YoQoYIQl' .. YnQn of degree aO+al + ... +an< t. We shall show that 
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every monomial g in the y's can be written in the form Z ajwj' with aj E S, 
J 

and thus establish that the monomials Wj form a basis of Rover S. 
We proceed by induction with respect to the degree ace) of the 

monomial g, for the assertion is trivial if o(g) < t. We therefore 
assume that a(~);:;;; t and we write ~ = MG, where M is a monomial of 
degree t and G is a monomial of degree a(g)- t. Since ME ID'c.8, we 
can write M = L Hjz j , where we may assume (since R is a homogeneous 

j 

ring) that each Hi is a homogeneous element of R, of degree t - o(z;). 
Substituting into the above expression of e we find e = L GHjzj . The 

i 
coefficient GHi of Zi is homogeneous, of degree o(~) - t + t - o(Zj) = 
o(g) - O(zi) < a(g), and is therefore a linear combination of monomials 
yoaoYlat ... Ynan, of degree < a(g), with coefficients in A. By our induc
tion hypothesis we have therefore GHj = L aj,jwj, with aj,j E S. Hence 

J 

g= L ajwj, where aj= L aj,jzj E S. This completes the proof of the 
j i 

lemma. 
The following application of the preceding lemma is an extension of 

the normalization theorem which was proved in Vol. I, Ch. V, § 4 
(Theorem 8) only for infinite ground fields: 

THEOREM 25. (Normalization theorem.) If R=k[xl> X 2 • ••• , xn] is 
a finite integral domain over a ground field k and r is the transcendence 
degree of Rover k, then there exist sets of r elements Z l' Z 2' ... , z, in R 
such that R is integral over the ring k[zl> Z2' ... , zr]. If R is homo
geneous, then the Zj can be chosen so as to be homogeneous, and for one of 
the Zj we can choose an arbitrary homogeneous element of positive degree. 

PROOF. We first consider the case in which R is a homogeneous ring. 
By the preceding lemma we have only to show that there exists a set of 
homogeneous elements Z l' Z 2' ... , z, in R, of positive degree, such 
that the ideal .8 generated by these elements is irrelevant. To say 
that a proper homogeneous ideal .8 is irrelevant is the same as saying 
that it is of dimension zero, for the irrelevant prime ideal (Xl' X 2' .•. , XII) 

is the only zero-dimensional prime homogeneous ideal in R and the prime 
ideals of a homogeneous ideal are all homogeneous (§ 2, Theorem 9). To 
prove that there exist homogeneous elements Z1' Z2' ... , zr' of positive 
degree, having the property that the ideal .8 is irrelevant, it will be 
sufficient to show that we can choose the elements Z l' Z 2' ... z, in such 
a way as to satisfy the following condition: t/ .8 j is the ideal generated 
by Z1' Z2' .. " Zi' i= 1,2,· .. , r, and .80 denotes the zero ideal, then 

(7) dim .8 0 > dim .8 1 > ... > dim .8" 
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where .8, is, of course, the ideal.8. For if (7) holds then it follows that 
dim.8 j =r-i, i=I,2,"',r, since dim.8o=r and dim.8,~O (the 
elements %j being all of positive degree, the ideal .8 is not the unit 
ideal). 

We choose for %1 an arbitrary homogeneous element of positive 
degree and different from zero. Then, of course, we will have r > 
dim .81' Assume that we have already found elements %1' %2' ... ,%; 
such that r > dim .81 > dim .82> ... > dim .8;. Let ~l> ~2' ... , ~h be 
the isolated prime ideals of .8 j • For any j= 1,2, ... ,h we can find a 
homogeneous element Uj which belongs to n ~. but does not belong to 

'J6i 
~j' Upon replacing each of the h elements U 1, U 2, ••• , Uh by a suitable 
power of that element, we can arrange matters so that the elements uj 

are all of the same degree. Then the element %i+l =u1 +u2 + ... +uh 

does not belong to any of the ideals ~ j' Let p be the dimension of the 
ideal .8i+l generated by %1> %2' ... , %i+1> and let ~ be a prime ideal of 
.8 i +l which has dimension p. The ideal ~ contains also .8i and thus 
contains at least one of the ideals ~1' ~2' .•. '~h' Let, say, ~::> ~1' 
Since Zj+l E ~ and Zj+l ¢: ~1' we have ~ > ~1' Therefore p = dim .8 i +1 = 
dim ~ < dim ~1 ~ dim .8 j • This completes the proof of the theorem in 
the homogeneous case. 

In the general case we adjoin a transcendental Yo to the field k(xl> 
X2' ..• ,xn), we set Yi = YoXj and we consider the homogeneous finite 
integral domain hR= k[yo, Yu ... ,Ynl This domain has transcen
dence degree r + 1. By the preceding case, there exists a homogeneous 
system of integrity {uo, U1, ••• , ur } in hR consisting of r+ 1 elements, 
and we can take as one of these elements an arbitrary non-zero homo
geneous element of positive degree. We take for Uo the element Yo' 
If Vi is the degree of Ui we replace {uo, U u ... , ur } by the following 
homogeneous system of integrity {Vo, VI" .. ,Vr}: VO=YO·, vj=U/"I, 

where V=V 1V 2 ' •• V,. The elements Vj of this new system of integrity 
are all of the same degree v. For each element Yi (i= 1,2, ... ,n) 
there exists a relation of integral dependence over k[vo, VI' ... , v r ] 

which has the form: 

where rpq is a form of degree q (see proof of Lemma, equation (6». If 
we set %j=Vj /vo,.j=I,2, ... ,r, and divide (8) by Yo', relation (8) 
yields the following relation: 
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and this is an equation of integral dependence for Xj over k[ZI' Z2 • 
. . . ,Z,]. This completes the proof. 

We shall now proceed to our stated objective of giving a self-contained 
proof of Theorem 21 based on the above lemma and on the normalization 
theorem just proved. For reasons explained earlier we shall deal only 
with the homogeneous case of Theorem 21. i.e .• with the corollary to 
Theorem 21. We shall denote by R (instead of by hR. as in the 
corollary) our homogeneous ring k[yo. YI' ...• Yn)' but we continue to 
denote by r + 1 the transcendence degree of R/~. Let f be a non-zero 
homogeneous element of R. of positive degree. We set Z 0= f and we 
choose r other homogeneous elements ZI' Z2' ... , z, in R. of positive 
degree, such that the set {zo, Zl> ...• z,} is a homogeneous system of 
integrity of R (Theorem 25). Note that since R has transcendence 
degree r+ lover k and the Yi are integral over k[zo. ZI' ... , z,]. the 
r+ 1 elements Zj are algebraically independent over k. 

Let ~ be any isolated prime ideal of the principal ideal Rf ( = Rzo) 
and let Zj be the ~-residue of Zj' We shall prove that ZI' Z2' ...• Z, 
are algebraically independent over k. This will establish the fact that ~ 
has (affine) dimension r (and projective dimension r - 1) and will 
settle Theorem 21. 

Let h(ZI' Z2' ...• Zr) be any non-zero polynomial in r indeter
minates. with coefficients in k. We have to prove that h(ZI' Z2' ...• zr) 
;60. or-equivalently-that h(ZI' Z2' ...• z,) rt~. Since this has to be 
shown to be true for any isolated prime ideal ~ of Rzo• we see that 
what we are asserting is equivalent to the assertion that the element 
h(z)=h(zl' Z2'···' zr) is prime to the radical VRzo, i.e .• that we have: 

(9) VRzo:R.h(z) = ,IRzo' 

Let 7J be any element of VRzo:R.h(z). We have then. upon denoting 
by g a suitable power 7JP of 7J: 

(10) 

Let 

(11) uS+al(zo. ZI" ..• z,)us- l + ... +as(zo. Zl'" " z,) = 0 

be the equation of least degree which u satisfies over the field k(zo, 
ZI' ... , zr)' Since u is integral over k[zo. ZI' ... ,z,] and since 
Zoo ZI' ...• Zr are algebraically independent over k (whence k[zo. ZlI 

... ,zr) is an integrally closed domain). it follows that (11) must be 
an equation of integral dependence for u over k[zo, ZlI •..• zr) (Vol. I. 
Ch. V, § 3, Theorem 4). i.e., the ai{zo. zl> ...• z,) are polynomials, 
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with coefficients in k. From (10) and (11) we deduce that the equation 
of least degree that e satisfies over k(zo. zl • ...• z,) is the following: 

(12) 

Since also e is integrally dependent over k[zo. Zl • ...• z,]. it follows 
again by the cited Theorem 4 of Vol. I. Ch. V. § 3, that the quotients 
aj(zO,zl' ... , z,)/[h(z)]pj must be polynomials (in the algebraically inde
pendent elements Zo, Zl' ... , z,). Then (12) shows at once that 
es E R·zo, i.e., e E VR.zo. Therefore also 7J belongs to VR.zo (since 
e = Tt). This proves (9) and completes the proof of Theorem 21. 

§8. Special dimension-theoretic properties of polynomial 
rings. In this section we are going to prove two special results of 
dimension-theoretic nature which hold in polynomial rings and which 
do not extend to arbitrary finite integral domains. 

THEOREM 26 (MACAULAY). Let ~ be an ideal in R=k[X1, •••• Xn], 
of dimension n-h. If~! is generated by h elements Fl' ... , Fh, then 
2{ is unmixed. 

PROOF. We proceed by induction on h, the case h=O being trivial 
(and the case h = 1 having already been treated in Theorem 23, § 7). 
We have to show that every associated prime ideal ~ of ~ is (n-h)
dimensional. Let d be the dimension of~. Since ~ is (n - h)
dimensional, we already know that d;£ n - h. Since k[ XI • ... , Xn]f~ 
has transcendence degree d, d of the variables Xi' say Xl' ... , X d• are 
algebraically independent mod~. In other words we have ~ n k[XI , 

... , X d] = (0). whence the multiplicatively closed set M of non-zero 
elements of k[ X 1> •••• X d] has no element in common with ~. 

We consider the quotient ring RM and the extended ideals ~RM and 
~RM. It has been seen in Vol. I, Ch. IV, § 10 (Theorems 16 and 17)· 
that ~Rl\1 is an associated prime ideal of 2{RM • Now RM is obviously 
the polynomial ring 

k(XI' ... , Xd)[Xd+l • ...• Xnl. 
Since R/~ and RJI1/VRJI1 have the same quotient field, RM/~RM has 
transcendence degree d over h. whence it has transcendence degree 0 
over k(XI' ...• Xd). In other words, ~RM is a maximal ideal. In 
order to show that d=n-h, i.e .• that h=n-d, we argue by contra
diction and suppose that h < n - d. Then we have, in the polynomial 
ring RM in n - d variables, an ideal ~RM generated by h < n - d elements 
and admitting a zero-dimensional associated prime ideal. Furthermore. 
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it is easily seen that the ideal ~RAl has dimension n - d - h. For, the 
prime ideals of I}(RM are the ideals of the form oRM • where 0 is any 
prime ideal of I}( which does not intersect M. If s is the dimension of 0 

then the above argument, given for the ideal V, shows that oRlI1 has 
dimension s-d~n-h-d, since s~n-h. Hence dim I}(RJI[~n-d-h, 
and since 91RM is generated by h elements we must have dim I}(RJI[= 
n - d - h, in view of Theorem 22 (§ 7). 

We shall show, however, coming back to the notations' of Theorem 26, 
that if h < n and V is any prime zero-dimensional ideal then V is not an 
associated prime ideal of~. This result, when applied to the poly
nomial ring Rou, will contradict our assumption that h < n - d and will 
complete the proof of the theorem. 

We consider the ideal ~ = (Fl' ...• F"_l)' Since it is generated by 
h - 1 elements. its dimension is at least n - h + 1 (Theorem 22. § 7). 
If the dimension of ~ were greater than n - h + 1. ~ would admit an 
isolated prime ideal u of dimension > n - h + 1. Then all the isolated 
prime ideals of (u. Fh) would be of dimension > n - h (Theorem 21. 
§ 7. applied to k[Xl' ...• XnJ!u). and this would contradict the fact 
that they contain~. Thus the dimension of ~ is n - h + 1. and our 
induction hypothesis implies that all the associated prime ideals 
Uu ...• u, of ~ have dimension n - h + 1. We denote by u,+ I' ...• u,. 
the associated prime ideals of ~ which are of dimension n - h. Since 
h < n. none of the ideals u j (1 ~j ~ r') is maximal. We are going to 
construct an element D of the maximal ideal V. of a particular type. 
which does not belong to any uj . For this we need a lemma: 

LEMMA 1. Given a finite family {u u ...• u,.} of non-maximal prime 
ideals in k[Xl"'" XnJ. there exists an index t and a polynomial 
CP(Xl" ..• X,_I) such that the urresidue of Y,=X,+CP(XU ••.• X,_I) 
is transcendental over k for every j. 

PROOF OF LEMMA 1. We renumber the uj in such a way that: 
(a) The tJrresidue of Xl is transcendental over k for j= 1" . " r(l) 

and algebraic over k for j > r( 1) ; 
(b) The tJ rresidue of X 2 is transcendental over k for j = r(l) + 

1, ... , r(2), and algebraic over k for j > r(2) ;t 
and so on. Since, for every j. one at least of the elements X I' ... , Xn 
has a transcendental U rresidue (b j having dimension > 0). all the 
ideals tJ . are included in our renumbering; in other words: there exists 
an inde~ t ~ n such that, for j =r(t-l) + 1, ... , r', the tJrresidue of X, 

t If the orresidue of Xl is algebraic for allj(1 ;;ij;;i r') then, ?f course, the set 
of indices 1,2, "', r(1) is empty. A similar remark apphes to the set of 
indices r(l) + 1, ... , r(2) introduced in (b). 
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is transcendental over k and the t'rresidues of Xl' ... ,Xt _ I are 
algebraic over k. Thus, for any polynomial CP(XI' ... , Xl-I)' and for 
j=r(t-l)+ 1, .. " r', the l'rresidue of Xt+cp(X I,· . " Xt_l) is trans
cendental over k. We take now j so as to satisfy the inequality 
r(t~2)+1~j~r(t-l). Then, since X t_1 is transcendental over k, 
mod t1 j' there is at most one exponent a such that X t + Xt_Ia is alge
braic over k, mod t'j (otherwise some differences Xt-Io - Xt_Ib (a #- b) 
would be algebraic over k, mod 11 i' whence also X t _ 1 would be alge
braic over h, mod \) J We can thus find an exponent a( t - 1) such that 
X t + Xt_1a(t-l) is transcendental over k, mod \) j for j = r(t - 2) + 1, ... , 
r(t - 1), and also for j = r(t - 1) + 1, ... ,r' in view of what has been 
seen above about Xt+cp(XI,'" ,Xl_I)' 

Since X l' ... , X t _ 2 are algebraic over k, mod OJ for j > r( t - 2), 
it follo\vs that, for any polynomial ';;(X I ,···, X t _ 2) and for any 
j>r(t-2), Xt+Xt_Io(t-l)+VJ(XI, .. " X t_2) is transcendental over k, 
mod OJ' As above, for every j such that r(t-3)+1~j~r(t-2), 
there exists at most one exponent a such that X t + Xt_1o(t-l) + X t_2a is 
algebraic over k ;nod OJ. Thus we can find an exponent aCt - 2) such 
that Xt+Xt_Io(t-I)+Xt_2o(t-2) is transcendental over k mod OJ for 
ret - 3) + 1 ~j ~ r(t - 2), and also for j> r(t - 2) from what has been 
seen above. Continuing in the same manner, we get a polynomial 
Yt=Xt+Xt_Ia(t-l)+ ... +X1a(1) whose brresidue is transcendental 
over k for every j. This completes the proof of the lemma. 

We now return to the proof of Theorem 26. From the structure of the 
polynomial Y t we immediately see that 

k[Xl> ... , Xn] = k[Xl' . :. , Xt_l> Y t, X t+1, ... , Xn]. 

Since the ideal V is maximal, the v-residue Yt of Y t is algebraic over k. 
Let D=f(Yt) be the minimal polynomial of Yt over k. We have 
DE V. Since the brresidue of Y t is transcendental over k for every j, 
D does not belong to any b j' It is clear that the residue class ring 
k[X}, ... ,Xn]j(D) is isomorphic with the polynomial ring k(Yt)[X}, 
... , Xt_}, Xt+l> ... , Xn]. 

Let now a be an element of R=k[XI' ... ,Xn] such that avcm:= 
(FI' ... , Fh)· We then have aD E W = (lB, Fh) and there exists an 
element b in R such that aD - bFh E 18. Thus bFh E (~, D). 

Now, Fh does not belong to any associated prime ideal ~ of the ideal 
(~, D). In fact, since (~, D)/(D) is generated by h - 1 elements in 
Rj(D) (namely by the classes of Fl>' .. , Fh_ 1, mod D), since its 
dimension is n - h (for D has been chosen outside of the prime ideals of 
~) and since Rj(D) is a polynomial ring in n -1 variables, the induction 
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hypothesis shows that every associated prime ideal 'i8/(D) of (~, D)/(D), 
whence also every associated prime ideal ~ of ()8, D), is of dimension 
n - h. If such a prime ideal ~ were to contain Fh, it would contain Ill, 
in contradiction with the fact that D has been chosen outside of the 
(n - h)-dimensional prime ideals of \)(. 

This being so, the relation bFh E ()8, D) implies b E ('8, D) (Vol. I, 
Ch. IV, § 6, Theorem 11). Thus there exists an element c in R such 
that b - cD E '8. This relation, together with the relation aD - bFh E '8, 
implies that (a-cFh)D E~. But, since D has been chosen outside all 
the associated prime ideals of '8, we deduce that a - cFh E '8, and that 
consequently a E ('8, Fh ) = W. This shows that (W: ~) = W, whence ~ 
cannot be an assoCiated prime ideal of W. This concludes the proof of 
Macaulay's Theorem. 

Before proving an important result about the dimension of the sum 
of two ideals, we need a lemma about unmixed ideals: 

LEMMA 2. Let W be an ideal in R=k[XI' ... ,Xn), different from 
R, and let {Zl' ... ,Zd} be afinite set of algebraically independent elements 
of RjW over k such that RjW is integral over k[z]. Then W has dimension 
d, and a necessary and sufficient condition that 11! be unmixed is that no 
element of k[z), different from zero, be a zero divisor in RjW. 

PROOF. Let ~ be any prime ideal of R containing 11!, and let iJ = ~jl1!. 
Then Rj~ is integral over k[z)j(iJ n k[z)), whence the dimension of 
~ is ~ d. On the other hand, there exists a prime ideal ~ of RjW 
which contracts to (0) in k[z) (Vol. I, Ch. V, § 2, Theorem 3), and for 
such an ideal iJ the corresponding prime ideal ~ of R (i.e., the ideal ~ 
such that ~::> 11! and iJ = ~ jW) has dimension d. This proves that 11! 
has dimension d, and, moreover, that the associated prime ideals ~ 
of 11! which are of dimension d are those for which (~jl1!) n k[z) = (0). 

Now, in RII1!, the set of zero divisors is U (~dl1!), where the ~j are 
I 

the associated prime ideals of W (Vol. I, Ch. IV, § 6, Theorem 11, 
Corollary 3). Thus the condition that no element of k[z), different 
from zero, is a zero divisor in Rjl1!, is equivalent to the condition that 
we have (~jjl1!) n k[z] = (0) for every i, i.e., that all the ideals ~j be of 
dimension d. The proof of the lemma is now complete. 

Let Wand '8 be two ideals in an arbitrary finite integral domain 
R. If W is a prime ideal of dimension a, and '8 an ideal of dimension 
b generated by n - b elements, then the application of Theorem 22 (§ 7) 
to Rjl1! shows that if \}{ + '8 #- (1), .then all the isolated prime ideals of 
W+'8 have dimension ?,a-(n-b)=a+b-n. This result continues 
to be true if 11! is not a prime ideal, provided we suppose that all the 
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isolated prime ideals Pi of I}I have dimension a: in fact every isolated 
prime ideal q of I}{ + ~ contains some Pi and is therefore an isolated 
prime ideal of Vi +~. Therefore the dimension of every isolated prime 
ideal of I}{ + ~ is at least a + b - n. This fact will be useful in the proof 
of the next theorem where we show that in the special case of a poly
nomial ring this same result remains valid without the assumption that 
lB is generated by exactly 11 - b elements: 

THEOREM 27. Let I}{ and IS be two prime ideals in R=k[XI , ... , Xn] 
of dimensions a and b. If I}{ + IS is not the unit ideal, then all the isolated 
prime ideals of I}l + 58 have dimension ~ a + b - n. 

PROOF. We introduce a second copy k[ X' l' ... , X' n] of k[ X l' ... , 

Xn] and denote by lB' the ideal in k[X'1> ... , X'n] corresponding to lB. 
In the polynomial ring in 2n variables k[ X l' ... , X n, X'I' ... , X' n], 
we consider the ideal U generated by I}{ and 5.8', and the ideal 78 generated 
by X'I-XI'··· ,X'n-Xn' We first prove that there is a 1-1 
correspondence between the isolated prime ideals of I}{ + lB (in k[X]) 
and the isolated prime ideals of U + 78 (in k[X, X']), and that this 
correspondence preserves dimensions. 

With every prime ideal P in k[X], we shall associate the ideal 
'V =(p, X't -Xl' ... , X'n-Xn) in k[X, X']. The k-homomorphism of 
k[X, X'] onto k[X] defined by <p(Xi} = <p(X';} = Xi obviously admits 78 
as kernel. Since <p-I(p)='V, ii is a prime ideal and has the same 
dimension as p. Furthermore, the inverse image <p-I(I}{ + lB) contains 
I}{, 5.8' and 78, whence it also contains U + 78. Conversely, if F(X, X') E 

<p-I(I}{ + lB) we have F(X, X) E I}{ + lB, and we may write F(X, X) = 
A(X)+B(X), (A(X) E I}l, B(X) E lB). Since F(X, X')o=F(X, X) mod 
78, and since B(X) 0= B(X') mod 78, we have F(X, X') 0= A(X) + 
B(X') mod 78, i.e., F(X, X') E U+ 78. Therefore U+ 78 is the inverse 
image of I}{ + lB under <p, and this proves that <p -I( p) is an isolated prime 
ideal of U + 78, if and only if.p is an isolated prime ideal of I}{ + lB (Vol. I, 
Ch. IV, Remark at the end of § 5, p. 213). 

The consideration of <p proves also that 78 is a prime ideal of dimen
sion n. Since it is generated by n elements (e.g., by X'I - X l' ... , 

X'n-Xn)' the remark preceding Theorem 27 shows that Theorem 27 
will be proved if we prove that all the isolated prime ideals of U have 
dimension a + b: in fact, every isolated prime ideal ii of U + 78 will 
have then dimension ~ a + b + n - 2n = a + b - n, and hence also every 
isolated prime ideal of I}{ + lB will have dimension ~ a + b - n. 

We shall even prove that U is an unmixed ideal of dimension a+b, 
and for this purpose we shall use Lemma 2 and the results on tensor 
products established in Vol. I, Ch. III, § 14. 
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We set k[x] = k[X]/~, where X stands for {Xl> X 2, ••• , X n}, x stands 
for {Xl' x 2' ••• , xn} and Xi denotes the ~-residue of Xi' Similarly, we 
denote by k[x'] the ring k[X']/58'. We know that k[X, X'] is a tensor 
product of k[X] and k[X'], over k (Vol. I, Ch. III, § 14, p. 184-). It 
follows from Theorem 35 of Vol. I, Ch. III, § 14, that the rings 
k[x] 0 k[x'] and k[X, X']/n are k-isomorphic and that there exists a 
k-isomorphism f of the first ring onto the second such that if F(X) is 
any element of k[ X] then f sends F(x) into the U-residue of F(X) and 
F(x') into the U-residue of F(X'). 

By the normalization theorem we can find a algebraically independent 
elements Zl' Z2' ... ,Za in k[x] and b algebraically independent ele-
ments Z'l' Z' 2' ... , Z' b in k[x'] such that k[x] is integral over k[z] and 
k[x'] is integral over A[z'] (§ 7, Theorem 25). Then, by the linear 
disjointness of k[x] and k[x'] in k[x] 0 k[x'] (after identification of the 
rings k[x] and k[x'] with the corresponding subrings in the tensor 
product; see Vol. I, Ch. III, § 14, p. 183), the a+b elements z" z' are 
algebraically independent over k, and it is clear that the ring k[x] 0 
k[x'] is integrally dependent over h[z, z']. Since ~ and )5 are prime 
ideals, the rings k[x] and h[x'] are integral domains. Hence by 
Theorem 36 of Vol. I, Ch. III, § 14 it follows that no element of 
k[z,z'] (=k[z]0k[z']), different from zero, is a zero divisor in 
k[x] ® k[x']. If we now carryover these conclusions to the ring 
k[X, X']/U, by means of the isomorphism f, and if we use Lemma 2, 
we find at once that the ideal 11 is unmixed and has dimension a + b. 
Q.E.D. 

Theorem 27 has the following geometric application. Let V and W 
be two irreducible varieties in affine space An K. The dimensions of 
their prime ideals ~, ~ in k[X1' ... ,Xn] are dim (V) and dim (W), 
respectively. We have seen that V n W is the variety of the ideal 
~ + 58 (§ 3, formula (2», and that the irreducible components of this 
variety are the varieties of the isolated prime ideals of III + ~ (§ 3, 
Theorem 14, Corollary 3). Therefore, Theorem 27 may be translated 

into: 
THEOREM 27'. If V and Ware two irreducible ~~arieties in AnK and If 

the intersection V n U' is non-empty, then every irreducible component of 
V n W has a dimension ~ dim (V) + dim (W) - n. 

REMARK. Theorem 27 does not extend to arbitrary finite integral 
domains. In other words, if V and Ware two subvarieties of an 
ambient variety Z, then it is not necessarily true that, for every irre
ducible component C of V n W, we have 
(1) dim (C)~dim (V)+dim (W)-dim (Z). 
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For example, we take for Z the cone in A4K , with equation X 1 X 2 -

X 3 X 4 =0. The planes V(Xl=X3=0) and W(X2=X4=0) are sub
varieties of Z, and their intersection C is reduced to the origin. We 
have dim (Z)=3, dim (V)=dim (W)=2, dim (C)=O, and the above 
inequality is not verified. However, it can be proved that this inequality 
holds for every irreducible component C of V n W which is simple 
on Z. 

For non-empty varieties V, W in projective space PnK , the inequality 
(1) is still valid for every irreducible component C of V n W. In fact, 
the homogeneous prime ideals '21, IB of V and Win k[Yo, Y1,' .. , Yn] 

have projective dimensions dim (V) and dim (W), whence their ordinary 
dimensions are dim (V) + 1 and dim (W) + I, respectively. Further
more, 91 + ~,to (1), for both 91 and ~ are (ontained in the irrelevant ideal 
(Yo, Y 1, .•. , YIl). Hence, if C is an irreducible component of 
V n W, its prime ideal \), being an isolated prime ideal of 9l + IB, has an 
ordinary dimension s (dim (V)+ l)+(dim (W)+ l)-(n+ l)=dim (V) 
+ dim (W) - n + I, and a projective dimension s dim (V) + dim (W) - n. 
Note that in the projective case we have established the inequality (1) 
without assuming that V n W is non-empty. lienee in the projective 
case we have the following result (which has no affine analogue): 

If dim (V) + dim (W) s n, then V n H'is non-empty. 
Again we note that this last result is not generally true if the ambient 

variety of V and W is an arbitrary variety Z. In other words, if the 
dimensions a and b of two subvarieties F and W of an n-dimensional 
irreducible projective variety Z satisfy the inequality a + b s n, then it 
is not necessarily true that T' n Tr is non-empty (even if Z is a variety 
free from singularities). The simplest example is the following: 
Z is a ruled irreducible quadric surface (n = 2) and V, Ware straight 
lines on Z (a=b= 1) which belong to the same ruling of Z (and are 
therefore skew lines). 

§ 9. Normalization theorems. In this section we intend to give 
a new version of the "normalization theorem" proved in § 7 (Theorem 
25), together with a systematic treatment of the so-called "normaliza
tion methods." These methods partly reduce the study of arbitrary 
ideals in a polynomial ring (or in a power series ring) to the study of the 
ideals generated by a certain number of the variables. The treatment 
we give, as well as the treatment given in the second half of § 7, is 
independent of the dimension theory developed in the first part of § 7. 
Moreover in our present treatment we shall deal simultaneously with 
polynomial rings and power series rings. In the next section we shall 
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apply the normalization methods to the study of the dimension theory 
of power series rings. 

Let R denote either the polynomial ring A[ Xl> ... , Xn] or the power 
series ring A[[ Xl' ... , Xnll in n variables over an arbitrary commuta
tive ring A (with unit element, as usual). We recall (§ 7, p. 198) that 
a system of n forms (FI' ... ,Fn), with strictly positive degrees, is 
said to be a homogeneous system of integrity in R= A[XI' X2 , ••• , Xn] 
iftheelements Xl"'" Xn are integral over the ring S=A[Fl' "', Fn]. 

In the case of a power series ring R=A[[XI' X 2, •• " Xnl] we 
modify this definition by requiring that Xl' X 2 , ••• , Xn be integral 
over the ring S=A[[FI' F2 , ••• ,Fnll. By replacing the forms Fi by 
suitable powers, we can always reduce the 'study of a homogeneous 
system of integrity to that of a homogeneous system of integrity con
sisting of forms of like degrees. The following lemma is useful. 

LEMMA 1. If {FI' ... , Fn} are n forms of like degree d fohich con
stitute a homogeneous system of integrity in l?, then each indeterminate Xi 
satisfies a relation of the form 

X·sd+ m. (F··· F }X.(s-l)d+ ... +m. O(FI ... F) = 0 
I TJ,s-l l' , n I TIt" n , 

where f{Ji,i is a form of degree s - j and s is a suitable integer. 
PROOF. We consider a relation of integral dependence 

(I) 

satisfied by Xi over S. We single out the terms on the left-hand side 
which are of degree t in Xl' X 2 , ••• , X"' and obtain 

(2) X.I+,I.* (F)X.I-I+ ... +.1. *(F) = 0 
I 'I' 1-1. I '1'0 • 

In this relation, I/J/ must be a form, and tfi/(F) must be either zero or 
a form of degree t - j in Xl' ... ,X". Since FlO ... , F" are forms of 
degree d, the degree t-j of I/J/(F) (considered as a form in Xl' ... , XII) 
must be a multiple of d, say t-j=dm (unless I/J/(F) is zero). Hence 
relation (2) may be written as follows: 

(3) X;' +f{Jl*(F)X/-d+ ... +f{JIII*(F)X;'-lIId+ ... = 0, 

where rp/ = VJ*,_ jil is a form of degree j. Factoring out a suitable 
power of X" we see that we may assume that t is a multiple sd of d, 
and this proves Lemma 1. 

Lemma 1 has the following easy consequences: 
(1) The notion of homogeneous system of integrity is the same for 

polynomials and power series. More precisely, a system of n forms 
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{FI' ... , Fn} is a homogeneous system of integrity in A[[Xv ... , Xn]] 
if and only if it is a homogeneous system of integrity in A[ Xl' ... , Xnl 

(2) It follows from Lemma 1 that, if {FI' ... Fn} is a homogeneous 
system of integrity, then the ideal (FI' ... ,Fn) is irrelevant: in fact, 
since the forms CPi,j have strictly positive degrees, the relation given in 
Lemma 1 implies that X;,d E (FI' ... ,Fn). This result, together with 
its converse, has already been proved in the lemma of § 7 (see p. 198) 
for the case of polynomial rings (and also, more generally, for the case of 
finitely generated homogeneous rings). The converse result holds also 
in the case of power series, i.e., we have that if the ideal (FI' ... , Fn) 
is irrelevant (the Fi being forms), then every XI is integral over 
A[[FI' ... ,Fn]]. In fact, we can even prove the following result 
(which is not a trivial consequence of the integrity of Xl' ... , Xn over 
A[[FI' ... ,Fn]], in contrast with the case of polynomials): If FI, 
... , F" are forms such that the ideal (FI , ... ,Fn) is irrelevant, then 
R=A[[XI,"', Xn]] is a finite module o'ver S=A[[FI ,"', Fn]]. For 
the proof we first observe that the proof of the above cited lemma 
(§ 7, p. 198) provides us with a finite system {Wj} of monomials in 
Xl' ... ,XII such that every monomial ma(X) can be written in the 
form mo(X) = L aajwj with aaj in S. Hence, in order to prove our 

j 

assertion it suffices to show that the coefficients aaj may be chosen in 
such a way that their orders (in A[[XI' ... ,Xn))) tend to infinity 
with the order of ma(X). We may assume (since we can replace the 
F;'s by suitable powers) that the forms Fi have the same degree d. 
Then, as in the proof of Lemma 1, we write aaj as a power series 
tPaj( F), and we decompose tPaj into an infinite sum tPaj = 2 CPa/q ) of 

q 

forms (CPa/ q ) having degree q). Singling out the terms of degree 
o(ma(X) in the sum 2 aajWj' we get 

} 

ma(X) = L CPaPl(F)Wj. 
},q 

the summation being extended to all pairs (j, q) of integers such that 
o(ma(X»=dq+ c(wJ. This proves our assertion. 

The last result, together with its analogue for polynomials, may be 
generalized in such a way as to make the notion of homogeneous 
system of integrity useful also for questions which arise in a non
homogeneous set~up. 

THEOREM 28. Let {GI ,···, Gn} be a system of n elements in R 
having a homogeneous system of integrity {FI' ... ,Fn} as system of 
initial forms ill the power series case (of highest degree forms ill the 
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polynomial case). Then R is a finite module over T= A[[GI , ... , Gil]] 
(or over T=A[G I , ... , GnD. 

PROOF. Upon replacing GI , ... , G" by suitable powers, we may 
assume that the forms Fl , ... , Fn have like degree d. We have just 
proved the existence of a finite set of monomials Wj(X) which is a basis 
of Rover S=A[[FI , ... , F,JJ (or A[FI , ... , FnD. Furthermore, we 
have seen that every form u(X) in R may be written as 

(4) u(X) = 2 fPj(F)wAX) 
j 

where fPj is a form such that d'fi(fPj)+ 8(w;) = 8(u). Now, if veX) is 
any element of R, we apply (4) to each monomial u(X) which occurs in 
veX), and by addition of terms we find a relation of the form 

(4') veX) = 2: tPj(F)wiX ), 
J 

where the tPj(F) are power series in FI , F2, .•. , Fn (or polynomials in 
Fl , F2, ..• , Fn), and where 

(5) d,o(tPj) ;;:; o(v)-o(Wj) in the power series case, 

with equality for at least one value of j; 

(5') d·c(tPj) ~ o(v)-o(Wj) in the polynomial case, 

again with equality for at least one value of j. 
We prove that {wiX)} is also a basis of Rover T, and thus will 

prove Theorem 28. For every veX) in R, we consider the difference 
v(X)- 2 tPj(G)Wj(X), where v(X) = 2 tPiF)wiX) (formula (4'». In 

J J 

the power series case, replacing the F;'s by the G;'s leaves unchanged 
the initial form of the element 2 tPj(F)wj(X) of R, for the equality sign 

j 

holds in (5) for at least one value of j. We therefore have 

(6) O(v(X)- L tPiG)wiX» >o(v(X». 
j 

Suppose, by induction on s, that we have found power series tPj,(G) 
such that o(v(X) - L tPj,(G)wiX»"?' s. We can then write, by (4') 

j 

veX) - 2 tPj,(G)wiX) = L Xj,(F)wiX ), 
J J 

where, by (5), the order o(Xj,) satisfies the inequality d· o(Xj,)"?' S - o(Wj). 
If we set tPj,,+l =tPj,,+Xj,' and replace the F,'s by the G,'s, we get 

o(v(X) - L tPj,'+l(G)wiX »;;:; s + 1. 
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Furthermore the inequalities d· o(Xj,) ~ s - o(Wj) show that the sequences 
{.pj.,} are Cauchy sequences in the power series ring in n variables. Let 
J-tj be the limit of {.pj,')' By passage to the limit we obviously have 
v(X)= I J-tj(G)Wj(X), and this proves our assertion in the power series 

j 

case. 
In the polynomial case we proceed by induction on the degree s of 

veX). The case s = 0 is straightforward, if care has been taken to 
include the monomial 1 among the Wj(X)'s. As above, we write 
v(X)= 2: .pj(F)wj(X), and consider the differences v'(X)=v(X)-

] 

Iljij(G)Wj(X). Since the replacement of the F;'s by the G;'s leaves 
j 

the highest degree form of 2: .pj(F)w)(X) unchanged, we have o(v') < 
j 

o(v), and our induction hypothesis shows that v'(X) = L Xj(G)wAX) 
) 

with suitable polynomials Xj' Therefore veX) is also a linear com
bination of the monomials Wj(X), with coefficients in ArG I , ... , Gn]. 

Q.E.D. 
A system of n elements G I , ... , Gn of R satisfying the conditions 

of Theorem 28 is called a normal system of integrity of R. 
THEOREM 29. Let A be an integral domain and let G I , ... , Gn be a 

normal system of integrity in R=A[[X I , .. " Xn]] (or R=A[X I ,· ", 

X"]). Then the elements G 1 , ... , G" are analytically (or algebraically) 
independent over A. 

PROOF. We first treat the polynomial case, which is quite simple. 
Let K be the quotient field of A. Since every Xi is integral over 
A[G1, ••• , Gn], the field K(XI' ... , X,J is algebraic over K(GI, ... , 
Gn). As the former has transcendence degree n over K, it follows that 
{G I , ... , Gn} is a transcendence basis of this field (Vol. I, Ch. II, 
§ 12, Theorem 25). Therefore these elements are algebraically inde
pendent over K, and, a fortiori, over A. 

In the power series case, suppose that we have a non-zero power 
series ep( Y I , ... , Y n) in n variables over A such that ep(G I , ... , Gn) = O. 
We denote by Fi the initial form of G i , and by di its degree. With 
every monomial J-t= YI'l ... Y I '" appearing with a non-zero coefficient 
in ep, we associate the integer w(J-t) = sId 1+ ... + snd". The monomials 
J-t for which w(IL) takes its smallest value q are finite in number. Thus 
the sum of the corresponding terms of ep is a polynomial Iji of. 0, and 
the difference' ep -Iji contains only monomials J-t for which w(J-t) > q. 
From this it follows that ep(G I , ... , Gn)-Iji(F I , ... ,Fn), considered 
as a power series in Xl' ... ,Xn, contains only terms of degree > q. 
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Now, since {FI' ... , Fn} is a homogeneous system of integrity, the first 
part of the proof shows that the element rf;(Ft, ... , Fn) of A[Xt, ... , 
Xn] is different from O. Since it is a form of degree q, it follows that 
rp(G1, ... ,Gn) is a power series of order q in XI' X 2, ••• , X n, in 
contradiction with the hypothesis that rp( G I' ... , G n) = O. Therefore 
the relation rp( G l' ... , G n) = 0 implies rp = 0, and this proves our 
assertion. 

REMARK. The conclusion in Theorem 29 remains valid if we suppose 
only that A is a ring without nilpotent elements. 

The key to the so-called normalization methods is the following 
theorem, which is contained in the "normalization theorem" proved in 
§ 7 (Theorem 25). We, however, give here a proof which is independent 
of dimension theory. 

THEOREM 30. Let k be a field, and let F be a non-constant form in 
R = k[ X I' ... ,Xn]. Then there exists a homogeneous system of integrity 
{FI, ... , Fn} in R such that FI = F. 

PROOF. We first study the case in which k is an infinite field, in which 
case the proof is a mere repetition of the proof of the normalization 
lemma given in Vol. I, Ch. V, § 4 (Theorem 8). Namely, we choose 
elements a2, ••. ,an of k such that F(l, a2, •. " an)#O. Then, if we 
set G(Xt"", Xn)=F(Xt, X 2 +a2X I ,···, Xn+anXt) and d=oF, the 
coefficient of Xtd in G is F(l, a2,"', an)#O. The relation F(Xt, 
... ,Xn)=G(Xt,X2-a2Xt"",Xn-anXt) shows that the ideal III 
generated by F, X 2-a2X t, ... ,Xn-anXt contains XtdF(l, a2, ... , 
an) (= G(X t , 0, ... ,0)), and hence it contains also Xtd, since F(l, 
a2,"', an)#O. Since \}( contains Xtd and Xj-ajXt for any j'?;,2, it 
contains Xl. Hence \}( is irrelevant, and {F, X 2 -a2X t ,· .. ,Xn -

anX I } is a homogeneous system of integrity. 
If k is a finite field, we proceed by induction on the number n of 

variables. For n = 1 our assertion is trivial. The case n = 2 requires a 
special proof (which does not make use of the finiteness of k). We 
set X 2/Xt =Tand write F(Xt, X 2) = XtdF(l, T), where d=cF. The 
polynomial F(l, T) is #0. We choose a polynomial G(T) in k[T] 
which is relatively prime to F(1, T), and denote by r its degree. It is 
well known that every polynomial H( T) of degree ~ d + r - 1 may be 
written in the form 

H(T) = A(T)F(l, T) + B(T)G(T), 

where oA < oG = r and oR < 8(F(1, T» ~ d. In particular, for every q 
such that 0 ~ q ~ d + r - 1, we have 

Tq = Ai T)F( 1, T) + Bq( T)G( T), 
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where oA q < rand oBq < d. Upon multiplication by X Id +,-l, we get 

X ldH-I-qX 2q = (X{-IAq(T»F(XI' X 2)+(XId-IBq(T».(XI'G(T». 

As X{-IAq(T), X/-IBq(T) and X{G(T) are forms in Xl and X 2 , this 
shows that the ideal generated by F(XI' X 2) and X{G(T) contains all 
the monomials of degree d + r - 1. It is therefore irrelevant, and our 
assertion is proved for n = 2. 

We now study the passage from·n - 1 to n, under the assumptions 
that n is ~ 3 and that k is a field of characteristic p¥-O (this is implied 
by the hypothesis that k is finite). For every power q of p, the q-th 
power F(Xv ... , Xn)q is a polynomial in XIq, ... , Xnq, which we 
shall denote by Fq(X I q , •.. , Xnq). By renumbering the variables, we 
may assume that Xn actually occurs in F. We assert that there exists 
a power q of p and a form G(XI , ... , Xn_I) of degree q such that 
Fq(XIq, ... , X"_Iq, G(XI'···' Xn_I») ¥- O. In fact, F(Xv ···, X"), 
considered as a polynomial in Xn over k(XI' ... , Xn_I)' has only a 
finite number of roots in the algebraic closure K of k(X l' ... , Xn_I). 
On the other hand, since n - 1 ~ 2, there exists, for any power q of p, 
a form G(q)(XI , ... , XII_I) of degree q \vhich is not the p-th power of 
any element of k(XI'···' XII_I). Thus the elemcnts-\lG(q)(X I ,··· ,Xn_I) 
of K are all distinct, since their minimal equations Tq - G(q) = 0 have 
distinct degrees. Therefore one of them must be distinct from the roots 
of the polynomial F(Xv ... , Xn) (regarded as a polynomial in Xn). 
If we take for G this polynomial G(q), we have Fq(XIq, ... , Xn_Iq, 
G(X],···, X"_I»¥-O, as asserted. 

This being so we denote by H the form Fq(X]q, ... , Xn-Iq, G(XI , 
... , X ,,-]». By our induction hypothesis there exist n - 2 forms 
H 2' ... , H,,_ 1 in k[ X l' ... , X n- rl such that the ideal generated by 
H, H 2, .•. , H n_I is irrelevant in k[XI, ... , Xn_I]. On the other hand 
H is congruent to Fq modulo X"q - G( X l' ... , X n-I)' whence H belongs. 
to the ideal generated by F and Xnq - G. Therefore the ideal generated 
by F, Xnq - G, H 2' .•. , H,,_I is irrelevant in k[XI , ... , X,,], and this 
proves our assertion. 

REMARK. In characteristic 0, we can still find an exponent q and a 
form G(X l' ... , XII_I) of degree q such that the q~th roots of G are 
distinct from the roots of F (considered as a polynomial in Xn). 
Then the last part of the proof may be extended to the case of 
characteristic 0 if we take for H( X 1, ... , Xn_I) the so-called 
"resultant" of the elimination of X" between F(X l' ... , Xn) and 
Xnq-G(XI'···' Xn_I). 

COROLLARY. Let k be a field. Any non-constant (resp. non-invertible) 
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element F of R=k[Xl, ... , XII] (resp. k[[Xl' ... , X,,]]) may be included 
is some normal system of integrity of R. 

We apply Theorem 30 to the highest (resp. lowest) degree form of F, 
and then use Theorem 28. 

As our last topic in this section, we now define the notion of system 
of integrity. A system ofn elements Fl,···, F" in R=A[Xu"" X,,] 
(resp. A[[Xl' ... , X,,]]) is called a system of integrity of R if R is a 
finite module over A[Fl, ... , F,,] (resp. A[[Fl, ... ,F,;]]). It follows 
from Theorem 28 that a normal system of integrity (in particular, a 
homogeneous system of integrity) is actually a system of integrity. The 
two theorems which are given below give the existence of systems of 
integrity which are "adapted" to the study of a given chain of ideals. 
As these theorems will mostly be used for studying the dimension 
theory of power series rings, and in order to avoid tedious repetitions, 
these theorems will only be stated and proved in the power series case. 
Statements and proofs in the polynomial case are entirely analogous. 

THEOREM 31. Let k be a field and 2l a proper ideal in R = 
k[[Xl, ... , X,,]]. There exists a system of integrity {Fl, ... , F,,} of R, 
such that, If we set S = k[[ F l' ... , Fn]], then the ideal ~l n S is generated 
by Fl, ... , Fd, where d is an integer, 1 ~ d~ n. The classes fd+l' ... ./11 
of Fd+1, ••• , F" mod 2l are analytically independent over k, and R/2l is a 
finite module over k[[fd+1' ... ,f,,]]. 

PROOF. Among the finite subsets of 2l which are contained in 
systems of integrity of R, we choose one with the greatest possible 
number d of elements. Let {FI> ... , Fd} be such a subset and let 
{Fl, ... , Fn} be a corresponding system of integrity. We assert that 

(7) 

In fact, assuming the contrary we could introduce an element Pd+1 ;l: 0 
of this intersection in some normal system of integrity {Pd+1' ... , PII} 
of k[[Fd+l' ... ,FII]] (Corollary to Theorem 30), since, by Theorem 
29, this ring is a power series ring. Then k[[Fd+l , ••• ,FII]] would be 
a finite module over k[[Pd+l, ... ,Pnl], whence also k[[Fl' ... , FIIll 
would be a finite module over k[[Fl,"', Fd, Pd+l' ... ,PII]], and 
therefore k[[XlI ... , Xnl] would be a finite module over k[[Fl' ... , Fd, 
Pd+1' ... ,PII]]. Hence {Fl' ... , Fd, Pd+l' ... ,PII} would be a system 
of integrity of R such that {FI> ... , Fd , Pd+ I }C2l. in contradiction 
with the maximality of d. 

Since the ideal 2l n S contains Fl' ... ,Fd and since relation (7) 
holds. it follows that 2l n S is generated by Fl' ... ,Fd. Thus R/2l 
contains S/(FI" ..• Fd)=k[[fd+l" ..• fJl as a subring, and relation 
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(7) proves that fd+ l' ... In are analytically independent over k. 
Finally, since R is a finite module over S, R/W, is obviously a finite 
module over k[[Jd+l' ... ,fn]]. Q.E.D. 

The analogue of Theorem 31 in the polynomial case contains the 
normalization theorem of § 7 (Theorem 25). 

THEOREM 32. Let ~(lC~(2c .•. C~(q be a sequence of proper ideals in 
R=k[[Xl' ... ,Xn]]. Then there exists a system of integrity {Fl' .. " 
Fn} of Rand q integers 1;:;; dl ;:;; d2 ;:;; ••• ;:;; dq ;:;; n such that, if we set 
S=k[[Fl' ... ,Fn]], then 9l j n S is generated by Fl,···, Fd.. The . , 
classes fd +l' ... ,f .. of }~+l' ... , Fn module ~(j are analytically indepen-, , 
dent over k, and R/~(j is a finite module over h[[Jdj+l' ... ,In]]. 

PROOF. In case q= 1, Theorem 32 reduces to Theorem 31. We 
proceed by induction on q, and suppose that we have a system of 
integrity {G l , ... , Gn} of Rand q - 1 integers d l ;:;; d 2 ;:;; ... ;:;; dq_ l such 
that, in the ring T= k[[G l , ... , Gn]], the ideal Tn w'j is generated by 
G l' ... , G d for j = 1, ... , q - 1. 

j 

The ideal w'q n T contains G l , ... , Gdq _ 1 since w'q::Jw'q_l' We con-
sider the subring T' =k[[Gdql+ l , ••• ,Gnll of T, which is a power 
series ring, by Theorem 29. If w'q n T' = (0), we take dq = dq_}I 
F j = G j, S = T, and then S n w'q is generated by F l' ... , F dq as asserted. 
Otherwise we apply Theorem 31 to the ring T' and to the ideal w'q n T': 
there exists an integer dq such that 1 ;:;; dq ;:;; n - dq_ 1 and a system of in
tegrity {Hd +l"", Hd , ... , Hn} of T' such that ~q n T' n k[[Hd +l' 

f-I f q-I 

... ,Hn]] is generated by H dq _ l+ l , ••• ,Hdi Then it is easily seen 
that {G}I ... ,Gd ,Hd +l"", Hn} is a system of integrity of R, 

q-I q-I 

and that for this system of integrity all the assertions about the ideals 
S n ~ j (j = 1, 2, ... ,q) are satisfied. The other assertions are easily 
verified, as in Theorem 31. Q.E.D. 

§ 10. Dimension theory in power series rings. As was shown in 
§ 7, the normalization methods provide a smooth treatment of dimension 
theory of finite integral domains. In this section we shall give a similar 
treatment of dimension theory in power series rings, over a field. 
However, since, in this- case, the elementary methods of § 7, based 
upon the notion of transcendence degree, are not available, it wm be 
necessary to use some deeper results of the general theory of prime 
ideals in noetherian domains. 

We first consider the situation described in Theorem 32 (§ 9), in the 
case in which w'}I ... ,w'q are distinct (proper) prime ideals. Since 
R=k[[X}I' . " Xn]] is integral over S=k[[F1,"', Fn]], the ideals 
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~(j n S must be distinct (Vol. I, Ch. V, § 2, Theorem 3, Complement 
1). Therefore we must have d l < d 2 < ... < dq• Since the integers 
dj all lie between ° and n, it follows that q;;;; n. As also (0) is a prime 
ideal in R, we have therefore: 

THEOREM 33. In R = k[[ X I> ••• , Xn]], any chain of prime ideals 
distinct from R has at most n + 1 terms. 

The existence of maximal chains of prime ideals of R, i.e., of chains 
of prime ideals (# R) with n + 1 terms, is immediately proved by the 
example of (0) < (Xl) < (XI> X 2) < ... < (Xl' ... , X n). Now we have 
a more precise result: 

THEOREM 34. Any chain ~l < ~2< ... < ~q of prime ideals (distinct 
from R) in R = k[[ X I> ••• , X n]] can be refined into a chain of n + 1 prime 
ideals (distinct from R). 

PROOF. We again use Theorem 32 (§ 9): there exists a system of 
integrity {FI> ... , Fn} of R and a sequence of integers dl ~ d2 ;;;; ••• ;;;; dq 

such that, in 8 = k[[ F l' ... , Fn]], the ideal lJ j n 8 is generated by 
F I , .•. , Fdj' As was pointed out above, the integers d j are distinct. 
Let (Yj(O;;;;i;;;;n) be the prime ideal in S generated by F I ,' .. , F j 
(we set \Jo=(O». To prove the theorem it will be sufficient to show 
that, given any index i (0 ~ i ~ n) distinct from d l , •.. , dq, there exists 
at least one prime ideal p in R such that p n S = {Y j and such that the 
family of ideals {p, PI' ... , Pq} is still totally ordered by inclusion. 

We assume that there exists an index r such that d, < i < d,+ I (the 
cases i < d1 and dq < i are treated in a similar, and even simpler, manner). 
We consider the factor ring R' = Rip" its subring S' = Sip, n S= S/{Yd' , 
the prime ideals {Y' = {Yd,+l/{Yd;and {Y" = {Y;/\Jd, in S' and the prime ideal 
p' = p,+l/p, in R'. The ring R' is an integral domain, integral over 
S', and we have \}" < \}' and p' n 8' = \J'. Since 8' is integrally closed 
(as it is a power series ring over a field i see Theorem 6, § 1), we may 
apply the "going down Theorem" (Vol. I, Ch. V, § 3, Theorem 6): 
there exists a prime ideal pit in R' such that p" < p' and pit n S' = \}". 
If we set pit = pip, we deduce from this that p n 8 = F j and that 
p, < p < P'+l' Q.E.D. 

COROLLARY 1. Given any prime ideal P in R=k[[XlI ... ,XJ], its 
height and its depth satisfy the relation h(p)+d(p)=n. 

Consider, in fact, two chains of prime ideals lJo = (0) < PI < ... < 
Ph(I') where Ph(I') = P and qo= p < ql < ... < qd(I') where qd(I') is a maxi
mal ideal (actually the unique maximal ideal of R). Their reunion is a 
chain with h(p)+d(p)+ 1 terms, which cannot be refined any more. 
Thus h(p)+d(p) + 1 =n+ 1. 

COROLLARY 2. If p and p' are two prime ideals in R = k[[ X 11 ••• , X J] 
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such that ~ <~' and such that no prime ideal can be inserted between ~ 
and ~', then their heights differ by unity, and so do their depths. 

In fact there exists a chain (c) of n+ 1 prime ideals in R admitting 
~ and ~' as terms. Since h(p)+d(~)=n and h(~')+d(~')=n, the 
ideals ~ and ~' must necessarily be the (h(p) + 1 )-st and the (h(~') + 1)-st 
terms of this chain. Since their indices in (c) differ by unity, our 
assertions follow. 

REMARK (1). The depth of a prime ideal ~ of R=k[fX1, .•. , Xn]] 
is sometimes called its dimension. Thus the unique prime ideal of 
dimension 0 of R is its maximal ideal. On the other hand, Theorem 34 
shows that the (n-I)-dimensional prime ideals of R are its minimal 
prime ideals; they are principal since R is a unique factorization domain 
(§ 1, Theorem 6). 

REMARK (2). It follows from the proof of Theorem 34 that, if 
{F 1> ••• , Fn} is a system of integrity such that ~ n k[[ F l' ... , F,,]] is 
generated by FI, ... , Fq (cf. Theorem 31, § 9), then the dimension of 
~ is n-q. This shows that, in the case of a prime ideal, the integer q 
is independent of the chosen system of integrity {F l' ... , F,,}. We also 
see immediately that the factor ring kf[X 1, ... , X,,])J~ is integral over 
a power series ring in d(~) variables; the integer d(~) is also called the 
dimension of the ring k[[XI' ... , Xn])J~; this notion shall be generalized 
in VIII, § 9 (in the framework of the dimension theory of local rings). 

REMARK (3). Conversely, if II is a prime ideal in R=k[[XI ,· .. , 

X'n]] such that R/~ is integral over a power series ring S' in d variables, 
then d is the dimension dell) of ll. In fact, a chain of dell) + 1 distinct 
prime ideals in Rill gives, by contraction, a chain of d(~)+ 1 distinct 
prime ideals in S', whence dell) ~ d by Theorem 33. On the other 
hand, a chain of d + 1 prime ideals in S' gives, by application of the 
"going up Theorem" (Vol. I, Ch. V, § 2, Theorem 3, Corollary) a chain 
of d+ 1 prime ideals in Rill, whence d~ d(~). 

REMARK (4). Remarks (2) and (3) give a characterization of the 
dimension d( ll) of a prime ideal ~ in R = k[[ X 1> ••• , X n]]: it is the 
number of variables of any power series ring over which R/~ is integral. 
Here stops the analogy with the polynomial case. In fact, the following 
sentence "the maximum number of elements of R/~ which are analyti
cally independent over k" cannot be taken as a convenient definition of 
the dimension of ll, since this number is always infinite as soon as the 
depth of ~ is larger than 1. For proving this it suffices to show the 
existence of infinitely many analytically independent power series in 
the power series ring in two variables k[[x, y)). It is even sufficient to 
prove the existence of three analytically independent power series 
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a, b, c in k[[x, y]], since, as k([a, b]] contains three analytically indepen
dent power series u, v, w, the power series u, v, w, c are also analytically 
independent; by repeated applications we then get infinitely many 
analytically independent power series in k[[x, y]]. 

For constructing three analytically independent power series in 
k[[x, y]], we first notice that, if the power series s l(X), ... , sn(x) are 
algebraically independent over k, then the power series YSl(X), ... , YSn(x) 
are analytically independent over k. For, if cP is a power series such that 

00 

CP(YSl(X), ... ,ysn(x»=O, and if we write cP= L CPj, CPj denoting a form 
j=O 

00 

of degree j, we get LyjCPj(Sl(X), ... , sn(x»;; 0, whence CPl~l(x), ... , 
j=O 

six» = 0 and CPj = 0 since the series S l(X), ... ,sn(x) are algebraically 
independent over k. 

It is therefore sufficient to prove the existence of three algebraically 
independent power series in k[[x]], for example 1, x and s(x), where 
s(x) is transcendental over k(x). The existence of such a transcendental 
power series may be proved by various methods, some of these using 
cardinality arguments, others (valid only in characteristic 0) using the 
existence of transcendental analytic functions like eX or sin x. We give 
here a third method, inspired by Liouville's construction of trans
cendental numbers, and prove that the series 

s(x) = 1 +X+X2! +x3 ! + ... +xn! + ... , 
is transcendental (over k(x». Suppose that s(x) is a root of a poly
nomial F(T) of degree q: F(T)=ao(x)+a1(x)T+ ... +aq(x)Tq, with 
aj(x) E k[x], and let d be the maximum of the degrees of the poly
nomials aj(x). We may asslime that F(T) is irreducible over k(x). 
For any polynomial p(x), the series s(x) - p(x) is a root of the poly
nomial G(T)=F(T + p(x». We set 

G(T) = bo(x)+b1(x)T+ ... +bq(x)Tq, 

where bo(x) = ao(x) + a1(x)p(x) + ... + aq(x)p(x)q. We have bo(x);c 0 
since G(T) is irreducible over k(x). On the other hand, we have 
abo ~ d + q. op, where () denotes, as usual, the degree of a polynomial. 
We take for p(x) the polynomial 1 +X+X2!+X3!+ ... +X(,,-l)!, where 
n is an integer such that n>d+1 and n>q+1. We then have 
ap= (n -1)! and abo ~ d+q· (Jp < (11-1) + (n -l)(n-l)! ~ (n:"'l)! + 
(n -1 )(n -I)! = n!, whence obo < n!. On the other hand, in the relation 

G(s(x)-p(x» = bo(x)+b1(x)(xn! +:t'(n+l)!+ ... )+ ... + 
bq(x)(xn! + ... )q = 0, 
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all the terms, except those of bo(x), have xn ! as a factor. This contra
dicts the facts that bo(x) # 0 and that abo < n!. 

§ 11. Extension of the ground field. Let k be a field and let K be 
an extension field of k. The polynomial ring R=k[X]=k[Xl' X 2, 

... , Xn] may be considered as a subring of the polynomial ring S= 
K[ X] = K[ X l' X 2' ... , X n]' We shall study in this section the 
extension to S of ideals in R. Most of the results of this section can 
also be derived from properties of tensor products and free joins 
(Vol. I, Ch. III, §§ 14, 15). However, on the whole we shall deal with 
our present topic ab initio, for the following reasons: (1) in view of the 
special importance of polynomial ideals and their extensions it seems 
desirable to have a self-contained treatment which can be given at an 
early stage, without having to develop first the machinery of tensor 
products; (2) most of the results concerning the behavior of poly
nomial ideals under ground field extensions admit direct and simple 
proofs. However, we shall constantly emphasize the connection 
between the results of this section and those of Sections 14 and 15 of 
Chapter III. This connection is based on the following two facts: 
(1) the polynomial ring S is a tensor product of K and the polynomial 
ring R, over h; (2) if a is an ideal in R, then the extension ae of a to S 
may be viewed as the ideal generated in the tensor product R ® K by 
the ideal a of R and the ideal (0) of K, and hence Theorem 35 of Vol. I, 
Ch. III, § 14 is applicable. In other words, we have that the residue 
class ring Sla' is k-isomorphic with the tensor product Ria ® K. 

The notational conventions will be the same as in Vol. I, Ch. IV, § 8. 
Ideals in R and in S will be denoted respectively by small and capital 
German letters. All the formulas (1 )-(8) concerning extensions and 
contraction of ideals, given in Vol. I, Ch. IV, § 8, naturally continue to 
hold in the present case. However, some of the inclusions given there 
can now be improved to equalities. Namely, we now have the following 
equalities: 

(1) 

(2) 

(3) 

aee = a; 

(a n b)c = ae n be 

(a: b)e = ae: be, 

whereas in the general case treated in Vol. I, Ch. IV, § 8, we could only 
assert that aec::::>a, (0 n b)<cae n be and (a:b)ecae:b<. We shall now 
prove relations (1)-(3). 

We fix once and for ~lways a basis {u;) of Kover k. This basis may 
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of course have infinitely many elements, and we agree to include the 
element 1 of h in the basis; let, say, U 1 = 1. It is clear that the U i are 
also linearly independent over the polynomial ring R = k[ X l' X 2' ... , 

X n], and every element of S has a unique expression of the form 
L UJi(X), where the fi(X) belong to R and all but a finite number of 
the fi(X) are zero. 

Since S = L Rui , it follows that ae = Laui . Hence if Z is any element 
of a e then Z = L UiZi ' Zi E a. Now if Z E R then the relation (ZI - z) + 
2: UiZi = 0 and the linear independence of the Ui over R implies 

i;o< t 

Z=ZI E a. We have thus proved that aecca, and this establishes (1). 
To prove (2), let Z E ae n be = L aUi n Lbu i . Then in the unique 

expression Z= L uizi of Z as a linear combination of the Ui with co
efficients in R, the z, belong both to a and to b. This shows that 
Z E (a n b)e and establishes (2). 

Finally, let Z E ae : be, Z = L UiZi ' Zi E R. If b is any element of b 
then we must have zb = L ujzjb E ae, whence zib E a, Zi E a: b, showing 
that Z E (a:b)e. This proves (3). 

We observe that relation (1) is also a consequence of the above 
cited Theorem 35 of Vol. I, Ch. III, § 14. In fact, according to that 
theorem we have (a, b) n R = a, where b is now the ideal (0) in K and 
(a, b) is therefore the ideal ae. 

In view of relation (1), the ring Ria may be regarded as a subring of 
Siae. We shall assume from now on that a#-R. In that case we may 
also regard the field K as being contained in Siae . Furthermore, since 
S is generated by Xl' X 2 , ••. , Xn and the elements of K, and since 
the ae-residues of the Xi belong to Ria, it follows that Siae is generated 
by its two subrings K and Ria. By the cited Theorem 35 of Vol. I, 
Ch. III, § 14 the ring Siae must be a tensor product of Ria and K, 
over k; in other words, K and Ria are linearly disjoint over h. This 
can be verified directly as follows: 

Let VI' V 2, ••. , Vq be elements of K which are linearly independent 
over h, and assume that we have a relation of the form L VjZj E ae, 
where the Zj are in R. We have to prove that the Zj belong to the ideal 
a. This time we fix a basis {u..} of Klk which includes the elements Vj: 

say, Uj = Vj' for j = 1, 2, ... ,q. Then we have L VjZj = L UiXi , Xi E a, 
and from the linear independence of the Ui over R we deduce that 
Zj=Xj E a,j= 1,2" . " q, as asserted. 

Before we proceed with the general case of an arbitrary extension 
field K of h we need a result concerning the special case in which K 
is a pure transcendental extension of k. For convenience, we adopt 
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from now on the following notation: if p is a prime ideal in ring R, 
different from R, then we denote by F(p) the quotient field of R/p. 

THEOREM 35. Let p be a prime ideal in Rand q a primary ideal in R 
having p as associated prime ideal. If K is a pure transcendental extension 
of k, then pe is a prime ideal, qe is a primary ideal having pe as associated 
prime ideal, and pe has the same dimension as p. Furthermore, if {tJ is 
a set of algebraically independent generators of K/k then F(pe) = F(p)({ti}) 
and the ti are also algebraically independent over F(p). 

PROOF. Assume that the theorem has already been proved in the 
case in which K has finite transcendence degree over k. It is then 
easy to see that the theorem holds in the general case. Namely, to 
prove that pe is prime, assume that we have F(X)G(X) E pe, where F 
and G belong to S. We write F(X)G(X) = L A i(X)9'li(X), where 
Ai(X) E Sand 9'li(X) E p. The coefficients of the polynomials F, G 
and Ai belong already to some intermediate field K' between k and K 
which has finite transcendence degree over k and is itself a pure trans
cendental extension of k. If we use the superscript e' to denote 
extension of ideals to R' = K'[XI' X 2, ••• , Xn], we have then that 
F(X)G(X) E pe'. Hence, by the finite case, either F or G belong to 
pe' and therefore also to pe. This shows that pe is prime. 

Similarly, to show that qe is primary and has pe as associated prime 
ideal, we have only to show that if we have a relation of the form 
F(X)G(X) E qe, where F and G 'belong to S, and if F(X) 1= pe then 
G(X) E qe (since the relations qec pe and pec Vq; are obvious). Now, 
this assertion follows again easily by considering a suitable inter
mediate field K' between k and K, having finite transcendence degree 
over k. In a similar way one deals with the other parts of the theorem. 

We may therefore assume that K has finite transcendence degree 
over k. This allows us to use induction with respect to the trans
cendence degree of K/k and reduce the proof of the theorem to the case 
in which K is a simple transcendental extension of k. Let then K = k(u), 
u being a transcendental over k. 

Let Xl' x 2, •.• , Xn denote the p-residues of Xl' X 2, ••• , X n • We 
have S/pe=k(u)[X I ,X2,···,xn], and k[X I ,X2,···,xn] is an integral 
domain. Hence in order to prove that pe is prime, i.e., that Sip' is an 
integral domain, we have only to show that u is a transcendental over 
k(x l , x2' ••• , xn). In other words, we have to show that if we have a 
relation of the form 2: ZiUi E pe, where Zi E R, then Zi E p. But this is 
obvious, since' the powers of u are linearly independent over Rand 
since p'= L PVj, where {vJ is any basis of K/k (choose a basis {Vj} 
which includes the powers of u). 
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We have therefore that u is a transcendental over F(~) = k(xu X 2, 

... , xn) and that F(~e)=F(~)(u). It follows that tr.d. k(Xl' x 2' ••• , 

Xn, u)/k(u)=tr.d. k(xlJ x2,' •• , xn)/k. This proves that dim ~e=dim ~ 
and that ~t is a prime ideal. 

Let ~ be a prime ideal of qt. To complete the proof of the theorem 
we have only to show that ~ = ~e. I t is clear that ~::::> ~e, since ~::::> q 
and therefore ~::::>~. We shall now show that ~c~e. 

Let F(X) be any element of ~: 

F(X) = (Ymum + Ym_lUm - 1 + ... + Yo)!f(u), 

where Yi E Rand f(u) E k[u). Since ~ is a prime ideal of qt, qt is a 
proper subset of the ideal qe: SF. Let G( X) be an element of this 
ideal, not contained in qt: 

G(X) = (z"U"+Z,,_lU,,-l+ ... +zo)/g(u), 

where Zj E Rand g(u) E k[u). At least one of the polynomials Zj 

does not belong to q. If the leading polynomial z" belongs to q, then 
we replace G(X) by G1(X)=G(X)-z"u"/g(u) and observe that also 
G1(X) belongs to qe:SF and does not belong to qt. We therefore 
may assume that z" i q. From F(X)G(X) E qt follows that Ymz" E q 
and hence Y71l E lJ since z" i q. Since lJc~, it follows that also the 
polynomial 

belongs to ~ and hence we conclude, as before, that Ym-l E lJ. Con
tinuing in this fashion we conclude that all Yi are in p, whence F(X) E pt. 
This concludes the proof of the theorem. 

Those assertions of the theorem which concern the prime ideal ~ 
and its extension pe are easy consequences of Vol. I, Ch. III, § 14, 
Theorem 36 and Corollary. In fact, if we denote by K' the quotient 
field of F(~) then, by the cited theorem, the ring S/IJ e is a sub ring of 
the tensor product K ® K', and by the corollary to that theorem 
(Vol. I, Ch. III, § 14, p. 186) the generators ti are also algebraically 
independent over K'. It follows that K 0 K' is an integral domain, 
that the quotient field of K 0 K' is the purely transcendental extension 
K'({tJ) of K' and that the transcendence degree of K' /k is the same as 
the transcendence degree of K'({t;})/k({t;}). Since it is obvious that 
the ring K ® K' and its subring S/IJe have the same quotient field, 
everything is proved. 

We now go back to arbitrary extensions K of k and we prove 
THEOREM 36. If q is a primary ideal in R and ~ = Vq then the prime 
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ideals of q' are those and only those prime ideals \,U in S which satisfy 
the conditions \l3c = l:J and dim \,U = dim ~. 

PROOF. Let \l3 be a prime ideal of q'. We have \,UC::l q, whence 
\,U£::l P since ~£ is prime. We also have q': ~ > q', and hence a fortiori 
q':\'uu>q', since \,Uue~. By (3) we can write q':\'uu=(q:\'u£)'. 
Hence we have (q : ~c), > q', and therefore taking contractions in Rand 
using (1) we find q: ~£ > q. Therefore \,Ute p, showing that \,Uc = p. 

Let K' be an intermediate field between k and K such that K' is a 
pure transcendental extension of k and K is an algebraic extension of K'. 
We denote by R' the polynomial ring K'[Xl' X 2, ••• , Xn] and by 
p', q' the extended ideals R'p and R' q. The ideal q' is also the exten
sion of q' to S. Since, by the preceding theorem, q' is primary and 
p' = vQ', it follows, by the preceding part of proof, that \,U n R' = p'. 
Since K is algebraic over K', S is integral over R'. Hence dim \,U = 
dim p' (Vol. I, Ch. V, § 2, Lemma 1). Since, by the preceding theorem, 
we have dim p' = dim p, we conclude that dim ~ = dim p. 

Conversely, assume that ~ is a prime ideal in S such that ~£= p and 
dim \U = dim p. Since \l3::l p::l q, we have ~::l q' and therefore \,U must 
contain at least one prime ideal of qe. However, if ~l is a prime ideal 
of q' contained in \U, then \U 1 must coincide with ~, since dim ~l = 
dim \U (dim \U 1 = dim p, by preceding part of the proof, and dim \,U = 
dim p, by hypothesis). This completes the proof of the theorem. 

COROLLARY 1. If a is an unmixed ideal in R, then also a' is an unmixed 
ideal, of the same dimension as o. 

If 0 = q is a primary ideal, then all the prime ideals of q' have the 
same dimension, equal to the dimension of p = Vq. Thus q' is un
mixed, of the same dimension as q. If now a is an arbitrary ideal, the 
corollary follows from relation (2). 

COROLLARY 2. If K is a purely inseparable extension of k and q is a 
primary ideal in R, then also q' is primary. 

For let ~ be a prime ideal of q'. If FE \U, then for some integer 
f~ 0 the polynomial FP( is contained in R and therefore belongs to \,U£, 
i.e., to p, where p = V q. Conversely, if F is a polynomial in S= 
K[X1, X 2, ••. , Xn] such that FP( belongs to ~ for some integer f~O, 
then Fpf E ~ and hence FE $, since ~ is prime. Hence ~ is uniquely 
characterized as the set of all polynomials F in S such that F'P' E P for 
some integer f~ O. Thus q' has only one prime ideal and is therefore 
primary. 

COROLLARY 3. If q is a primary ideal in Rand p = V q then the prime 
ideals of q' coincide with the prime ideals of p'. 

Obvious. 
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We shall now study in more detail the behavior of a prime ideal lJ in 
R under extension to S. We give the following definitions: 

(1) lJ splits in S if lJe is not a primary ideal. 
(2) lJ is unramified in S if lJe is an intersection of prime ideals (or, 

equivalently, if lJe = vi lJe). In the contrary case lJ is said to be ramified 
in S. 

(3) lJ is absolutely prime if for every extension K of k the ideal Ve is 
prime. In other words: lJ is absolutely prime if it is unramified and 
does not split, for any extension K of k. 

(4) V is quasi-absolutely prime if lJe is a primary ideal for any extension 
Kof k. 

(5) V is absolutely un ramified if lJ is unramified for any extension 
K of k. 

Since the ring Sive is the tensor product K ® Rlv over k, we can 
state the following lemma: 

LEMMA. If V is a prime ideal in R then 
(1) lJ does not split in S if and only If every zero divisor in K ® RllJ is 

nilpotent (or-equivalentlY-If and only If the zero ideal in the tensor pro
duct K ® RllJ is primary); 

(2) p is unramified in S If and only if zero is the only nilpotent element 
in K ® Rip; 

(3) lJ' is a prime ideal If and only ~r K ® Rip is an integral domain. 
In Vol. I, Ch. III, § 15 (Theorem 39) we have proved that if K and 

K' are two integral domains containing a field k and if the quotient 
field of one of these domains is separable over k, then K ® K' has no 

k 

proper nilpotent elements. This yields at once the following conse-
quence of the above lemma: 

COROLLARY. If either K or the quotient jield F(p) of Rip is separable 
over k, then p is unramijied in S. In particular, If F(p) is separable over 
k, then p is an absolutely unramijied prime ideal. If k is a perfect field (in 
particular, if k is a jield of characteristic zero) then every prime ideal in the 
polynomial ring R = k[ X l' X 2' ... , XII] is absolutely un ramified. 

The sufficient condition for absolutely unramified prime ideals, given 
in the above corollary, is actually also a necessary condition. We have 
therefore the following 

THEOREM 37. A necessmy and sufficient condition for a prime ideal p 
in the polynomial ring R = k[ X I' X 2' ... , XII] to be absolutely ullramijied 
is that the quotient field of Rip be separable over k. 

PROOF. If lJ is absolutely unramified we take for K the field kr 1 

(we may assume that pt=O). Let Xl> X 2,"', Xn be the p-residues of 
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Xl X 2, •••• , Xn respectively. We have R/'p=k[x1, X 2, ••• , xn] and 
S/'p° = K[XI' X2, ••• , xn] = K 0 k[x1, X2, ••• , xn]. 

By assumption, 'pe is an intersection of prime ideals. By Corollary 2 
to Theorem 36, 'pO is a primary ideal. Hence 'pO is a prime ideal, and 
K[~u X 2, ••• , xn] is an integral domain. By the definition of tensor 
products, R/'p and K are linearly disjoint in K 0 R/'p. We have there
fore that the quotient field of R/'p and the field kp-l are linearly disjoint, 
over k, in their common overfield kP-' (Xl' X 2' ••• , xn), and the theorem 
now follows from the definition of separability (VoL I, Ch. II, § 15, 
p. 113). Q.E.D. 

We now characterize the prime ideals which are quasi-absolutely 
prime. If K is a subfield of a field Q, we say, as in Vol. I, Ch. III, § 15 
(p. 196), that K is quasi-maximally algebraic in Q if every element of Q 
which is separable algebraic over K belongs to K (or equivalently: if 
every element of Q which is algebraic over K is purely inseparable over 
K). We say that K is maximally algebraic in Q if K is algebraically 
closed in Q, i.e., if every element of Q which is algebraic over K belongs 
to K. 

THEOREM 38. If \l is a prime ideal in a polynomial ring R= 
k[Xu X 2, ... , X,,], then \l is quasi-absolutely prime if and only If k is 
q.m.a. in the field F(\l) (=quotientfield of R/>,J). 

PROOF. Assume that >,J is quasi-absolutely prime and let IX be an 
element of F(>,J) which is separable algebraic over k. We shall show 
that IX Ell. 

Let G(T)= Tq+aq _ , Tq-,+ ... +ao, ai E k, be the minimal poly
nomial of IX over k. We take for K a normal extension of k such that 
G( 1') factors completely in linear factors over K: 

(4) G(1'} = (1'-c'1}(1'-C'2)' .. (T-c'q), c'i E K. 

Since a E F(p), there exist polynomials A(X), B(X) in R such that 
IX= A(x)/B(x), where XI' x2, ••• , X" are the p-residues of Xl' X 2, ••• , Xn 
and B(x)"# O. Upon substitution in (4) and after clearing denominators, 
the equation G( a) = 0 yields the relation 

q 

II (A(X)-c'iB(X)) = O. 
i=1 

This is to be viewed as a relation in the ring K[X]/\le and is therefore 
equivalent to 

(5) 
q 

II (A(X)-c'jB(X)) E \le. 
i-I 
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By assumption, P' is a primary ideal, and its radical ~ is therefore a 
prime ideal. Hence, at least one of the q factors on the left-hand side 
of (5) must belong to I,U. Now, p', and therefore also I,U, is invariant 
under all the k-automorphisms of K (more precisely: under all the 
k[ Xl - automorphism of K[ X] which are extensions of k-automorphisms 
of K), and the k-automorphisms of K act transitively on the q roots C'i of 
G(T). Hence all the q factors A(X)-C'iB(X) belong to~. Now, the 
q roots c'i are distinct, since G(T) is a separable polynomial. If q 
were greater than 1, it would then follow that B(X) belongs to I,U. Then 
some power of B(X) would belong to pe and hence also to p, since 
pte = p. Hence B(X) itself would belong to p, in contradiction with 
the fact that B(x);6 O. Hence q must be equal to 1, and this proves 
that a E k. 

We now assume that k is q.m.a. in F(p). We consider an arbitrary 
extension K of k and we must prove that the extended ideal p' of p in 
K[Xl' X 2, ••• ,Xn] is primary. Let K' be an intermediate field be
tween k and K such that K' is a pure transcendental extension of k and 
K is an algebraic extension of K'. By Theorem 35, the ideal p' = 
p.K'[X] is prime. Furthermore, the field F(p/) (=quotient field of 
K'[X]jp') is a pure transcendental extension of the field F(p), and if say 
{ta is a set of generators of K' over k consisting of algebraically inde
pendent elements over k, then F( p') = F( p) ({t;}), and the ti are also 
algebraically independent over F(p) (Theorem 35). Hence, by the 
lemma proved in Vol. I, Ch. III, § 15 (p. 196), the field K' is q.m.a. 
in F(p/). Since.p' is also the extension of .p' to K[X], we see that we 
have now achieved a reduction to the case of ground fields K' and 1\ in 
which the bigger ground field K is an algebraic extension of the smaller 
one, K'. We may therefore assume that K is an algebraic extension of k. 

We fix a prime ideal I.l3 of pe. To show that .p' is primary we have 
only to show that I,U = ype. It will be sufficient to show that I.l3c W, 
since the opposite inclusion is obvious. Let F(X) be any element of I.l3 
and let ~i denote the l.l3-residue of Xi' Then ~j is also the p-residue of 
Xi' since 1.l3'= p (see Theorem 36), and we have F(~)=O. We fix a.suit
able power P' of the characteristic P such that the coefficients of.the 
polynomial G(X) = [F(X)]P' are separable algebraic over k. Let a be 
a primitive element of the field generated by the coefficients of G(X) 
over k and let f(T) be the minimal polynomial of a over k. If q is the 
degree ofJ(T), then we can write.G(X) in the form 

(6) 
q-l 

G(X) = 2 GiX)ai , GiX ) E k[X). 
i=O 
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We have G(~)=O, i.e., 

(7) 

If the coefficients Gj(g) in (7) are not all zero, then (7) is a relation of 
algebraic dependence for ex over F(~) (=k(~» and it is of degree <q. 
However, the assumption that k is q.m.a. in F(~) implies that the poly
nomiaIJ(T) remains irreducible in F(~)[T]. This follows from the fact 
thatJ(T) is a separable polynomial. In fact, ifJl(T) is a factor ofJ(T) 
in F(~)[T] and if we assume that the leading coefficient of Jl(T) is I, 
then the coefficients of Jl(T) are elements of F(~) which are separable 
algebraic over k (since these coefficients belong to a decomposition field 
of the separable polynomialf(T» and therefore mu~t belong to k. Thus 
Jl(T) must divide J(T) already in k[T] and therefore must coincide 
with J(T). From the irreducibility of J(T) over F(~) follows that all 
the coefficients Gj(~) in (7) must be zero. That signifies that the poly
nomials GiX) belong to~. Hence, by (6), G(X)E~·, and conse
quently F(X) E vi ~', since G(X) is the p·-th power of F(X). This 
completes the proof of Theorem 38. 

The preceding theorem can also be derived from two basic theorems 
on free joins of integral domains, namely Theorems 38 and 40 of Vol. I, 
Ch. III, § 15. We first observe that by the above lemma and by 
Theorem 38 of Vol. I, Ch. III, § 15 and its corollary 2 (Vol. I, p. 195) it 
follows that ~ does not split in S if and only if R/~ and K are quasi
linearly disjoint over k. Hence by Theorem 40 of Vol. I, Ch. III, § IS, 
it follows at once that if k is q.m.a. in F(~) then ~ is quasi-absolutely 
prime. Conversely, if ~ is quasi-absolutely prime and if ex is an element 
of F(~) which is separable algebraic over k, then we take for K the field 
k(ex) and we then conclude, by Theorem 40 of Vol. I, Ch. III, § IS, that 
F(~) and k(ex) must be quasi-linearly disjoint over k. Now suppose 
that ex does not belong to k. Then 1 and ex are linearly independent 
over k. Since ex is separable algebraic over k, it follows that for any 
integer s the elements 1 and exP' are also linearly independent over k 
(see Vol. I, Ch. II, § 23, Theorem 8). By the quasi-linear disjointness 
of k(ex) and F(~) over k it'would then follow that 1 and ex are also linearly 
independent over F(~), and this is in contradiction with the fact that ex 
belongs to F(~). 

From the preceding results we obtain at once a characterization of 
absolutely prime ideals. Let us say that a field F is a regular extension 
of a subfield k of F if the following two conditions are satisfied: (1) F 
is a separable extension of k and (2) k is maximally algebraic in F. We 
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observe that in the presence of condition (1), condition (2) can be 
replaced by the weaker condition (2') that k be q.m.a. in F. For, if (1) 
and (2') hold and a is any element of F which is algebraic over k, then 
also it follows from the very definition of separability in terms of linear 
disjointness (Vol. I, Ch. II, § 15, p. 113) that k(a), as a subfield of F, is 
also separable over k. Hence a is separable algebraic over k and thus 
belongs to k. This shows that (2) holds. 

THEOREM 39. Let V be a prime ideal in a polynomial ring R = 
k[Xl' X 2, ••.• Xn]. A necessary and sufficient condition that V be abso
lutely prime is thai the field F(p) be a regular extension of k. 

PROOF. It is clear that V is absolutely prime if and only if V is both 
quasi-absolutely prime and absolutely unramified. Our theorem is 
therefore a direct consequence of Theorems 37 and 38, in view of the 
remark just made above in regard to the equivalence of the conditions 
(2) and (2') (in presence of condition (1». 

REMARK. The results derived in this section give us information not 
only about the behavior of a given prime ideal V under various exten
sions K of the ground field but also about the behavior of the various 
prime ideals 1:> in R under a fixed extension K of k. Thus we have 
shown that (1) if K is a pure transcendental extension of k then 1:>e is 
prime for every V (Theorem 35); (2) if K is a separable extension of k 
then V· is an intersection of prime ideals for every V (Corollary of 
Lemma); (3) and finally, if K is a pure inseparable extension of k then 
1:>e is primary for every 1:>. To these results we can now add the fol
lowing: (4) If k is q.m.a. in K then v· is primary for every v; (5) If K is a 
regular extension of k then p. is prime for every p. (4) follows directly 
from Theorem 40 of Vol. I, Ch. III, § 15 (but could also be derived 
from the results established in this section). 

§ 12. Characteristic functions of graded modules and homo
geneous ideals. Let R be a graded ring (§ 2). We recall that if Rq 
denotes the set of all homogeneous elements of R, of degree q, we have 

00 

R = 2 Rq, where the sum is direct. In this section we restrict our-
-00 

selves to graded rings for which we have Rq = (0) for q < O. We also 
recall that RqRr C Rq+r. 

A graded module Mover R is a module M, together with a direct sum 
decomposition 

+00 

M = L: Mq 
-00 
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of the additive group of M, such that, for every pair of integers (q, r), we 
have 

RrMq c Mq+r' 
The elements of Mq are said to be homogeneous of degree q. Given any 
element x E M, we can write, in a unique way, 

where Xq E Mq and where all terms, except a finite number, are zero. 
The element Xq is called the homogeneous component of degree q of x. 
The notation Mq for the additive group of homogeneous elements of 
degree q of M will be used without further warning. 

A submodule N of M is said to be homogeneous if the relation x E N 
implies that all the homogeneous components of x belong to N. 

The homogeneous submodules of R, where R is considered as a 
module over itself, are obviously its homogeneous ideals (§ 2). As in 
the case of ideals (Theorem 7, § 2) one proves that, in order for a sub
module N of a graded module M to be homogeneous, it is necessary and 
sufficient that N be generated by homogeneous elements of M. It is 
a straightforward matter to verify that a homogeneous submodule N 
of a graded module M is itself a graded module, and that the difference 
module M - N is also a graded module. The proof is the same as that 
of Lemma 1, part (b), § 2. 

Given two graded R-modules M and M' and an integer d, a homo
morphism 0 of Minto M' is said to be homogeneous of degree d if 
O(Mq)c M'd+q for every q (i.e., if the image of any homogeneous element 
of degree q of M is a homogeneous element of degree d + q in M'). 
For example, if ad is a homogeneous element of degree d in R, the 
mapping x ~ adx of M into itself is a homogeneous homomorphism of 
degree d. 

If 0 is a homogeneous homomorphism of degree d of the graded module 
M into the graded module M /, then the kernel 0- 1(0) of 0 is a homo
geneous submodule of M, and the image OeM) is a homogeneous sub
module of M'. In fact, if O('2:Xq)=O (xqEMq), we have2:0(xq)=O. 
As the O(Xq) are homogeneous elements of distinct degrees, this relation 
implies O(Xq) = 0 for every q, whence Xq E 0-1(0), and the kernel 0-1(0) 
is homogeneous. Similarly, if y d'(M), then y = 0(2: Xq) (xq EMq), 
y = 2: O(Xq) is the decomposition of y in homogeneous components, and 
these components belong to OeM). Thus the image OeM) is homo
geneous. The difference module M' - OeM) is called the cokernel of 0; 
it is also a graded module. 
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THEOREM 40. Let A be a ring and M a graded module over the poly
nomial ring R = A [X l' ... , Xn). Let M = 2 Mq be the direct sum decom
position of M. Then each Mq is an A-module. If, furthermore, M is a 
finitelycenerated R-module, then each Mq is a finitely generated A-module. 

PROOF. Since A coincides with the set Ro of elements of degree 0 of 
R, the first assertion is clear. If, now, M is finitely generated, M admits 
a finite set {YI' ... ,Ys} of homogeneous generators, since the homogeneous 
components of the elements of any basis of M themselves generate M. 
This being so, each element Y of Mq may be written in the form 
Y=2 Pj(X)·Yj, where PiX) is a form of degree q-dO(Yj) where dO 
denotes the degree of a homogeneous element. Then the elements 
ma(X)Yj (ma(X): monomials of degree q-dO(Yj)) constitute a finite set 
of generators of the A-module M q• 

THEOREM 41 (Hilbert-Serre). Let A be a ring satisfying the descending 
chain condition (d.c.c.), M a finitely generated graded module over 
R=A[X1,·· ., Xn] and M=2 Mq the direct sum decomposition of M. 
Then M q, considered as an A-module, has a finite length Cf'M(q). For 
sufficiently large q, the function Cf'M(q) is a polynomial in q whose degree is 
at most n - l.t 

PROOF. The fact that the length If'M(q) of Mq is finite follows im
mediately from Theorem 40 and from the fact that A is a ring with d.c.c. 
In order to prove that If'l',Aq) is a polynomial in q for q large enough, we 
proceed by induction on the number n of variables. 

For n = 0, R is reduced to A = Ro. Since M admits a finite system of 
homogeneous generators {Yl'···' Ys}, the non-zero homogeneous 
elements of M can only be of degree dO(Yi) for some i. Thus, for q> 
max (dO(Yi»' we have Mq=(O), whence If'M(q)=O. This proves our 
assertion for n = O. 

In the general case, consider the homomorphism 0: Y ~ Xn·y of M 
into M. I t is a homogeneous homomorphism, of degree 1. Let 
N = 0- 1(0) be its kernel, and let P= M - OeM) (the difference module) 
be its co-kernel. Both Nand P have Xn in their orders (see Vol. I, 
Ch. III, § 6). They can therefore be construed as graded modules over 
K[Xl' ... X n- 1] (see Vol. I, Ch. III, § 6) and the induction hypothesis 
may be applied to them. We write N = 2: N q, P= 2: Pq• 

Consider the following sequence of modules and homomorphisms: 

(1) 
i 8 j 

O~N~M~M~P~O, 

t For the purposes of this theorem we attach to the zero polynomial the 
degree - 1. The proof of the Hilbert theorem given below is essentially due to 
Serre, at least in its cohomological fonnulation. 
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where all homomorphisms, except the one in the middle, are natural 
homomorphisms. (i is the inclusion isomorphism into M,j the canonical 
homomorphism of M onto the difference module P.) In this sequence, 
the image of each homomorphism is equal to the kernel of the following 
one. In the terminology of cohomological algebra this is expressed by 
saying that the sequence (1) is exact. If we start from the homo
geneous elements of degree q of N or 111, we get the exact sequence 

(2) 

We now use the following lemma (a proof of this lemma will be given 
immediately after the proof of the theorem): 

LEMMA. Let 0 ---+ El ---+ E2 ---+ ••. ---+ En ---+ 0 be an exact sequence of 
A-modules, having finite lengths t(Ei)' Then the alternating sum t(El)
t( E 2) + t( E 3) - . . . + ( - 1 )n-lt( En) of the lengths of these modules is equal 
to O. 

In our particular case, and with the notation which has been intro
duced before, the lemma gives the relation 

(3) 

By the induction hypothesis, for q large enough gJp(q + 1) and gJN(q) are 
polynomials in q, of degree at most n - 2. Hence the first difference 
gJM(q + 1) - gJM(q) is, for q large, a polynomial of degree at most n - 2 in 
q, and this polynomial takes integral values for all large values of q. 

We now observe that since q' = s !m + a polynomial in q, of degree 
s - 1, it follows that every polynomial f(q) in q, of degree less than or 
equal than a given integer d, can be written in the form 

f(q) = co(a)+Cl(d~l)+ ... +Cd-l(O+Cd , 

with suitable coefficients Ci . Now, we assert that if f(q) takes integral 
values for all large values of q then the coefficients Ci are integers. We 
prove this by induction with respect to d since the case d = 0 is trivial. 
If we make use of the identity 

(4) 

we find the following expression for the first difference f(q + 1) - f(q): 

f(q+ l)-f(q) = CO(d~1)+Cl(d!2)+ ... +Cd- 1. 

Since the first "difference also takes integral values for large q and since 
it is a polynomial of degree at most d - 1, it follows from our induction 
hypothesis that co' C1, ... , Cd-l are integers. Since the binomial 
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coefficients m are integers for all q and s it follows from the above ex
pression of f(q) that also Cd is an integer, and this proves our assertion. 

Applying this result to the first difference 'PM(m) - 'PM(m - 1), where 
m is a sufficiently high integer, say m ~ N, we can write 

(5) 'PM(m)-'PM(m-1) = ao(,::.:::-4)+a I('::.:::-J)+ ; .. +an-2, (m ~ N) 

where the a j are integers. Let us also write 

(6) lPM(m)-lPM(m-1) = ao(,::.:::-4)+a I (,;::D,+ ... +an_2 +cm, 

m = 2, 3, ... , N - 1, 
lPM(l) = CI , 

where we set G)=O if t<s and where cI , C2,' .• ,CN _ I are integers. If 
we add relations (4) for h = q - 1, q - 2, ... , s - 1 we find the identity 

m = (~=D+(~=i)+ ... +('~I)+ 1, 

and using this identity we find, by adding the relations (5) for m = q, 
q-l, ... , N and the N -1 relations (6): 

lPM(q) = aO(n!I)+a I(n!2)+ ... + an-2(1) +an_I, (q ~ N) 

where an_ I is a suitable constant, necessarily an integer, since ao, 
aI' ... , an_2 are integers and since 'PM(q) takes integral values for all 
large q. This completes the proof of the theorem. 

We now give a proof of the lemma. We consider the homomorphism 
fi: E j ~ Ej+ 1 (i = 1, 2, ... , n) where En+! is the module (0) and fn is the 
zero homomorphism. Since fj(E;) is isomorphic with Edfi-I(O), we 
have the relation 

f(Ej) = fUj(Ej)) + fUj -1(0)), i = 1, 2 •... , n. 

Since the sequence is exact, this relation may also be written as follows: 

f(Ej) = f(h+\(O)) + fUj-I(O)), i = 1,2" .. , n - 1. 

f(En) = fUn -1(0)). 

Thus the alternating sum f(EI)-f(E2) + ... +( -1)n-1f(En) is equal to 
fUI-I(O)). Since fl is an isomorphism, we have fl- I(O) = 0, and this 
completes the proof of the lemma. 

REMARK (1). The most important case in which Theorem 41 may be 
applied is the one in which A is a field k and M is a residue class ring 
k[Xl> ... ,Xn]/m of k[Xl" .. ,Xn] modulo a homogeneous ideal m. 
Then the function 'PM(q) is denoted by x(9(; q) and is called the char
acteristic function of the ideal m. The integer X(m; q) is the greatest 
number of forms of degree q in k[XI' X 2, .•• Xn] which are linearly 
independent modulo mover k. 
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REMARK (2). Let E and F be two homogeneous submodules of the 
graded module M. Since (E+F}q=Eq+Fq and (E n F)q=Eq n Fq, the 
2(-modules (E + F)q/Eq and Fq/(E n F)q are isomorphic. Therefore we 
have for every q, the relation: 

(7) 

In the case of two homogeneous ideals 2(, \8 in the polynomial ring R, 
(7) gives the relation 

(8) X(2(; q) + X(\8 ; q) = X(m + \8; q) + X(2( n \8; q). 

REMARK (3). Let E be a homogeneous submodule of a graded 
module M. Since Eq e M q, we have the relation 

(9) 

In the case of two homogeneous ideals m, lB such that me lB, relation (9) 
gives: 

(10) x(m;q) ~ X(lB; q). 

REMARK (4). It is often necessary to distinguish the characteristic 
function Cf'E(q) (or X(2(; q» from the polynomial which is equal to this 
function for q large enough. In such a case we denote this polynomial 
by rpE (or x(m; q». We call this polynomial the characteristic poly
nomial of E (or 2(). 

The degree of the characteristic polynomial of a homogeneous ideal 
m is closely related to the dimension of m. More precisely, we have 
the following theorem: 

THEOREM 42. Let 2( be a homogeneous ideal in k[Xl X 2, ••• , Xn]. 
Then the degree of the characteristic polynomial X(2(; q) of 2( is equal to 
the projective dimension of m (see § 4). 

PROOF. Theorem 42 is a particular case of: 
THEOREM 42'. Let E be a finitely generated graded module over 

R=k[X1, ••• , Xn] and F a homogeneous submodule of E. Then the 
degree of rpE/F(q) is equal to the greatest projective dimension of the asso
ciated prime ideals Pi of the submodule F (see Vol. I, Ch. IV, Appendix). 

PROOF. We recall that the radical ttl of the submodule F is the set 
of all elements a E R for which there exists an exponent s such that 
as Ee F (Vol. I, Ch. IV, Appendix). As in Theorem 8, § 2, it is easily 
seen that ttl is a homogeneous ideal in R. It follows from Vol. I, Ch. IV, 
Appendix, that the isolated prime ideals Pi of F are the (necessarily 
isolated) prime ideals of ttl. These ideals are therefore homogeneous 
(Theorem 9, Corollary, § 2). Let d - 1 be the greatest integer among 
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their projective dimensions. By normalization (§ 9, Theorem 31) there 
exists a homogeneous system of integrity {G., ... , G,,) composed of 
forms of like degree h in k[X., ... , X,,] such that It) n k[G., ... ,G,,] = 
(Gd+., ... , G,,). Since It) is the radical of F, there exists an exponent 
h' such that G/' Ee F for j = d + 1, ... , r. Thus, if we set F j = Gjh', 
k[F., ... , F,,] is a homogeneous sub ring of k[X., ... , X,,], and, since 
k[X., ... , X,,] is a finite module over k[F., ... , F,,], E is °also a finite 
graded module over k[F., ... , F,,]. Since ElF is annihilated by the 
ideal (Fd+1' ••• , F,,), E/Fis actually a graded module over k[F1, ••• , Fd]. 

Then Theorem 41 shows that the degree of 'PEiF(q) is at most d-l. 
On the other hand, no non-zero element of k[F., ... , Fd ] is in the 

radical of the submodule (0) of ElF. Let (a., ... , as) be a finite basis 
of M=EIF over S=k[F., ... , Fd]' composed of homogeneous ele
ments. The radical of (0) in Saj,i.e., the set ~(j of elements XES such 
that x'a j = 0 for some e, is an ideal in S (and even a homogeneous one). 
Since nWj is obviously contained in the radical cf (0) in M, we have 
nWj = (0), and this implies that some ~lj, say 2(., is the ideal (0) (as S is 
an integral domain). In particular, we have xa. #: 0 for every x#: 0 in S. 
Thus Sa. is afree submodule of M = ElF. If we denote by t the degree 
of a., the vector space (EIF)r+hh'q contains, as subspace, the set of all 
elementsf(F.,· .. , Fd)a., wherefis a form of degree q (remember that 
Fj is a form of degree hh'). Since the space of forms of degree q in d 
variables has dimension ifJ(q) = (dS!!.}l), which is a polynomial of degree 
d - 1 in q, and since we have the inequality 

'PE/F(t+hh'q) ;;:; ifJ(q), for large q, 

it follows that the degree of 'PElF is at least d-l, and this proves 
Theorem 42'. 

If W is a homogeneous ideal in h[X., X z, ... , X,,], of projective 
dimension r, we have 

x(W; q) = aO(n+a1(,.!1)+ ... +a,_I(f)+a" 

where the coefficients ao, a., . , . , a, are integers (see Theorem 41}. 
Here ao is necessarily a positive integer, since X(~l; q) is positive for 
large positive integers q. This coefficient ao is called the degree of the 
ideal W. The integer Pa(W) = ( -1 )'(a, - 1) is called the arithmetic genus 
of W. If W is a prime ideal, the degree and the arithmetic genus of ~( cor
respond to well-defined geometric characters of the irreducible r-dimen
sional variety V = 'f'"(~(). Thus, if k is algebraically closed, then ao is 
the order of the variety V, i.e., the number of intersections of V 
with a general (n - r)-dimensional subspace of S". If V is a curve 
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(r = 1) without singular points, then p a('l1.) is the ordinary genus of the 
curve. 

§ 13. Chains of syzygies. In this section A denotes a noetherian 
ring, and all the A-modules are tacitly assumed to be unitary and finitely 
generated. 

Given any finite A-module 111, and any finite basis {Xl' ... , xq} of M, 
we may consider }VI as a difference module F(M) - S(M) of the free 
module F(M) = Aq generated over A by q basic elements. (We may take 
for Aq the q-fold direct sum AEBAEB ... EBA.) The submodule S(M) 
of Aq is called the module of the relations satisfied by the elements 
Xl' ... ,Xq: in fact its elements are the "vectors"t {aI' ... ,aq} E Aq 
which satisfy alxl + ... + aqxq = O. One says also that S(M) is the 
first module of syzygies of M (with respect to the basis {Xl' ... , xq}). 

Since S(M) is a submodule of the finite A-module Aq = F(M), it is a 
finite A-module. Let {Yl' ... 'YiI} be any finite basis of S(M). We 
can then consider S(M) as a difference module F(S(M)) - S(S(M)) of a 
free module by the first module of syzygies of S(M). We set F(S(M)) = 
F2(M), S(S(M)) = S2(M). This procedure can be continued, and we 
set, inductively, Fn+l(M) = F(Sn(l.l-I)) and Sn+1(M)=S(Sn(M)). Thus: 
Sn(M)=Fn+1(M)-Sn+l(M). The module Sn(M) is called the nth
module of syzygies of M. Notice that this module depends on the choice 
of the bases in M, S1(M), ... ,Sn_1(M). Here Fl(M) and Sl(M) stand 
respectively for F(M) and S(M). 

The situation we have just described may be conveniently described 
in terms of an exact sequence 

~ ~-l ~ 
(1) Fn+1(M) - Fn(M) ~ Fn_1(M) - ... - F1(M) - M _ O. 

Here CPn is the natural homomorphism of Fn+1(M) onto Sn(M) and may 
be considered as a homomorphism of Fn+l(M) into Fn(M). Its image 
is Sn(M), and, by definition, its kernel is Sn+1(M). Thus the image of 
CPn is equal to the kernel of CPn-I' This proves the exactness of our 
sequence, since the homomorphism CPo is onto. 

The exact sequence (1) is called a chain of syzygies of the module M. 
We say that a chain of syzygies 

9"n-l 

... -F,,--+Fn_1-·· ·-Fl-M-O 

of an A-module M terminates at the n-th term if the module of syzygies 

t For convenience, we shall usc in this section the term "vector" in a wider 
sense than in Vol. I, Ch. I, § 21, i.e., also if A is not a field. 
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S,,_l is a free module. We can then complete the exact sequence by 
setting F,,=S"_l' F"+1 =0: 

o ~ F" ~ F"_l ~ ... ~ Fl ~ M ~ O. 

We now study the influence of the choice of bases upon the structure 
of the modules of syzygies. Let {Xl' ... , X,,}, {Yl' ... ,Yq} be two bases 
of the A-module M, and let M=F-S and M=F' -S' be the repre
sentations of M as difference module of free modules deduced from these 
bases. We may take {Xl' "', X,,'Yl' ... ,y,,} as basis of M and write 
M = A"+9 - T. The syzygy module T is the set of vectors {aj' bj } E A,,+q 
such that L ajxj+ L bjYj=O. It contains a submodule which can be 
identified with S, namely the set of vectors {aj' O} such that L ajXj = O. 
Now, since {Xj} is a basis of M, we can write Yj = L CjjXj, andJhe vector 
t,={c' l ..• c· 0 ... 0 -1 0 ... O} belongs to T' here the 
J J' '}11" " " , , 

number of zeros which precede - 1 is equal to j - 1. These q vectors t j 
are obviously linearly independent, over A, mod A", whence a fortiori 
mod S. Furthermore, T is generated by S and by the vectors tj: if 
{aj,bj}ET, we have O=LajXj+LbjYj=La,xj+L bhjXj="2. (aj + , 
2: bjcjj)xj=O; thus the vector {aj' bj}+ 2: bh={aj+ 2: bhi' O} belongs 
j j j 

to S. This proves that T is the direct sum of S and a free module. 
Similarly T is also the direct sum of S' and a free module. If we call 
equivalent two A-modules S, S' for which there exist free A-modules 
L, L' such that the direct sums S(£)L, S'(£)L' are isomorphic, then we 
have proved: 

LEMMA 1. Two first modules of syzygies S, S' of an A-module M with 
respect to two bases of M are equivalent. 

In order to prove that all the modules of syzygies of M are uniquely 
determined up to equivalence we need only to observe that the notion of 
equivalent modules is actually an equivalence relation and to prove the 
following: 

LEMMA 2. If M and M' are equivalent modules, and if Sand S' are 
two first modules of syzygies of M and M', then Sand S' are equivalent. 

PROOF. We have, by assumption, M(£)L~ M'(£)L', where Land L' 
are free modules. If {Xl' X 2, ••• , xm} is a basis of M with respect to 
which S is derived and if {Zl' Z2' ..• ,Zh} is a free basis of L, then 
{Xl' X2' ... , Xm' Zl' Z2' ... ,Zh} is a basis of M(£)L. Since any relation 
L ajXj + L bjzj = implies L ajXj = 0 and bj = 0, it follows that the first 
module of syzygies of M(JJL, relative to the basis {Xl' X 2, ••• , X m, 

Zil Z2' ... , Zh}' is isomorphic with S. Similarly, S' is isomorphic with 
the first module of syzygies of M'(£)L', relative to a suitable basis. 
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Since two first modules of syzygies of isomorphic modules MfBL and 
M'fBL' are equivalent by Lemma 1, it follows that also 8 and 8' are 
equivalent. Q.E.D. 

In the case of a graded module M over a graded ring A (see § 12) we 
shall restrict ourselves to graded modules of syzygies. They are con
structed in the following way: we take a finite basis {Xl' ... , xq} of M 
composed of homogeneous elements and denote by di the degree of Xi' 
Let F be the free A-module generated by q elements Xl' ... , X q , Xi 
being .considered as having degree di (whence the additive group of 
homogeneous elements of degree n of F is 2: An_djX;). The homomor
phism cp of F onto M defined by cp( Xi) = Xi is homogeneous of degree O. 
I ts kernel 8, which is the first module of syzygies of M with respect to 
{Xli' •. , xq}, is therefore a graded module. We apply the same pro
cedure to 8, etc. Thus, in the exact sequence 

"n "'-1 "'0 
Fn+l -+ Fn ----+ Fn_1 -+ ... -+ F1 -+ M -+ 0 

all the homomorphisms are now homogeneous, of degree O. 
From now on we make one of the following assumptions 

00 

(a) Either A is a graded ring 2: Ai' with Ao a field, and M is a graded 
i=O 

A-module, in which case we tacitly limit ourselves to graded modules of 
syzygies; 

(b) or A is a local ring. 
00 

We denote by m the ideal 2: Ai in case (a), the maximal ideal of A 
i= 1 

in case (b). In both cases, Aim is afield. We have stipulated earlier 
in this section that, given a chain of syzygies 

9'.-1 9'0 

Fn ----+ Fn_ 1 -+ ... -+ F1 -+ M -+ 0 

for the module M, the assertion that it stops at the n-th step means that 
the module 8 n_ 1 = CPn-1(Fn) = CPn-2 -1(0) is free. We prove that, in either 
case (a) or (b), this property is independent of the choice of the chain of M. 
In fact, in another chain of syzygies, the (n-l)-th module 8'n_1 of 
syzygies is equivalent to' 8 n_ 1I by Lemma 2. We thus have to show 
that a module which is equivalent to a free module is itself a free module. 
In view of the definition of equivalence, this assertion will follow from 
the following lemma: 

LEMMA 3. Under hypotheses (a) or (b), if a module E and a free 
module F are such that the direct sum EfBF is a free module G, then E is 
free. 
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PROOF. It is sufficient to prove the lemma in the case in which F is 
generated by a single element x. Let {gl' ... ,gg} be a linearly inde
pendent basis of G, the gj and x being homogeneous in case (a). We set 
gj = ej + ajx (ej E E, a j E A, both ej and aj being uniquely determined). 
For any element u of E we can write u = 2 c;gj' whence u = 2 cjej + 
(2 cjaj)x. Since En Ax=(O), it follows that 2Cjaj=O. Therefore the 
module E is generated by the elements eit ... , eq• 

On the other hand, we may write X= 2 bjgj (b j E A), whence 
x = 2 bjej + (2 bjaj)x. This implies 2 bjej = 0 and 2 bjaj = 1. If A is a 
graded ring, the elements aj' bj of A are homogeneous, and the relation 
2 bjaj = 1 implies that at least one of the bj, say bl , is different from 0 and 
is of degree O. If A is a local ring, 2 bjaj = 1 implies that at least one of 
the bj say bI , is outside the maximal ideal m. In both cases bl is a unit, 
and the relation 2 bjej = 0 shows that E is generated by ez, ... , ego 

We now show that these q-l elements ez, e3, ••• ,eq are linearly in
q 

dependent. Given any relation 2 cjej = 0 (C j E A), we have 
j=1 

whence Cj = (f ~jCj )b j for every i. Thus every relation satisfied by 

el , ... , eq is proportional to 2 biei = O. Since bl is invertible, only the 
trivial relation does not contain el . Q.E.D. 

We now strengthen our assumptions. Namely, we shall assume that 

(a)' either the ring A is a polynomial ring in 1l variables over a field k, or 
(b)' the ring A is a regular local ring of dimension n (see VIII, § 11). 

In both cases, there exist n elements gI' ... , gn of A such that 

[1] The ideal m is generated by gI' ... , gn; 
[2] If Utj denotes the ideal (gl"'" g), then (l1lj _ I :lIlj)=ntj _ I . In 

fact, in case (a)' we take for gI' ... , gn the variables in A (and these 
elements are homogeneous). In case (b)' we take for {gI' ... , ~n} a 
regular system of parameters of A (VIII, § 11). Then 

THEOREM 43 (Hilbert). Under hypothesis (a), or (b)', any chain of 
syzygies of any A-module M terminates at the (n+ 1)-st step. If M is a 
submodule of a free module, any chain of syzygies of M terminates at the 
n-th step. 

PROOF. The first assertion follows from the second, since the first 
module of syzygies of any module is a submodule of a free module .. We 
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thus suppose that M is a submodv.le of a free module Fo, we set M = So, 
and we consider a chain of syzygies 

9'k-l 9'0 

. . . --';- F k -- F k-l --';- . . . --';- F I --';- M --';- 0 

of M; as usual we set SIc='P1c (FIc+1)='PIc_l-1(0). We now prove a 
lemma: 

LEMMA 4. 
For 

(2) 

o ~j ~ nand k > j we have 

Sic n mjFk = mjSIc· 

If M is a submodule of a free module then the equality (2) holds also for 
j=k. 

PROOF. The assertion is trivial for j = 0, mo denoting the zero ideal. 
We proceed by induction with respect to j. We thus assume that (2) 
is true for given j ~ 0 for every k > j, and for every k ~j if M is a 
submodule of a free module, and we proceed to prove that S, n mj+1F,= 
mj+1S, if r >j+ 1, and also if r=j+ 1 provided M is a submodule of a 
free module. We have only to prove that any element d of S, n mj+1F, 
belongstonlj+1S,. Letd=~lal+~2a2+ ... +~j+1aj+l(ajEF,). Since 
dE S, we have 

o = <f',_l(d) = ~l<f"-l(al) + ~2<f'T-l(a2) + ... + ~j+l<f"-l(aj+l). 

If r-l >0, F'_1 is a free module. Therefore mjF'_I:(~j+l)=mjF'_l' 
in view of property [21 of the ideals mj , and consequently 

(3) 

Now, if r > j + 1, then r-1 > O. Thus (3) holds unconditionally if 
r > j + 1. Assume, however, that r = j + 1 and r - 1 = 0, whence j = 0, 
r= 1. In that case, d= ~lal' ~l'PO(al)=O. If M is a submodule of a 
free module, the relation ~1<f'O(al) = 0 implies <f'0(a1) = 0, and hence (3) 
still holds in this case. 

Using (3) we now set <f',-l(aj+1) = ~lVl + ... + ~jVj' with Vj E F,_l. 
As <f',-I(aj +1) E S,_I' our induction hypothesis shows that we may assume 
that Vj E S,_I. We set vj=<f',_l(b;), b; E Fr. 

Consider the elements a'j=aj+gj+1bj (i=I,··· ,j), and a'j+l= 
aj+1-g1b1- .. , -gjbj of Fr. It is clear that d=gla'I+··· + 
g~a'j+ gj+l(l'j+l. On the ot~er hand, we have 'Pr-l(a'j+1)='Pr-l(aj+1)-

J J 

2 e;'Pr-l(b j) = <f',-I(aj+1) - L ~;Vj = 0, whence a' j+l E Sr. If we apply 
;=1 j= 1 

the induction hypothesis to the element d-gj+1a'j+l=gla'l+ ... + 
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~ja'j of ST n mjFT, we see that this element belongs to mjFT. Therefore 
d belongs to mj+1FT' 

This completes the proof of Lemma 4, and we now continue with the 
proof of the theorem. Let us suppose that we have chosen, for con
structing Sn+l' a basis (Ul> ... , uq) of Sn in which no element is a linear 
combination of the others (the U j being, of course, homogeneous in 
case (an. Then, in any relation L (XjU j = 0, all the elements (Xj belong 
to m, otherwise one of them would be invertible (in the graded case we 
must decompose first L (XjU j = 0 into homogeneous components). In 
other words, we have Sn+l c mFn+l = mnF n+1. By Lemma 4 we know 
that Sn+l n mnF n+l = mnSn+l' Hence Sn+l = mnSn+1 = mSn+1. This 
same reasoning and Lemma 4 show that if M is a submodule of a free 
module, then Sn = mSn. 

Now, the relation Sj = mSj (where i is either n or n + 1) implies 
Sj = (0). In the graded case, to see this we need only to consider a 
homogeneous element (( =f. 0 of Sj, of smallest degree. In the local 
case, we take a finite basis {ZI, ... , ZT} of Sj, write Zj = 2: /-,j.z. with . 
/-'j. Em, i.e., L (OJ.-/-'j.)z.=O; this implies dz.=O, where d= 
det (Ojv-/-'j.); and since d=. 1 (mod m), d is invertible, whence z.=O 
for every v, and Sj = (0). 

The fact that Sj = (0) signifies that Sj_l is free, and this proves 
Theorem 43. 

From now on we suppose that hypothesis (a') or (b') holds. 
The smallest integer d such that any chain of syzygies of the A module 

M terminates at the (d + 1 )-th step is called the cohomological dimension 
of M, and is denoted by S(M). We set S(O) = -1, by convention. For 
M =f. 0 to be free, it is necessary and sufficient that S( M) = O. If M is a 
factor module FI S of a free module F and is not itself free, the;;. 

(4) S(M) = 1 + S(S). 

For comparing cohomological dimensions of modules, submodules and 
factor modules the following lemma is useful. 

LEMMA 5. Let M be an A-module, M' a submodule of M, M" the 
factor module MIM', S' a first module of syzygies of M' and S" a first 
module of syzygies of M". Then M has afirst module of syzygies S admit
ting S' as submodule and S" as corresponding factor module. 

PROOF. Let {Xj}, {jij} be systems of generators of M' and M" giving 
rise to S' and S": S' is the kernel of the homomorphism rp' of the free 
module F' = L AXj onto M' defined by rp'(X;) = Xj' and S" is the kernel 
of the homomorphism rp" of the free module F" = LA Yj onto M" de-
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fined by 11'"( Y j ) = jij. Choose any element Yj of M in the residue class 
jij, and define a homomorphism 11' of the direct sum F=F'(f)F q into 
M by setting q:>(Xj) = Xj' 11'( Y j ) = Yj. It is easily verified that 11' maps F 
onto M. The kernel S of 11' contains all the pairs (s', 0) E F such that 
s' E S', and S' may therefore be identified with a submodule of S. On 
the other hand the canonical homomorphism 7T of F onto F" maps S 
onto S", and the kernel7T-1(0) n S is exactly S' (the proofs are straight
forward, and we leave them to the reader). Q.E.D. 

If a module T contains a submodule T' such that T' and the cor
responding factor module T/T' are both free, then T is also free. It 
follows therefore from Lemma 5 that, if M' is a submodule of M, then 

(5) SCM) ~ max (S(M'), S(M/M'». 

Similarly, if SCM) and S(M/M') are ~ q, the q-th module of syzygies Sq 
of M is free and admits a submodule S' q (i.e., the q-th module of syzygies 
of M') such that Sq/S'q is free. From the fact that Sq/S'q is free fol
lows that S'q is a direct summand of Sq, and, by Lemma 3, S'q is free. 
Therefore: 

(6) SCM') ~ max (S(M), S(M/M'». 

Finally, if SCM) and SCM') are ~ q, then we may assume that the 
(q+ l)-th module of syzygies S'1I+1 of M' is reduced to O. Then, since 
Sq+1 is free, a (q+ l)-th module of syzygies Sq+1/S'q+1 of M/M' is free. 
Therefore 

(7) S(M/M') ~ 1 + max (S(M), SCM'»~. 

LEMMA 6. Let L be a free module ::F 0, M a submodule of L such that 
Me mL, and let a be a non-invertible element ::F 0 of the ring A such that 
M:Aa=M. Then S(M+ aL) = 1 +S(M). 

PROOF. The hypothesis M = M :Aa is equivalent with the relation 
Mn aL=aM. Therefore the module (M +aL)/aL is isomorphic to 
M/(M n aLl = M/aM. Since A is an integral domain, aM is isomorphic 
to M, whence SCM/aM) s 1 + SCM) by (7). Since aL is free and ::F 0, 
we have 8(aL)=0, whence, by (5), 8(M+aL) s max (0, 1+8(M»s 
1 + 8(M). We now prove, by induction on SCM), that we have the 
equality 

(a) 8(M+aL) = l+S(M). 

This is true for 8(M)= -1, since, then, M=O and 8(M+aL}=0. 
We first show that, if M::F 0, then M + aL is not free. If M + aL is free, 
it admits a linearly independent basis (y i), s j s n' where Y i = m, + ax, with 
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n 

mi E M and X, E L. For any mE M, we can write m= 2: biYi(bi E A), 
i= 1 

i.e., m= i bjmj+a( i b;X;) , whence i b;x; EMsince M:Aa=M; set-
;=1 ;=1 ;=1 

n 

ting M'= L Am;, we thus see that McM'+aM, whence MIM'c 
j=1 

m(M/M'), and M/M' = 0 as at the end of proof of Theorem 43; in 
other words, the mj generate the module M. Similarly, for any X in L, 

we can write ax= jtlbjYi= glbimi+aCtlb;x;) (biEA), whence x-
n 

L bjxi E MemL; as above, we deduce that L is generated by the ele
i=1 

ments Xj. Since their number n is equal to the maximum number of 
linearly independent elements in M + aL, they are linearly independent 
(remember that L may be imbedded in a vector space over the quotient 

n 

field of A). Now, for every i, we can write ax j = L bjj(mj+axj) 
j=1 

n 

(b jj E A), whence Xj - L bijxj E Me mL; since (Xi) is a linearly inde
j=1 

pendent basis of L, this implies bjj= 3ij (mod m), whence the matrix 
n 

(bi) is invertible. Hence, from axj= L b,)mj+axj), we deduce that 
j=1 . 

mj+axj E aL, whence mj E aL, and therefore MeaL since M is 
generated by the elements mj. Taking into account the relation 
Mn aL = aM, it follows that M=aMemM, and, as above, that M=O. 

This being so, relation (a) is true for 3(M)=O, since we know that 
3( M + aL) :5: 1 and that M + aL is not free. We thul> assume that 
3(M) ~ 1. We represent M as a factor module F/S of a free module F; 
as at the end of the proof of Theorem 43, we may assume that SemF; 
since M is not free, we have 3(S)=3(M)-1 (by (4». Any relation of 
the form ax E S (x E F) implies that ax = 0 (x = image of x in M), 
whence x = 0 and XES, since M is a submodule of a free module and 
since a#O; in other words, we have S:Aa=S. Our induction hypo
thesis shows that 3(S + aF) = 1 + 3(S) = 3(M). Since MlaM is iso
morphic to F/(S+aF), it admits S+aF as first module of syzygies. 
Now, we have seen that (M+aL)/aL andMlaMare isomorphic; since 
aL is free and thus admits 0 as first module of syzygies, Lemma 5 shows 
that M + aL admits a first module of syzygies isomorphic to S + aF. 
As M + aL is not free, (4) shows that we have 3(M + aL) = 1 + 8(S + aF) 
= 1 + 8(M). Q.E.D. 



§ 13 CHAINS OF SYZYGIES 245 

In particular, if we take k non-invertible elements YI' ... ,Yk of A 
such that, for every i, Yi is outside of all the associated prime ideals of 
(YI' ... 'Yi-I)=Oi-1 (where we set 0_0=(0)), then 0i_I:AYj=Oj_I' and 
successive applications of Lemma 6 show that 

(8) 

Our hypothesis is satisfied, for instance, by the ideals mj introduced 
earlier in this section. In the polynomial case (case (a)') the theorem of 
Macaulay shows that every ideal ° which is of dimension n - k and is 
generated by k elements, satisfies our hypothesis. In general, any 
ideal (YI'···' Yk) satisfying the conditions (YI"" 'Yi-l): AYj = 
(Yi, ... 'Yi-l) (i = 1, 2, ... , k) is said to belong to the principal class. 

LEMMA 7. Let E be an A-module # (0), and aI' ... ,aq non
invertible elements of A such that, for every i ~ q, we have (alE + ... + 
ai_IE): Aa; = alE + ... + ai_IE. Then we ha've o(EI(a l E + ... + aqE)) 
=q+ o(E). 

PROOF. If we set Ei = EI(aIE + ... + a;_IE) it suffices to prove 
that 0(Ei+1)= 1+0(EJ We have E;+l = EdajEi' and, by hypothesis, 
the submodule (0) of E; satisfies the condition (0): Aa j = (0) (in other 
words: "a j is not a zero divisor in the module E;"). We represent E; as 
a factor module LIS of a free module L. We may assume that SC mL. 
Then Eda;Ej is isomorphic with LI( S + ajL), and the relation (0): Aaj = 
(0) (in E;) implies S: Aa; = S (in L). Thus Lemma 6 shows that 
0(S+a;L)=1+0(S), whence 0(Ej+1)=1+0(Ej), since o(E;)=l+o(S) 
and O(E;+l) = 1 + o(S + aiL). 

COROLLARY. tVith the hypotheses and notations of Theorem 43, we 
have o(A/m) = n. 

THEOREM 44. Under hypothesis (a), or (b)', let M be an A-module, 
(0) = n N j a reduced primary representation of the submodule (0) in M, 

; 

and P; the associated prime ideal of the primary submodule N j (Vol. ( 
Ch. IV, Appendix). Then the cohomological dimension oeM) of M is 
greater than or equal to max (h(lJ j )), where h(lJ,) denotes the height of the 
prime ideallJj (Vol. I, Ch. IV, § 14, p. 240). 

PROOF. Let us denote by heM) the integer max (h(pj)); we have to 
prove the inequality heM) ~ oeM) for every A-module M. We first 
prove it in the case heM) = n. In that case one of the ideals Pi' say PI' 
is the ideal 11t. We take an element y # 0 in the intersection n Nj • 

;;. 2 

There exists then an exponent r such that mry = (0). Taking for r the 
smallest exponent such that m'y = (0), and denoting by x any non-zero 
element of mr-Iy, we have mx=(O). As the submodule M'=Ax is 
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annihilated by m, it is, in a natural way, a vector space over A/m. 
Since AI' is the direct sum of a certain number of copies of A/m, we 
have 8( M') = n (corollary to Lemma 7). We have to show that 8( M) = n. 
Suppose this is not the case, i.e., that 8(M) < n (Theorem 43). We set 
M" = M/ M', and we consider some (n - 1 )-st modules of syzygies 
S, S', S" of M, M', M"; by repeated applications of Lemma 5, we may 
assume that S' is a submodule of S, and that S" is SIS'. The assump
tion that 8( M) < n means that S is free. Hence S' is a .first module of 
syzygies of S", whence an n-th module of syzygies of M", and is there
fore free (Theorem 43). This implies S(M') ~ n -1, in contradiction 
with 8(M') = n. 

We now prove the inequality h( M) ~ 8( M) by induction on n - h( M). 
If h(M) < n, none of the ideals J;!i is equal to nt, whence, since these ideals 
are prime, there exists an element a of m such that a tf. J;!i for every i; 
this element may be assumed to be homogeneous in case (a),. Then 
the submodule (0) of M satisfies the relation (0): Aa = (0) (Vol. I, Ch. IV, 
Appendix), and we therefore have 8(M/aM) = 1 + 8(M) (Lemma 7). 
If we show that h(M/aM) ~ h(M) + 1, our proof will be complete, since, 
by the induction hypothesis, we have the inequality h(M/aM);;&i 
8(M/aM). 

We thus show that h(M/aM) ~ h(M) + 1. Let p be an associated 
prime ideal of (0) in M such that h(J;!)=h(M), i.e., let J;! be one of the 
prime ideals J;!i having the greatest possible height. Since a tf. J;!, it is 
sufficient to show the existence of an associated prime ideal J;!' of (0) in 
M/aM such that J;!' =:l J;! + Aa. Suppose this is not so. Then the union 
U J;!'j of the associated prime ideals of (0) in M/aM does not contain 
p + Aa, and there exists an element b in J;! + Aa such that b i J;!'j for all 
j (Vol. I, Ch. IV, § 6, Remark, p. 215). Then the submodule (0) of 
M/aM satisfies the relation (0): Ab = (0), whence we have aM: Ab = aM. 
If we write b = e + da (e E J;!, dE A), the relation ex E aM (where x E M) 
implies (e+da)x E aM, whence we have x E aM; in other words we have 
aM:Ae=aM. We shall show that we have (O):Ae=(O) (in M), and 
this will contradict the fact that e E J;! and terminate the proof. In fact, 
the relation ex = 0 with x E M implies ex E aM, whence x E aM and 
x = aX I with Xl EM; then ex= 0 gives aex I = 0, whence eX I = 0; by re
peated applications we get Xl =ax2 with X2 E M and ex2 =0, and so on, 
whence X= anxn with Xn E M for every n. This is impossible unless 
x = 0 in the polynomial case (a)', since a is then a homogeneous element of 
positive degree. In the local ring case (b)', this also implies x = 0: we 

00 00 

have x E n an M and n an M = (0), by the generalization of Krull's 
n=1 n=1 
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theorem (Vol. I, Ch. IV, Appendix), since the element 1 + a is invertible 
in A. Q.E.D. 

We terminate this section by showing how Hilbert's theorem on char
acteristic polynomials may be deduced from Hilbert's theorem on syzygies. 
We. restrict ourselves to the case of a graded module M over a poly
nomial ring A = K[Xl' ... , Xn] over a field K. We consider a chain 
of syzygies of M: 

(S) 

where the sequence is exact, and where j ~ n + 1. Denote by diV ••• , 

dis(i) the degrees of the generators of the free A-module F j . For 
q~maXl~j~s(ildij) the vector space F;<q) of elements of degree q in F j 

,(i) 

has dimension f{!i(q) = L (+~-_dr \ and this is a polynomial of degree 
j=1 

n - 1 in q. Since the exact sequence (S) induces an exact sequence 

0--+ FP) --+ Fj_1(q) --+ .•. --+ F1(q) --+ M(q) --+ 0 

in the homogeneous components of degree q, then, for q;;; max (dij), we 
i, j 

have: 
dimK (M(q») = -f{!1(q)+f{!2(q)+ ... +( -1)jf{!j(q) 

by the result about alternating sums of dimensions in an exact sequence 
(§ 12, Lemma 1). Thus, for q~maxi,j (dij ), dimK (M(q») is a poly
nomial of degree at most n - 1 in q. 

Notice that we have only used the fact that a chain of syzygies of M 
stops somewhere, and not the more precise inequality j ~ n + 1. 



VIII. LOCAL ALGEBRA 

§ 1. The method of associated graded rings. Let A be a ring 
with element 1, m an ideal in A (m:;i:A) and E an A-module. The 
ideals m" (where we set mO = A) form a descending sequence of ideals 
in A, and the modules m"E form a descending sequence of submodules 
of E. We consider the direct sums 

co co 

G(A) = L m"/m,,+l, G(E) = L m"E/m,,+IE. 
,,=0 ,,=0 

These are graded abelian groups, the elements of m"/m" tl or m"E/mn+IE 
being considered as homogeneous elements of degree n. 

We are going to define a multiplication between elements of G(A) and 
G(E). It is sufficient to define the product ax of homogeneous elements, 
where, say, a belongs to m"/m"+1 and x belongs to mqE/mq+IE. We 
fix representatives a and x of a and x respectively, where a E mil and 
x E mqE. We have ax E m,,+qE, and the class of ax mod m"+q+1E is 
easily seen to depend only on a and x. We denote by ax this element 
of m"+9E/m,,+q+IE. We have o(ax) = o(a) + o(x), where a denotes the 
degree of a homogeneous element. 

Taking E=A we get, in particular, a multiplication in G(A). One 
verifies, in a straightforward manner, that this multiplication is associa
tive, commutative, and distributive with respect to the addition. Thus 
G(A) is a graded ring, called the associated graded ring of A with respect 
to the ideal nt, and sometimes denoted by Gm(A). 

On the other hand, a straightforward verification shows that with 
respect to the multiplication ax (a E G(A), x E G(E» defined above, 
the group G(E) is a graded G(A)-module. This module is called the 
associated graded module of E, with respect to the ideal m; it is sometiines 
denoted by Gm(E). 

Suppose that the ideal m admits a finite basis {mI, ... ,mq}. As the 
monomials of degree n in the m/s constitute a basis of mil, the ring G(A) 
is generated, over the ring A/m, by the classes mj of the m/s mod. m l 

(this follows from the above definition of multiplication in G(A), 
248 
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as applied to the elements mj). We can therefore write G(A) = 
(AIm) [ml' ... ,mq]. If we introduce q indeterminates XII ... , xq, we 
see that the graded ring G(A) is isomorphic to a residue class ring 
(AIm) [Xl' ... , xq]/~ of the polynomia~ ring (AIm) [Xl' ... , Xq] modulo a 
homogeneous ideal~. In particular, G(A) is a noetherian graded ring, if 
AIm is noetherian and if m is finitely generated. Similarly, if E admits 
a finite basis {e l , ... ,e,}, milE is generated by the products bAej where the 
bA's are the monomials of degree n in ml , ... ,mq. Therefore G(E), 
consid~red as a G(A)-module, is generated by the residue classes el , •.. , e 
of el , ... , e, mod mE, and is therefore afinite G(A)-module. 

Given any element X of E, we denote by v(x) the largest integer n such 
00 

that X E milE. For X E n m"E, we set v(x) = + 00. Then we have, if 
11=0 

v(X) is finite: 

(1) X E mv(x)E, X ¢ mv(x)+IE. 

The function v is called the order function on the module E. This 
definition applies also to the particular case E=A. For x, yin E and 
a, b in A we obviously have: 

(2) v(x+y) ~ min (v(x), v(y», v(a+b) ~ min (v(a), v(b»; 

(3) v(ax) ~ v(a) + v(x), v(ab) ~ v(a) + v(b). 

Note that v is not, in general, a valuation of A. 
00 

Given an element X of E which does not belong to n milE, we call 
11=0 

the initial form of X and denote by G(x) the residue class of X in 
ao 

mv(x)E/mv(x)+lE. For X in n m"E we set G(x)=O. This definition 
n=O 

applies also to the particular case E = A. 
The definition of the multiplication in G(A) shows that the relations 

ab E mv(a)+t'(b)+l, v(ab) > v(a) + v(b) and G(a)G(b) = 0 are equivalent. 
Therefore we can state: 

THEOREM 1. Let A be a ring and m an ideal in A. If the associated 
00 

graded ring G(A) is a domqin, then A' = A/ n mn is also a domain, and the 
n=O 

order function in A' is a valuation of A'. 
Let F be a sub module of E. We have mn(EIF) = (milE + F)IF. 

Therefore mn(E/F)/mll+1(E/F) is canonically isomorphic to (milE + F)I 
(m"+1E+F), hence also to mnEI{(mIlE) n (mn+lE+F)}. Since (mnE) n 
(mn+lE + F) contains mn+1E, the factor module mn(E/F)/mn+I(EIF) 
may be considered as a factor module of m"Elm,,+lE (the corresponding 
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submodule being {(mnE) () (mn+lE + F)}/mn+lE). It follows that 
G(E/F) is canonically isomorphic to a factor module of G(E), the cor-

00 

responding submodule of G(E) being L {(mnE) n (mn+lE + F)}/mn+1E, 
n=O 

i.e., the homogeneous submodule of G(E) which is generated by the 
initial forms of the elements of F. This submodule is called the leading 
submodule of F. In the particular case where E = A and where F is an 
ideal a in A, the leading submodule of a is a homogeneous ideal in 
G(A), and is called the leading ideal of a. As was pointed out above, 
the group mn(A/a)/mn+l(A/a) is canonically isomorphic to (mn+a)/ 
(mn+l + a); here A/a is viewed as an A-module. Now, if we call 1ft the 
ideal (m+a)/a which corresponds to m in the residue class ring A/a, 
then (mn+ a)/(mn+1 + a) is canonically isomorphic to mn/mn+l. If we 
now apply Theorem 1 to the ring A/a and to the ideal 1ft, we find the 
following result: 

THEOREM 2. Let A be a ring and let m and a be two ideals in A. If 
1ft denotes the ideal (m + a)/a in the ring A/a, then the associated graded 
module of the A-module A/a, with respect to m, is canonically isomorphic 
to the associated graded ring of A/a with respect to 1ft. Furthermore, if 
the leading ideal of a, in the associated graded ring of A with respect to m, 

00 

is prime, then the ideal n (a + mn) is also prime. 
n=O 

We now give a sufficient condition for a ring A to be an integrally 
closed domain. A domain R is said to be completely integrally closed if 
it satisfies the following condition: 

(c) Every element x of the quotient field K of R, for which there exists 
an element d =F 0 in R such that dx" E R for every n ~ 0, is an element 
ofR. 

Since every element x of K which is integral over R satisfies the hypo
thesis of condition (c), a completely integrally closed domain is integrally 
closed. The converse is true if R is noetherian since, then, every 
element x of K which satisfies the hypothesis in (c) is integral over R 
(as R[x] is then contained in the finite R-module d-1R). 

THEOREM 3. Let A be a ring, and m an ideal in A such that 
00 n (Ac + mn) = Ac for every c in A. If the associated graded ring Gm(A) 

"=0 
is a completely integrally closed domain, theu A itself is a completely 
integrally closed domain. 

00 

PROOF. Our hypothesis implies, in particular, that n mn = (0). 
n=O 

Thus, by Theorem 1, A is a domain, and the order function v .is a 
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valuation of A. Let x be an element of the quotient field K of A for 
which there exists an element d # 0 in A such that dx" E A for every 
n ~ O. Let us write x = ajb (a, bE A). We have to prove that a E Ab. 

'" Since Ab = n (Ab + m") by hypothesis, we are reduced to proving that 
n=O 

a E Ab + m" for every n ~ O. This we prove by induction on n, the case 
n = 0 being trivial (mO being the unit ideal). 

Suppose that we have a E Ab + m". We have to prove that a E Ab + 
m"+l. We write a=ub+w (u E A, wE m"). Since dx'l E A for every 
q, we have d(x-u)q E A for every q, or-since x=a/b=u+wjb
dwq E Abq. We can thus write d~=wiq with Wq E A, for every q. 
Since the order function in A is a valuation, the passage to initial forms 
preserves products, whence G(d)G(w)q= G(Wq)G(W for every q. Since 
Gm(A) is completely integrally closed, this implies that G(w)jG(b) E G(A). 
Setting G(w) = G(b)G(u') with u' in A, the definition of the multiplica
tion in G(A) shows that w-=bu' (mn+l) (since WE mn). Thus a is con
gruent to b(u+u') mod mn+l, and therefore a belongs to Ab+m"+l. 
Q.E.D. 

§ 2. Some topological notions. Completions. We assume that 
the reader is familiar with the elementary notions concerning topological 
spaces, metric spaces and completion of metric spaces . 

. A ring A in which a topology is given, is said to be a topological ring 
(with respect to the given topology) if the ring operations in A are con
tinuous, i.e., if the mappings (a, b) - a - b and (a, b) _ ab of the topo
logical space A x A into the topological space A are continuous. 

Let A be a topological ring. An A-module E, in which a topology 
is given, is said to be a topological A-module, ifthe mapping (x, y) - x-y 
of E x E into E and the mapping (a, x) - ax (a E A, x E E) of Ax E into 
E are both continuous. Thus, a topological A-module is first of all a 
topological (additive) group, and, furthermore, the multiplication of 
elements of A by elements of E is continuous. In particular, a topo
logical ring A is also a topological A-module. 

Let E be a topological A-module and E(E) a system of open sets in 
E which contain the zero 0 of E and satisfy the following condition: 
(1) Any open set in E containing 0 contains a set of the system E(E) (in 
other words: E(E) is a local open basis at 0). Then we have: (2) The 
system of sets of the form x + V, where x E E and V E E(E), is an open 
basis of E. Such a set E(E) is called a basis of neighborhoods of 0 for the 
topological module E. 

Let A be a topological ring and let E(A) be a basis of neighborhoods 
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of the zero of A, in the sense of the above definition. It is easily verified 
that the system E(A) enjoys the following properties: 

(a) The intersection of any two sets of the system E(A) contains a 
third set of that system. 

(b) If V is any set in the system E(A) then there exists a set Win E(A) 
such that W - Wc Vand W 2 c V (here W - Wand W2 denote respec
tively the sets of all elements a - band ab, where a and b are in W). 

(c) If V is any set in the system E(A), a any element of Vand b any 
element of A, then there exists a set Win E(A) such that W + aC V and 
WbcU. 

It can be shown that if A is a ring and E(A) is a system of su bsets of 
A satisfying conditions (a), (b) and (c), then there exists one and only one 
topology in A such that A is a topological ring with respect to that topo
logy and E(A) is a basis of neighborhoods of 0 of the topological ring A. 

Let A be a topological ring and E a topological A-module. Let E(A) 
be a basis of neighborhoods of the zero of A and let E(E) be a basis of 
neighborhoods of the zero of E. It is easily verified that the system 
E(E) enjoys the following properties (similar to the above properties 
(a), (b) and (c»: 

(a') The intersection of any two sets in the system E(E) contains a 
third set of that system. 

(b') If V' is any set in E(E) then there exists a set W' in E(E) and a 
set Win E(A) such that W'- W'c V' and WW'c V'. 

(c') If V' is any set in E(E), x any element of V', y any element of E, 
and b any element of A, then there exists a set W' in E(E) and a set W 
in E(A) such that W' +xc V', bW'c V' and Wyc V'. 

It can be shown that if E(A) is a basis of neighborhoods of the zero of 
a topological ring A and if E(E) is a system of subsets of anA !Y:.Gdu!e E 
such that conditions (a'), (b') and (c') are satisfied, then there exists one 
and only one topology in E such that with respect to that topology E is a 
topological A-module and E(E) is a basis of neighborhoods of the zero 
of the topological module E. 

The proofs of the preceding assertions are similar to the proofs of the 
similar assertions concerning topological groups, and for these proofs 
the reader is referred to Pontrjagin's "Topological Groups." 

According to the above definitions, a topological ring or a topological 
module need not be a Hausdorff space. It is well known that if the zero 
of a topological module E is a closed set then E is a Hausdorff space. 
(Proof: If x, yare distinct elements of E, let V be a neighborhood of 
y - x which does not contain the zero of E, and let V = x - y + V. Then 
V is a neighborhood of zero such that x - y <t u. Let W be another 
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neighborhood of zero such that W - We U; then x + Wand y + Ware 
disjoint neighborhoods of x and y.) The above proof gives also the 
following result: if E(E) is a basis of neighborhoods of the zero of a topo
logical A-module, then E is a Hausdorff space if and only if the intersection 
of the sets of the system E(E) consists only of the zero of E. 

We shall be concerned primarily with topologies in A which can be 
defined by using powers of ideals in A, in the following fashion: 

If m is an ideal in A, the powers mn (r=O, 1,2, ... ) form a system 
E(A) satisfying the conditions (a), (b) and (c). We have in fact: 
(a) mn n mn'=mn if n~n'; (b) mn-mn=mn and (mn)2emn since the 
powers mn are ideals; (c) mn + ae mn and mnbe mn, if a E mn and bE A. 
We define the m-topology of A as being the one in which the ideals mn 
constitute a basis of neighborhoods of the zero of A. In a similar 
fashion, if E is an A-module we define the m-topology of E as being the 
one in which the submodules mnE constitute a basis of neighborhoods of 
the zero of E (these submodules are easily seen to satisfy the conditions 
(a'), (b') and (c'), the system E(A) being the system of ideals mn). With 
respect to this m-topology, the module E is a Hausdorff space if and 

00 

only if n mnE=(O). 
n=1 

00 

LEMMA 1. The closure S of a subset 8 of E is equal to n (8+ mnE). 
n=O 

PROOF. If XES, there exists, for every n, a point sn of 8 such that 
Sn E X + mnE. Hence x E Sn + mnEe 8 + mnE for every n. Conversely, 

00 

if x E n (8+ mnE), there exists, for every n, a point sn of 8 such that 
n=O 

X E sn+ mnE, whence Sn E x+ mnE and XES. 

In particular, the closure of a submodule F is the submodule 
00 n (F + mnE). A closed submodule F is a submodule such that F= 

n=O 
00 n (F+mnE). 

n=O 

If a submodule F of E is open, it contains some basic neighborhood 
m'E. Conversely, if a submodule F contains some m'E, we have 
X+ msEe F for every x in F, whence F contains a neighborhood of each 
of its points, and is therefore open. Since the relation m' Ee F implies 
mnE + F = F for every n ~ s, it follows from Lemma 1 that every open 
submodule of E is closed. 

Denoting by v the order function in E (see § 1), the m-topology of E 
can be defined by the distance 
(1) d(x,.y) = e-v(x-yl , e-real, e > 1. 
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By formula (2) (§ 1) this distance satisfies the "strong triangle in
equality" : 

(2) d(x, z) ~ max {d(x, y), d(y, z)}. 

Naturally, this distance function does not define a metric in E, in the 
usual sense, unless E is a Hausdorff space; we have namely d(x, y) = 0 if 

<Xl 

and only if x-y E n mnE. Nevertheless we can speak of Cauchy 
n=O 

sequences {xn} in E: they are the sequences such that xn-xn+i E mN(n)E 
for all i~ 0, where N(n) ~ + 00 as n ~ + 00. In view of the strong 
triangle inequality (2) it is seen at once that {xn} is a Cauchy sequence if 
and only if d(xn, xn+1) ~ O. A null sequence {xn} is one for which 
d(xn, 0) ~ O. A limit of a sequence {xn} is any element y of E such that 
{xn - y} is a null sequence. If {xn} has a limit y, then y' is also a limit of 

<Xl 

{xn} if and only if y' - yEn mnE. The module E is complete if every 
n=O 

Cauchy sequence in E converges in E (i.e., has a limit in E). In view 
of the strong triangle inequality, if E is complete then the convergent 

co 

series L Zn are those whose general term Zn tends to zero. 
n=O 

Let F now be a submodule of E. The factor A-module ElF admits a 
unique topology such that the canonical mapping f: E ~ ElF is both 
open and continuous: it is the topology defined by taking as basis of 
neighborhoods of the zero of ElF the f-images of the basic neighbor
hoods mn E of the zero of E. The basic neighborhoods of the zero in 
ElF are therefore the submodules mn(EIF)=(mnE+F)IF; in other 
words: the natural topology of the factor module ElF (regarded as an A
module) is again the m-topology of ElF. We note that since bothfand 
f- 1 are open, it follows that the topological space ElF is obtained from 
E by topological identification. 

A submodule F of E admits two topologies: the induced topology 
defined by the neighborhoods mnE n F, and its own m-topology defined 
by the neighborhoods mnF. As mnE n F-::J mnF, the latter is stronger 
than the former (i.e., it has more open sets; or, equivalently, the 
natural mapping of Fin E is continuous for the m-topologies). These 
two topologies coincide in one important case: 

THEOREM 4. If A is a noetherian ring and E a finite A-module, then, 
for every submodule F of E, the m-topology of F is induced by the m
topology of E. 

PROOF. In the appendix to Chapter IV (Vol. I) we have proved that, 
given any ideal b in A, there exists an integer s and a submoclule F' 
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of E containing OS E such that of = F n F'; thus of=> F n OS E. In 
particular, any basic neighborhood mnF for the m-topology contains 
some basic neighborhood F n mnsE of the induced topology. Q.E.D. 

Another proof of Theorem 4 may be deduced from the following 
result, due to E. Artin and D. Rees: 

THEOREM 4'. Let A be a noetherian ring, E a finite A-module, Fa 
suhmodule of A, and m an ideal in A. There exists an integer k, depending 
only on A, E, F and m, such that mnE n F= mn-"(m"E n F) for every 
n~k. 

PROOF. The fact that Theorem 4' implies Theorem 4 is clear. For 
proving Theorem 4' we introduce an indeterminate X, and consider the 
set A' of polynomials ~ miXi with mi E mi; this set is clearly a subring 

I 

of A[X), and even a noetherian ring, for, if {aI' ... , aq} is a finite basis 
of the ideal m, we have A' =A[aIX, ... ,aqX). We consider also the 
set E' of formal sums ZO+ZIX + ... +ZjXj where Zi E miE; it is an 
additive group for coefficientwise addition, and even an A'-module if 
we set (miXi)(zjXj)=miZjXi+j and extend this multiplication by 
linearity (it may be observed that E' is isomorphic with the tensor 
product A' (8) E (Vol. I, Ch. III, § 14), but we shall not use this). 
If we make the convention that an element uXj of A', or E', is homo
geneous of degree j, then E' becomes a graded module over the 
graded ring A'. Finally E' is a finite A'-module, for, if {YI' ... ,Yr} 
is a basis of the A-module E, then it is clearly also a basis of the A'
module E'. 

This being so, we notice that the set F' of formal sums 
ZO+ZIX + ... +ZjXj such that Zj E miE n F is a homogeneous sub
module of the graded A'-module E'. Thus F' is generated, as an A/
module, by a finite number of homogeneous elements, say u I Xn(1), ... , 
uqXn(q) (u i E mn(i)E n F). Let k be the greatest of the integers n(i). 
We consider an element Z of mnE n F, where n ~ k. The element zXn 
of F' may thus be written in the form zXn= L (aiXn-n(i»)(uiXn(i»), 
where a· E mn-n(i) Since n - n(i) ~ n - k we have a·u· E mn-km"-n(i)u. ,. -, " " 
whence aiu j E mn-"(m"E n F), for m"-n(i)u j is contained in 

m"-n(i)(mn(i)E n F)e mItE n F. 

Therefore we have Z E mn-k( mItE n F) and we have proved the 
inclusion mnE n Fe mn-"(m"E n F). Since the opposite inclusion 
mn-"(m"E n F)e mnE n F is obvious, Theorem 4' is proved. Q.E.D. 

An important case in which Theorem 4 may be applied is the one in 
which we are given a noetherian ring A, an ideal m in A, and an overring 
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B of A which is a finite A-module. Then, since mnB is the ideal (mB)n 
of B, the m-topology of B (B being considered as an A-module) coin
cides with the (mB)-topology of the ring B. Thus A, with its m
topology, is a topological subspace of B, when B is considered with its 
(mB)- topology. 

It may be noticed that, if m and m' are two ideals of a ring A for 
which there exist exponents a and b such that m::> m'a and m'::> mb 

(i.e., two ideals with the same radical, in the noetherian case), then the 
m-topology and the m'-topology coincide on every A-module. 

Let A be a ring, m an ideal in A, and E an A-module. We suppose 
that A and E are Hausdorff spaces for their m-topologies, i.e., that 

co co n mn = (0) and that n mnE = (0). As metric spaces, A and E may be 
n=O n=O 

completed; call A and t their completions. The uniformly continuous 
mappings (a, b) ~ a+b, (x,y) ~ x+y, (a, b) ~ ab, (a, x) ~ ax from 
A x A, Ex E, A x A, A x E into A, E, A, E, respectively, may be ex
tended in a unique way, by continuity, to uniformly continuous 
mappings from A x A, txt, A x A and A x t into A, t, A, t. We 
write these extended mappings additively and multiplicatively, as the old 
ones. Since algebraic identities are preserved by passage to the limit, 
these mappings define in A and t the structure of a topological ring and a 
topological A-module, respectively. We shall often say that A (or t) 
is the m-adic completion of A (or E). 

We emphasize that we have defined the completions A (or t) only if 
A and E are Hausdorff spaces (in their m-topologies). 

THEOREM S. Let A be a ring, m an ideal in A and E afinite A-module. 
If A and E are Hausdorff spaces for their m-topologies, then the completion 
t of E is, as an A-module, generated by E, i.e., we have t= AE. 

PROOF. Let {Xl' ... , xq} be an A-basis of E. Any element Y of t 
is the limit of a Cauchy sequence {Yn} of elements of E. We have that 
Yn+l- Yn belongs to m,(n)E, where sen) ~ 00 as n ~ 00. We can there

q 

fore write: Yn+l - YII = 2: anjxj, with anj E ms(n). We set YI = L bljxj, 
j=1 

with blj E A, and define inductively bn+l'j as being bnj + allj' Then we 
q 

have, by induction, Yn = L bnjxj , and, furthermore, the q sequences 
j=1 

{b I ·, b2 ·, ..• } are Cauchy sequences in A. Let bj denote the limit of J } _ 

the sequence {bnj} in A. In the equality 
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the right-hand side tends to 0 as n tends to infinity. Hence y = ~ bjxj' 
J 

and our assertion is proved. 
COROLLARY 1. If, in addition to the assumptions made in Theorem 5, we 

also assume that the ideal m admits a finite basis, then the closures of mnE 
in E and of mn in A are AmnE=(Am)nE and Amn=(Am)n respectively. 
We have mnE=(Am)nEnE and mn=(Am)nnA. The topologies of E 
and A considered as completions of E. and A are their (Am)-topologies. 

In fact, since mSmnE= mn+sE n mnE for every s, the m-topology of 
mnE is induced by the m-topology of E. Thus the closure of mnE in 
E may be identified, as a topological A-module, with the m-adic com
ph;tion of mnE. Since our hypotheses imply that mnE is a finite A
module, Theorem 5 shows that this completion is AmnE= (Am)nE. 
In particular, the closure of mn in A is (Am)n. Taking into account the 
fact that the module mnE is closed in E (as it is an open submodule), the 
second part of the corollary follows from the well-known topological 
fact that, given a metric space S and a subset T of S, the intersection of 
S and of the closure of T in S is the closure of T in S. The last part 
of the corollary follows from the well-known topological fact that, given 
a metric space S and a point x of S, a basis of neighborhoods of x in S is 
formed by the closures in S of the neighborhoods of x in S. Q.E.D. 

COROLLARY 2. Let F be a submodule of E. If, in addition to the assump
tions made in Theorem 5, we also assume that A is noetherian, then the 
closure of F in"£ is AF, and the closure of Fin E is AF n E. IfF is closed 
in E, then F=AF n E. 

For, A being noetherian, F is a finite A-module, and hence, by 
Theorem 4, the closure of F in "£ coincides with the m-adic completion 
of F. The first assertion of the corollary follows then from Theorem 5. 
The remaining assertions are topologically trivial. 

THEOREM 6. Let A be a noetherian ring, m an ideal in A, E a finite. 
A-module, and F a submodule of E which is closed with respect to the m
topology of E. If A and E are Hausdorff spaces in their m-topologies, 
then "£IAF and the completion of ElF are canonically isomorphic as topo
logical A -modu les. 

PROOF. By Corollary 2 to Theorem 5 we have F = AF n E, whence 
the group ElF may be algebraically identified with a subgroup of EIAF. 
The identification topology of EIAF admits the subgroups 
(AF + AmnE)IAF as basic neighborhoods and hence induces on ElF 
the m-topology, since (AF + AmnE) n E = A(F + mnE) n E = F + mnE, 
by Corollary 2 to Theorem 5 (this corollary is applicable since F + mnE 
is open and therefore closed). Hence the topological space ElF is a 
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subspace of £/AF. Since £/AF is a factor group of a complete metric 
group, topology shows that it is complete. For completing the proof 
it remains to be observed that E/F is dense in £/AF, and this is obvious 
since E is dense in 2. Q.E.D. 

COROLLARY 1. Let A be a noetherian ring, m an ideal in A and E a 
finite A-module. If A and E are Hausdorff spaces with respect to their 
m-topologies, then the associated graded rings of A with respect to m and 
of A with respect to Am are canonically isomorphic. More generally, the 
associated graded modules of E with respect to m and of 2 with respect to 
Am are canonically isomorphic. 

In fact, mnE is closed, since it is open, and mn+lE is an open and closed 
submodule of mnE. Thus mnE/mn+lE is discrete for its m-topology. 
Therefore it is identical to its completion, which is isomorphic to 
AmnE/Amn+1E by Theorem 6. This proves our assertion. 

COROLLARY 2. Let A be a noetherian ring, m and a two ideals of A 
such that a is closed in the m-topology. Then the completion of A/a (for 
its (m + a)/a-topology) is canonically isomorphic to A/Aa. 

In fact the (m + a)/a-topology of A/a coincides with the m-topology 
of A/a considered as an A-module, and we thus have a special case of 
Theorem 6, with E = A and F = a. 

We terminate this section by introducing a useful notation. Let A 
be a ring which is a complete Hausdorff space for its nt-topology, let 
{Xl> ... , Xq} be a finite system of elements of m, and let F(Xl' ... , Xq) 
be a formal power series with coefficients in a subring B of A. We write 

co 

F as an infinite sum of forms F = L Fn, Fn being a form of degree n. 
n=O 

al 

Then, since Fn(xl> ... , xq} E mn, the series L Fn(x1, ... , xq} converges 
n=O 

in A as A is complete. The sum of that series, which is uniquely deter-
mined since A is a Hausdorff space, is denoted by F(x1, ••• , Xq}' The 
mapping F - F(xl> ... , Xq) is obviously a homomorphism cp of 
B[[X1, ••• , Xq]] into A (cf. Chapter VII, § 1), and is continuous ifone 
takes B[[Xl" . " Xq]] with its natural topology (i.e., with its (Xl>" " X q)
topology). The image of this homomorphism cp is a sub ring of A, which 
is denoted by B[[Xl' ... ,Xq]]. If cp is one to one, we say that Xl> ••• , Xq 
are analytically independent over B, and in that case B[[xl> ... , Xq]] is 
isomorphic to the power series ring in q variables over B. 

§ 3. Elementary properties of complete modules. In this sec
tion we study some finiteness properties of complete rings and of 
modules over complete rings. 
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THEOREM 7. Let A be a ring, m an ideal in A, E an A-module and F a 
submodule of E. Suppose that A is a complete Hausdorff space for its 
m-topology, and that E is a Hausdorff space for its m-topology. Let 
{Xl' ... , xq } be a finite system of elements of F such that their initial 
forms G(x;) generate (over GlIl(A)) the leading submodule of Fin Gm(E). 
Then the elements {Xl> ... , xq} generate F. 

PROOF. Let y be any element of F. We are going to show induc
tively the existence, for every n ~ 0, of elements ani of A such that 

(1) 
q 

y == L anixi mod m"E. 
i= 1 

This is obvious for n = O. Suppose (1) holds for a given integer nand 
q 

for suitable elements alii in A. If the element y - L a"ixj is in mn+l E, 
i= 1 . 

we take an+ 1'; = an;' If not, then the initial form G (y - ;~I aniXi) is an 

element of degree n in the leading submodule F' of F. As F' is 
generated by the homogeneous elements G(xi) we can write 

G(y- i~1 aniXi) = it G(C"i)G(Xi)' where the Cni are elements of A such 

that o(G(Cni)) = n - o(G(Xi))' By the definition of initial forms, we have 
q q 

y- L anixi == L cniXi (mod mn+lE). We take, in this case, an+1,j= 
i=1 i=1 

ani + Cni' 
The choice of the elements cni shows that {ani} is a Cauchy sequence 

for every i. Since A is complete, this sequence admits a limit ai E A. 
In the equality 

q q q 

y- L aixi = y- L anixi+ L (a"i-ai)xi, 
;=1 i=1 i=1 

the right-hand side tends to 0 as n -+ 00. Since E is a Hausdorff space, 
q 

this implies y = L aixi. Q.E.D. 
i= 1 

COROLLARY 1. A, m and E being as in Theorem 7, suppose that Gm(E) 
is a finite Gm(A)-module. Then E is a finite A-module. 

We apply Theorem 7 to the case F=E. 
COROLLARY 2. A, m and E being as in Theorem 7, suppose that EjmE 

is a finite (Ajm)-module. Then E is a finite A-module. If the classes of 
Xl' .. "~ Xq mod mE generate EjmE, the elements Xi generate E. 

In fact, the G(A)-module G(E) is generated by EjmE since every 
element of m"E may be written as a sum of elements of the form 
m1 ... mnx (mi E m, X E E), and since, if such an element is not in 
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mn+lE, its initial form is G(ml) ... G(m,,)G(x), with G(mj) E m/m2 and 
G(x) E ElmE. It follows that G(E) is a finite G(A)-module. Thus 
Corollary 2 follows from Corollary 1 and Theorem 7. 

COROLLARY 3. A, m and E being as in Theorem 7, suppose that G(E) 
is a noetherian G(A)-module. Then E is a noetherian A-module. 

In fact, for every submodule F of E, the leading submodule of F is 
finitely generated. By Theorem 7, F itself is then finitely generated. 

COROLLARY 4. Let A be a ring, and m an ideal in A such that A is a 
complete Hausdorff space for its m-topology. If m is finitely generated 
and if Aim is noetherian, then A is noetherian. 

In fact, we have seen in § 1 that, under these conditions, G(A) is a 
noetherian ring. Thus Corollary 4 follows from Corollary 3. 

COROLLARY 5. Let A be a noetherian ring, and m an ideal in A. If 
A is a Hausdorff space in its m-topology, then A is a noetherian ring. 

In fact, we have seen in § 1 that G(A) is a noetherian ring. Since 
G(A) and G(A) are isomorphic (§ 2, Corollary 1 to Theorem 6), G(A) 
is noetherian. Thus Corollary 5 follows from Corollary 3. 

EXAMPLES: 
(1) We give a second proof of the fact that, if R is a noetherian ring, 

then the power series ring A = R [[X II "', X,,]] is noetherian. If we 
denote by IDl the ideal (XII' .. , X,,), it is easily seen (see Chapter VII, 
§ 1) that R[[Xl' ... ,X,,]] is a complete Hausdorff space for its IDl
topology. Since IDl is finitely generated, and since AIIDl = R is 
noetherian, Corollary 4 shows that A is noetherian. 

It may be observed that R[[Xl' ... ,Xn]] is the completion of the 
polynomial ring R[X}, ... ,X,,] for the (XII' .. , X,,)-topology of this 
latter ring. Thus our assertion follows also from Corollary 5. 

Notice also that the associated graded ring of R[[XIl ... , X,,]] is the 
polynomial ring R[XIl ... ,Xn]. Thus, by Theorem 3, § 1, if R is a 
noetherian integrally closed ring, then R[[ X}' ... , X,,]] is also integrally 
closed·t 

t Here we use the fact that, if R is integrally closed then so is R[Xlo ••• , Xn]· 
This may be proved as follows. By induction on n, we are reduced to proving 
that R[X] is integrally closed. Let K be the quotient field of R. If Z E K(X) 
is integrally dependent on R[X] then Z E K[X), as K[X) is integrally closed. 

q 
We write z= L a,X' with ai E K. We consider an equation of integral de-

;=0 
pendence for z over R[X] and substitute for X, in that relation, q+ 1 distinct 
elements "/ of an algebraic closure of the prime subfield of K which are integral 
over R. This shows that the a, are integral over R, whence Z E R[X]. An
other proof is implicitly contained in the proof of Theorem 11 of VI I, § 2, where 
we replace R by R[X] (whence Ko by K): it follows from that proof that each 
term aiXi is integrally dependent on R(X] and this easily leads to the desired 
conclusion. [See also VI, § 13, Theorem 29, for a proof using valuations'.] 
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(2) We now give a second proof of the "existence" part in the 
Weierst rass preparation theorem (Chapter VII, § 1, Theorem 5). We are 
given a power series Fin R=K[[XI, ... , Xn]] which is regular in Xn; 
more precisely the coefficient c, of Xn' in F is an invertible element of 
R' =K[[X1 , ••• , X n_1]], and Cj is not invertible for j < s. We have to 
prove that every element G of R may be written in the form G = UF + 
,-I . 

L SjX/, where U E Rand Sj E R'. The hypothesis about F implies 
j=O 
that the ring RI(X1, •.. , X n_1, F) = K[[Xn]]!(F(O, ... ,0, Xn» is iso-
morphic to K[[Xn]]/(Xn'), whence this ring admits {1, Xn, ... , Xn,-l} as 
a linear basis over K (xn denoting the residue class of X n ). Therefore, 
by Theorem 7, Corollary 2 (applied with A, m and E being replaced 
by K[[X1, •.. , X n_1, F]], (Xl' .. '. , X n_l , F) and K[[X1, ..• , Xn]]) 
{t, X n, ... , Xn,-l} is a basis of R, R being considered as a module 
over K[[X1, .•• , X n_1, F]]. In other words, we can write 

,-1 

G= L <P).(Xl'···' X n_1, F)Xnj· 
j=O 

By putting in evidence the term SiXI' ... , Xn_l ) of <Pj which does not 
contain F, and by factoring out F in the other terms, we see that we 

,-I 

can write G= UF + L Sj(Xl> ... , Xn_1)Xni, as asserted. 
j=O 

§ 4. Zariski rings.t We are going to study the pairs (A, m), formed 
by a noetherian ring A and an ideal m in A, such that every submodule 
F of every finite A-module E is closed for the m-topology of E. 

THEOREM 8. Let A be a noetherian ring, m an ideal in A, E a finite 
A-module, and F a submodule of E. For F to be closed in the m-topology 
of E, it is necessary and sufficient that lJi + m -# A for every associated prime 
ideallJi of F. 

PROOF. The assertion that F is closed is equivalent to the relation 
00 n (F + mnE) = F (Lemma 1, § 2). By Krull's theorem (Vol. I, Ch. IV, 

n=O 

Appendix) applied to ElF this relation is equivalent to the following 
property of F: for every a=. 1 (mod m) and for every x E E, x f/: F, we 
have ax f/: F. This means that every element a=. 1 (mod m) is outside 
all the associated prime ideals l'i of F (Vol. I, Ch. IV, Appendix), i.e., 

t These rings, which have been first studied by the senior author in his paper 
"Generalized semi-local rings" (Summa Brasiliensis Mathematicae) , have been 
so designated by the junior author in his monograph "Algebre locale" (Memorial 
des Sciences Mathimatiques, fasc. CXXIII, 1953). 
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that for every i, no element of lJi is congruent to 1 mod m. This is 
obviously equivalent to the necessary and sufficient condition given in 
the theorem. 

COROLLARY. Let A be a noetherian ring, m an ideal in A, E a finite 
A -module and F a submodule of E. Let F = n Fi be a primary representa

i 

tion of F, and lJi the radical of the primary module Fi. Then the closure 
of F in E for the m-topology is the intersection n F j of those primary com

j 

ponents F j of F for which Pj + m # A. 
In fact, each Fj is closed by Theorem 8, and hence also n Fj is closed. 

j 

It remains to be proved that F is dense in n F j • Let x be any element 
j 

of n F j • For every index v such that .\3v + m = A we choose an exponent 
j 

s(v) such that .\3:(v)Ec Fv. Since.\3v and mare comaximal, .\3:(v) and mn 
are comaximal for every n, and there exist elements p of.\3 $(V) and m 

lin'" lin 

of mn such that PVn + mVn = 1. The eleme~t y = (r.r Pvn)x is in every 

Fv since p:(v)x c Fv, whence y is in F since x En F j • On the other hand, 
j 

we have y == x(mod mnE) since II (1- mvn) == 1( mn). Thus every neigh-

borhood of x has points in common with F, and this proves our assertion. 
THEOREM 9. Let A be a noetherian ring, and m an ideal in A. The 

following conditions are equivalent: 
(a) For every finite A-module E and every submodule F of E, F is closed 

for the m-topology of E (i.e., F = Do (F+mnE»). 

(a') A is a Hausdorff space in its m-topology, and for every finite A
module E and every submodule F of E we have F = AF n E. 

(b) Every finite A-module E (in particular, A itself) is a Hausdorff 
space in its m-topology. 

(c) Every ideal in A is closed in the m-topology of A. 
(d) The ideal m is contained in the intersection of all the maximal 

ideals of A. 
(e) Every element of 1 + m is invertible in A. 
(f) For every finite A-module E the relation E= mE implies E= (0). 
PROOF. We shall give a cyclic proof (a) ~ (b) ~ (c) ~ (d) =>. (e) ~ 

(f) ~ (a), and in the course of the proof we shall also establish the 
00 

equivalence of (a) and (a'). For F=(O), (a) implies n mnE=(O), i.e., 
n=O 

(a) implies (b). Therefore, (a) also implies (a'), for if both A and E are 
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Hausdorff spaces in their m-topologies, then, by Corollary 2 to Theorem 
5 (§ 2), AF n E is the closure of F in E. 

Assume (b), and let a be any ideal in A. The A-module AJa is finite 
<XI 

(it has the a-residue of 1 as a basis), and hence n mn(AJa) = (0). This 
n=O 

<XI 

signifies that n (mn+a)=a and thus (b) implies (c). If (c) holds 
n=O 

and if ~ is maximal ideal in A, we cannot have ~ + mn = A for every n 
(otherwise ~ would not be closed). Since ~ + m = A implies ~ + mn = A 
for every n, we conclude that ~ + m ¥- A. Hence ~:::> m since ~ is maxi
mal, and therefore (d) holds. 

If (d) holds and if 1 +m (m Em) is an element of 1 + m, we have 
1 + m 1$ ~ for every maximal ideal ~ since m E m c ~. Thus the 
principal ideal (1 + m) must be the unit ideal, and 1 + m is invertible 
in A. 

If (e) holds and if {Xl' ... , xq} is a finite basis of a 'module E such that 
E = mE, we have relations Xj = L mijxj, with mij E m. If we set 
d=det (ojj-mij) (where the 0ij are the Kronecker symbols), this im
plies dX j = 0 for every i. Since d belongs to 1 + m, it is invertible, 
whence Xi = 0 and E = (0). 

Suppose that (f) holds. If a is an ideal such that a + m = A, and if we 
set E=AJa, we have mE=(a+ mA)Ja= (a+ m)Ja=AJa=E, whence 
E = (0) and a = A. In particular, we have ~ + m ¥- A for every prime 
ideal ~ of A distinct from A. Thus Theorem 8 proves that (a) holds. 
Q.E.D. 

Finally, if (a') holds, then, in the special case E = A, it follows from 
Corollary 2 to Theorem 5 (§ 2) that every ideal in A is a closed set in the 
m-topology of A, and hence (a') implies (c). 

COROLLARY. Let A be a noetherian ring and m an ideal in A such that 
every element of 1 + m is invertible in A. Then, if E is a finite A-module 
and F a submodule of E whose leading submodule (§ 1, p. 250) is equal to 
Gm(E), then E = F. 

In fact the associated graded module of EJF is G(E)JG(F) = (0) 
(§ 1, p. 250). Therefore we have m(E/F)=E/F, whence E/F=(O) since 
(e) implies (f). 

DEFINITION. A noetherian ring A is said to be a Zariski ring with 
respect to an ideal m in A if A and m satisfy the equivalent conditions listed 
in Theorem 9. 

We shall often simply say "A is a Zariski ring" when the nature of the 
ideal m is clear from the context. Notice that m may be replaced by 
any ideal having the same radical as m. 
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Examples of Zariski rings: 
(1) A noetherian local ring, with respect to its maximal ideal (by (d». 
(2) A noetherian ring A admitting only a finite number of maximal 

ideals mi , with respect to their intersection m = n mj (by ( d». Such a 

ring is said to be semi-local. 
(3) A noetherian ring A which is a complete Hausdorff space in its 

m-topology. In fact, every element 1-m (m E m) of 1 + m is invertible, 
since it admits 1 + m + m 2 + ... + mn + . . . as an inverse. In parti
cular, if A is a noetherian ring and m an ideal in A such that A is a 
Hausdorff space in its tn-topology, then A is a Zariski ring, since A is 
noetherian (Corollary 5 to Theorem 7, § 3). 

(4) A factor ring A/a of a Zariski ring, with respect to the ideal 
(m +0)/0. 

THEOREM 10. Let A be a Zariski ring with respect to the ideal m. In 
order that A be a semi-local (local) ring, it is necessary and sufficient that 
A/m be a ring satisfying the descending chain condition (a ring satisfying 
the d.c.c., with only one prime ideal). 

PROOF. Suppose that A is semi-local. Then the radical of m is the 
intersection of the maximal ideals of A. Hence A/m is a noetherian 
ring in which every prime ideal different from (1) is maximal, i.e., A/m 
is a ring satisfying the d.c.c. (Vol. I, Ch. IV, § 2, Theorem 2). Similarly 
if A is local. Conversely, if Aim satisfies the d.c.c., there is only a finite 
number of prime ideals ~;/tn in A/m, and they are maximal (Vol. I, 
Ch. IV, § 2, Theorem 2). Since all the maximal ideals in A contain m 
(Theorem 9, (d», A has only a finite number of maximal ideals, whence 
A is semi-local. Similarly, if Aim has only one prime ideal different 
from (1), A has only one maximal ideal, and is a local ring. Q.E.D. 

COROLLARY. The completion A of a semi-local (local) ring A is a semi
local (local) ring. 

In fact, we have seen that A is a Zariski ring with respect to Am. 
Since A/Am is isomorphic to A/m (§ 2, Theorem 6, Corollary 1), our 
assertion follows from Theorem 10. 

Let A be a Zariski ring with respect to the ideal m. If f is a linear 
mapping of an A- module E into an A-module F,fis uniformly continuous 
for the m-topologies, since f(mnE)c mnF. Thus f can be extended by 
continuity, and in a unique way, to a mappingj of Il into P. By passage 
to the limit it is easily seen that j is A-linear. 

THEOREM 11. Let A be a Zariski ring, and E ~ F!." G be an exact 
sequence of finite A-modules and of A-linear mappings. Then the sequence 

Il !. P ~ G is exact. 
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PROOF. Our hypothesis signifies that f(E) = g-1(0) and implies that 
g(f(x))=O for every x in E. Hence, by continuity, we have g(f(g))=O 
for every g in E. Thus the kernel g-I(O) of g contains the image /(E) 
of f. We have to prove that these two submodules of F are equal, i.e., 
that every element 1) of F such that g(1)) = 0 is in /(E). 

The submodule G' = g(F) of G has the nt-topology as induced topo
logy (§ 2, Theorem 4). Thus its completion G' is identical with its 
closure in G. By continuity g maps F into G', and, since g(F) is a closed 
submodule of G' (as A is a Zariski ring) which contains g(F) = G', we 
have g(F) = G'. 

Consider now an element 1) of F such that g(7J) = O. We approximate 
7J by an element Yn of F such that 1)-YnEAntnF=-ntnF. Then, 
since g(l)) = 0, we have g(Yn) E ntng(F) n g(F) = ntnG' n G' = ntnG' (by 
Theorem 9, (a')) = mng(F) = g( nt"F). In other words, there exists an 
element y'n of ntnF such that g(Yn)=g(y'n). Since g(Yn-y'n) =0, the 
fact thatf(E)=g-l(O) implies thatYn-y'nEf(E). HenceYnEf(E)+ 
nt" F, and 1) E f( E) + ntnF. Since this holds for every n, it follows that 7J 
is in the closure of f(E) in F. Since the submodule/(E) of E is closed 
and contains f(E), we conclude that 7J E/(E). Q.E.D. 

REMARK. We have seen, in the course of the proof, that g(F) is the 
closure of g(F). For the same reason /(E) is the closure of f(E). 

COROLLARY 1. Let A be a Zariski ring, E a finite A-module, and 
{Xl' ... , xq} a finite family of elements of E. Then every linear relation 
2: ajXj = 0, with coefficients aj in A, satisfied by the Xj in E, is a linear 

j 

combination (with coefficients in A) of relations 2: ajjxj = 0 with coefficients 
j 

in A. 
q 

Consider the free module F = 2: AXi with q generators over A, and 
j= 1 

the homomorphism g of F into E defined by g(Xj ) = Xj. Let R be the 
kernel of g, i.e., let R be the module of relations satisfied by the Xj over 
A. The sequence 

j g 
O~R~F~E 

is exact (i denoting the natural mapping of R into F). By Theorem 11, 
we get an exact sequence 

• g 
O~R~F~E, 

which shows that R is isomorphic to the kernel of g. Since P is ob
viously the free module 2: Axi , this means that R is isomorphic to the 

j 
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module of relations satisfied by the Xi over A. As R = AR (§ 2, 
Theorem 5), our assertion is proved. 

We point out that Corollary 1 together with Theorem 5, § 2, imply 
that the completion it is isomorphic to the tensor product A ® A E. 
The preservation of exactness proved in Theorem 11 is not a general 
property of tensor products; the fact that exactness is preserved in the 
present case means that the torsion functor Tor l A (A, E) is 0 for 
every finite A-module E. 

COROLLARY 2. Let A be a Zariski ring, and let F and G be two sub
modules of a finite A-module E. Then A(F n G) = AF nAG. 

We consider the mapping g of the direct sum F (f) G into E defined 
by g(x, y) = X - Y (x E F, y E G). The kernel K of g is the set of elements 
(x, x) with x E F and x E G, and is therefore isomorphic to F n G. From 
the exact sequence 

i g o ---+ K ---+ F (f) G ---+ E 

we deduce, by Theorem II, the exact sequence 

o ---+ K ~ P (f) (; ~ it, 

where g is defined by g(g, 1)) = g -1)(g E P, 1) E C). Thus K may be 
identified with P n C, i.e., with AFn AG. Since K=AK=A(F n G), 
the corollary follows. 

In particular, if a and b are ideals in A, we have A(a n b}=Aa nAb. 
COROLLARY 3. Let A be a Zariski ring, E and F two finite A-modules, 

fa lillear mapping of E into F, and F' a submodule of F. Then Af-l(F') = 
j-l(AF'}. 

We denote by g the linear mapping of E into F/F' defined by g(x) = 
residue class of f(x) mod F'. We have the exact sequence 

0---+ f-1(F'} ~ E ~ F/F', 

from which we deduce 

0---+ Af-l(F'} ~ it ~ P/AF', 

If g is any element of it, then g(g) is the residue class of j(g) mod AF' 
(g being the composition of j and the canonical mapping of Ponto 
P/AF', since g is the composition of f and the canonical mapping of F 
onto F/F'). Thus the kernel Af-l(F') of g is j-l(AF'). 

COROLLARY 4. Let A be a Zariski ring, a an element of A, E a finite 
A-module, and G a submodule of E. Then A(G:Aa)=AG:Aa. 
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In fact, G: Aa is the submodule of all elements x in E such that 
ax E G. To obtain the corollary, it suffices to apply Corollary 3 
to the case F= E, F' = G and to take for f the mapping x --+ ax of E 
into E. 

COROLLARY 5. Let A be a Zariski ring, E a finite A-module, E' a 
submodule of E and z an element of E. Then A(E':Az)=AE':Az. 

We recall that E': Az is the ideal of all elements a in A such that 
aZEE'. We apply Corollary 3 to the case E=A, F=E, F'=E ' , and 
take for f the mapping a --+ az. 

In particular, if b is an ideal in A and a an element of A, we have 
A(b:Aa) = Ab:Aa. 

COROLLARY 6. Let A be a Zariski ring. If an element c of A is not 
a zero divisor in A, it is not a zero divisor in the completion A. 

In fact (0) : Ac = A((O) : Ac) = (0) by Corollary 4 (or 5). 
COROLLARY 7. Let A be a Zariski ring, E a finite A-module, Fa sub

module of E and a an ideal in A. Then A(F:a)=AF:Aa. 
q 

Let {ai' ... , aq} be a finite basis of a. We have F:a= n (F:Aa j ). 
j=l 

Thus Corollary 7 follows from Corollaries 2 and 4. 
COROLLARY 8. Let A be a Zariski ring, E a finite A-module, F and G 

two submodules of E. Then A(F:G)=AF:AG. 
We take a finite basis {Zl, ... , Zq} of G, we observe that F:G= 

q n (F: Az), and apply Corollaries 2 and 5. 
j=1 

In particular, if a and b are two ideals in A, we have A(a: b) =Aa:Ab. 
Let us now study more closely the relations between a noetherian 

ring A (not necessarily a Zariski ring) and its completion A with respect 
to the m-topology. It will be convenient to include in this study (at 
least at the initial stage) also those rings A which are not Hausdorff 
spaces. However, we have not yet defined the completion A of a ring. 
A, with respect to its m-topology, if A is not a Hausdorff space. We 

00 

shall do so now. It is clear that if we set A' = AI n mn and m' = 
n=1 

00 

mj n mn, then A' is a Hausdorff space in its m/-topology. We define 
n=1 

A to be the completion A' of A', with respect to the m/-topology of A'. If 
00 n m"'" (0), then A is not any more a subring of A, but we have the 

n='-l 

canonical homomorphism A --+ A' --+ A' = A of A into A, and this 
homomorphism is a continuous mapping. 

As A is a Zariski ring, every element of 1 + Am, and in particular 
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the image of every element of 1 + m, is invertible in A. Since S = 1 + m 
is a multiplicatively closed set in A, we are led to study the quotient 
ring As. 

The kernel n of the canonical homomorphism cp:A ~ As is (Vol. I, 
Ch. IV, § 9) the set of all elements b in A for which there exists an ele
ment s = I-m in S(m E m) such that bs=O. This last relation implies 

00 

b=bm=bm2 = ... =bm", hence n is contained in n m". Conversely, 
,,=0 . 

00 

if b is an element of n m", then there exists .an integer q such that the 
,,=1 

ideal mb contains mq nAb (Vol. I, Ch. IV, § 7, Lemma 1) and therefore 
is equal to Ab (since b E m9 , all q); we thus have b E mb, i.e., b = mb for 
some min m, whence b(1-m)=0 and b belongs to n. Since the ideal 

00 n m", which is the closure of 0 in A, is also the kernel of the homomor-
,,=1 
phism of A into its completion A, it follows that the quotient ring As 
may be identified with a subring of the completion A. 

From now on we simplify matters by replacing A by A', i.e., by 
assuming that A is a Hausdorff space in its m-topology. In that case 

co 

we have n m" = (0) and hence no element of S is a zero-divisor in A. 
n=O 

Therefore A is a subring of As. We consider the m-topology on As 
(considered as an A-module), i.e., the topology defined by the powers 
of the ideal mAs. It is clear (since mne mnAs n A) that the m-topology 
of A is stronger than the topology induced in A by the m-topology of 
As. On the other hand, if an element a of A belongs to m"As• we have 
a(1 +m) E mn for some m in m, whence a E m"+am; this implies 
a E mn+(mn+am)m=mn+am2, whence, by successive applications, 
a E mn+ amn= mn. We have therefore shown that m"= mnAs n A, 
and hence the m-topology of A is induced by the (mAs}-topology 
of As· 

It follows that A is also the completion of As. We now remark that 

As is a Zariski ring, i.e., that every element y= 1 + -1 m I (m, m' E m) of 
+m 

., 'bl I f h 1 + m + m' d . 1 + mAs IS Invertl e. n act, we ave y 1 " an , SInce +m 
1 + m + m' (E 1 + m) has an inverse x in As. the element x(1 + m') is the 
inverse of y. 

Since the passage from a Zariski ring to its completion has been ex
tensi vely described by Theorem 11 and its corollaries, and since the 
passage from A to As has been described in detail in Vol. I, Ch. IV, § 11, 
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we have now a certain amount of information about the passage from A 
to A. As an illustration we prove 

THEOREM 12. Let m be an ideal in a noetherian ring A, such that A is 
ao 

a Hausdorff space in its m-topology (i.e., such that n mn=(O». Let a 
. n=O 

be a closed ideal in A, let Aa = q 1 * n q 2* n .. . n qn * be an irredundant 
primary representation of Aa, and let -1'/ be the prime ideal which is the 
radical of q/. Then a= n (q/ n A) is a primary representation of a 

j 

and -1'/ n A is the associated prime ideal of q;* n A and is contained in an 
associated prime ideal of a. 

PROOF. Consider the quotient ring As where S = 1 + m. As a is 
closed, we have Aa n A = a (Corollary 2 to Theorem 5, § 2), whence 
aAs n A = a. By using properties of quotient rings, we see that it 
would be sufficient to prove Theorem 12 for mAs, As and aAs, instead 
of for m, A and a respectively. In other words, we may assume that 
A is a Zariski ring. 

Any element x of -1'/ is a zero divisor mod Aa. Since any regular 
element in A/a is also regular in A/Aa (Corollary 6 to Theorem 11), 
every element of -1'/ n A is a zero divisor mod a and therefore belongs 
to some associated prime ideal of a. On the other hand, q/ n A is 
obviously a primary ideal admitting -I'j* n A as radical. Therefore, 
from Aa = n q;* and from Aa n A = 0, we deduce that a = n (q;* n A). 

i i 

This is a (not necessarily irredundant) primary representation of a. 
Q.E.D. 

COROLLARY 1. If, furthermore, a is a prime ideal, we have a = q;* n A 
= -1'/ n A for every i. 

In fact -1'/ n A is contained in an associated prime ideal of 0, i.e., 
-Pj* n A is contained in o. 

COROLLARY 2. With the same assumptions on A and m as in Theorem 
12, assume furthermore that the closed ideal 0 admits an irredundant 
primary representation a = 0 1 n O 2 n . .. no,. such that none of the prime 
ideals ~ j = '/O~ is embedded. Then Aa = A01 n A02 n ... n Aoh• 

As in Theorem 12, let Ao = q 1 * n q 2* n ... n q,.* be an irredundant 
primary prepresentation of Aa and let qj = q/ n A, Vj = .p/ n A = vi qj. 

lt is clear that ~1' ~2' ... , ~"are among the prime ideals -1'1' .p2' ... ,-I'n 
and that each ~l; contains one of the prime ideals ~1' ~2' •..• ~h. On 
the other hand, by Theorem 12, each .pj is contained in one of the prime 
ideals $1' ~2' ... ,~". Since no $j is embedded, it follows that the 
set {-I'l' -P2' ... • l>n} coincides with the set {~1' ~2' ...• ~h} (the n prime 
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ideals 13i are, however, not necessarily distinct). Hence each of the 
ideals OJ is the intersection of those Qi for which 13j=~j' If, say, 
0 1 = q1 n q2 n ... n q. then Ao.1 c A III n A q2 n ... A q., and similarly 

~ h ~ n n 
for the ideals AOj • Hence n AOjc n Aqi c n qj*=Aa, and since 

j=1 i=1 i=1 
h 

the opposite inclusions Aac n AOj is obvious, the corollary is 
j=1 

proved. 

§ S. Comparison of topologies in a noetherian ring. Let A be 
a noetherian ring. One is led to consider on A, not only the m-topo
logies (where m is an ideal in A), but also topologies of a more general 
type. For example, if 13 is a prime ideal in A, one may construct the 
local ring Ap , consider its natural topology (defined by the powers of 
the maximal ideal13Ap) and the induced topology on A. In this topo
logy, the symbolic powers 13(n) (= (13n),,; Vol. I, Ch. IV, § 12) constitute 
a basis of neighborhoods of 0; notice that we have 13(n).13(q)c 13(n+q) 

(Vol. I, Ch. IV, § 12, Theorem 23). 
More generally, given a noetherian ring A and a descending sequence 

(an) of ideals of A such that 

(1) anaq c an+'l' 
we define the (an}-topology of A as being the topology in which the 
ideals an constitute a basis of neighborhoods of 0, the basic neighbor
hoods of any other element a of A being the cosets a + an' With 
respect to this topology, A is a topological ring, and as in § 2, this topo
logy is induced in A by a metric, satisfying the strong triangular in-

00 

equality. This space is Hausdorff if and only if n an=(O). 
n=O 

In the case of a complete semi-local ring A, the next theorem gives an 
"extremal" property of the natural topology of A. 

THEOREM 13 (CHEVALLEY). Let A be a complete semi-local ring, m 
the intersection of its maximal ideals, and (an) a descending sequence of 

00 

ideals of A such that n an = (0). Then there exists an integral valued 
n=O 

function s(n) which tends to infinity with n, such that anc m,(n). 
PROOF. We shall use an indirect argument. Suppose that there 

exists an integer s such that an ¢ m' for every n. Since the ring AIm' 
satisfies the d.c.c. (§ 4, Theorem ~O), and since in this ring the ideals 
(an + m')Jms form a descending sequence of ideals =F (0), their inter
section is =F (0), and there exists an element x, f/= m' such that x, E an + m' 
for every n. 
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We now define, by induction on t? s, a Cauchy sequence of elements X t 

of A such that 

(2) 

(3) 

X t == Xs (mod ms) 

xt E an + mt for every n. 

We suppose that X t is already constructed, and proceed to construct 
x t+1. The relation x t E an + mt implies that the ideal an has a non
empty intersection with coset x t + m'. We pass to the ring Afmt +1 and 
we denote by xt the coset x t +mt+1• By (3), the set xt +(mt fm t+1) 

has a non-empty intersection with each one of the ideals (an + mt +1)/mt +!. 

"" As A/mt+1 satisfies the d.c.c., the intersection n (an + m t+1)fmt+1 
n=O 

coincides with one of the ideals (an+ mt +1)fmt +1, and hence there exists 
an element Xt+1 of the set xt +(m t fm t +1) which lies in all the ideals 
(an + mt+1)/mt+1. We take for x t+! a representativ~ of Xt+1 in A. We 
have then Xt+1 E an + mt+1 for every n, and xt+ 1 == Xt (mod mt). The 
latter consequence, together with (2), implies that X t+! == x. (mod ms). 
Thus Xt+1 satisfies conditions (2) and (3). On the other hand, the 
relation x t+! == xt(mod mt) implies that (x t ) is a Cauchy sequence. 

Since A is complete, the Cauchy sequence (xt ) has a limit x E A. 
From (2) we deduce, since ms is closed, that x == Xs (mod ms), whence 
x ¢ m' (since x. ¢ ms). The relations Xt+1 ==Xt (mod mt) imply that 
x == x, (mod m t), whence, by using (3), it follows that x belongs to 

"" 0n+ m' for every n and every t. From x E n (an + mt), and from the 
t=s 

fact that ideals in A are closed sets, we deduce that x E an for every n. 
"" Since n an = (0) by hypothesis, we deduce that x = 0, in contradiction 

n=O 
with x rt= mS. Q.E.D. 

In topological terms, Theorem 13 signifies that the natural topology 
of the complete semi-local ring A is weaker than any other (an)-topology 
of A for which A is a Hausdorff space. This resembles a classical 
property of compact spaces whereby a compact space possesses no 
Hausdorff topologies which are strictly weaker than the given topology 
of the compact space. As a matter of fact, the complete semi-local 
ring A, without being in general compact in its m-topology (we have 
compactness if and only if Afm is a ring with a finite number of ele
ments), is however linearly compactt in the sense that, given a family aa 

t See S. Lefshetz, "Algebraic Topology", p. 78 (Amer. Math. Soc. Coli. 
Publ., vol. 27, 1942) for the theory of linearly compact vector spaces. The 
theory of linearly compact modules is analogous, without any significant changes. 
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of ideals in A and a family of cosets ca = Xa + Ua with the finite intersection 
property (i.e., such that n caj # 0 for every finite family all ... , an of 

I 

indices), then n Ca is non-empty. For verifying this property one first 
a 

proves, by using the d.c.c. in A/mn, that n (ca + mn) is #0; this being 
a 

established, one constructs a Cauchy sequence {xn} such that 
Xn E n (ca + mn) for every n, and it is easily seen that x = limn Xn is an 

a 

element of n Ca. In more sophisticated terms this amounts to proving 
a 

that each A/mn is linearly compact, and that A is the inverse limit of the 
factor rings A/mn. 

COROLLARY 1. Let A be a noetherian ring and m an ideal in A such 
that A is a Hausdorff space in its m-topology. If c E A is not a zero 
divisor, then c is not a zero divisor in the completion A, and we have 
mn: Ace ms(n) where s( n) --+ 00 with n. 

PROOF. We first consider the case in which A is a semi-local ring 
and m the intersection of the maximal ideals of A. Since c is not a 
zero divisor in A (§ 4, Corollary 6 to Theorem 11), we have 

nOo (Amn:Ac) = (00 Amn) :Ac=(O):Ac=(O). Hence, by Theorem 13, 

we have Amn:AceAms(n), where s(n) --+ 00 with n, and from this we 
deduce that mn: Ace ml(n) (§ 4, Corollary 4 to Theorem 11). 

Let now V be a prime ideal in A. By applying what has just been 
proved to the local ring Ap, and denoting by c the image of c in Ap, we 
see that VnAp: Apce vs(n) Ap, provided c is not a zero divisor in Ap. If 
we denote by n the kernel of the homomorphism A --+ Ap (i.e., the set 
of all elements x of A for which there exists an element s ¢: V such that 
sx = 0), then c is not a zero divisor if and only if ex ¢: n for any x ¢: n. 
Now, if x¢: n, we have xs # 0 for all s ¢: V, and since c is not a zero 
divisor, it follows that cxs # 0 for all s ¢: V, whence cx ¢: n. We have 
therefore shown that c is indeed a regular element. Corning back from 
Ap to A, we deduce from vnAp: Apce vl(n) Ap that V(n): Ace v(l(n». 

We consider now an arbitrary power mi of m and a primary repre
sentation mi = n qi. If Vi denotes the radical of qi' there is an exponent 
t(i) such that V/(i)e qi and consequently also Vi(I(i))e qi since qi is 
primary for Vi. By what has been proved above, there exists an expo
nent r(i) such that V/r(i»:Acevi(I(i». We will have then 
V/,(i»: Ace qj. Denoting by r the greatest of the exponents r(i), we 
deduce that Vier) :Ace mi, and therefore that v/:Ace mi. Now, since 
mi is contained in Vi' we have mire V/, whence mir:Ace mi. This 
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proves that mn: Ac is contained in m j for n large enough. In other words 
(since j may be taken to be arbitrarily large), we have mn: Ace ms(n), 
where s(n) ----+ 00 with n. 

Finally, suppose that a is an element of A such that ca=O. We 
approximate a by an in A:a-anEAmn. Then can belongs to 
Amn n A = mn (§ 2, Corollary 1 to Theorem 5). We thus have an E ms(n) 
with s(n) ----+ 00. This proves that the limit a of the sequence {an} is 
necessarily O. Q.E.D. 

REMARKS: 
00 

(a) Notice that the hypothesis n mn = (0) has only been used in the 
n=O 

last part of the proof. The relation mn: Ace ms(n) holds without this 
hypothesis. 

(b) A part of Corollary 1 may be strengthened by using the Theorem 
of Artin and Rees (Theorem 4', § 2). Let A be a noetherian ring, m 
any ideal in A, and c an element of A. Then there exists an integer k 
such that, for n ~ k, we have 

(4) mn: Ace mn- Ir + «0): Ac). 

In fact Theorem 4' (§ 2) proves the existence of an integer k such that 
mn n Ac = mn- Ir( mil n Ac) for every n ~ k. Thus, if x E mn: Ac, we have 
xc E mn n Ac, whence xc E mn-Ir(mlr n Ac)e mn-kc. Hence we can write 
xc = x' c with x' E mn-Ir. Therefore x belongs to mn - Ir + «0): Ac) since 
x=x' +(x-x'). This proves formula (4). If c is not a zero divisor in 
A, we have (O):Ac=(O), whence 

(5) mn:Acemn- 1r for every n~k. 

COROLLARY 2. Let A be a complete semi-local ring, Ban overring of 
co 

A and IDl an ideal in B such that n IDln = (0). If the ideal IDl n A admits 
n=O 

the intersection m of the maximal ideals of A as radical, then the m
topology of A is induced by the IDl-topology of B. 

In fact, the induced topology of A is defined by the ideals an = 
co 

IDln n A. Since n an = (0), we have an e ms(n) (Theorem 13). On the 
n=O 

other hand, since there exists an exponent q such that mqe IDl n A, we 
have mqne IDln n A = an' Thus the ideals an and mn define the same 
topology on A. 

REMARK. The conclusion of Corollary 2 does not necessarily hold if A 
is a non-complete semi-local ring. However, in that case, it is still true 
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that mqnC 9)ln, i.e., that the identity mapping <p of A into B is uniformly 
continuous for the m-topology of A and the IDl-topology of B. Thus <p 

may be extended, by continuity, to a homomorphism if of A into 11. 
If if is one to one then A is a topological subspace of B: in fact, Corollary 2 
shows then that A is a topological subspace of 13. (The converse is also 
true: If A is a topological subspace of B, then the identity mapping <p 

of A into B admits as extension the identity mapping of A into 11.) 
In some important cases, the dimension theory of local rings permits to 
prove that if is a one to one mapping.t 

COROLLARY 3. Let A be a noetherian ring, m a maximal ideal in A, and 
q a prime ideal in A which is contained in m. Then, if the m-adic com
pletion of A is an integral domain, the ( q(n»-topology of A is stronger than 
its m-topology. 

It is clear that the (qn)-topology of A (with ordinary powers instead 
of symbolic ones) is stronger than its m-topology, since qn c mn. Let 
A be the m-adic completion of A. Since Ajm is a field, A is a local ring 

<Xl 

(Theorem 10, § 4). We first prove that n A q(n) = (0). Let q* be 
n=O 

any isolated prime ideal of Aq. Since q is closed (§ 4, Theorem 8), 
Corollary 1 to Theorem 12 (§ 4) may be applied, and we have q* n A = q. 
By definition of symbolic powers there exists, for every n, an element Cn 

of A, cn 1: q, such that cnq(n)c qn. Therefore cnAq(n)c(Aq)nc q*n, and, 
since Cn 1: q and q* () A = q, it follows that A q(n)c q*(n). Now, since A 
is a domain, the intersection of the symbolic powers of any prime ideal 

<Xl 

in A is (0) (Vol. I, Ch. IV, § 12). Thus n q*(n) = (0), whence, a 
n=O 

fortiori, n A q(n) = (0). 
n=O 

This being so, Theorem 13 shows that the (A q(n»-topology of A is 
stronger than its natural local ring topology. Since q(n) is closed in A 
(§ 4, Theorem 8), we have A q(n) n A = q(n) (§ 2, Corollary 2 to Theorem 
5), whence the (q(n»-topology of A is induced by the (Aq(n»-topology 
of A. Thus the (q(n»-topology of A is stronger than its m-topology. 

COROLLARY 4. Let R be a noetherian domain, p and q two prime ideals 
in A such that p::::> q. If the (p(n»-completion of A has no zero divisors, 
then the (q(n»-topology of A is stronger than its (p(n»-topology. Further
more, 1f for each prime ideal m containing p it is true that the (m(n»-com
pletion of A has no zero divisors, then the (q(n»-topology of A is stronger 
than its p-topology. 

t See O. Zariski, "A simple analytical proof of a fundamental property of 
birational transformations," Proc. Nat. Acad. Sci. USA, v. 35 (1949), pp. 62-66. 
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We set A' = Ap, Vi = vAp, q' = qAp. Since the vi-topology of A' 
induces the (v(n»-topology of A, the hypotheses of Corollary 3 are 
satisfied by A', Vi, q/. Therefore the (q/(n»-topology of A' is stronger 
than its vi-topology. Since the former induces the (q(n»-topoiogy on 
A (as q/(n) n A = q(n) by Vol. I, Ch. IV, § 11, Theorem 19), and the latter 
induces the (v(n»-topology, our first assertion is proved. As to the 
second assertion, we decompose vn into primary components: 
vn = v(n) n a1 n . .. n as, where aj is primary for a prime ideal mj> v. 
Then there exists an exponent Uj such that m/Uj)ca j , whence, by the 
first part of the corollary there exists an exponent i(j, n) such that 
v(iU,n))c m/Uj)c: aj. Setting i(n) = max (n, i(l, n), ... , i(s, n)), we there
fore have \:l(i(n))c \:In. Hence, again by the first part of the corollary, 
there exists an exponent ten) such that q(l(n))c v(i(n))c vn• This proves 
our second assertion. 

In the course of the proof of Corollary 4, we have proved: 
COROLLARY 5. Let A ·be a noetherian integral domain, V a prime ideal 

in A such that for every prime ideal m > V, the (m(n»-completion of A is a 
domain. Then the (v(n»-topology of A coincides with its (vn)-topology. 

In fact, we have seen that under these assumptions high symbolic 
powers of \:l are contained in high ordinary powers of v. The converse 
being obvious, our assertion is proved. 

COROLLARY 6. Let A be a complete semi-local ring, m the intersection 
of its maximal ideals, B a commutative ring, (on) a descending sequence of 

00 

ideals in B such that opoqCop+q, n bq=(O), and rp a continuous homo
q=O 

morphism of A (considered with its m-topology) into B (considered with its 
(on}-topology). Then rp(A) is a closed subring of B. 

In fact, we have two topologies on rp(A): the topology T induced by 
that of B, and the topology T' obtained by identifying rp(A) to the factor 
ring A/rp-1(O) of A. The fact that rp is continuous signifies that T' is 
stronger than T. By Theorem 6, § 2, rp(A) is complete for the topology 
T', and is obviously a semi-local ring. Since rp(A) is a Hausdorff space 
for T, it follows from Theorem 13 that T' = T. Therefore rp(A), con
sidered as a subspace of B, is complete, hence closed. 

This, again, is a property which may be compared to a well-known 
property of compact spaces: a continuous image of a compact space A 
in a Hausdorff space B is a closed subset of B. 

THEOREM 14. Let A be a noetherian ring, a and b two ideals in A such 
that oca and 'such that A is complete and Hausdorff in its a-topology. 
Then A is complete in its o-topology. 

PROOF. Let (bn) be a Cauchy-sequence for the b-topology of A. 
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Since v c a, (bn) is also a Cauchy-sequence for the a-topology, whence it 
admits a limit bE A. We have then bn=b (mod a,(n» (s(n) -+ 00 with 
n). We now use more explicitly the fact that (hn) is a Cauchy-sequence 
in the v-topology. For every indexj~n, we have bj-bnEvt(n) where 
t(n) -+ 00 with n. From this and from b) - b E a'() we deduce that 
bn - b E vt(n) + a'(i) for every j ~ n. Since A is Hausdorff and is com
plete in its a-topology, it is a Zariski ring, whence bt(n) is closed in the 

<Xl 

a-topology. This means that bt(n) = n (vt(n) + as(i», and hence 
)=0 

bn-b E bt(n). This proves that b is also the limit of the sequence (bn) 

for the v-topology. Q.E.D. 
COROLLARY. Let A be a noetherian ring, a and b two ideals of A such 

that v c a. Denote by A' (A") the ring A considered with its b-topology 
(with its a-topology). Then the identity mapping cp: A' -+ A" is umjormly 
continuous, and if A" is a Zariski ring then the extension cp:A' -+ A" of cp 
to A' is one to one. 

The fact.that cp is uniformly continuous follows immediately from the 
relation be a. Theorem 14 shows that A" is complete for its (bA")
topology. If A" is a Zariski ring, then we have bnA" n A = bn, whence 
the (vA")-topology of A" induces on A its v-topology. Thus the com
pletion A' of A (for its b-topology) is canonically isomorphic to the 
closure of A in A" considered with its (bA")-topology. In other words, 
A' is canonically isomorphic to a subring of A". This proves our 
assertion. 

REMARK. It follows from the corollary that, if a Cauchy sequence of 
elements of A' tends to zero in A", then it also tends to zero in A'. 

§ 6. Finite extensions. THEOREM 15. Let A be a noetherian ring, 
m an ideal in A, and B a ring containing A which is a finite A-module. 
Then the m-topology of the A-module B is identical with the (mB)-topology 
of the rz'ng B and induces on A the m-topology. Furthermore 

(a) For B to be a Hausdorff space, it is necessary and sufficient that no 
element of 1 + m be a zero divisor in B. 

(b) If A is a Zariski ring, so is B. 
(c) If A is complete, so is B. 
(d) If A is semi-local, and if V m is the intersection of the maximal 

ideals of A, then B is semi-local and vtnB is the intersection of the maximal 
ideals of B. 

PROOF. The two parts of the first assertion follow respectively from 
the relation (mB)n = mnB and from Theorem 4 (§ 2). Assertion (a) is a 
restatement of Krull's theorem for modules (Vol. I, Ch. IV, Appendix). 



§6 FINITE EXTENSIONS 277 

Concerning (b) we notice that every finite B-module E is a finite A
module and hence is a Hausdorff space for its m-topology, since A is a 
Zariski ring (see § 4, Theorem 9, property (b». Since the m-topology of 
E coincides with its (mB)-topology (in view of mnE= mnBE), it follows 
that every finite B-module E is a Hausdorff space for its (mB)-topology. 
Hence B is a Zariski ring, by Theorem 9, property (b). 

If A is complete, then Theorem 5, § 2 shows that 13 = A . B = B. This 
proves (c). If A is semi-local, then'it is a Zariski ring, whence B is also 
a Zariski ring, by (b). We have that B/mB is a finite module over 
A/( mB n A). On the other hand, since mB n A ~ m, the ring A/( mB n A) 
is a homomorphic image of A/m and therefore satisfies the d.c.c. 
(Theorem 10, § 4). Consequently B/mB also satisfies the d.c.c., and 
Theorem 10, § 4 shows that B is semi-local. Q.E.D. 

REMARK. Assertion (b) proves that, if every element of 1 + m is in
vertible in A, then every element of 1 + mB is invertible in B. 

THEOREM 16. Let A be a noetherian ring, m an ideal in A, and B a 
ring containing A. Suppose that B is a finite A-module and that A is a 
Zariski ring. Then: 

(a) The closure of A in 13 is the completion A of A, 13 is a finite A
module, isomorphic to A ® A B (here 13 is defined by considering the 
m-topology of B). 

(b) If no element #- 0 in A is a zero divisor in B, then every element a of 
A which is a zero divisor in 13 is already a zero divisor in A. 

PROOF. Assertion (a) has already been proved; the stronger state
ment about A ® A B may be found in the remark following Corollary 1 
to Theorem 11, § 4. 

Assume now that no element of A, different from zero, is a zero
divisor in B. There exists an element d#-O in A and a finite family 
{b j } of elements of B which are linearly independent over A such that 
dBc Z Ab j • By completion we have dBc'l.. Abj , and the elements br 

) 

are still linearly independent over A (Corollary 1 to Theorem 11, § 4). 
If a is an element of A such that af3 = 0 for some f3 #- 0 in 13, we write 
df3=2,aj bj (a j EA). The relation af3=O yields daf3=2,aab.=O, 

. . ) J 
J J 

whence aa j = 0 for every j. It is impossible that all the a/s be equal 
to 0, since this would imply df3 = 0 in contradiction with the fact that 
the element d of A is not a zero divisor in B, whence also in 13 
(Corollary 6 to Theorem 11, § 4). TherefOl:e a is a zero divisor in A. 

It follows from the proof that the conclusion of (b) continues to hold 
if, instead of assuming that all the elements #- 0 of A are regular elements 
in B, we only assume that there exists an element d#-O in A, which is not 



278 LOCAL ALGEBRA Ch. VIII 

a zero divisor in B, a!ld a finite family, {bJ of linearly independent ele
ments of B over A, such that dBc L Abj. In particular, the conclusion 
of (b) is true if B is a free A-module, since we can take d= 1 in this case. 

§ 7. Hensel's lemma and applications. Let A be a ring which 
is complete for its m-topology, where m is an ideal in A. We intend to 
show how certain relations occurring in the ring A/m (i.e., congruences 
mod m) may be "lifted" to analogous relations (not congruences) 
occurring in the ring A itself. The completeness of A is essential for 
this purpose. Historically, the completion of the ring J of integers 
with respect to its (Jp)-topology (p, a prime number), which is called 
the ring of p-adic integers, was the first striking example of the theories 
developed in this section. The p-adic integers have been introduced 
by Hensel with the explicit purpose of deducing from congruences 
modulo p actual equalities holding in some ring containing J. 

For technical reasons it will be convenient to prove first a lemma 
which is in a sense a generalization to modules of the classical Hensel's 
lemma: 

LEMMA ("BILINEAR LEMMA"). Let A be a ring, m an ideal in A, E, 
E', F three finite A-modules. We suppose that F is a Hausdorff space 
for its m-topology and that A is complete. Let f be a bilinear mapping 
of E x E' into F; denote by f the bilinear mapping of (E/mE) x (E'/mE') 
into F/mF canonically deduced from J. Suppose we are given elements 
y E F, a E E/mE, a' E E'/mE' such that 

(1) The class y of y mod mF is equal to f( a, a'). 
(2) F/mF=J(a, E'/mE')+J(E/mE, a'). 

Then there exist elements a and a' in E and E' respectively, such that a is 
the residue classes of a mod mE, a' is the residue class of a' mod mE', and 
such that y = f( a, a'). 

PROOF. We prove, by induction on n, the existence of elements an 
and a' n in E and E' respectively, having a and a' as residue classes, and 
such that y=f(an , a'n) (mod mnF). This is true in the case n= 1, by 
assumption (1). We now go from n to n + 1. Since y - f( an' a' n) E mnF, 
we may write y-f(an , a',,) = 2: mjzj with mj E mn, Zj E F. Byassump-

j 

tion (2) there exists an element Wj in E and an element W'j in E' such 
that zJ=f(an, w'i)+f(wj, a',,) (mod mF). Thus the element 

y-f(an+ L mpj, a'n+ L mJw) = y-f(an, a',.)- L mjzj 
j j j 

+.2: mj{zj-f(a", W'j)-f(wj, a',.)}-.2: mjmJ(wj, W'j) 
j i,; 
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belongs to mn+lF + m2nF= mn+lF (since n ~ 1). We can thus take 

an+1=an+ 2: mjwj' a'n+l=a'n+ 2: m,w'j' 
j j 

This choice shows that an+ 1 == an (mn E); thus (an)' and similarly 
(a'n)' is a Cauchy sequence. Since E and E' are finite modules over a 
complete ring A, they are complete for their m-topologies (the proof of 
this assertion is similar to that of Theorem 5, § 2). Thus the 
sequences (an)' (a'n) admit limits a E E, a' E E'. Their residue classes 
mod mE and mE' are obviously a and a'. Since y - f( an' a' n) tends 
to 0, we have y = f( a, a') since f is continuous and since F is a 
Hausdorff space. Q.E.D. 

THEOREM 17 (Hensel's lemma). Let A be a complete local ring, m its 
maximal ideal, f(X) E A[X] a monic polynomial of degree n over A. For 
every polynomial h(X) E A[X], we denote by Ji(X) the polynomial over 
Aim obtained from h(X) on replacing its co~ffzcients by their m-residues. 
If a(X) and a'(X) are relatively prime monic polynomials over Aim of 
degrees rand n - r such that f(X) = a(X)a'(X), then there exist two monic 
polynomials g(X), g'(X) over A, of degrees rand n-r, such that 
g(X) = a(X), f(X) = a'(X) and f(X) = g(X)g'(X). 

PROOF. We apply the "bilinear lemma," taking for E, E', F the 
modules of polynomials over A, of degrees respectively ;;;; r, ~ n - rand 
~ n, and for the bilinear mapping f the multiplication of polynomials. 
We take a(X) for a, a'(X) for a', and f(X) for y. Assumption (1) in 
the "bilinear lemma" is verified. As to assumption (2), we note that, 
since a(X) and a'(X) are relatively prime, every polynomial fJ(X) over 
Aim may be written as a linear combination 

fJ(X) = A(X)ex(X) + A'(X)a'(X)('\(X), A'(X) E (Alm)[X]); 
furthermore, if o(fJ) ~ n, we may choose ,\ and A' in such a way that 
0('\) ~ n - r, and c('\') ~ r (this follows easily from the euclidean 
algorithm in (A/m)[X)). Thus the bilinear lemma proves that there 
exist polynomials h(X), h'(X) of degrees rand n - r, such that Ii(X) = 
a(X), 1i'(X) = a'(X), h(X)h'(X) =f(X). 

For completing the proof, it suffices to show that h(X) and h'(X) may 
be replaced by monic polynomials. The highest degree terms of these 
polynomials are of the form (1 +m)Xr,(1 +m)-IXn-r with mE m (since 
Ji(X) and h(X)h'(X) are monic). It is thus sufficient to divide h(X) by 
1 + m, and to multiply h(X) by 1 + m. Q.E.D. 

COROLLARY 1. Let A be a complete local ring, m its maximal ideal, 
and f(X) a monic polynomial over A. Suppose that f(X) admits a 
simple root ex E Aim. Then there exists an element a of A, having a as 
m-residue, and such that f(a) = 0 ; furthermore the root a of f(X) is simple. 
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In fact we can write /(X) = (X - a)<p(X), where <p(X) is prime to 
X-a. Theorem 17 shows the existence of a monic polynomial X - a 
which divides f(X) and such that Ii = a. If a were a multiple root of 
f(X), a would be a multiple root of /(X), in contradiction with our 
assumption. 

EXAMPLES: 

(1) The polynomial X 2 + 1 has two simple roots in the prime field 
GF(S), namely the classes of 2 and 3. Thus it admits two roots in the 
ring of S-adic integers. Similarly for X2-2 in the ring of 7-adic 
integers. 

(2) Let A be a complete local domain whose residue field Aim is the 
finite field GF(q). Since the equation Xq-l = 1 admits q-l simple 
roots in GF(q), the ring A contains all the (q-l)-th roots of unity. 
These roots form a multiplicative subgroup V of A. If A has char
acteristic p -# 0 (where q = pb), V is even the multiplicative group of a 
subfield of A, since the (pb -1)-th roots of unity, in a field of 
characteristic p, constitute the set of non-zero elements of a subfield. 
This subfield is canonically isomorphic to Aim = GF(q). 

(3) Theorem of implicit functions. Let A be the power series ring 
K[[ x 1J ••• , xm]] in m variables over a field K, and let 

P(z) = zn + an_1(x)zn-l + ... + a1(x)z + ao(x) 

be a monic polynomial over A. Suppose that the polynomial 

zn+an_ 1(0)zn-l+ ... +a1(0)z+ao(0) 

admits a simple root a E K. Then there exists a power series g(x) such 
that g(O) = a and such that P(g(x» = O. In particular, if d is an integer 
which is prime to the characteristic of K, and if f(x) is a power series 
whose constant term is -# 0 and is a d-th power in K, f(x) itself is a d-th 
power in K[[x1, ••• , xm]] (use the polynomial P(z)=zd- f(x». 

COROLLARY 2. Let A be a complete local ring having the same char
acteristic p as its residue field Aim. Then there exists a sub field L of A 
such that Aim is purely inseparable over the image of L in Aim. 

Let us denote by <p the canonical mapping of A into Aim. We first 
prove that A contains at least one field. In the first place, the ring A 
contains the "prime ring" Ro formed by the integral multiples n.t of 
t(n=O, ±l, ±2, .. ·). Ifp-#O,Roisafieid. Ifp=O,Roisthering 
of integers, and, since Aim has characteristic 0, every integer -# 0 is 
outside of m, and is therefore a unit in A, thus proving that A contains 
the field of rational numbers. This being so, the family <P of all sub
fields of A, ordered by inclusion, admits, by Zorn's lemma, a maximal 
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element L. If Aim were transcendental over cp(L), we could find an 
element x of A such that cp(x) is transcendental over cp(L); then all the 
non-zero elements of the polynomial ring L[x] would be outside of m, 
therefore units, and A would then contain the quotient field of L[x], in 
contradiction with the maximality of L. Thus Aim is algebraic over 
cp(L). Suppose that Aim contains an element." which is separable 
algebraic over cp(L). Let yn+.Bn_I yn- 1+ ... +.BlY+.BO be the 
minimal polynomial of." over cp( L), and let b j be the representative of .B j 
lying in L. The polynomial f( Y) = yn + bn_l yn-l + ... + bl Y + bo 
over A is such that." is a simple root of f( Y); thus, by Corollary 1, f( Y) 
admits a simple root yEA such that cp(y) =.". Since cp induces an 
isomorphism of L onto cp(L) which carries f( Y) to f( Y), the polynomial 
f( Y) is irreducible over L, and the ring L[y] is isomorphic to cp(L)[.,,], 
which is a field. In view of the maximality of L, this implies that 
y E L, whence." E cp(L). Therefore Aim is purely inseparable over 
cp(L ). 

REMARK. If AIm is a field of characteristic 0, then A itself has char
acteristic 0, and Corollary 2 shows the existence of a subfield L of A 
which is a field of representatives for the residue classes mod m. It can 
be proved that such a field of representatives exists whenever A is com
plete and has the same characteristic as Aim (see § 12, Theorem 27). 
However, already from the proof of Corollary 2 it follows that such a 
field of representatives exists under the additional assumption that Aim 
admits a separating transcendence basis over its prime field (in parti
cular if Aim is a finitely generated extension of its prime field). 

The bilinear lemma may also be used for showing that a complete 
semi-local ring is isomorphic to a direct product of complete local rings. 
We prove a slightly more general result. 

THEOREM 18. (Decomposition theorem). Let A be a ring, and m 
an ideal in A such that A is a complete Hausdorff space for its m-topology. 
If Aim is the direct sum of two ideals 'olm and 'o'lm, tlien A is the direct 

00 00 

sum of the ideals n= n 'on and n' = n 'o'n. The m-topology of n 
n=O n=O 

(considered as an A-module), its (mn)-topology, and the topology induced 
on n by the m-topology of A are all identical, and n is a complete Hausdorff 
space for this topology. Similarly for n'. The rings n/mn, AI'o' and 'olm 
(or n'/mn', AI'o and 'o'/m) are isomorphic. 

PROOF. Let e and e' (e E 'olm, e' E '0' 1m) be the orthogonal idempo
tents corresponding to the decomposition Aim = ('o/m) EB ('0' 1m) (Vol. I, 
Ch. III, § 13): we have e + e' = 1, ee' = O. We apply the bilinearlemma 
to the case in which E=E'=F=A,fis the multiplication in A, and 
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a = e, a' = e', y = O. Conditions (1) and (2) are satisfied. There thus 
exist elements a, a' of A, admitting e and e' respectively as m-residues, 
and such that aa' = O. We have a + a' == 1 (mod m), whence a + a' is an 
invertible element of A since A is complete (use formal expansion of 
1/(I-T)). Then the elements e=a/(a+a'), e'=a'/(a+a') satisfy the 
relations ee' = 0, e + e' = 1, and are therefore two orthogonal idempo
tents. We therefore have a direct sum decomposition A = Ae EB Ae' 
(Vol. I, Ch. III, § 13). 

We now proceed to prove the assertions about the ideals u and u'. 
Since e admits e as m-residue, it belongs to u, whence to every power un, 

to 

since e is an idempotent. We therefore have Aee n= n un, and 
"=0 

to 

similarly Ae'e n' = n u'n. Since u and 0' are comaximal, 0" and u'n 
n=O 

are comaximal, and we have u"nu'"=u"U'"=(uu')"=(uno')"=m" 
to 

(Vol. I, Ch. III, § 13, Theorem 31). Since n m"=(O), this implies 
"=0 

that n n n'=(O). From Aeen, Ae'en' and Ae+Ae'=A, we deduce 
that n + n' = A, whence A is the direct sum of the ideals n, n'. The 
relation n = n(Ae + Ae') cAe + (0) (since ne' e nn' = (0» proves that 
n=Ae; similarly n' = Ae'. Both the m-topology and the (mn)-topology 
of n admit the ideals m"n as basic neighborhoods of 0, since, on the one 
hand, we have m"n = m"n" (as n is an idempotent ideal), and on the 
other hand, we have m" = m"e ffi m"e', and hence nt" n n = nt" n Ae = 
Aem"= m"n. This shows that the (ntn)-topolugy of n is induced by the 
m-topology of A. If {Xj} is a Cauchy sequence of elements of n and if 
x is the limit of that sequence in A, then we observe that xe is the limit 
of the sequence {xje}, i.e., of {x;}. Since A is a Hausdorff space it 
follows that x = xe E n, showing that also n is a complete (Hausdorff) 
space. Finally, since we have proved above that mn = m n n, it follows 
that the ring n/mn is isomorphic to n/(nt n n)=(m + n)/m=(m + Ae)/m= 
e·(A/m)= u/m:::.A/u'. This completes the proof of Theorem 18. 

COROLLARY 1. Let A be a ring, m an ideal in A such that A is a com
plete Hausdorff space for its m-topology. If A/m is a direct sum of q 

to 

ideals o)m, then A is the direct sum of the ideals n j = n 0/. We have 
n=O 

mnnj= mn n nj, and the (mnj)-topology of the ring nj coincides with the 
topology induced on nj by the m-topology of A. The rings nj/mnl' o)m 
and A/ .L nj are isomorphic. 

j .. i 
We proceed by induction on the number q of the ideals nj, the ·case 
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q=2 being covered by Theorem 18. We notice that Aim is the direct 
sum of 'Ol/m and of L 'Oj/m, and we apply Theorem 18 and the induc

Nt 
tion hypothesis. Further details are left to the reader. 

COROLLARY 2. A complete semi-local ring A is a direct sum of com
plete local rings. In particular, if A is a domain, it is a local ring. 

Let m be the intersection of the maximal ideals ~i of A. Then Aim 
is the direct sum of the ideals '0 jim, where 'OJ = IT ~i = n ~i' Since 

,''} ,''} 
'~j is maximal, 'Oj/m;;;;A/~j is a field. Thus the direct summand 

ro 

nj = n '0/ of A which is such that nj/mnj= 'OJ/m is a field and which is 
n=O 

a complete Zariski ring for its (mnJ-topology (§ 4, Example 3), is a local 
ring (Theorem 10, § 4). The second assertion follows from the fact 
that a direct sum of h ideals, h> 1, is always a ring with zero-divisors. 

REMARK. Let A be a (not necessarily complete) semi-local ring, and 
m the intersection of its maximal ideals ~i' We consider A; the ideal 

A~i is maximal, and A is the direct sum of the ideals nj = n (n A~i)n. 
n=O ,'') 

Denote by rp j the" projection" of A onto n j ; there exists an idempotent e 
00 

such that rp j(x) = ex for any x in A and such that 1 - e E n A~ /. Con-
n=O 

sider the restriction of rpj to A. For every elementy E A, y i ~j,rpi(Y) is 
invertible, since it does not belong to the maximal ideal Am n nj of nj . 

00 

On the other hand, the kernel of rpj is n A~/, whence the kernel of its 
n=O 

00 00 00 

restriction to A is Ann A~/= n (A n A~/) = n ~/ (Theorem 9, 
n=O n=O n=O 

00 

§ 4). We notice that n Pi" is also the kernel of the canonical homo-
n=O 

morphism of A into the quotient ring Ap. (Vol. I, Ch. IV, Theorems 19 
I 

and 20). Therefore the subring rpj(A)q'j{P j} of nj is isomorphic to A p !, 

This subring is a local ring, its local ring topology is obviously induced 
by the topology of ni , and the ring is dense in nj since A is dense in A, 
and since therefore rpj(A) is also dense in nj. Therefore the direct sum
mand nj is isomorphic with the completion of the quotient ring Ap . 

i 

§ 8. Characteristic functions. Let A be a semi-local ring, m the 
intersection of its maximal ideals. We recall (see § 2) that an ideallJ of 
A is open if and only if it contains some power of m. For any integer 
n ~ 1, the m.,.topology of A is identical with the mn-topology of A. 
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Since A is a semi-local, it follows from Theorem 10, § 4 (where we 
replace m by m") that the ring AIm" satisfies the d.c.c. If '0 contains a 
power m" of m, then a fortiori also the ring A/'IJ satisfies the d.c.c., since 
this ring is a homomorphic image of AIm". Conversely, if Alb satisfies 
the d.c.c., we must have m" + '0 = m,,+1 + '0 for all large n, and therefore 
'0::> m" if n is large, since '0 is a closed set and since therefore '0 is the 
intersection of the ideals m" + b. Thus, the condition that '0 is open is 
equivalent to the condition that the ring Alb satisfies the d.c.c. 

Let {pJ be the set of maximal ideals of A. Then the primary repre
sentation of '0 is 

(1) '0 = n q. = II q.,. 
. J . J 

J J 

where qj is either primary for Pj or is equal to A. The ideal '0" is equal 
to II q/= n q/ since the ideals q/ are pairwise comaximal. The 

J J 

length of the ideal '0" is therefore finite (Vol. I, Ch. IV, § 13, Theorem 
24). We call characteristic function of the ideal '0 and denote by Pu(n) 
the length "('0"). Since the ideals q/ are pairwise comaximal, and since 
'0"= n q/, the ring Alb" is isomorphic to the direct sum of the rings 

j 

Alq/. Hence 

(2) Pu(n) = 2: "( q/). 
j 

Since the ideal q/ is primary for Pj. the length ,\( q/) is equal to the 
length of the ideal q/Apj in the local ring Ap,; in other words, (2) may 
be written as 

(2') Pu(n) = 2: Pq A (n) = L PUA (n). 
j I P, j P, 

We now prove that the characteristic function Pu(n) is a polynomial 
for n large enough. More generally: 

THEOREM 19. Let A be a semi-local ring, '0 an open ideal in A, and E 
a finite A-module. Then the length of the A-module Elb"E is finite, and 
is a polynomial n for n large enough. In particular, the characteristic 
function Pu(n) is a polynomial in n for n large enough. 

PROOF. We consider the associated graded module G(E)= 
'" .L bnEI'U,,+1E. It is a finite module over the associated ring G(A)= 

,,=0 
00 

L '0"/'0,,+1 (§ 1), and G(A) is a factor ring (Alb)[X l • ...• Xq]/e of the 
n=O 
polynomial ring R=(A/b) [Xl" ..• Xq] modulo a homogeneous ideal 



§8 CHARACTERISTIC FUNCTIONS 285 

6. Hence G(E) is a finite graded module over R. Since A/'o is a ring 
which satisfies the d.c.c., we may apply Hilbert's theorem (VII, § 12, 
Theorem 41), which tells us that the length of 'onE/'on+1E is a polynomial 
in n, for n large enough. From this it follows also that the length 

n-1 
f(E/'onE)= L f('oiE/'oHIE) is a polynomial for n large enough. 

j=O 
Q.E.D. 

The polynomial to which Po(n) is equal for large values of n is called 
the characteristic polynomial of the ideal '0. We shall denote it by 
.Pu(n), and sometimes by Pu(n) when we are dealing with large values 
of n. As in Chapter VII, § 12 (see p. 233), we find also here that, if 
Pu(n) is a polynomial of degree d, its coefficients are integral multiples of 
l/d !. 

We first prove some simple results about characteristic functions. 
LEMMA 1. Let '0 be an open ideal in a semi-local ring A. Then 

P Au(n) = Pu(n). 

PROOF. In fact, A/'on and A/A'on are isomorphic (§ 2, Theorem 6). 
LEMMA 2. If '0 and '0' are open ideals in a semi-local ring A and if 

'oc '0', then Po(n) ~ Po,(n) for all n. 
PROOF. Obvious. 
LEMMA 3. Let '0 be an open ideal in a semi-local ring A and let x be an 

element of '0. Then 

Pu/AAn) = Pu(n)-A('o":Ax). 

PROOF. In fact, (A/Ax)/('o/Ax)" is isomorphic to A/('o" + Ax), 
whence 

Pu(n)-Pu/Ain) = f(A/'o")-f(A/('on+Ax)) = f«'on+Ax)/'on) 
= f(Ax/('on n Ax)) = f(Ax/(Ax.('on:Ax))) = f(A/('on:Ax)) = A('o":Ax). 

(Notice that the kernel of y -+ yx is contained in 'on:Ax.) 
Lemma 3 is useful in the following way. Let s be the greatest ex

ponent such that x E '0' (whence xi 'os+1). It is clear that 'on: Ax:::> 'on-s. 
If we can prove that 'on: Ax is "not too different" from 'on-s, we can deduce 
from Lemma 3 that Pu/AAn) is not very different from Pu(n)-Pu(n-s), 
a circumstance which is useful for devising proofs by induction (see 
below). We thus introduce the following notion: an element x of A 
is said to be superficial of order s for '0 if x E '0' and if there exists an 
integer ( such that 

(3) ('on: Ax) n 'oe = 'on-s 

for every large enough n. It follows from Lemma 3 that: 
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LEMMA 4. Let tl be an open ideal in a semi-local ring A, and x be an 
element of A which is superficial of order s for tl. Then there exists an 
integer c such that 

PD(n)-PO(n-s) :s; PD/Ain) :s; PD(n)-PO(n-s)+Po(c), 
for n large enough. 

PROOF. In fact, (3) implies that we have 

!«bn:Ax)/bn- s) = !«bn:Ax)/«b":Ax) n be)) 
= !«be + (bn : AX))/be) :s; !(A/be) = PD(c) , 

whence O:S;Po(n-s)-,\(u":Ax):s;Po(c). Using now Lemma 3, we 
easily get the double inequality in Lemma 4. 

It follows from Lemma 4 that the charactenstic polynomial PO/A,.(n) 
differs from the polynomial Po(n)-Po(n-s) only by its constant term. 

We are now led to the question whether, given an open ideal b in a 
semi-local ring A, there exist superficial elements for b. The following 
result gives a partial answer: 

LEMMA 5. Let b be an open ideal in a semi-local ring A. There exist 
an integer s and an element x of A such that x is superficial of order s for b. 

PROOF. Let s be an integer and x an element of b' such that x ¢ bH1• 

The relation tln : Ax = bn- s is valid if the initial form x of x in the asso-
<Xl 

ciated graded ring G(A) = L bn/b"+! is not a zero divisor in G(A) 
n=O 

(§ I, p. 249). The relation (b":Ax) n tl e = tl';-s is true if every homo-
geneous element a E G(A) such that ax=O has a degree <c. This 
being so, we consider in G(A) the associated prime ideals ~j of (0). 
We assume that, for 1 ~j ~ h, ~ j does not contain the ideal x = 

<Xl L bn/bn+! of elements of positive degree in G(A), and that ~j::>x for 
,,=1 
h + 1 ~j ~ k. It is easily seen that there exists a homogeneous element x of 
positive degree, say s, such that x rF ~ j for 1 ~j ~ h. t To prove this, we 
may replace the set {~J, 1 ~j ~ h, by the set {~,J of maximal elements in 
that set. Since x ¢ \13 ", there exists a homogeneous element {3" of I 
such that (3" ¢ \13". On the other hand, for IL' =1= IL there exists a homo
geneous element XI'''' in \13,," which does not belong to ~". We set 
x,,=(,BJI X"",)n(,,), the exponents n(fL) being chosen in such a way 

"'¥,, 
that the elements X" have the same degree. We then have X" rF~" and 
X" E ~ ,,' for fL' =1= fL. Hence the element x = L X" satisfies the condi-

" tions x ¢~" for 1 ~IL~h. 
t This result generalizes to homogeneous ideals and homogeneous elements. 

a result proved in Vol. I, Ch. IV. § 6 (Remark, p. 215). 
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Let OJ be a primary component of (0) corresponding to ~ j. For 
h + 1 ~j ~ k, OJ contains some power of~. Let c be an exponent such 

k 
that ~cc n OJ. Suppose now that IX is a homogeneous element of 

j=h+1 

G(A) such that XIX = O. From X ¢ ~ J for 1 ~j ~ h, we deduce that 
IX E OJ for 1 ~j ~ h. If, furthermore, the degree of IX is ~ c, we deduce 

k 
from ~cc n OJ, that IX belongs to all the primary components of (0), 

. i=h+1 

whence that IX = 0. Therefore, if IX is different from 0, its degree is < c, 
and oX has the required property. 

REMARKS ABOUT LEMMA 5. 
(1) The proof of Lemma 5 shows that, given a finite family (.~m) of 

homogeneous ideals of G(A) such that no ~m contains any power of ~, 
the homogeneous element oX may be chosen as to satisfy the condition 
x ¢ ~m for every m: in fact, for every m, we add to the family ~ j (1 ~j ~ h) 
of homogeneous prime ideals, an associated prime ideal ~'m of ~m which 
does not contain~. It follows that, given a finite family {om} of ideals of 
A, none of which is open, there exists an integer s and an element x which is 
superficial of order s for I) and which does not belong to any Om. In fact, we 
take for ~m the leading ideal of Om (§ 1), and notice that ~m does not con
tain any power of~, for if, say, ~m::> ~I, then I)tC om + 1)1+1 and therefore 

00 

btcOm+bt+n for every n; since Om is closed, i.e., since n (om+bn)=om' 
n=O 

this would imply I)IC om> in contradiction with the fact that Om is not 
open. 

(2) Superficial elements of a given order do not necessarily exist (for 
example, the maximal ideal of K[[X, Y]]/(X Y(X + Y», where K is a 
field with two elements, has no superficial elements of order 1). How
ever, such a circumstance is due to the finiteness of the residue field. 
In fact, we now prove that, given a local ring A whose residue field Aim. 
is infinite and given an open ideal I) of A (i.e., an ideal which is primary for 
the maximal ideal m), then for any finite family Om of non-open ideals of 
A and any integer s > 0, there exists an element x of A which is superficial 
of order s for b and which does not belong to any Om. In order to prove 
this assertion we denote by ~m the leading ideal of om' and by I.l3 j the 
prime ideals of (0) in G(A) which do not contain ~; then, as in Remark 1, 
none of the ideals ~m' ~ j contains any power of~. Since~' is gener
ated by I)' /b,+1, none of the ideals ~m' I.l3 j contains b' /,0'+1. Thus, in the 
(A/I)-module E= b'/I),+1 we have a finite number of submodules Fi 
distinct from E (namely, the intersections of E with the ideals ~m and 
I.l3 j)' and we have to find an element of E which does not belong to any 
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Fj. We first notice that, if we denote by nt' the maximal ideal ml'O of 
A/'O, we have Fj+ m'EofE, for if E=:=Fj+m'Ethen E=Fj +m'(Fj + m'E) 
=Fj+ m'2E= ... =Fj+ m'nE for every n, and hence (since m' is a nil
potent ideal) E=Fj, a contradiction. Therefore, in Elm'E, which is a 
vector space over the infinite field A/m, the subspaces (Fj + m' E)/m' E 
are distinct from the entire space, whence there exists an element [ of 
Ejm'E such that [¢ (Fj + m'E)/m'E, for every i. If we take for x a 
representative of [ in E, we have x ¢ F j , for every i, and we may take 
for x any element of IJS having x as initial form. 

§ 9. Dimension theory. Systems of parameters. Let A be a 
semi-local ring, m the intersection of its maximal ideals, 0 and 0' two 
ideals in A admitting m as radical. Then '0 and 0' are open sets, and 
the characteristic functions Po(n) and Po,(n) are defined (§ 8). Further
more, there exist integers a and b such that 

o ~ lJ'a and 0' ~ ob. 

Thus it follows from Lemma 2, § 8, that 

Po(n) ~ Po,(an) Po,(n) ~ Po(bn). 

These inequalities imply that the polynomials Po(n) and Po,(n) have the 
same degree d. This degree is called the dimension of the semi-local ring 
A, and denoted by dim (A). If we denote by ~j the maximal ideals of 
A, formula (2') in § 8 (p. 284) shows that 

(1) dim (A) = maxj (dim (Ap). 

Since ApI is a local ring, expression (1) of dim A allows, in many 
dimension-theoretic questions, a reduction to the case of local rings. 
I t follows from Lemma 1, § 8, that the completion A of A has the same 
dimension as A. If a is an ideal in a semi-local ring A, the dimension 
of the semi-local ring A/a is called the dimension of the ideal a. 

THEOREM 20. Let A be a local ring, m its maximal ideal. The 
following integers are equal: 

(a) The dimension d of A. 
(b) The height h of the prime ideal m (Vol. I, Ch. IV, § 14). 
(c) The smallest integer r for which there exist r elements of A which 

generate an ideal which is primary for m. 
PROOF. The equality of the integers defined by (b) and (c) has been 

proved in Vol. I, Ch. IV, § 14, Theorems 30 and 31. We prove that 
d = r. More generally we prove that, given a semi-local ring A, its dimen
sion d is equal to the smallest integer r for which there exist r elements of A 
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which generate an ideal having as radical the intersection m of the maximal 
ideals of A. 

We first prove that, if an ideal b has m as radical then it cannot be 
generated by less than d ( = dim A) elements. In fact, suppose that b 

may be generated by s elements. Then the associated graded ring 
00 

L bn/bn+l is isomorphic to a factor ring of the polynomial ring 
"=0 
(Ajb)[X I , ... , X,] by a homgeneous ideal~. Since the module of 
polynomials of degree $, n in (A/b)[XI , ...• X,] has a length equal to 

"-I 

f(A/o)("t'), it follows that the length of L bi/Oi+l, i.e., f(A/b"), is 
i=O 

$, f(A/b)(";'). As (";') is a polynomial of degree s in n, it follows that 
the degree d of Po(n) is $,s. 

It remains to be proved that there exists an ideal b generated by d 
elements and admitting m as radical. For the proof we proceed by 
induction on d. If d = 0, Pm(n) remains constant for n:? no, whence 

co 

mno = (0) since n m" = 0; we may then take b = (0), since we agree that 
"=0 

(0) is generated by the empty set of elements of A. Suppose now that 
A has dimension d> 0, and that our assertion has been proved for every 
semi-local ring of dimension d - 1. By Lemma 5, § 8, there exists an 
integer q and an element Xd of m which is superficial of order q for m. 
Then (Lemma 4, § 8) the characteristic polynomial Pm/Ax/n) differs 
from P m(n) - P m(n - q) only by its constant term. It follows that 
P m/A"d(n) is a polynomial of degree d - 1 (note that we have assumed 
that d> 0), i.e., that A/Axd' has dimension d - 1. By our induction 
hypothesis there exist elements Xl' ... , Xd- l of A = A/Axd such that 

d-t 

the radical of L AXj is the intersection m/Axd of the maximal ideals of 
i= t 

A = A/Axd • Taking representatives Xl' ... , Xd _ l of Xl' ... , Xd_l in 
d 

A, we see immediately that m is the radical of L AXj. This com
j = t 

pletes the proof. 
In the above proof of Theorem 20 we have used from Vol. I, Ch. IV, 

§ 14, Theorem 31 which is quite elementary, but we have also used 
Theorem 30 which is rather difficult and uses the "Principal ideal 
theorem" (Theorem 29, Vol. I, Ch. IV, § 14). We shall give here a 
second proof of Theorem 20 which is independent of the cited Theorem 
30 but uses the lemma of Artin-Rees (§ 2, Theorem 4'; more specifically 
formula (5) of § 5) and the properties of characteristic polynomials. In 
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this second proof we shall establish the inequalities r;;;; hand h;;;; d (the 
inequality d;;;; r has already been established in the first part of the pre
ceding proof). 

The inequality r $. h follows from Vol. I, Ch. IV, § 14, Theorem 31. 
In fact, if h is the height of m, there exists an ideal q generated by h 
elements and admitting m as an isolated prime ideal. As m is the maxi
mal ideal of a local ring A, this implies that q is primary for m. We 
therefore have r;;;; h. 

We finally prove the inequality h $. d. We proceed by induction on 
d. The case d = 0 is ~asy, since Pm(n) is then constant for n ~ no, whence 
mno = (0), and A is a primary ring with m as unique prime ideal. Now 
we suppose that A has dimension d, and we consider a maximal chain 
l:'o < l:'l < ... < l:'h = m of prime ideals in A. Since the length of 
A/(l:'o+ mn) is not greater than the length of A/mn, we have Pm/po(n) $. 

Pm(n), whence the dimension d ' of A' = A/l:'o is $. d. We choose an ele
ment x' t- 0 in the ideall:'l/l:'o of A', and denote by m' the maximal ideal 
m/l:'o of the local ring A'. By formula (5) of § 5 there exists an integer k 
such that min: A' x' c m'n- k for every n ~ k. Since min: A' x' obviously 
contains min-I, we have the double inequality Pm,(n - k) $.,\( min: A' x') $. 

Pm.(n-l). Thus, by Lemma 3 (§ 8), we have PI1I .(n)-PII\.(n-l)$. 
Pm' /A"..(n) $. Pm,(n) - Pm,(n - k), from which it follows that the degree 
of Pnt'/A'x.(n), i.e., the dimension of A'/A'x', is equal to d' -1. Since 
d I _ 1 $. d - 1, the induction hypothesis shows that the length of any 
chain of prime ideals in A'l A' x' is $. d - 1. In particular the chain 
l:'l/(l:'o+Ax)< ... <l:'hl(l:'o+Ax) (x: element of l:'l admitting x' as l:'o
residue) has at most d terms. Therefore h $. d, and our assertion is 
proved. Q.E.D. 

REMARKS: 

(1) We can even easily deduce Theorem 30 of Vol. I, Ch. IV, § 14 
from the present Theorem 20. In fact, if R is a noetherian ring, a an 
ideal in R admitting a basis of r elements and ~ an isolated prime ideal 
of a, then the dimension of the local ring Rp is $. r by Theorem 20 (c), 
whence the height of the maximal ideal l:'Rp (i.e., the height of l:'; see 
Vol. I, Ch. IV, § 11, Theorem 19) is at most r and this proves the c~ted 
Theorem 30. Furthermore, the principal ideal theorem (Vol. I, Ch, IV, 
§ 14, Theorem 29), which is a particular case of Theorem 30 (Vol. I, 
Ch. IV, § 14), is also an easy consequence of Theorem 20, We have 
therefore sketched an alternative treatment of the theory of prime ideals 
in noetherian rings, which is smoother than the one given in Vol. I, 
Ch. IV, § 14, but which is less elementary since it essentially uses the 
theory of characteristic polynomials. 
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(2) Concerning the existence of an ideal \:) generated by d elements 
and admitting m as radical, we give now another proof which makes 
use of properties of polynomial ideals established in the preceding 
chapter. 

00 

Let 2: mn/mn+1= k[Xl' X 2, .•. ,XmJ/a, where k=A/m and a is a 
n=O 

homogeneous ideal. The length of mn/mn+1 is given by Pm(n+ 1)-
Pm(n), for large 11, and is therefore equal to a polynomial of degree d-l. 
On th~ other hand, that length is also equal to x( a; n), where X is the 
characteristic function of the ideal a. Hence the projective dimen
sion of a is equal to d - 1 (VII, § 12, Theorem 42). Let {<Pi(X)} be a 
set of d forms in k[ X] such that the ideal generated by a and the forms 
<Pi(X) is irrelevant. For each i fix an element zi in A whose initial form 
is the a-residue of <Pi' and denote by B the ideal generated in A by the 
d elements Zi' Then the leading ideal of B contains a power of the 
leading ideal of m, say the q-th power. From this follows in the usual· 
way that mq is contained in the intersection of the ideals B + mi, i.e., mq 

is contained in B, and hence the Zi generate an ideal having m as radical. 
COROLLARY 1. Let A be a semi-local ring and x an element which is 

superficial for some ideal \:) admitting m as radical. Then 

dim (A/Ax) = dim (A)-I. 

This has already been established in the course of the proof of Theorem 
20. 

COROLLARY 2. Let A be a local ring and x an element of A which is 
not a zero divisor in A. Then 

dim (A/Ax) = dim (A) - 1. 

In fact, it follows from relation (1) and from Theorem 20 that dim (A) 
is the height h(m) of the maximal ideal m of A and that dim (A/Ax) = 

h(m/Ax). Since a maximal chain of prime ideals in A/Ax corresponds 
to a chain ~1 < ~2< ... < lJq+1 = m in A in which lJ 1 is an isolated 
prime ideal of Ax and therefore (Vol. I, Ch. IV, § 14, Corollary 2 to 
Theorem 29) a prime ideal of height 1, we have q= dim (A/Ax);£ 
dim A - l. On the other hand, let {z l' Z 2' ... , Zq} be a system of 
parameters in A/Ax and let Zi be a representative of Zi in A. Then the 
elements ZI' Z2' : .. , Zq' x generate in A an ideal which is primary for m. 
Hence q+ 1 ~ dim A. 

COROLLARY 3. Let A be a semi-local ring, and B an averring of A 
which is a finite A-module. Then dim (A) = dim (B). 
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If {~j} is a chain of distinct prime ideals of B, then the ideals A n ~ . 
are distinct, since B is integral over A (Vol. I, Ch. V, § 2, Complement 1 
to Theorem 3), and therefore dim B:s: dim A. If PI < P2 < ... < J;Jh is a 
chain of prime ideals of A, then the corollary to Theorem 3 of § 2, Vol. I, 
Ch. V, shows successively the existence of prime ideals ~l' •.. , ~h in 
B such that ~l n A = J;JI' ~2 n A = P2 and ~2 > ~l' ... , 1.l3" n A = Ph and 
~h > ~h-l' Since the ideals ~j are obviously distinct, we have 
dim A:s: dim B. Q.E.D. 

Given a local ring A of dimension d, a system {Xl' ... , xd} of d ele
ments of A which generates a primary ideal for the ideal m of non-units 
of A is called a system of parameters of A. Theorem 20 shows the 
existence of systems of parameters in any local ring. It is clear that 
{Xl> ... , Xd} is also a system of parameters of the completion A of A. 
Notice that if {Xl' ... , xd} is a system of parameters of A, then the 
dimension of AI(Ax l + : .. + AXj) is d - j. In fact, more generally, 
given any j elements Yl> ... ,Yj of a local ring A, we have 

d' = dim (AI(AYI + ... + AYj)) ~ dim (A) - j, 

since, given a system of parameters {Zl' ... , Zd'} in AIC'2. Ay;), the 
elements {YI" .. 'Yj' Zl' ... ,Zd'} (Zi: a representative of Zj in A) 
generate an open ideal in A, whence d' + j ~ dim (A). Furthermore, if 
{Xl' ... , Xj} is a subset of a system of parameters {Xl' ... , xd}, the ideal 
generated by the residue classes of Xj+l' ... , Xd mod (AXI + ... + AXj) 
is open, whence dim (AI(Axl + ... + AXj)) ~ d-j, and this proves our 
assertion. 

We intend to study the "relations" between the elements of a system 
of parameters: 

THEOREM 21. Let A be a local ring, {Xl' ... , Xd} a system of para
meters of A, m the maximal ideal of A, and F(XI' ... , Xd) a homogeneous 

d 

polynomial of degree s over A. Let q be the primary ideal .L AXj. If 
i= 1 

F(XI' ... , Xd) E mq', then all the coefficients of F are in m. 
00 

PROOF. Consider the direct sum .L qn/mqn=k[X1,"', XdJ/a, 
n=O 

where k = Aim and a is a homogeneous ideal in k[X]. We have to show 
that a is the zero ideal. Suppose the contrary is true. Then the dimen
sion theory of polynomial rings tells us that we can choose d - 1 forms 
'P;(X), of positive degrees, such that the ideal generated by a and the 
forms 'Pi is irrelevant. The a-residues of the 'Pi will therefore be a 
homogeneous system of integrity in the ring k[XJ/a (see the Lemma in 
VII, § 7). We may assume that the 'Pi are of like degree t > O .. We 
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choose elements Zl. Z2' ... , Zd_l of q' " .. hose mqt-residues are precisely 
the a-residues of the forms rpj' and we denote by 0 the ideal generated 
by the Zj' Expressing the fact that the m q-residue of each Xj satisfies 
an equation of integral dependence over the ring generated over k by 
the a-residues of the 'Pi' one finds at once that there exists an integer h 
such that xl E b + m qh, j = 1, 2, ... ,d. From this it follows easily that 
q"C 0 + m q" for all large n, whence q"C 0, for large n; a contradiction, 
since 0 is generated by only d - 1 elements. 

COROLLARY 1. Let A be a local ring, K a sub field of A, and 
{Xl' ... , Xd} a system of parameters of A. Then the elements Xl' ... , Xd 
are algebraically independent over K. 

Let G(XI' ... , X d) be a non-zero polynomial over K such that 
G(XI" .. ,xt/)=O. Denote by F(XI" . " X d) the lowest degree form 
of G, and by s the degree of F. From G(Xl' ... , Xd) = 0, we deduce 
that F(XI' ... , xd) E q,+l, where q = L Ax;, whence F(XI' ...• xd) E mq'. 
Then Theorem 21 shows that all the coefficients of F are in m. Since 
they are all in the subfield K of A, this implies that they are all 0, in 
contradiction with the fact that F is the lowest degree form of a non-zero 
polynomial. 

COROLLARY 2. Let A be a complete local ring, K a sub field of A, and 
{Xl' ... , xd} a system of parameters of A. Then the elements Xl' ... , Xd 
are analytically independent over K (cf. § 2, p. 258) . 

. As in Corollary 1, we consider a non-zero power series G(XI' ... , X d) 
00 

over K such that G(XI' ... ,xd)=O, and we write G= L Fj where F j 
j;::'j 

is a form of degree j and where F,:f:. O. The relation F,(xl! ... , xd) = 
00 d 

- L Fj(xl!"" xd ) E q,+l (where q = L Ax,) implies, as in Corollary 
j=,+1 ;=1 

1, that all the coefficients of F, are equal to 0, in contradiction with 
F,:f:. O. 

REMARK. Let A be a complete local ring containing a field K such 
that A/m (m: maximal ideal of A) is a finite algebraic extension of the 
canonical image of K in A/m. Then, if {XI' ... , xd} is a system of para
meters of A, A is a finite module over B=K[[xl> ...• xd]]' In fact, A is 
a module over B, and, if we denote by I the ideal (Xl' ... ,xd ) of 
B, the natural topology of A is its I-topology (since AI is primary 
for m). Furthermore A/AI is a finite dimensional vector space over 
K, since Ax contains a power of m and since Aim, m/m2, m2/m3, 
etc., are finite-dimensional vector spaces over K. Since K=B/x, 
and since B is complete, our assertion follows from Corollary 2 to 
Theorem 7 (§ 3). 
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§ 10. Theory of multiplicities. Let A be a semi-local ring of 
dimension d, and q an open ideal of A, admitting the intersection m of 
the maximal ideals tJ j of A as radical. Then the characteristic poly
nomial Pq(n) is of degree d, by the definition of the dimension of A 
(§ 9). Its leading term has the form 

e( q)ndld!, 

where e( q) is an integer (cf. VII, § 12). The integer e( q) is called the 
multiplicity of the ideal q. The integer e(m) is called the multiplicity 
of the semi-local ring A. 

If all the quotient rings Ap have dimension d, then it is clear that 
j • 

(1) e( q) = L e( qAp ). 
j j 

Denoting by qj the primary component of q relative to tJj' we deduce 
from (1) that we have also 

(2) 

In an important case it is possible to reduce the study of multiplicities 
to the case of ideals generated by systems of parameters. 

THEOREM 22. Let A be a local ring, m its maximal ideal, q an ideal 
which is primary for m. If Aim is an infinite field, there exists an ideal 
q' c q, generated by a system of parameters and such that e( q') = e( q). 

PROOF. We proceed by induction on the dimension d of A. For 
d = 0, every proper ideal q of A is nilpotent, whence all the characteristic 
polynomials Pq(n) are equal to the constant I(A) (= length of the A
module A); we may thus take q' = (0), since we agree that (0) is generated 
by the empty set, which is thus the only system of parameters of A. 

We now pass to the case d = 1. Note that, if d = 1, then m is the only 
prime ideal in A which is not an isolated prime ideal of (0). We take 
an element x of q which is superficial of order 1 for q and which lies 
outside all isolated prime ideals of (0) (Remark 2 to Lemma 5, § 8). 
Everything is quite simple if x is not a zero divisor in A (or, equivalently, 
if m is not a prime ideal, necessarily imbedded, of (0». In fact the 
relations (qn:Ax) n qC= qn-l (§ 8, relation (3), p. 285) and qn:Axc qs(n) 

with s(n) ~ 00 (§ 5, Corollary 1 to Theorem 13; here is where we use the 
assumption that x is not a zero divisor) show that q": Ax = qn-.l for n 
large enough, whence Pq/Ax(n)=Pq(n)-Pq(n-1) (Lemma 3, § 8). 
Since Pq(n) is of degree 1, the right-hand side is e( q). On the other 
hand, since x is not contained in any of the isolated prime ideals of (0), 
Ax is primary for tn, m/Ax is the only prime ideal of A/Ax, whence the 
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local ring A/Ax has dimension O. Consequently, for n large, Pq/A,,(n) 
is the length of A/Ax. This is also the length of Axn-l/Axn since A/Ax 
and Axn- 1 / Axn are isomorphic under the mapping z + Ax -+ zxn- 1 + Axn 
(x not being a zero divisor). We therefore have e( q) = e(Ax) in this case. 

Still in case d = 1, we now assume that m is an imbedded prime ideal 
of (0) (i.e., that all the elements of m are zero-divisors in A). Then the 
annihilator a of x is an ideal which, if considered as an A-module, has a 
finite length s (since it is annihilated by Ax and since, by 
Corollary 1 of Theorem 20, § 9, A/Ax has dimension zero). We con
sider the factor ring A* = A/a. For every open ideal 0 of A, we have 

00 

un n a = (0) for n large since n (on n a) = (0) and since a is an A-module 
n=O 

of finite length. Thus, if we set o*=(o+a)/a, we have Po*(n)= 
(A* /o*n) = (A/( a + on» = (A/on) - ((a + on)/on) = (A/on) - t( a/(a non» 
= (A/on) - s for n large enough, since on n a = (0) for large n. In other 
words, we have Po*(n}=PD(n)-s, whence e(o)=e(o*), since Po is a poly
nomial of degree 1. In particular, we have e( q) = e( q*) and e(Ax) = 
e(A*x*) (q* = (q + a)/a, x* = a-residue of x; note that the ideal Ax is 
primary, with m as associated prime ideal). Since x* is superficial of 
order 1 for q* and is not a zero-divisor in A*, the first part of the proof 
shows that e( q*) = e(A*x*). Therefore e( q) = e(Ax). 

Now, in the passage from d - 1 to d for d ~ 2 no complications will be 
caused any more by zero-divisors. Let d be the dimension of A. We 
take again an element x which is superficial of order 1 for q (Remark 2 
to Lemma 5, § 8), and set A* = A/Ax, q* = q/Ax. Then the polynomials 
Pq*(n) and Pq(n) - Pq(n -1) differ only by their constant term (Lemma 4, 
§ 8). Since they are of degree d - 1 ~ 1, they have the same leading 
term, whence e(q*)nd-1/(d-l)!=e(q)nd-1/(d-l)! (since nd-(n-l)d 
has dnd- 1 as leading term) and therefore e( q*) = e( q). By the induction 
hypothesis there exists a system of parameters {X*I"'" X*d_l} 

(x*j E q*) of A* such that e( q*) =e( ;~: A*X\). Then if Xj denotes a 

representative of x* j in q, {x l' ... , Xd_1' x} is obviously a system of para
meters in A; let q' be the ideal generated by this system in A. By 
Lemma 3, §8, we have PQ'/Ax(n)=Pq-(n)-A(q'n:Ax)?Pq,(n)-Pq,(n-l) 

since q'n:Ax:) q'n-l. Therefore e(q'IAx)=eC~: A*x*j) ~e(q'). From 

this inequality and from the relation e( q*) = e( di,1 A*x*.) we deduce 
j= I J 

that e( q) = e( q*) ~ e( q'). Since q' c q, we have also e( q)::; e( q'). There
fore e( q') = e( q), and our theorem is proved. 
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REMARK. If the ideal q is generated by a system of parameters 
{Y}, ... ')'d}' it is also generated by a system of parameters {XII' .. , Xd} 
such that 

(3) e( q) = e( q/Ax}) = ... = e( q/(Ax} + ... + AXd_}))' 

In fact, there exists, by a reasoning similar to the one given in Remark 2 
to Lemma 5 (§ 8), an element Xl of q which is superficial of order 1 for 
q and which may be written in the form X}=IlYI+a2Y2+ ... +adYd 
with u¢m. (Observe that [mYI+(Y2""'Yd)+q2]/q2 is a proper 
submodule of q/q2.) Then, by the last part ofthe proof of Theorem 22, 
we have e(q)=e(q/Ax}), and q is also generated by {X I'Y2"" 'Yd}' 
We operate in the same way in A/AxI' A/(Axi + Ax2), etc., up to Xd_l. 
We take Xd to be Yd' Now we consider the one-dimensional local ring 
B=A/(Ax} + ... +AXd_l) and the residue class X* of Xd in B. We 
have e( q) = e(Bx*) by relation (3), and x* is a parameter in B. If x* is 
not a zero-divisor in B (i.e., if the maximal ideal of B is not entirely com
posed of zero divisors) then the modules B/Bx* and Bx*n/Bx*n+1 are 
isomorphic (under the mapping z+'Bx* ~ zx*n+Bx*n+1). Then 
e(Bx*) which is equal to the length of Bx*n/Bx*n+1 (since B has dimen
sion 1), is equal toe(B/Bx*), i.e., to f(A/q). Therefore, if x* is not a zero 
divisor in B, the multiplicity of q is equal to its length. The condition 
that x* is not a zero-divisor in B is fulfilled if m is not an imbedded 
prime ideal of Ax} + ... + AXd_}' and, in particular, if this ideal is un
mixed; this is the case if A is a regular local ring (see Cohen's extension 
of Macaulay's theorem in § 12, Theorem 29). 

In general, we have the following relation between lengths and 
multiplicities: 

THEOREM 23. Let A be a local ring, {XII' .. ,Xd} a system of para
d 

meters of A, q the ideal 2: Ax;. Then e(q)~f(Ajq). If e(q)=t(Ajq), 
;= 1 

ao 

then the associated graded ring Gq( A) = L q71 / q7l+1 is isomorphic to the 
11=0 

polynomial ring B=(Ajq) [XII"" X d]; and conversely. 
PROOF. In fact Gq(A) is isomorphic to B/~, where ~ is a homo

d 

geneous ideal (§ 1). Denoting by I the ideal L BX;, we have 
;=1 

t(A/qn)=f(B/(l:"+~»~/(B/l:")=/(A/q)("+~-l). Since I(Ajqn) is a 
polynomial of degree d in n for n large, this implies the inequality 
e( q) ~ t(AI q). 

If the ideal ~ is # (0) then it contains a form F(X) # 0, say of degree q, 
whence also all the products of F(X) by the monomials of degree 
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< n - q. These products generate an (AI q)-module whose length is at 
least (n-q~d-l). Then the formula f(Alqn)=f(BI(~n+~)) implies that 
Pq(n)~f(Alq)("+~-l)_("-q~d-l), whence e(q)<f(Alq). This proves 
our second assertion. The converse is obvious. 

Notice that, if e( q) = f(AI q), the function Pq(n) is a polynomial in n 
for all values of n (and not only for the large ones). Furthermore, 
since the initial form Xi of Xi is not a zero divisor in Gq(A) = B, we have 
q": Xi = qn-l for every n and every i. As noticed in the remark 
following Theorem 22, this always happens if A is a regular local 
nng. 

We conclude this section with the proof of a theorem which not only 
can be used in certain cases for the computation of multiplicities, but 
also gives information on the behavior of multiplicities under finite 
integral extensions. This theorem is the algebraic counterpart of the 
projection formula for intersection cycles in Algebraic Geometry: 

THEOREM 24. Let A be a local ring, m its maximal ideal, q an ideal in 
A which is primary for m, and B an overring of A which is a finite A
module. Then B is a semi-local ring, and Bq is an open ideal in B. Let 
{~,} be the set of maximal ideals of B a"d let qi be the primary component 
of Bq relative to ~i' If no element ,.,0 in A is a zero divisor in B, then 
the polynomials [B: A]P q( n) and 2: [B I ~ j : Alm]P q (n) have the same degree 

. j 
I 

and the same leading term. t 
PROOF. The assertions that Bq is an open ideal and that B is semi

local follow from Theorem 15, part (d), § 6. For n large enough the 
integer PQj(n) is the length of BI qi" considered as a B-module. We first 
prove that [B/~j :Alm]Pq(n) is the length of Blqi" considered as an A-

I 

module. In fact, since qj is primary for ~i' there exists a chain of ideals 

B > BVj = III > 1l2> ..• > Ildj _ 1 > Ildj = qt, 

such that dj =Pq.(n) and such that Ilj/llj+1 is a one-dimensional vector 
space over BIVj (Vol. I, Ch. IV, § 13, Theorem 28, Corollary 2). There
fore 1l)llj +1 is, in a natural way, a [B/~j:Alm]-dimensional vector space 
over Aim and is therefore an A-module of length [BIVj:Alm]. By 
addition we see that [BIVj:Alm]Pq.(n) is the length of Blqt considered 
as an A-module. 

Furthermore, since Bq"= n qj", and since the ideals qj" are pairwise 
j 

t We denote by [B:Al the maximum number of elements of B which are 
linearly independent over A. It is equal to the dimension of the total quotient 
ring of B considered as a vector space over the quotient field of A. 
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comaximal, B I q" is isomorphic to the direct sum of the rings B I qi". Thus 
L [B/Vj: A/m]Pq.(n) is, for n large, the length of the A-module B/Bq". 

j I 

From now on we use the notation I(E) for denoting the length of an 
A-module E. We have to compare [B:A]/(Alq~) and I(BIBq"). Since 
B is a finite A-module, we can find in B a maximal system {b l , ••• , b,} 
(r= [B:A]) of elements which are linearly independent over A. Then 
there exists an element a"# 0 in A such that 

, 
(4) aBcE = 2: AbjcS. 

j= J 

The kernel of the canonical mapping of E onto (E+ q"B)/q"B ob
viously contains qn E. We thus have a canonical mapping of E I q" E onto 
(E+ qnB)/q"B, whence the length of the latter module is at most equal 
to the length of the former. Since E is a free A-module with r gener
ators it follows that 

(5) rl(AI qn) = I(EI q"E) ~ I«E + qnB)1 q"B) ~ 1«aB + q"B)1 q"B), 

I.e., 

(5') rl(Alq") ~ I(Blq"B)-/(BI(aB+ q"B». 

On the other hand, the kernel of the canonical mapping of aB onto 
(aB+ qnE)/qnE obviously contains q"aB. We therefore have a canonical 
mapping of aB/qnaB onto (aB+ q"E)/q"E. Since, by assumption, a is 
not a zero divisor in B, the modules aBlqnaB and B/q"B are isomorphic. 
Thus we deduce, as above, the inequality 

I(Bjq"B) ~ 1«aB+ q"E)jq"E) = I(Ejq"E)-/(Ej(aB+ q"E», 

and since E is a free A-module with r generators, this yields the in
equalities 

(6) rl(A/q") 5. I(B/q"B) +1(E/(aB + q"E» 5. I(B/q"B) + I(E/(aE+ q"E». 

Again, since E is a free A-module with r generators, it follows from (6) 
that we have 

(6') rl(A/ q") 5. I(B/ q"B) + rl(A/(aA + q"A». 

We set B'=BjBa. Then B' is an A-module and we have B'q= 
(Bq + Ba)/Ba. With this notation, inequalities (5') and (6') yield (for 
n large) 

(7) I(B/Bq") -I(B' /B' q") 5. rPq(n) 5. I(B/Bq") + rPq.(n), 

where q' is the ideal (q+Aa)/Aa in the ring A'=A/Aa: in fact the 
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length of A' / q'n = A/(aA + qn) is the same whether we regard this ring 
as an A-module or as an A' -module. Since a is a regular element in A, 
the polynomial Pq.(n) is of degree d - 1 (Corollary 2 to Theorem 20, § 9). 
On the other hand Pq(n) and f(B/Bqn) = ~ [B/Vi:A/m]Pq/n) (for n 

I 

large) are polynomials of degree d, since A is a local ring of dimension d 
and since B is a finite A-module. (Corollary 3 to Theorem 20, § 9.) 
It remains to study the term feB' / B.' qn) in (7). Since B' is a finite A
module which is annihilated by Aa, it is also a finite A' -module 
(A'=A/Aa). The length of B'/B'qn is the same whether we regard 
this ring as an A-module or as an A'-module. Thus, since A' is a local 
ring of dimension d - 1, feB' / B' qn) is, as above, a polynomial of degree 
d - 1 for n large. 

This being so, inequalities (7) prove that the degree of f(B/Bqn) is 
exactly d, and that the polynomials f(B/Bqn) and rPq(n) have the same 
leading term. In view of what was shown in the earlier part of the 
proof, the length f(B/Bqn) of the A-module BJBqn is equal to the poly
nomial 2: [B/.\Ji:A/m]Pqj(n) for n large. This proves our assertion . 

• 
COROLLARY 1. The hypothesis and notations being as in Theorem 24, 

suppose furthermore that all the local rings BPi have the same dimension as 
A. Then 

(8) [B:A]e(q) = 2: [B/.\Ji:A/m]e(qi)· 
i 

In fact, all the polynomials Pq/n) = PqBp.(n) have then the same 
degree d=dim (A). 

The hypothesis that all the local rings Bpi have the same dimension 
as A is verified in the following cases: 

(1) B is a local ring. 
(2) In most semi-local rings which occur in algebraic geometry. 
(3) A is an integrally closed local ring. In fact, since no element '" 0 

of A is a zero divisor in B, we may apply the "going down" theorem 
proved in Vol. I, Ch. V, § 3, Theorem 6. Let \.1 1 = m > \.1 2 > ... > \.1d+1 

be a maximal chain of prime ideals in A. Given any maximal ideal ~ 
of B, we have ~ n A = l1l, and the "going down" theorem provides us 
with a prime ideal m2 of B such that m2 < ~ and m2 n A = 02' By re
peated applications, we get a chain ~ > m2 > ... > md+1 of prime ideals 
of B beginning with~. We thus have a chain of d + 1 prime ideals in 
B p, whence dim (Bp)? d, and therefore dim (Bp) = d since a chain of 
d + 2 prime ideals in Bp would induce a chain of d + 2 prime ideals in A 
(cf. Corollary 3 to Theorem 20, § 9). 
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(4) A is a local domain of dimension 1 and also B is a domain. In that 
case it is clear that all the rings Bp, are 1-dimensional. Let us further
more assume that B is integrally closed. In this case each ring Bp is a 

j 

discrete valuation ring of the quotient field of B, since each of these 
rings is noetherian, integrally closed and has only one proper prime 
ideal (see VI, § to, Theorem 16, Corollary 1). If Vj is the valuation 
defined by Bp , then Vj is non-negative on A and has center m (VI, § 5), 

I , 

and the vi give all the valuations of the quotient field of B which are non-
negative on A and have center m, for any such valuation must be non
negative on B, and its center must be one of the Pi' The integer [B: A] is 
in this case the relative degree of the quotient field of B over the quotient 
field of A, and B/Pi is the residue field of Vi' Since in BpI every ideal is 
a power of the maximal ideal pjBp " it follows at once that e( qj) = vie qi) = 

I 

7)i( q), where we denote by vie q) the minimum of the integers VieW) as w 

ranges over q. In the special case q = nt, if we set e( qi) = v;( m) = ei , 

[B/pj:A/m]=ni , [B:A]=n, formula (8) takes the form 

(8') lle(m) = L ein j , 
; 

and in this form it is an analogue of a formula derived for the extension 
of a valuation (VI, § 11, formula (13)). In fact, the two formulas over
lap when A is a discrete valuation ring. We note finally the special 
case in which B is the integral closure of A in its quotient field. In this 
case we have 

(8") 

always provided B is a finite module over A. 
COROLLARY 2. Let A be a complete local ring, m its maximal ideal, K 

a sub field of A over which A/m isfinite, {Xl' ... , xd} a system of parameters 
of A, q the ideal generated by Xl' ... ,Xd • Then A is a finite module over 
K[[XI' ... ,xd]]. If no element of K[[XI' ... , Xd]] is a zero-divisor in A, 
then we have 

(9) [A:K[[x l,···, Xd]]] = e(q)·[(A/m):K]. 

That A is a finite module over K[[xl> ... , xd]] has been seen in § 9 
(Remark, p. 293). On the other hand, K[[xl> ... , xd)) is a power series 
ring in d variables (Corollary 2 to Theorem 21, § 9), whence the ideal I 
generated by Xl' X 2,"', XJ in this ring has multiplicity one, since 
Px(n)=(n+~-l). Thus, since q=AI, our formula follows immediately 
from Corollary 1. 
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REMARK. Corollary 2 to Theorem 7 (§3) shows that if AI q, considered 
as a vector space over K, is generated by the residue classes mod q of 
certain elements YI' Y2"", Yq of A, then A, regarded as a 
K[[Xh X2,' .. ,xd]]~module, is generated by these elements YI'Y2' ... ,Yq• 

We may take q=[(A/q):K), whence [A:K[[x I ,···, xd]]]~[(Alq):K], 
and formula (9) shows that e( q)[ A/m: K] ~ [(AI q): K]. This shows 
again that the multiplicity of the ideal q is at most equal to its length. 

§ 11. Regular local rings. Let A be a local ring of dimension d, m 
its maximal ideal. We say that A is a regular local ring if m may be 
generated by d elements. Then any system of d elements of A which 
generates m is obviously a system of parameters and is called a regular 
system of parameters of A. 

EXAMPLE. A power series ring K[[ X l' ... , X n]] in n variables over 
a field K is a regular local ring of dimension n. 

If A is a regular local ring, then its completion A is regular, since the 
maximal ideal of A is generated by m and since A has the same dimen~ 
sion as A. Conversely if A is regular, and if {~l' ... , ~d} is a regular 
system of parameters of A, we can find d elements Xl' ... , Xd of m such 
that Xj == t j (mod Am 2). Then Xl' ... , Xd generate mA by Theorem 7, 

§ 3. T~erefore, by Theorem 9, (a'), § 4, we have f Axj = A n (.f AXi) 
= A n Am = nt, whence A is regular. 

THEOREM 25. Let A be a local ring of dimension d; m its maximal 
ideal. Then the following statements are equivalent: 

(a) A is a regular local ring. 
00 

(b) The associated graded ring Gm(A)= L mn/mn+! is a polynomial 
n=O 

ring in d variables over the field A/m. 
(c) m/m2 is a vector space of dimension dover A/nt. 

PROOF. We give a cyclic proof: (a) ~ (b) ~ (c) ~ (a). That (a) im~ 
plies (b) follows directly from Theorem 21, § 9, if we take for 
{Xl' X 2, .•. , Xd } a regular system of parameters. Another proof can be 
obtained by using multiplicities. Namely, the ideal m is generated by a 
system of parameters. Since the length of m is equal to I, its multi~ 
plicity must also be 1 (§ 10, Theorem 23), whence GlIl(A) is a poly
nomial ring in d variables over A/m (§ 10, Theorem 23). Therefore (a) 
implies (b). 

The fact that (:b) implies (c) is evident. Finally, if m/m2 has dimen~ 
sion dover A/m, let Xl' ... , Xd be elements of m whose residue classes 
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mod m2 form a basis of m/m2 over A/m. Then, if q denotes the ideal 
LAx;, wehavem= q+m2= q+m(q+m2)= q+m3, whence m= q+mn 
; 

for every n, by induction. Since q is closed, this implies 
ex> 

m = n (q + mn) = q, and m is generated by the d elements Xl> ... , Xd' 
n=O 

Therefore (c) implies (a). 
COROLLARY 1. A regular local ring A is an integrally closed integral 

domar·n. The passage from elements of A to their initial forms preserves 
products. The order function v relative to m (see § 1; v(x) is defined by 
x E mtl(~), x i mtl(~)+1) is a valuation of the quotient field of A. The com
pletion A of A is an integrally closed domain. 

All these assertions, except the last, follow from (b) and from 
Theorems 1 and 3 (§ 1). The last assertion follows from the fact that A 
is also a regular local ring. 

COROLLARY 2. Let A be a regular local ring of dimension d, m its 
maximal ideal. In order that a system {Xl> ... , Xd} of elements of m be 
a regular system of parameters of A, it is necessary and sufficient that the 
residue classes of the x; mod m2 generate m/m2 over A/m, or equivalently, 
that these residue classes be linearly independent over A/m. 

Since the dimension of m/m2 over Aim is d, the two conditions about 
the m2-residues of Xl' ... , Xd are equivalent. The necessity of our 
condition is obvious. For the sufficiency we notice that if the condition 

d d 

is satisfied, then we have m= LAx; + m2, whence m = L Ax; as at 
i= 1 i= 1 

the end of the proof of Theorem 25. 
REMARK. We noticed, in t!'te proof of Theorem 25, that, if A is a 

regular local ring, then the multiplicity of its maximal ideal m is equal 
to 1. For any other open ideal q of A, we have e( q» 1. In fact, 
(q + m2)/m2 is then a proper subspace of m/m 2 (otherwise m = q + m 2, 

whence m = q as above). Taking a suitable basis of the vector space 
m/m2, we 'see that there exists a regular system of parameters 
{XI ,X2,"',Xd} such that q+11I 2C Ax2 +· .. +AXd+nt2. As this 
latter ideal is q'=AXI 2 +Ax2 + ... + Axd , and since qc q' implies 
e( q) ~ e( q'), we have to prove that e( q') > 1. But this follows from the 
fact that Gq.(A) is a polynomial ring in d variables over AI q', whence 
e( q') = {(A/ q') = 2, by Theorem 23, § to. 

It may be proved (by using the structure theorems for complete local 
rings) that if a local ring A of the type encountered in Algebraic Geo
metry admits an ideal q of multiplicity 1 (i.e., if e( q) = 1), then A is a 
regular local ring (and, necessarily, q = lit). 
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We shall give later a partial proof of the fact that every quotient ring 
Ap (p: prime ideal) of a regular local ring A is a regular local ring. We 
now describe those factor rings A/b of a regular local ring which are 
regular. 

THEOREM 26. Let A be a regular local ring and b an ideal in A. For 
A/b to be regular, it is necessary and sufficient that b be generated by a sub
set of a regular system of parameters of A (i.e., by a system of elements of m 
which are linearly independent mod m 2). 

PROOF. The equivalence of the notions "subset of a regular system 
of parameters," "system of elements of m which are linearly inde
pendent mod m2" follows immediately from Corollary 2 to Theorem 
25. Suppose now that {Xl' ... , xd} is a regular system of parameters in 
A, and that b is generated by Xl> •.. , Xj. By a formula proved in § 9 
(p. 292) we have dim (A/b)=d-j. On the other hand the maximal 
ideal m/b of A/b is generated by d - j elements, namely the b-residues of 
xj+l' ... , X d • Hence A/b is a regular local ring. 

Conversely, assume that A/b is a regular local ring, say of dimension D. 
We consider the canonical mapping cp of m/m 2 onto m/m 2 = m/(m2+ b), 
where m = m/b. Both are vector spaces over A/m (= (A/b)/m), of 
dimension d and 0 respectively, and it is obvious that cp is (AI m )-linear. 
Therefore the kernel of cp has dimension d - 8, whence b contains 
d - 8 elements, say Xl' x2,· •. , Xd_8' whose m2-residues are linearly 
independent over Aim. By Theorem 25, Corollary 2, these d - 0 
elements form a subset of a regular system of parameters. By the 

d-8 

preceding half of the proof, the ideal b' = 2: Ax;, has the property 
;= 1 

that Alb' is a regular local ring of dimension 8. Now the ring Alb is a 
homomorphic image of Alb', since b'e b, and has the same dimension 8 
as A/b'. Since A/b' is an integral domain (Theorem 25, Corollary 1), 
it follows from Theorem 20, Corollary 2 (§ 9) that the canonical 
homomorphism of Alb' onto A/b is an isomorphism. Hence b = b', and 
this completes the proof of the theorem. 

REMARKS: 

(1) In the last part of the proof it is not necessary to fall back on 
Corollary 2 of Theorem 20 (§ 9). It is sufficient to observe that 
G(A/b') is a polynomial ring in 8 independent variables over Aim and 
that, were b' a proper subset of b, the ring G(A/b) (= G((A/b')/(b/b'))) 
would be a proper homomorphic image of the polynomial ring G(A/b'), 
and this contradicts the fact that G(Alb) is itself a polynomial ring in 8 
independent variables over A/m. 

(2) The proof that b' = b is based essentially on two facts: (1) b' c b; 
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(2) {J and {J' have the same leading ideal in G(A). In this connection, 
it is proper to call attention to a genera I lemma on Zariski rings which 
covers the case under consideration. 

LEMMA. Let A be a Zariski ring, 111 an ideal defining the topology of 
A, 0 and 0' two ideals in A sllch that 0' co. If 0 and 0' have the same 

a) 

leading ideal in G(A) = 2: mnjmn+1, then 0 = a'. 
n=O 

In fact the associated graded module G(E) of the A-module E=o/o' 
is reduced to (0) since G(E) is isomorphic to G(o)IG(o'). This implies 
that ElmE=(O), whence E= mE. Thus Theorem 9, (f) (§ 4) shows 
that E=(O), whence 0=0'. 

§ 12. Structure of complete local rings and applications. In 
this section we restrict ourselves to equicharacteristic local rings, i.e., to 
local rings A which have the same characteristic (zero or a prime 
number p) as their residue field Aim. Most of the theorems we are 
going to prove admit analogues in the unequal characteristic case, i.e., 
the case in which A is a ring of characteristic 0 or pn (p: prime number, 
n> 1) and Aim a field of characteristic p. t It is easily seen (cf. proof of 
Corollary 2 to Theorem 17, § 7) that a local ring is equicharacteristic if 
and only if it contains a field. 

We recall (cf. p. 281, § 7) the notion of a field of representatives (or 
representative field) for a local ring A with maximal ideal m: it is a 
subfield L of A which is mapped onto Aim by the canonical mapping cp 
of A onto Aim. Then, since L is a field, the restriction of cp to L is an 
isomorphism of L onto Aim. 

THEOREM 27 (I. S. COHEN). An equicharacteristic complete local ring 
A admits a field of representatives. 

PROOF.! In the case in which A and Aim have characteristic 0 the 
theorem has already been proved as a consequence of Hensel's lemma 
(Corollary 2 to Theorem 17, § 7). We may therefore restrict ourselves 
to the case in which A and Aim have characteristic polO. 

We first prove our assertion under the assumption m 2 = (0). The 
proof in this case will make no use of the noetherian character of A nor 
of the completeness of A, and will in fact be valid for any ring A in which 
m is the only maximal ideal, provided A and Aim have the same char-

t For these extensions we refer the reader to the paper of I. S. Cohen "On 
the structure and ideal theory of complete local rings," Trans. Amer. Math. 
Soc., 59, 54-106, (1946), or to P. Samuel "Algebre Locale," Mem. Sci. Math. 
No. 123, Paris, 1953. 

t The method of proof given in the text is due to A. Geddes. 
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acteristic p#-O and provided that mP = (0). Let Ap be the set of all 
elements xP, where x ranges over A. The set Ap is obviously a subring 
of A. Furthermore, if xP#-O, then x rt m, x admits an inverse YEA, 
and xP admits y p as an inverse in Ap. Therefore AP is a subfield of 
A. Among the subfields of A which contain Ap, Zorn's lemma pro
vides us with a maximal subfield L. Let ~ be the canonical homomor
phism of A onto A/m; we prove that ~(L) = A/m. In fact, assuming the 
contrary, take an element IX E A/m, IX rt ~(L). Since IXP E rp(AP) C <p(L), 
the minimal polynomial of IX over ~(L) is XP-IXP. We take a repre
sentative a of Ct. in A (~(a) = Ct.). Then the polynomial XP - aP is 
irreducible over L, since otherwise we would have (a-a1)P=0 for 
some a l in L, and Ct. would belong to fP(L). Thus L[a] is a subfield of A, 
in contradiction with the maximal character of L. 

We now come back to the general case. Since p ~ 2, the maximal 
ideal m = m/m2 of the local ring A/m2 satisfies the condition mP = (0) 
and hence A/m 2 admits a representative field K 2• We now construct, 
by induction on n, a representative field Kn of A/mn such that, if we 
denote by if;n the canonical homomorphism of A/mn+1 onto A/mn, if;n 
induces an isomorphism of K"+ 1 onto Kn. Suppose that Kn has already 
been constructed. The inverse image if;,,-l(Kn) is a subring R of 
A/mnt1 which contains the kernel ~ = mn/mn+l of if;n. Any element 
~ of R which is not in ~ has as if;n-image an element r #- 0 of Kn. Since 
Kn is a field, r is a unit in A/mn, and therefore r rt m/mn. Hence 
~ rt m/mn+1 (since the maximal ideal m/mn+1 in A/mn+1 is the full in
verse image of the maximal ideal m/mn of A/mn), and ~ is a unit in 
A/mn+1. Let fry = 1, YJ E A/mn+1. Then YJ' = if;n(YJ) E K", and therefore 
"7 E R, since R is the full inverse image of K". Thus ~ is invertible in R, 
and we have therefore proved that ~ is the only maximal ideal of R. 
Since we obviously have ~2=(O) (as ~=mn/mn+1 and m2ncmn+1), the 
first part of the proof shows the existence of a representative field Kn+1 
of R. Since the canonical homomorphism A/m"t1 ~ A/m is the pro
duct of if;n by the canonical homomorphism A/m" ~ A/m and since Kn 
is a representative field of A/m", it follows that if;"(K" + 1) = K" and that 
Knt1 is a representative field of A/mn+1. 

We now conclude the proof by using the fact that, since A is complete, 
it is the projective limit of the residue class rings A/mn. In fact, given 
any sequence bn} of elements "7'1 E A/mn such that "7'1 = if;n( "7'1+1) for all n, 
there exists one and only one element Y of A admitting "7'1 as mn-residue 
for all n. To see this, we take, for every n, an element Yn of A admitting 
"7'1 as mn-residue. Since "7" = if;..("7ntl) , we have Y"=Y .. tl (mod mn), 

whence the sequence {Yn} is a Cauchy sequence. If Y is the limit of 
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this sequence then Y - Yn E mn and hence Y admits T)n as mn-residue for 
every n. The uniqueness of Y follows easily from the fact that 

00 n mn=(O). Now, for every element T) of K 1( =Alm) we consider the 
n=O 
elements T)2=if;1-1(T)1) E K 2, ••. , T)nH =if;n-1(T)n) E Kn+l' ... , and we 
denote by u(T)) the above constructed element Y of A. It is readily 
verified that u( T) + T)') = u(T)) + u(T)'), and that u(T)T)') = u(T))u(T)') (con
servation of sums and products by passage to the limit), whence U(Kl) 
is a subring of A. Furthermore, for every T) # 0 in K 1, there exists an 
element T)' in Kl such that T)T)' = 1, whence u(T)') is the inverse of u(T)) 
(note that from the uniqueness of the element Y, established above, 
follows that u(l) is the element 1 of A). Therefore U(Kl) is a subfield 
of A. Since its image CP(U(Kl)) in AIm = Kl is obviously AIm itself, 
we have found a representative field of A. 

A somewhat shorter proof of Cohen's Theorem, due to M. Narita, 
may be given; it uses properties of p-bases in fields of characteristic p, 
(see Vol. I, Ch. II, § 17, pp. 129-131). We again restrict ourselves to 
the case in which A and Aim have characteristic p # O. Let {xJ be a 
family of elements of A such that their m-residues xa form a p-basis of 
AIm. For every integer k, we consider the subring R" = Apk[x] of R. 

We first notice that R" n m c mpk. In fact, since xPk E AP\ every 
element of R" may be written in the form L asms(x) where as E Apt and 

s 
where the ms(x) are monomials in the Xa with exponents 5,plc-l.lf 
L asm.(x) E m, we have, by taking m-residues, L asms(x)=O. Since 
, s 

the monomials m,(x) are linearly independent over (Afm)pk (this is a 
property of p-bases), this imples a, = 0, i.e., as E m. Since as E APt, we 
may write as = b'pt, whence bs E m sil1ce m is a prime ideal. Therefore 
as E m pk, and the inclusion Ric n mc m pk is proved. 

Now lety be any element of A. We are going to construct a Cauchy 
sequence {YIc} such that Ylc E R" for every k and that Y == y" (mod m). 
We take Yo=y, and we suppose that Ylc is already constructed. We 
write y" = L a'pkms(x), where as E A and where the ms(x) are monomials 

s 
in the Xa with exponents 5,plc_l. Since AIm = (Ajm)P[x], we can write 
as == L bslm''(x) (mod m), where b,t E A and where the m',(x) are mono

t 
mials with exponents 5,p -1. Setting Yk+l = L b,lk+l(m't(x))pkm,(x), 

" t 
we have YlcH E R"+l and Yk+l-Y"= L (as- L b,lm',(x))pkm,(x) E mPt, 

s , 

whence {YIc} is the Cauchy sequence we were looking for. Since A is 
complete, the Cauchy sequence {YII} admits a limit Y' E A, and we ob-



§ 12 STRUCTURE OF COMPLETE LOCAL RINGS, ETC. 307 

viously have y=y' (mod m). Furthermore, since the subrings Rk 
form a decreasing sequence, we have y JERk for every j ~ k, whence y' 

00 

belongs to the closure Rk of Rk. Therefore y' belongs to R = n Rk, 
k=O 

which is a subring of A. 
The relation Rk n nt c ntPk implies Rk n 111 c nt Pk since the ideal ntPk 

is closed. Therefore we have 

R n nt = COo Rk) n 111 = l)o (Rk n m)c lJo ntPk = (0), 

whence the restriction to R of the natural homomorphism rp of A onto 
A/nt is one to one. On the other hand, since we have seen that every 
element y of A is congruent mod nt to an element y' of R, rp maps R 
onto A/nt. Therefore R is a field of representatives of A, and Cohen's 
Theorem is proved. 

COROLLARY. An equicharacteristic complete regular local ring A is iso
morphic to a formal power series ring over a field. 

Let nt be the maximal ideal of A, K a representative field of A, 
{Xl' ... ,xd} a regular system of parameters. Then the subring 
B = K[[x1, ... , Xd]] of A is a power series ring in d variables (Corol
lary 2 to Theorem 21, § 9). Let l: be its maximal ideal. Since 
{Xl! ... , xd} generate m in A, we have nt = Al:. Since B/l: = B/( m n B) 
is identical to A/m, and since B is complete, Theorem 7 (§ 3) shows that 
A = B (identify in that theorem the ring A with the present ring B, 
and both modules E and F with the present ring A). 

We prove now an algebraic result whose geometric counterpart is the 
fact that, if a subvariety W of a variety V carries a point P which is 
simple on V, then W is simple on V. 

THEOREM 28. If A is an equicharacteristic complete regular local ring 
and if ~ is a prime ideal in A, then AI' is a regular local ring. t 

PROOF. We set d=dim (A), d-r=dim (A/~). The theory of 
chains of prime ideals in the power series ring A (VII, § 10, Theorem 34, 
Corollary 1) shows that the dimension of AI' is r. We thus have to 
prove that ~Ap may be generated by r elements. We first prove that 

t This theorem has been proved by I. S. Cohen also in the unequal character
istic case, under the assumption that p ¢ m 2, where p is the characteristic of the 
field Aim (the so-called "unramified case"). The theorem has also been proved 
for non-complete regular local rings A in special cases. Thus, Zariski has 
proved the theorem in the case in which A is a "geometric" local ring, and 
Nagata has proved the theorem in the more general case in which the prime 
ideal ~ is "analytically unramified." Recently Serre has proved the theorem 
quite generally for arbitrary regular local rings, by using cohomological 
methods. 
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there exists a regular system of parameters {Xl' ... , xd} in A such that 
the ideal (p, X r+ l , .•• , xd) is primary for the maximal ideal m. This is 
a particular case of the following sharper result: 

LEMMA 1. Let A be a regular local ring of dimension d, m its maximal 
ideal, (} an ideal in A, q the dimension of Alb, and {nj} (1 '5.j'5.h) ajinite 
family of non-maximal prime ideals in A. Then there exists a regular 
system of parameters {U1> ... , Ud} of A such that the ideal (b, U I ' .•• , uq) 

is primary for m, and that U I ¢= n j for every j. 
PROOF OF THE LEMMA. We proceed by induction on q, the case q=O 

being trivial. Let q#O. We denote by ni , i=h+ 1, h+2, . . " h, the 
isolated prime ideals of b ; these prime ideals are distinct from m. From 
the family {ni' nJ of prime ideals we extract those which are not con
tained in any other ideal of the family. Let {Ps} be this reduced 
family. For every s, we have m 2 1= Ps' whence we can find an element 
c, such that c, E m 2, c, E PI for every t#s and c, ¢= p,. Now we fix an 
element x of m such that x ¢= m 2, and we denote by I the set of those 
indices s for which x E \oJ s' We set UI = x + L Cs' For every s there is 

sE I 

one and only one of the terms of this sum which is outside of P" whence 
U I ¢= P.. Furthermore, since x ¢= m2 and Cs E m 2, we have U I ¢= m2• 

We may thus begin the required regular system of parameters with U I 

(Corollary 2 to Theorem 25, § 11). 
We now use the inductive hypothesis. Since U 1 is not in any isolated 

prime ideal of b, the local ring AI(b+Aul) has dimension q-l (§ 9, 
Theorem 20 (b)). This local ring is a residue class ring A' jb' of the 
ring A'=AIAul, where b'=(b+Aul)IAul' and this latter ring A' is a 
regular local ring (§ 11, Theorem 26). Applying the induction 
hypothesis to A' and b', we find a regular system of parameters 
{U' 2' ..• , u'A of A' such that the ideal (b', u' 2' ... , U'q) is primary for 
the maximal ideal of A'. If we take for U j (i = 2, ... , d) a representa-
tive of U'j in A, then the system {u I , ... , ud} satisfied the conditions of 
the lemma. 

CONTINUATION OF THE PROOF OF THEOREM 28. Let K be a repre
sentative field of A. We apply the above lemma to the case b = p, 
q = d - r . We change the notations of the lemma as follows: the elements 
U l , •.• , Ud_r, Ud-r+l' ... , Ud will now be denoted by UrH, ... , Ud' U l , 

... , u,. We set B = K[[ u,+ 1> ••• , ud]]. In B I( \oJ n B), the residue classes 
U,+l' ... , ud generate the ideal of non units, and, in Alp, these elements 
generate an ideal which is primary for the ideal of non units. Since 
BI(p n B) is contained in Alp and is complete, Alp is a finite module 
over BI(p n B) (Remark, p. 293, § 9). Thus, by Corollary 3 to Theorem 
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20 (§ 9), the rings A/~ and B/(p n B) have the same dimension. As the 
dimension of the former is d - r, BI(~ n B) has also dimension d - r. 
Now, B itself has dimension d - r, since it is a power series ring in d - r 
variables over a field. Since ~ n B is prime, this implies, by Theorem 20 
(§ 9), that ~ n B = (0). 

We have already seen that A/~ is a finite module over B/(tJ n B) = B. 
More precisely, A/tJ is generated by any system of elements {y'J whose 

d. d 
residue classes modulo 2: (A/p)iii generate (A/tJ)/ 2: (A/p)/iii over 

i=r+1 i=r+1 

K (Theorem 7, § 3). An equivalent form of this condition on the ele-
ments y' j is the following: the y' j are the p-residues of elements y j of A 
whose residue classes modulo (p, UT+ l' ... , ltd) generate A/(tJ, UTH ... , Ud) 
over K. We may thus take for elements Yj the element 1 and a finite 
number of suitable monomials in U l' ... ,UT • Therefore we have 
A/~ = B[u' l' ... , U'T] (U'i: p-residue of U,)' whence ~ = tJ + B[u I, ... ,UT]. 

The elements UI' ... , UT are not necessarily in p. However, we shall 
now construct r suitable elements a l' ... , aT of p which will belong to 
the polynomial ring B[u I, ... ,liT]. The p-residue u'i of Ui has been 
seen to be integral over B. Let Pi(X) = Xn(i) + bn(i)_I,iXn(i)-I + ... + 
bI,iX + bO,i (b ji E B) yield an equation of integral dependence for U'i over 
B, We set ai=Pi(u;). Then relation Pi(u';)=O shows that ai E ~. 
Furthermore, since the Pi(X) are monic polynomials, the elements Ui 
are integral over B[a I, ... , aT] and therefore also over K[[a I, ... , aT' 
UT+1> ..• ,uTn. Therefore A is a finite module over K[[a I, ... , aT' 
U,+l' •.. ,ud]], generated by a finite number of monomials ma in 

" U 1, .•. ,UT: A = "- K[[a I, ... , aT' UT+ I' ... ,ud]]ma. In a representa-
a 

tion Z= 2: 'Pa(a I , .. " aT' UT+1, ... ,ud)ma of an element Z of A, we may 
a 

single out the terms of 'Pa which are independent of aI' ... , aT; these 
terms are in B = K[[uT+ l' ... , Ud]] ; and the other terms are in the ideal. , 
a= 2: Aai . We therefore have 

A = a+B[uI, ... , U,]. 

We are now in good position for studying the quotient ring Ap. 
Since ~ n B = (0), Ap contains the quotient field L of B, whence it also 
contains the polynomial ring S = L[ UI , ... ,U.]. The above constructed 
elements aj are in S n tJ, and S is integral over L[a1, ••• , a,], since Ui , 
is integral over B[a;]. Therefore the ideal 2: Sa; is of dimension 0 

i = 1 

in S. Since S( 'P n S) contains this ideal, it follows a fortiori that also the 
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ideal S(p n S) has dimension zero. Then, since S(p n S) is thus a maxi
mal ideal in the polynomial ring L[UI' ... , u,] in r variables, it may be 
generated by exactly r elements (VII, § 7, Theorem 24). Our proof 
will thus be complete if we show that pAp is generated by S(p n S). 

Now this is immediate. The relations OC p and A = 0 + B[u l , ... ,u,] 
show that p=o+(p n B[u l , ... ,u,]), whence pAp=oAp+ 
(p n B[u l , ... ,uT])Ap • Since 0 is generated by the elements aj which 
lie in p n S, and since p n B[u v ... , u,] is obviously also in p n S, we 
have pAp = (p n S)A p , and this proves Theorem 28. 

REMARK. For every prime ideal p in the power series A = 
K[[XI' ... , Xd]], Ap is a regular local ring. The corresponding state
ment for a polynomial ring A = K[XI' ... , Xd] and a prime ideal p of A 
is easier to prove. If q is the dimension of p, we extract from 
{Xl' ... ,Xd} a maximal system of elements which are algebraically 
independent mod p, say {Xl' ... ,xq}. Then Ap contains the field 
L=K(XI' ... ,Xq) and therefore also the polynomial ring S= 
L[xq+ J, ••• ,Xd]. The ideal pAp is generated in Ap by the ideal 
S n pAp, since this latter ideal contains p. Now S n tJAp is a prime 
ideal of dimension 0 in S, since the p-residue of Xj is algebraic over L for 
j = q + 1, ... ,d. Therefore this ideal, and hence also the ideal pAp, is 
generated by d-q elements (VII, § 7, Theorem 24). Since d-q is the 
dimension of Ap, our assertion is proved. 

It may be noticed that the proof of Theorem 28 is essentially based 
upon the same idea which runs through the above short proof for poly
nomial rings. 

The following theorem, due to I. S. Cohen, is a generalization of the 
theorem of Macaulay for polynomial ring (VII, § 8, Theorem 26): 

THEOREM 29. Let A be an equicharacteristic regular local ring of 
dimension d, and a = (at, ... , aT) an ideal in A such that dim (A/a) = d - r. 
Then a is an unmixed ideal (i.e., all the associated prime ideals Pi of a are of 
dimension d - r; in particular, 0 has no imbedded components). 

PROOF. We proceed by induction on r, the case r = 0 being trivial. 
We first achieve a reduction to the case of a complete ring. Let A be 
the completion of A. Then Aa has dimension d - r (i.e., the local ring 
A/Aa has dimension d - r) and is generated by r elements. Suppose 
our theorem is proved for the ring A (which is a complete equichar
acteristic regular local ring). Then, every associated prime ideal P*j 
of Ao has dimension d - r. Now Theorem 12 (§ 4) shows that, for 
every associated prime ideal p of 0, there exists a P*j such that 
P*j n A = p. We thus have dim (Alp) = dim (A/Ap) 2: dim(A/p*j) since 
Apcp*i' Hence dim(Alp)~d-r, and therefore dim(Alp)=d-r 
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since p=>a. We may thus assume that A is a complete ring. We sup
pose that one of the associated prime ideals p of a has dimension < d - T, 

and from this we shall derive a contradiction. In the local ring A p, the 
ideal pAp admits the maximal ideal pAp as an associated prime ideal. 
By Theorem 28 Ap is a regular local ring. The dimension n of Ap is 
> T, since we have assumed that p has dimension < d - T, and aAp is an 
ideal generated by T elements. Furthermore, since every isolated prime 
ideal of a has dimension d-T (Vol. I, Ch. IV, § 14, Theorem 30), every 
isolated prime ideal of aAp has dimension n-T. Thus, with a change 
in notations, we have to prove that the following situation is impossible: 
we have a regular local ring A of dimension n, an ideal a = (aI' ... , a,) 
in A, of dimension n - T, generated by T elements, T < n, and the maximal 
ideal m of A is an associated prime ideal of a. 

Since a principal ideal in a local ring of dimension q has either dimen
sion q-l or dimension q, the dimensions of the ideals (aI' ... , ar), 
(aI' ... , ar_l ), ... , (at), (0) form a sequence of integers such that the 
difference of two consecutive terms is 0 or 1. Since the dimension of 
a is n - T, and since the dimension of (0) is n, this implies that all these 
differences are equal to 1. In particular, the ideal 0 = (at, ... , ar_I ) 

has dimension n - T + 1, whence 0 is unmixed by our induction hypo
thesis. By Lemma 1, there exists therefore a regular system of para
meters {u t , ... , u,,} of A such that U t does not belong to any associated 
prime ideals of v, nor to any isolated prime ideal of a. 

We now express the fact that 111 is an associated prime ideal of a: we 
have a: nt > a (Vol. I, Ch. IV, § 6, Theorem 11), or equivalently, there 
exists an element C ~ a such that em Ca. Then CUI E a = 0 + Aar , 

whence we can write CUt - dar E v, where d is a suitable element of A, or 
again dar E b + Au l . Suppose that we have shown that Or does not 
belong to any associated prime ideal of b + AUt. Then the relation 
dar E b + AUt implies dE V + AUt, and hence d - eUt E v, with suitable 
e in A. Using the relationclIt-darEV, we find that (c-ear)u1Eb, 
whence c - ear E v since U l has been chosen outside of all the associated 
prime ideals of b. We therefore have c E b + AOr = a, in contradiction 
with the hypothesis c ~ a. 

Thus it remains to be proved that ar does not belong to any associated 
prime ideal .p of 0 + AUt. By the induction hypothesis, applied to the 
ideal (0 + Aul)/Au1 in the regular local ring A/Au I , such an ideal p has 
dimension n - T. If p were to contain ar' it would contain a = 0 + Aa" 
and therefore p would be an isolated prime ideal of a, in contradiction 
with the fact tnat U I has been chosen outside of all the isolated prime 
ideals of o. This completes the proof of the theorem. 
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THEOREM 30. An equicharacteristic regular local ring A is a unique 
factorization domain. 

PROOF. The completion A of A is a power series ring over a field 
(Corollary to Theorem 27), whence A is a unique factorization domain 
(Chapter VII, § 1, Theorem 6). It is therefore sufficient to prove the 
following lemma: 

LEMMA 2. If the completion A of a local domain A is a unique fac
torization domain, then A itself is a unique factorization domain. t 

PROOF. We have to prove that every minimal prime ideal p(:f: (0» of 
A is principal.! For this it is sufficient to prove that Ap is principal, 
for, if we have Ap=Aa' (a' EA) and if {b l,···, bn} denotes a 
basis of p, we have bj=a'b'db'iEA) and a'=4c'jbdc'iEA); thus 

I 

a' = (f C'ib'j)a', whence 1 = f C'jb'i since A is a domain; then, since 

A is a local ring, at least one of the terms ('ib'i' say ('lb'l' is invertible, 
whence b\ is invertible; since bl = a'b'l' we have Ap = Aa' = Ab1• 

Hence we have p = Ap II A = Ab1 II A = Ab l (§ 2, Theorem 5, Corollary 
2). 

Since A is a UFD, it is sufficient to prove that all the associated prime 
ideals of AlJ are minimal (i.e., have height 1). For such an associated 
prime ideal \:1*, we have \:1* II A = p (§ 4, Corollary 1 to Theorem 12). 
Thus, if we denote by S the complement of \J in A, \:1* As is an asso
ciated prime ideal of pAs (Vol. I, Ch. IV, § 10, Theorem 17), and we are 
reduced to proving that all the associated prime ideals of lJAs have 
height 1. 

Now we notice that A is integrally closed. In fact, if we denote by 
K the quotient field of A (considered as a subfield of the quotient field 
of A) we have A = A II K: for, if the element x/y of K (x, YEA) belongs 
to A, we have x E Ay II A = Ay (§ 2, Corollary 2 to Theorem 5), whence 
x/y belongs to A. Since A is a UFD, it is integrally closed in its 
quotient field. It follows that also A is integrally closed in its quotient 
field K. 

Therefore, since lJ is a prime ideal of height 1, the quotient· ring 
As=Ap is an integrally closed local ring of dimension 1, i.e., a discrete 

t This lemma and its proof have been communicated to us by M. Nagata. 
t That this condition is satisfied if A is a UFD has been pointed out in 

Vol. I, Ch. IV, § 14, p. 238. Conversely, assume that this condition is satisfied 
and let b be an irreducible element of A. The ideal Ab is contained in some 
minimal prime ideal \J (Vol. I, Ch. IV, § 14, Theorem 29). We have p = Ac, 
whence b is a multiple of c, and since b is irreducible we must have Ab = Ac, i.e., 
Ab is prime. Therefore A is a UFD by Vol. I. Ch. I, § 14, Theorem 4. (Note 
that UF.1 is satisfied since A is noetherian.) 
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valuation ring (Vol. I, Ch. V, § 6, corollary to Theorem 14). Hence 
.,As = lJA" is a principal ideal, and, since lJAs = .,AsAs, lJAs is also a 
principal ideal. Thus, since As is integrally closed, all the associated 
prime ideals of lJAs have height 1 (Vol. I, Ch. V, § 6, Theorem 14). 
This proves lemma 2 and Theorem 30. 

REMARK. Lemma 2 reduces the problem of unique factorization in 
arbitrary (i.e., not necessarily equicharacteristic) regular local rings to 
the case of complete regular local rings. The unique factorization 
property holds also in an arbitrary complete regular local ring A of 
dimension 1 or 2: it is obvious in dimension 1 since A is then a discrete 
valuation ring; in dimension 2 one uses an analogue of Hensel's lemma 
for homogeneous polynomials in two variables. t It may also be proved 
that, if the unique factorization property holds for regular local rings of 
dimension three, then it holds in any regular local ring. (This has been 
proved by O. Zariski in unpublished notes, in 1947; subsequently this 
has been proved by M. Nagata [" A general theory of algebraic geometry 
over Dedekind domains, II" (§ 5, Proposition 11), Amer. 1. of Mathe
matics, v. 80, 1958].) Using these facts and methods of cohomological 
algebra, M. Auslander and D. A. Buchsbaum have recently proved the 
unique factorization theorem in any regular local ring in their paper, 
"Unique factorization in regular local rings", PNAS, v. 45 (1959), 
pp. 733-734. We present their proof in Appendix 7, reducing the co
homological prerequisites to the knowledge of the properties of chains 
of syzygies given in VII, § 13. 

§ 13. Analytical irreducibility and analytical normality of 
normal varieties. In this section we intend to study the completions 
of the local rings which occur in algebraic geometry. Such local rings 
are the local rings ll( W; V), where W is an irreducible subvariety of an 
irreducible variety V (Ch. VI, § 14, p. 93). In other words, the 
local rings which will be considered in this section are quotient rings 
k[Xl' ... , Xn]I' of finite integral domains with respect to prime ideals .,. 

The results we are going to prove hold in a larger class of local rings, t 
but not for the class of all local rings. II Actually they are consequences 
of the following hypothesis, which is of algebraic nature: 

t See W. Krull, "Zur Theorie der kommutativen Integritatsbereiche," l.jilr 
d. reine u. angew. Math., v. 192 (1953), or unpublished notes of O. Zariski. 

t See P. Samuel, Algebre Locale, Ch. V, Paris (Gauthier Villars), 1953. 
II See M. Nagata: "An example of a normal local ring which is analytically 

reducible" (Mem. Coil. Sci. Univ. Kyoto, Ser. A, 31 (1958), 83-85) and "An 
example of a normal local ring which is analytically ramified" (Nagoya Math. l., 
9 (1955), 111-113). 
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(D) The local ring A is a domain, and there exists an element d", 0 in A 
such that, if A denotes the completion of A and (A)' the integral closure of 
A in its total quotient ring, then d(A)'c.A. 

In the first part of this section we shall derive some consequences of 
hypothesis (D). In the second part we shall show that the local rings 
of algebraic geometry satisfy hypothesis (D), thus proving that the con
sequences of (D) hold true for these local rings. 

We shall say that a local ring A is analytically unramified if its com
pletion A has no nilpotent elements (other than 0). 

LEMMA 1. If a local domain A satisfies condition (D), then it is 
analytically unramified. 

PROOF. Let a be a nilpotent element of A. For every element 
x;i: 0 of A, we have that x is not a zero-divisor in A (Corollary 6 to 
Theorem 11, § 4), whence a/x is an element of the total quotient ring of 
A. Since we have (a/x)q = 0 for some exponent q, a/x is integral over A. 
Using condition (D), we see that da/x E A, d being an element", 0 of A 
independent of x. Therefore the element da belongs to all the principal 
ideals Ax (x E A, x '" 0). If A is not a field, we fix an element y '" 0 
in the maximal ideal m of A, and we apply the above result to the prin
cipal ideals Ay", n= 1,2, . .. We then have da E Am" for every n, 
whence da = 0, and therefore a = 0 since d is not a zero-divisor in A 
(Corollary 6 to Theorem 11, § 4). This proves that A has no nilpotent 
elements ( '" 0) if A is not a field. If A is a field, then A = A and our 
assert ion is trivial. 

LEMMA 2. Let A be an integrally closed local domain such that A and 
all its residue class rings A/'P ('P: prime ideal) satisfy condition (D). Then 
A is an integrally closed domain. 

[The statement that A is a domain is often expressed by saying that 
A is analytically irreducible, and the statement that A is integrally closed 
is expressed by saying that A is analytically normal.] 

PROOF. (1) We first prove that A is integrally closed in its total 
quotient ring, i.e., that (A)' = A. With the same notations as in condi
tion (D), let d be an element # 0 of A such that d(A)'c.A. We may 
assume that d is not a unit in A, for, otherwise, our assertion is evident. 
Let z be any element of (A)'; the element dz belongs to A. If we prove 
that dz belongs to the ideal Ad, we will have dz= dz' with z' E A, 
whence Z E A since d is not a zero divisor (in A, and therefore also in 
(An· 

We thus have to prove that, for every z in (A)', we have dz E Ad. 
This will be achieved if we prove that, for every associated prime ideal 
~j of Ad, the quotient ring A p; is a discrete valuation ring. In fact, assume 
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this has been proved. Then it will follow that ~ I is a prime ideal of 
height 1 of A, and that the ideals .which are primary for Pj are its 
symbolic PQwers. Hence we will have 

(1) Ad = n j;/,(j». 
j 

We denote by Vj the normalized valuation of Ap and by Wj the function 
. I 

on A defined by Wj(x) = vi«pj(x», «Pj denoting the canonical homo-
morphism of A into Ap.. The function wJ takes the value + 00 on the 

I 

kernel of «Pj, and satisfies the same relations as a valuation does: 

(2) wixy) = wix)+Wj(Y)' Wj(x+y) ~ min (wix) wAy». 

Furthermore the symbolic power ii/,) is the set of all elements x of A 
such that Wj(x) ~ s; it follows that s(j) = wj(d). This being so, we come 
back to the element z of (A)" and write an equation of integral de
pendence for z over A: 
(3) zn+an_1zn- 1+ ... +a1z+aO = 0 (ai E A). 

The element Y = dz belongs to A and we have 

(4) 

If we set wj(y)=a and wid)=f3, (2) shows that 

na~ mino:Si:sn-l(ia+(n-i)f3) = nf3+mino:Si:sn-1 (i(a-f3». 

If a<f3, then mino:Si:sn-t(i(a-f3»=(n-I)(a-f3), and we get the in
equality na~nf3+(n-l)(a-f3), i.e., a~f3, in contradiction with a<f3. 
We therefore have a ~ f3, i.e., Wj(Y) ~ wAd) for every j. Hence Y belongs 
to P/wl(d»=~/,(j» for every j, and therefore to Ad, by formula (1). 

It remains to be proved that, for every associated prime ideal ~ of Ad, 
Afl is a discrete valuation ring. Since A is an integrally closed domain, 
we have Ad= n t:>/n(i», where the t:>i are prime ideals of A, of height 1 

i 

(Vol. I, Ch. V, § 6, Theorem 14). Therefore we have (§ 4, Theorem 
11, Corollary 2) 

(5) Ad = n A~i(n(i». 
i 

We consider anyone of the ideals Pi' and we call it t:>. Condition (D) 
and Lemma 1 applied to A/~ show that AIAv has no nilpotent elements, 
i.e., that A~ is a finite irredundant intersection of prime ideals ~j' We 
consider one of them, say ~l =~, and study Afl. Taking x' E n ~., 

j~2 J 

x' ¢ ~, we have x'ii c At:>. Let a be an element of t:> which is not in ~(2); 
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since Ap is a discrete valuation ring, p is an isolated primary component 
of Aa, and there exists an element x" of A such that x" rf lJ and x"lJ C Aa. 
Since x" is not a zero divisor mod A lJ (Corollary 6 to Theorem 11, § 4), 
we have x" tt iJ, t whence the element x = x' x" does not belong to~. On 
the other hand we have xP=x"x'iJcx"AIJcAa. Denoting by rp the 
canonical homomorphism of A into A~" we deduce that rp(x)VApcrp(a)Ap. 
Since x tt iJ, rp(x) is a unit in Ap, and, since a E lJ c~, the last relation 
shows that the maximal ideal ~Ap is the principal ideal generated by 
rp(a). Therefore A~" and similarly every A~" is a discrete valuation ring. 

~ J 

Now we prove that we not only have AlJ = n P j' but also 

(6) AlJ<n) = n p/n). 
j 

This we prove by induction on n. The proof of the inclusion p<n) c p /n) 
is straightforward (we recall that p=A n ~i). Conversely, consider 
any element Y of n ~/n}. We have y E Ap (since n ~ 1), whence (using 

J _ 

the same elements a, x" as above) x"y E Aa; we write x"y=aY1 (Y1 E A). 
Let rpj be the canonical homomorphism of A into Api' vi the normalized 
valuation of Api' and wi the mapping rpiVj. We have wi(x")=O (since 
x" rf ~ i)' wiy) ~ n, Wj(a) = 1 (since rpj(a) generates the maximal ideal of 
Ap), whence Wj(Y1)~n-1. Hence Y1Enii(n-1}, and therefore 

) j ) 

Y1 E Ap<n-1) by the induction hypothesis. Since a E p, we have 
x"y=aY1 E Ap<nl, whence), E Ap(n} since x" rf p. This proves (6). 

Combining (5) and (6) (applied to each Pi) we see that Ad is a finite 
intersection of symbolic powers i5k (n(k)), where the Ph are prime ideals 
of A such that Apk is a discrete valuation ring. This proves the an
nounced assertion. 

(2) We now know that A is integrally closed in its total quotient ring 
S. By Lemma 1, A has no nilpotent elements, whence its zero ideal 
is an irredundant intersection of prime ideals Cli. The elements of A 
which do not belong to U 1I"i are regular in A, and are therefore units in 

i 

S. Hence the zero ideal of S is the intersection of the maximal ideals 
SCli. Therefore S is isomorphic to the direct sum of the fields SIS"i 
(Vol. I, Ch. III, § 13, Theorem 32). If the number of these fields were 
greater than 1, S would contain an idempotent e t= 0, 1. Since e2 - e = 0, 
e is integral over A, whence it belongs to A, in contradiction with the 
fact that a local ring cannot contain any idempotent e distinct from 0 

t In other words, we have P = P n A. 
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and 1 (since e and 1- e would then both be non-units). Hence S is a 
field, and A has no zero divisors. This completes the proof of Lemma 2. 

REMARK. We have only used the hypothesis (D) for A and for the factor 
rings A/p, where p is a prime ideal of Ad. 

In the next lemma we use, for avoiding typographical complications, 
the notation c(B) for the completion of a semi-local ring B, and the 
notation R' for the integral closure of a ring R in its total quotient ring. 

LEMMA 3. Let A be a local domain satisfying condition (D). Then A' 
is a semi-local ring. Furthermore, if, for every maximal ideal m of A', 
the local ring A'1It and all its residue class rings A'llt/~ (p prime) satisfy (D), 
then the ring C(A/) is canonically isomorphic to c(A)'. 

PROOF. Condition (D) applied to A, i.e., the existence of an element 
d # 0 in A such that dc(A)' c c(A), implies that c(A)' is contained in a 
finite c(A)-module, whence it is itself a finite c(A)-module since c(A) is 
noetherian. Therefore c(A)' is a complete semi-local ring, and c(A) is 
a topological subspace of c(A)' (Theorem 15, § 6). 

On the other hand, since no element # 0 of A is a zero divisor in c(A) 
(Corollary 6 to Theorem 11, § 4), the total quotient ring S of c(A) con
tains the quotient field K of A. We have K n c(A) = A, since, if an 
element alb (a, bE A) of K belongs to c(A), we have a E b·c(A), whence 
a E b· c(A) n A = Ab, and alb E A. It follows that the relation 
d·c(A),cc(A) (d E A) implies dA'cc(A) n K=A. As above, this 
shows that A' is a finite A-module, therefore a semi-local ring, and that 
A is a topological subspace of A'. Therefore c(A) may be identified 
with a subring of c(A /). By Theorem 16 (§ 6), an element of c(A) which 
is not a zero divisor in c(A) is not a zero divisor in c(A /). Hence the 
total quotient ring T of C(A/) contains the total quotient ring S of c(A). 
Furthermore the relation dA'cA gives, by passage to the limit, 
d· C(A/)C c(A), thus proving that the elements of C(A/) admit d as a com
mon denominator. Therefore c(A') is a subring of S, showing that 
T=S. The relation d·c(A/)cc(A) proves also that C(A/) is a finite 
c(A)-module, whence that C(A/) is integral over c(A). Therefore c(A') 
is a subring of the integral closure c(A)' of c(A) is S. 

For completing the proof it remains to be shown that c(A/)=c(A)" 
i.e., that C(A/) is integrally closed in its total quotient ring S. We know 
(§ 7, Corollary 2 to Theorem 18) that c(A') is a direct sum of complete 
local rings B j • If we prove that all the rings B j are integrally closed 
domains, everything will be proved. For, denote by K j the quotient 
field of B j • The direct sum L K j is then the total quotient ring of 
c(A') = L B j • Let x = (Xl> ... ,x,,) be an element of L K j that is 
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integral over L B j • Writing component-wise an equation of integral 
dependence for x over L Bj , we see that Xj is integral over Bj for every i, 
whence that Xj E Bj and that x E L B j • 

We now prove that every B j is an integrally closed domain. We 
know (§ 7, remark to Corollary 2 to Theorem 18) that Bj is isomorphic 
to the completion of A'm l , mj denoting one of the maximal ideals of A'. 
Since A' is an integrally closed domain, so is A'm l • For completing the 
proof it suffices to notice that, by the hypotheses, Lemma 2 may be 
applied to A'm . 

I 

In order to be able to apply Lemmas 1, 2, 3 to the local rings of 
algebraic geometry (which we call, for short, "algebro-geometric local 
rings"), it suffices to make sure that, given an algebro-geometric local 
ring A, then A itself, all the rings A/~ (~: prime) and all the rings A' m/~' 
(A' integral closure of A, m maximal ideal in A', ~' prime ideal in A'm) 
satisfy condition (D). It is easily seen that all these local rings are 
algebro-geometric. In fact 

(a) As to A/~, we write A = Bq, where B is a finite integral domain 
k[Xl' ... , xn] and q a prime ideal in B. Then B 1 = BI(~ n B) is a finite 
integral domain, ~ n B is contained in q, and A/~ is isomorphic to (B 1)q , 

1 

where ql = q/(~ n B) (Vol. I, Ch. IV, Formula (1) at the end of § 10). 
Thus A/~ is algebro-geometric. 

(b) As to A'm, we still write A = Bq and observe that the integral 
closure B' of B is a finite integral domain (Vol. I, Ch. V, § 4, Theorem 9). 
Denoting by S the complement of q in B, the intregral closure A' 
of A=Bq=Bs is B's (Vol. I, Ch. V, § 3, Example 2). Thus, by the 
transitivity of quotient ring formation (Vol. I, Ch. IV, § 10), the ring 
A'm=(B's)m is equal to B'mnB" whence it is algebro-geometric. 

(c) As to A'mW, we apply (a) and (b). 
This being so, it is sufficient to prove the following: 
LEMMA 4. An algebro-geometric local ring A = k[ x l' X 2, ... , xn]q such 

that k(x) is separable over k satisfies condition (D). 
PROOF. We first prove the following strong variation of the normaliza

tion theorem: if the prime ideal q is z~ro-dimensional then it contains a 
separating transcendence basis {ZI' Z2' ... ,zr} of k(x)/k such that k[x] is 
integral over k[z]. Passing to the homogeneous ringD= k[yo. Yl' ... ,Yn] 
and to the one dimensional homogeneous prime ideal '.l! = h~ (p. 186), it 
will be sufficient to prove that '.l3 contains r homogeneous elements 
~l' ~2' ... , ~r such that {Yo, q is both a system of integrity of C and a 
separating transcendence basis of k(y)/k for we can then set Zl = ~;/Yoml, 
mj = degree of ~1)' By Vol. I, Ch. II, §17, Theorems 41 and 43, a 
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separating transcendence basis of k(y)/k is the same thing as a p-basis of 
k(x)(if the characteristic p of k is # 0). By the lemmaon p. 198 it is there
foresuffici,ent that foreachj = 1, 2,.,' . ,r+ 1 the elements ~l' .•. , ~j-l of~ 
have the following properties: the ideal C~o + C~l + ... + C~j_l (where 
~o = Yo) is of dimension r + 1 - j, I.l! contains none of the isolated prime 
ideals \~i of this ideal, and ~o, ~1' ... , ~j-l are p-independent elements of 
k(y). Assume ~o, ~1" .. ,~j_1 have already been constructed (note, forj = 0, 
that Yo 1/= I.U and is a transcendental over k(x)). Let u and v be homo
geneous elements of D such that u 1/= U ~i' U E I.l!; 'v E I.l!, v E n ~i and 
v ¢ k(yo. ~1' .. " ~j_l) (yP) (the existence of v follows from the fact that 
the elements of every non-zero ideal in C generate k(y) over k). Let 
pug, pbh, be the degree of u and v respectively (where p-ra, p-rb). If 
a < b we set ~j=uhPb-·+vr; if a ~ b we set ~j =lthP+y~O+I-bvr. It is then 
immediate that ~o, ~I' .. " ~j also satisfy the above conditions. The 
existence of a separating transcendence basis {ZI' Z2' ... ,z,} which is 
also a system of integrity of 0 = k[ x] allows us first to reduce the proof of 
the lemma to the case in which q is zero-dimensional, by adjoining to 
k a maximal subset of {ZI' Z2' •.. , z,} consisting of elements which are 
algebraically independent over k mod q. Assuming now that q is 
maximal we choose {ZI' Z2' ... ,z,} as above, we set !=k[z], 
3 =(Zl> Z2' ...• z,) = qn!. It is clear that {Zl> Z2' •.. , z,} is a system of 
parameters in 21 = Oq. 

The local ring A is not, in general, a finite module over B = t3' How
ever, if we denote by S the complement of 3 in t, then the ring 1= Os is 
a finite module over B = t s , and therefore is a semi-local ring. Further
more A is a quotient ring of I with respect to some maximal ideal. 
Then f), which is a power series ring in r variables over k, is a sub ring of 
1. By what has been seen in § 7 (Remark, p. 283), A is a direct sum
mand of 1. If we denote by cp the projection of 1 onto A, cp maps Zi 

(considered as an element of f) and 1) on zi (considered as an element 
of A); in order to avoid confusions, we denote this latter element by 
cp(z;). Since the elements cp(z I)' ... , cp(z,) of A are analytically inde
pendent over k (Corollary 2 to Theorem 21, § 9), cp maps isomorphically 
f)=k[[zl' ... ,z,]] onto the subring k[[cp(zl)' ... ,cp(z,))) of A (subring 
over which A is a finite module; see § 3). Furthermore, by Theorem 
16 (b) (§ 6), and since B has no zero divisors, no element #0 of B is a 
zero divisor in 1. From this it easily follows, by taking into account 
the fact that A is a direct summand of 1, that no element # 0 of cp(B) 
is a zero divisor in A. 

From all this we deduce that the total quotient ring Z of A contains 
the quotient field L of cp(B), and is a finite dimensional vector space over 
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L. The integral closure (A)' of A is the integral closure of ep(13) in Z, 
since A is integral over ep(13). Furthermore Z is a direct summand of 
the total quotient ring T of 1. Theorem 16 (§ 6) shows that T is a 
finite dimensional vector space over "L, and that, if {aI' ... ,aq} is a 
basis of the quotient field hex) of lover the quotient field k(z) of B, then 
it is also a basis of T over L. Lemma 4 will be proved if we prove the 
existence of an element d",O of B such that d(13)'e1 «B)' = integral 
closure of B in T): for, applying the projection ep and noticing that any 
element of Z which is integral over ep(B) is the projection of an element 
of Twhich is integral over B, we get ep(d).ep(lJ)'eA, i.e., ep(d)(A)'eA, 
and we have ep(d) E A, ep(d) '" O. 

For proving the existence of d, we may assume that the basic elements 
aj belong to I. The trace mapping Tk(x)/k(z) extends in a unique way 
to an L-linear mapping T of T into L. Since k(x) is separable over k(z), 
there exist elements a'l' ... , a' q of k(x) such that T(aja' j) = 8jj for all 
i,j (Vol. I, Ch. V, § 11, proof of Theorem 30). Now, if Y is an element 
of T that is integral over B, we see readily that the elements T(ajy) 
are integral over B, and hence belong to B since B is integrally closed. 

Since y= L T(ajy)a'i' we have y E L Ba'i' and therefore (B)'e i Ba'i' 
j i i= I 

Taking for d a common denominator in B such that da'i E I for every i, 
we get d(B)' e I, and Lemma 4 is proved. 

We now restate, in geometric language, the results obtained by com
bining Lemmas, 1, 2, 3 and 4: 

THEOREM 31 (Chevalley). Let V be an algebraic variety, W a sub
variety of V, both irreducible over a perfect field k. Then V is analytically 
unramified at W, i.e., the completion of the local ring o(Wj V) has no 
nilpotent elements. 

In particular the extension of a prime ideal ~ of k[ X l' ... , Xn] to 
k[[ X l' ... , Xn]] is an ideal that is equal to its radical. 

THEOREM 32 (Zariski). If, furthermore, V is normal at W, i.e., if 
o(Wj V) is integrally closed, then V is analytically irreducible and 
analytically normal at W, i.e., the completion of o(Wj V) is a domain and 
is integrally closed. 

THEOREM 33. With the hypothesis of Theorem 31, the integral closure 
of o(Wj V) is a semi-local ring whose completion is canonically isomorphic 
to the integral closure (in its total quotient ring) of the completion of 
o(Wj V). 
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RELATIONS BETWEEN PRIME IDEALS IN A NOETHERIAN DOMAIN 
o AND IN A SIMPLE RING EXTENSION o[t] OF 0 

Let 0 be a noetherian domain and let 0' be a domain containing 0 

and such that 0' = o[t], where t is some element of 0'. We wish to 
investigate the relations between prime ideals in 0 and in 0'. We first 
prove the following lemma: 

LEMMA 1. Let t be algebraic over the quotient field of 0, let ~' be a 
prime ideal in 0' = o[t] such that the prime ideal ~ =~' no has height 1 
(i.e., ~ is a minimal prime ideal in 0). Then the ~' -residue of t is algebraic 
over o/'p. 

PROOF. Upon passing to the rings of quotients 01' and 0'0-1' we 
achieve a reduction to the case in which 0 is a local domain having ~ 
as its only proper prime ideal (since 'p' 0' 0-1' is obviously a prime ideal 
in 0'0-1' whose contraction to 01' is ~op). We therefore assume that 0 

is a local domain and that the minimal prime ideal 'p of 0 is also the 
maximal ideal of 0 (0 is then a I-dimensional local domain). 

Let T be an indeterminate, let 0' = o[T] and let IDl' be the kernel of 
the homomorphism rp of 0' onto 0' which is uniquely determined by 
the following two conditions: (1) rp is the identity on 0; (2) rp( T) = t. 
Then rp is a proper homomorphism, i.e., IDl' i= (0). If we set~' = rp-l(lJ'), 
then it is immediately seen that m' n O='p and that the m'-residue of T 
can be identified with the p' -residue of t. So we have to show that the 
m' -residue of T is algebraic over o/P. 

Since T is an indeterminate, we have O'p no = p. Hence there is a 
homomorphism of C' /O'l> onto 0' Nf which sends the O'lJ-residue of 
T into the ~'-residue of T and which reduces to the identity on o/'p. 
Thus, for the proof of the lemma it will be sufficient to show that this 
homomorphism is proper, i.e., that O''p < I,l!'. 

Assume the c;ontrary: O'~=~'. We fix an element x#O in p. In 
the local domain 0 the principal ideal ox is primary and hence contains 
a power of 'po Therefore 0' x contains a power of I,l!', and therefore 
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~' is contained in every prime ideal of ,o'x, In particular in every 
isolated prime ideal of Cl'x. By the principal ideal theorem (Vol. I, 
Ch. IV, Theorem 29) it follows then that \~' is a minimal prime ideal in 
Cl', in contradiction with ~'> 9Jl' > O. Q.E.D. 

Before proceeding with the proof of the next proposition we shall 
give another proof of the preceding lemma, which does not make use 
of the principal ideal theorem. 

In the first place, we can achieve a reduction to the case in which t 
belongs to the quotient field of o. In fact, there exists an element 
a~O in 0 such that the element T=at is integral over o. We set 
0"=0[7], tJ"=tJ' no'. It is clear that the tJ"-residue f of 7 is algebraic 
over o/tJ (use a relation of integral dependence of 7 over 0) and that 
0" I.\J" = o/.\J[f]. Therefore it is sufficient to prove that the .\J' -residue 
of t is algebraic over 0" I.\J". Now, since .\J is minimal in 0, .\J" is mini
mal in 0" (Vol. I, p. 259), and since p' no" =.\J" and t belongs to the 
quotient field of 0", the desired reduction is achieved. 

Assume then that t belongs to the quotient field of o. We may also 
maintain our previous reduction to the case in which .\J is the maximal 
ideal of the one-dimensional local domain o. Let t = ylx, where 
x, yEo, and let m: be the ideal generated by x and yin o. If x is a unit in 
o then 0' = 0, and the lemma is trivial in this case. If x is not a unit and 
y is a unit in 0, then y=xt E o'.\Jc .\J', i.e., y E tJ' no, in contradiction 
with y ¢:.\J. Hence we may assume that both x and yare non-units 
in o. Then m: is primary for .\J and thus we know that for large n the 
length A(2{n) is a polynomial in n, of degree 1 (VIII, § 8). Conse
quently A(m:n+l) - A(m:n) = q = con st. , for n large. t Therefore.\( tJm:n) -
A(m:n) ~ q, for all n f;;; no, where no is a suitable integer. This implies 
that if n f;;; max (no, q) then the n + 1 basis elements xn, xn-1y, ... , yn 
of m:n are linearly dependent mod .\Jm:n over the residue field o/tJ(m:nl.\Jm:n 
is a vector space over 0/.\J, of dimension ~ q). We have thus a relation 
of the form 

where the aj are in 0 and not all in.\J. Dividing through by xn we 
conclude that the .\J' -residue of t is algebraic over 01.\J (the elements 

tActually, all we shall need in what follows is thatt\(m:n+l) - A(m:n) is bounded 
from above. A direct proof of this is immediate: 

Fix an element x;eO in m:. Then Ox is primary for.\J, whence m:ncox for 
large n. Therefore m:n=58x where- 58=m:n :(x)_ We have A(m:n)=A(58)+ 
1(58/58x), where I refers to lengths of o-modules. Since 58/58x and %x are 
isomorphic o-modules, it follows that A(m:n) = A(58) + A(ox), and therefore (since 
58 ~ 2{n-l)A(m:n) - A(m:n- 1 ) ~ A(ox), for all large n. 
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a I' az, ... ,an cannot all belong to 1:>, for if they do we would have 
ao= -(a1t+ ... +antn) E o'~ no, i.e., ao E 1:>, a contradiction). 

We shall use the preceding lemma for proving the following: 
PROPOSITION 1. Let 0 be a noetherian domain and let 0' = o[t] be a 

domain which contains 0 and is a simple ring extension of o. Let~' be a 
prime ideal in 0', different from 0' ; let I' = 1" n 0 and let T be the ~' -residue 
oft. 

(A) If t is transcendental over 0, then (a) h(1:>')=l+h(1:» and Tis 
algebraic O't:er o/~, if ~' ~ o'~, and (b) h(~') = h(I') and T is transcendental 
over 0/1:>, if ~' = 0'1:>. Furthermore, if 1:> is any prime ideal in 0 then 0'1:> 
is a prime ideal in 0', and we have o'~ no =~. 

(B) If t is algebraic over 0, then h(~') ~ h(1:»; and if, furthermore, 
T is transcendental over o/~ then h(~') < h(~). 

PROOF. We first make a remark which will be useful in the proof of 
either part of the proposition. Let q' be a prime ideal in 0' such that 
1:>' > q' and assume that 1:>' n 0 = q' n 0 = 1:>. Let u be the q' -residue of t. 
We have o'/1:>'=O/~[T] and o'/q'=o/l'[u]. Thus the natural homo
morphism of 0'1 q' onto 0' I~' sends u into T and reduces to the identity 
on o/~. Since this homomorphism is not an isomorphism, it follows 
that u is transcendental over o/~, while T is algebraic over o/~. From 
this it follows also that there exists no prime ideal in 0' which is properly 
contained in 1:>' and properly contains q'. 

We now begin with the proof of part (A) of the proposition. Since 
t is transcendental over 0, it is seen immediately that if 1:> is any prime 
ideal in 0 then o'~ no = ~ and the o'1:>-residue T of t is transcendental 
over 0/1:>. Hence 0'10'1:> (=O/~[T]) is an integral domain, and o'~ is thus 
a prime ideal in 0' (and contracts to ~ in 0). This proves the last asser
tion of part (A) of the proposition, and, in view of the preceding 
"remark," it also establishes the fact that T is transcendental over o/~ 
if and only if ~' = o'~. It also follows that 

(1) 

and that, consequently, if ~' is a prime ideal in 0' then 

(2) "~' no = 1:>.1:>' ~ o'~" => "h(~') ~ 1 +h(1:»." 

To complete the proof of part (A) of the proposition it remains to be 
shown that h(1:>')=1+h(~) or h(1:>')=h(~) according as ~':#:o'~ or 
~'=0'1:>. 
,Let 

(3) ~' > q' > . .. > (0) 
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be a strictly descending chain of prime ideals in 0' beginning with p' 
and having maximal length, and let q' no = q. Assertion (A) being 
trivial if p' = (0), we use induction with respect to h(p'). We consider 
separately the two cases: (a) p'.,,£:o'p or (b) p'=o'P. 

CASE (a): p'.,,£: o'p. 
If q'=o'p, then q=p, and h(q')=h(p) by the induction hypothesis. 

Hence h(p')= 1 +h(q')= 1 +h(p). 
If q'.,,£: o'p, then p> q (again by the preceding "remark"), and 

hence h(p) > h( q). We also have q'.,,£: 0' q, for in the contrary case we 
would have the strictly descending chain p' > o'p > q', contrary to the 
maximality of the chain p' > q' > . . .. Hence, by our induction 
hypothesis, we have h( q') = 1 + h( q). Therefore h(p') = 1 + h( q') = 
2 + h( q) ~ 1 +h(p), whence h(p') = 1 + h(p), in view of (2). 

CASE (b): p'=o'p. 
If q' = 0' q, then p > q and h(p') = 1 + h( q') = 1 + h( q) (by the induction 

hypothesis). Hence h(p')~h(p), and thus h(p')=h(p), in view of (1). 
Now assume that q' > 0' q. By the induction hypothesis, we have 

h( q') = 1 +h( q). Since p' = o'p, we have necessarily that p> q and also 
that T is transcendental over o/p. This property of T can also be 
expressed as follows: if a is the q' -residue of t (whence a is algebraic 
over 0/ q, since q' > 0' q), then the p' / q' -residue of a is transcendental 
over the ring (o/q)/(p/q). By Lemma 1, this implies that p/q is not a 
minimal prime ideal in the ring 0/ q. In other words: h(p) ~ 2 + h( q). 
Hence, h(p')= 1 +h(q')=2+h(q)~h(p), and thus h(p')=h(p), in view 
of (1). 

This completes the proof of Part (A) of the proposition. Note that 
we had to use Lemma 1 only ift the case lJ' = o'p, q' > 0' q. 

We now deal with part (B) of the proposition. Let T be trans
cendental over 0 and let C' = o[T]. We have a homomorphism of C' 
onto 0' which sends T into t and reduces to the identity on o. Let rol' 
be the kernel of this homomorphism. Since rol' no = (0) and since 
the IDl' -residue t of T is algebraic over 0, it follows from part (A) that 
h(IDl')=l. Now, let ~' be the prime ideal in C' such that ~'/IDl'=p'. 
Then I.U' no = p and 

(4) 1 +h(p') ~ h(~'). 

Now, the lJ'-residue T of t is also that ~'-residue of T. Hence by 
part (A) of the proposition, we have h(~')=h(p)+ 1 if T is algebraic 
over 0, and h(~') = h(p) if T is transcendental over o. Using (4), we 
find, in the first case: h(lJ')~h(pkand in the second case: h(p')~ 
h(p)-l. This completes the proof of the proposition. 
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In Proposition 1 it was assumed that there exists a prime ideal v' in 
0' such that v' no is the given prime ideal V of o. We express that 
assumption by saying that V is not lost in 0'. There arises naturally 
the question of whether a given prime ideal V in 0 is or is not lost in 0'. 

The answer is simple: V is not lost if and only if o'v no = V. The 
condition is obviously necessary for if V' n 0 = l:J then V co' V n 0 c V' n 0 

= v, whence o'v no = v. The converse has been established in the 
course of the proof of Theorem 3 of Vol. I, Ch. V, § 2 (by a reduction 
to the case in which 0 is a local ring and V is its maximal ideal). 

Another necessary and sufficient condition that V be not lost in 
0' = o[t], a condition which is valid also if 0 is not noetherian, is the 
following: if C' denotes the integral closure of op in the quotient field K' 
of 0', then 1/ t does not belong to the intersection of the maximal prime ideals 
of C'. For the proof we make use of Theorem 8 in VI. § 5: 

where m denotes the set of all valuations of K' which have center V 
in o. Assume that there exists a maximal ideal Wl' of ()' such that 
l/t ¢ Wl'. Applying the cited Theorem 8 of VI, § 5, to the integrally 
closed local domain C'!l)l' we see that there exists a valuation Vo in 
m such that vo(l /t);:£ O. Hence vo(t) ~ 0 and ~'o is non-negative in 
o[t], and thus, if l:J' is the center of Vo in o[t] then l:J' no = l:J. Con
versely, assume that there exists a prime ideal V' in o[t] such that 
V' no =~. We fix a valuation Vo of K' which has center V' in o[t]. 
Then Vo has center V in 0, i.e., Vo E m, and furthermore vo(t) ~ 0, 
whence v o(1/t);:£ O. This shows that l/t does not belong to the center 
Wl' of Vo in C'. 

We add a few remarks in the special case in which Op is integrally 
closed and t belongs to the quotient field of o. In that case, the second 
of the above conditions takes the following simple form: V is lost in 
o[t] If and only if l/t is a non-unit in Op. Thus l:J is not lost in o[t] in the 
following (and only in the following) two cases: (1) t E Op; (2) t ¢ 0", 

l/t ¢ Op. In case (1) we have 0' o-p = op and this implies at once that 
there is only one prime ideal V' in 0' such that l:J' n 0 = ~ and that 
o'p' = Op. In case (2), Theorem 10, Corollary, of VI, § 5, yields a good 
deal of information. Since the prime ideals in 0' which contract to 
p are in (I, 1) correspondence with the prime ideals in 0' o-p which 
contract in Op to 'vop, we may assume, for simplicity, that 0 is a local 
domain and that V is its maximal ideal. Under this assumption we 
see that, in case (2), o'p is one of the prime ideals in 0' which contracts 
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to ~ and that the o'~-residue T of t is transcendental over nj~. The 
other prime ideals in 0' which contract to ~ are in (1, 1) correspondence 
with the maximal ideals of the polynomial ring Oj~[T]. 

For purposes of generalization of Proposition 1 we shall now restate 
Proposition 1. The notation being the same as in that proposition, 
we denote by dimo 0' the transcendence degree of the quotient field 
of 0' over the quotient field of o. A similar meaning is attached to the 
notation dimo/po'/~'. Then Proposition 1 is expressed by the following 
inequality : 

(5) h(~')+dimo/p o'/~' ~h(~)+dimo 0' 

with equality if dimo 0' = 1. 
A straightforward induction on n yields at once the following 

generalization of Proposition 1: 
PROPOSITION 2. Let 0' = O[tl' t 2, ••• , tn], where 0 and 0' are noetherian 

integral domains, and let ~, ~' be prime ideals in 0 and 0' such that ~' n 0 = 
~(~',e R). Then inequality (5) holds, and we certainly have equality in 
(5) if dimo 0' = n. 

We shall say that the dimension formula holds for a noetherian integral 
domain 0 if for any integral domain 0' which is finitely generated over 0 

and for any pair of prime ideals ~, ~' in 0 and 0' respectively (~',e R) 
such that ~' n 0 = ~, we have 

(6) h(~')+dimo/p o'/~' = h(~)+dimo 0'. 

We say that the chain condition holds for prime ideals in a noetherian 
domain 0 if for any prime ideal ~ in 0, ~,e R, all maximal chains of 
prime ideals in Op (different from op) have the same length (therefore 
have length equal to the dimension of the local ring op). It is clear 
that in order to check whether 0 satisfies the chain condition for prime 
ideals it is sufficient to check whether the above condition concerning 
Op is satisfied for all the maximal ideals ~ in o. 

PROPOSITION 3. Let 0 be a noetherian integral domain and let 
T l' T 2' .. " , Tn" be transcendentals which are algebraically independent 
over o. If for any n the domain 0[T1, T 2, ••• , Tn] satisfies the chain 
condition for prime ideals then the dimension formula holds for o. 

PROOF. Let 0', ~, ~' have the same meaning as in Proposition 2 and 
let ,o'=0[T1, T2,'"", Tn). We have o'=,o'j9Jl.', where 9Jl.' is a prime 
ideal in ,0' such that 9Jl.' n 0 = (0). By the second part of Proposition 2 
we have 

(7) h(9Jl.') + dimo 0' = n. 

Let ~'=~'/m', where ~' is a prime ideal in 0' such that ~'::::>m'. 
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Then clearly ~' no =~. Therefore, again by the last part of Proposi
tion 2 and in view of D'/~'=o'/"p', we have 

(8) 

Since the chain condition for prime ideals holds in D, we have h(~') = 

h(IDl') + h(~'), and from this (6) follows in view of (7) and (8). Q.E.D. 
By the dimension theory of algebraic varieties we know that the chain 

condition for prime ideals holds in the coordinate ring of any affine 
variety, i.e., in any finite integral domain over a field k (see VII, § 7, 
Theorem 20, Corollary 2). Hence, Proposition 3 implies that the 
dimension formula holds for any finite integral domain 0 (and hence 
also for any local ring of 0 with respect to a prime ideal "p < 0). How
ever, this conclusion follows also directly from the dimension theory 
of algebraic varieties, without the intermediary of Proposition 3; it is 
sufficient to observe that for any prime ideal "p of a finite integral 
domain 0 (over a field k; lJ # 0) we have h(p) = dimk 0 - dimk o/p. 

A more interesting feature of Proposition 3 is its application to the 
construction of examples of noetherian integral domains which do not 
satisfy the chain condition for prime ideals [compare with the remarks 
made in Vol. I, p. 242]. To construct such an example we have only 
to find a noetherian integral domain 0 for which the dimension formula 
does not hold. We shall construct a local domain 0 and a semi-local 
domain 0' = o[t] having the same quotient field as 0 such that, with the 
same notations as in Propositi:m 1, part (B), we have h(p')<h(p) with 
T algebraic over "p, where p is the maximal ideal of o.t Then, by 
Proposition 3, the domain 0[1'], T-transcendental over 0, does not 
satisfy the chain condition for prime ideals. 

EXAMPLE. We first prove several simple lemmas. 
LEMMA 2. Let 0 be an integral domain having only a finite number of maxi

mal ideals mI. m 2 •...• mq• If each ring Om, is local (i.e .. noetherian). then 0 

is noetherian (hence semi-local). 
PROOF. Let 2! be any ideal in o. We can find elements al • a 2 • •••• as in 0 

such that for each i = 1. 2 •...• q these elements generate in Om the ideal , 
Oltl j 2!. Let b be an arbitrary element of 2!. Then for each i we have 
bc, E LjOaj for some Cj in 0 and not in mj' Since the elements cl • C2 • •••• Cs 

generate the unit ideal in 0 it follows that b E Ljoaj. showing that 2! has a 
finite basis. Q.E.D. 

LEMMA 3. Let C l • D2•• • '. Dq be local domains contained in some field. let 
IDlj be the maximal ideal of OJ. let 0 =01 n D2 n ... n Dq and let m;= IDlj no. 

t The example of such a pair of rings 0 and 0' (given below) is due to M. 
Nagata (see reference in Vol. 1. p. 242. footnote). Our observation that o[T] 
provides a counter-example to the chain condition for prime ideals is new. 
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If ,cj=01l1 i , i= 1,2, ... , q, then 0 is noetherian and its maximal ideals are in 
the set {ml' m2, ... , mq}. 

PROOF. If X E 0 is a non-unit in 0 it must be a non-unit in at least one of 
the rings C j. Thus x belongs to one of the ideals mj' This proves the lemma, 
in view of Lemma 2. 

Let R=k[x, y] be a polynomial ring in two independent variables x, y over 
a field k. We fix a zero-dimensional discrete valuation v, of rank 1, which 
is non-negative on R, has k as residue field, and is such that v(x) = 1 (see VI, 
§ 15, Example 2). Furthermore, we assume that the center of v in R is the 
maximal ideal (x, y) of R. We set ,cl =R" = valuation ring of v. We then 
consider the point X= 1, y=O in the (x, y)-plane and we denote by ,02 the 
local ring of that point, i.e., the ring of quotients of hex, y] with respect to the 
maximal ideal (x-l,y). If IDll=,clX and IDl 2=Cdx-l,y) denote the 
maximal ideals of ,01 and ,02 respectively, we set 0' =,cl n ,02' m'l = IDll no', 
m' 2=IDl2 no'. 

Sinceo'~h[x,y]itisclearthato'1I1' =,02' Itisalsoobviousthato'm' cDl. 
• I 

We show that (\ CO'm' and that consequently ,01 = O'm'. If e E C l, we write 
I I 

e = ~, where numerator and denominator are in k[x, y]. Let v(B) = n ~ O. 

Then v(A) G; n and hence A = x"a, B = x"b, with a, b in ,01' Since x is a unit 
in ,0 2' we have also a, bED 2' whence a, b EO'. Furthermore, since v( b) = 0 

it follows that b ~ m'l' Hence e=i E O'm'" which proves our assertion that 

0 1 =O'm',' 
Since ,01 and ,02 are local rings, the ring 0' is noetherian, by Lemma 3. 

Since neither one of the two ideals m'l' m' 2 is contained in the other (x E m'I' 
x~m'2; x-I ~m'l' x-I Em'2)' it follows again by Lemma 3 that 0' is a 
semi-local ring, with m'l and m' 2 as its only (distinct) maximal ideals. 
Furthermore, we have 0'~k=0'/m'1=0'/m'2' 

We now set 0 = k + (m' 1 n m' 2)' It is immediately seen that 0 has only one 
maximal ideal m, namely m = m' 1 n m' 2 (since every element of 0 which is not 
in m is a unit in 0). We assert that o'=o+kx. For, let eEO' and let 
~-clEm'l' e-C2Em'2' where Cl ,C2 Ek. Then ~-Cl+(Cl-c2)xEm 
(since x E m'l and x-I Em' 2)' and this proves the assertion. Thus 0' =o[x]. 

We now prove that 0 is noetheriant (whence 0 is a local domain). If ~ is 
any ideal in 0, different from 0, the ideal ~o' in 0' is contained in 0 since 
~o' =~+Wx and ~xcmxcmco. Hence ~o' is an ideal in o. As an ideal 
in 0' it has a finite basis {aI' a2, ... , ah} consisting of elements of W. Then 
~o' = L 0' aj = L oaj + L hajxc ~ + L kajx. This shows that ~o' I~, regarded as 
a vector space over k (by viewing both ~o' and ~ as vector spaces over h), is 
finite dimensional. It follows that any strictly ascending chain of o-ideals 
between ~ and Wo' is necessarily finite. Now, let WI c W2c ... be an ascend
ing chain of ideals in o. Since 0' is noetherian we must have ~"o' = ~n+lo' = ... 

t The fact that o[x] is noetherian does not automatically imply that 0 is 
noetherian. For instance, if u and v are indeterminates over a field k then 
the ring R=k[u, u 2v, U 3V 2, ••• , u"vn-l, ... ] is not noetherian, but the ring 
R[v]( = k[u, v]) is noetherian. 



RELATIONS BETWEEN PRIME IDEALS 329 

for some n. Without loss of generality, we may assume that this is so already 
for n= 1. Then 

~1 C~2C ••• c~10', 

and this shows, by what we have just proved above, that ~q = ~q+l = ... for 
some q. Hence 0 is noetherian. 

We have h(m'I)=I, h(m'2)=2, whence dim (0')=2. By the dimension 
theory of semi-local rings we have dim (0)=2, since 0' is integral over o. 
Therefore h(m)=2. On the other hand, h(m' 1)= 1 < h(m), and the m' 1-residue 
of x is algebraic over o/m (=k; in fad, that residue is equal to 0). There
fore, the dimension formula (5) does not hold for 0,0', with tJ = m and tJ' =m' l' 
Consequently, o[T] does not satisfy the chain condition for prime ideals. 



APPENDIX 2 

VALUATIONS IN NOETHERIAN DOMAINS 

In Chapter VI we have derived a number of results concerning the 
dimension, the rank and the rational rank of valuations in algebraic 
function fields (see, for instance, VI, § 10, Corollary of Lemma; VI, 
§ 14, Theorem 31, Corollary and VI, § 15, Theorem 36). Our purpose 
in this appendix is to generalize these results to valuations of quotient 
fields of arbitrary noetherian domains (and also of fields which are of 
finite transcendence degree, or are finitely generated, over such fields).t 

Let R be a noetherian domain, K the quotient field of R and v a 
valuation of K which is non-negative on R (VI, § 9, p. 38). Let 13 be 
the center of v in R. The following characters of v may be considered: 

(1) the rank of 'v (rank v); 
(2) the rational rank of v (r. rank v); 
(3) the relative R-dimension of v (dimR v): this is the transcendence 

degree of the residue field .d" of v over the field of quotients F of R/l:l. 
Then we may also consider the height h(13) of 13. If we denote by 0 the 

local domain Rp, then v is also non-negative on 0, and the center of 11 in 
o is the maximal ideal m of o. The relative dimension of v is not 
affected if we replace R by 0, since olm is the field of quotients of RI:p. 
The height of :p is now also the dimension of the local domain o. We 
shall deal directly with 0 and discard the domain R altogether. We 
set r=rank v, p=r. rank v, d=dimo ~', s=dim (0). To express our 
assumption that v is non-negative on 0 and that the maximal ideal m 
of 0 is the center of v, we shall say that v dominates o. 

PROPOSITION 1. If v is a valuation of the field of quotients K of a 
local domain 0 and if v dominates 0, then 
(1) rankv+dimov~dim(o) (or,r+d~s) 

(and hence rand d are finite). 
t This generalization is due to S. Abhyankar and is given in his paper "On 

the valuations centered in a local domain," Amer. J. Math., 78 (1956), pp. 321-
348. Our proofs differ from those given by Abhyankar. In particular, our 
proofs of Propositions 2 and 3 make no use of Cohen's structure theorems for 
complete local rings. 

330 
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PROOF. We first prove that r~s. Let ~>~l> ... >~q be a 
strictly descending chain of prime ideals in the valuation ring R" of v, 
where ~ is the maximal ideal of R" (q-an integer ~ 1). For each 
i = 1, 2, ... , q, we fix an element ti such that ti E ~i-l' ti ¢: ~i (~o = ~), 
we. consider the ring o'=o[tl , t 2,"', tq] and we set ~'=~ no', 
~'i=~ino' (i=I,2,···,q). We have ~'>~'l> ... >~'q, whence 
h(~') ~ q. On the other hand, we have ~' no = m, since ~ no = m. 
By Proposition 2, Appendix 1, we have therefore the inequality 
h(~') + dimo/P o'/~' ~ s, whence 

(2) q + dimo/P o'/~' ~ s. 

Hence q ~ s, showing that rank v ~ s. 
We next show that dimo v is finite. Let Xl' X 2, ••• , Xq be elements 

of R" whose v-residues are algebraically independent over the field 
o/m. We set now 0' = 0[x1, X 2' ..• , Xq] and ~'= ~ no'. Then again 
~' n 0 = m, and this time we have dimO/"' 0'/'1,3' = q. Hence, again by 
Proposition 2, Appendix 1, we have 

h(~')+q ~ s, 

showing that q is bounded, whence dimo v is finite. 
From r~s follows inequality (1) in the case dimo v=O. Since we 

know now that dimo v is finite, we may proceed by induction from 
d - 1 to d, assuming that d> O. We fix an element X in R" whose 
v-residue is transcendental over o/m, we set o'=o[x] and ~'=~ no'. 
We have now, by Proposition 2, Appendix 1: h(~') + 1 ~ s. On the 
other hand, the dimension of v relative to 0' is d - 1, and hence, by our 
induction hypothesis, we have r + d - 1 ~ h(p'), and this yields the 
desired inequality (1). 

We note that Proposition 1 remains true if v is a valuation of an 
algebraic extension of K, for the rank, rational rank, and the dimension 
of v are not affected by an algebraic extension of K. (See VI, § 11.) 

The following result is stronger than Proposition 1 (since p ~ r): 
PROPOSITION 2. With the same assumptions as in Proposition 1, we 

have 
r. rankv+dimov ~ dim (0) (or, p+d ~ s). 

PROOF . We consider separately various cases. 
CASE 1. rank v= 1, dim'l:=O. 
In this case the value group r of v consists of real numbers. Since 

every element of·r is of the form v(a) - v(h), with a, b in m, the set 
v{ m} (= {v( a) I a Em}) has the same rational rank as r. The elements 
of v{ m} are positive real numbers. If a E v{ til} we denote by ma the 
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set of elements x in 0 such that v(x) ~ a. Then 2la is an ideal in 0 

(a valuation ideal; see Appendix 3). If ~ is any ideal in 0 then 
min (v(y), y E~) exists since ~ has a finite basis. We denote this 
minimum by v(~). We may normalize r so that v(m)= 1. For any 
a in v{ m} we can find an integer n such that n ~ a. Then mile 2la' 
showing that 2la is primary, with m as associated prime ideal. The set 
of valuation ideals 2la in 0 (a E v{ m}) is naturally ordered by set theoretic 
inclusion: 2la > ~(~ If a < {J. The fact that each \l(a is nt-primary shows 
that each valuation ideal 2l~ is preceded by only a finite number of 
valuation ideals 2la. Hence the ordered subset v{nt} of r (and also the 
ordered set of ideals 2la ) is a simple infinite sequence, say (Xl < a2 < ... 
< (Xj < ... , where (Xl = 1 and aj -+ + 00. This set v{ m} is closed under 
addition. 

The length "(mal) of mal is clearly ;:;; i. For any given positive 
integer n let i(n) be the subscript such that aj(II) = n. Then mile 2lal(n)' 

and therefor:e 

(3) "(mil) ;:;; i(n). 

Let now q be a positive integer such that the rational rank of r 
(and hence also of v{m}) is ;:;;q. We can then find in v{m} elements 
71,72, ... ,7q (71 =a1 = 1) which are rationally independent. We 
assume that 71 < 72 < ... < 7 q• Denote by 17" the number of ordered 
q-tuples U1,j2' ... ,jq) of non-negative integers j1,j2' ... ,jq (not all 
zero) such that 

(4) 

Since the elements j171 +j272 + ... +jq7q are among the a/s and are 
distinct, it is clear that i(n);:;; Un. Hence, by (3): 

(5) 

We now proceed to find an estimate for Un. Let n' denote the 

integral part of~. If 1 ~ji~n' for i= 1,2, ... , q thenjj7j~~ (since 
q7q q . 

7j~7q), whencej171+j272+ ... +jqTq~n. Therefore 

(6) 

Since ~ - 1 < n', it follows from (6) that there exists a polynomial 
q7q 

Pq, of degree q, such that Pq(n) ~ 1711 for all n. On the other hand, 



VALUATIONS IN NOETHERIAN DOMAINS 333 

'\(mn) is a polynomial Pm(n), of degree s, for n large (VIII, § 8, Theorem 
19). Hence by (5) and (6) we find 

(7) Pq(n) ~ PI1\(n), 
and hence q ~ s. We therefore have p ~ s in case 1. 

CASE 2. rank v = 1, dimo v > O. The proof in this case is by induc
tion from d - 1 to d ( = dimo v) and is identical to the inductive argu
ment given in the last part of the proof of Proposition 1. 

CASE 3. rank v> 1. We now use induction with respect to 
r (=rankv). Let v=v1ov, where 'VI is a valuation of K, of rank 1, 
and v is a valuation of the residue field Ll"1 of VI' of rank r-1. We 
denote by Ll" the residue field of v; this is also the residue field of v. 
Let ~1 be the center of VI in o. Then, by the case r= 1, we have 

(8) r.rank VI + dimo VI ~ h(~I)' 

where, if we set F 1 = field of quotients of ojP lI then 

(9) dimo {II = tr.d. Ll"JF1• 

The valuation v dominates the local domain" = Oj~I' Let Vo be the 
restriction of v to Fl' Then rank Vo ~ rank v = r - 1, and hence by 
our induction hypothesis we have 

(10) r.rank vo+dimo Vo ~ h(m/~I)' 
Adding (8) and (10) we find 

(11) r.rank v-(r.rank v-r.rank vo)+dimo VI +dimo Vo ~ h{m) = s. 

We sh all prove in a moment that 

(12) r.rank v-r.rank Vo ~ tr.d. Ll"JF1 -tr.d. Llv/Llljo' 

where Llljo is the residue field of vo' Note that, by Proposition 1, the 
transcendence degrees on the right-hand side of (12) are all finite. In 
fact, the right-hand side is equal to.dimo v1 -dimjj v+dim6 vo' Note 
also that dimo v = dimo v. Hence from (11) and (12) we find 

r.rank v+dimo V ~ s, 

which completes the pro~f of the proposition. 
As to (12), this relation merely expresses the following general 

lemma: 
LEMMA 1. Let K be a field, Ko a subfield of K, V a valuation of K 

and Vo the restriction of V to Ko. If Ll and Llo are the residue fields of V 
and Vo respecti't'ely, and if tr.d. KjKo is finite, then 

(13) r.rank v-r.rank Vo ~ tr.d. KjKo-tr.d. LljLl o. 
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PROOF. Let tr.d. KjKo=g and tr.d. £1j£1o=h, so that h <[;g. Fix 
h elements Xl' X 2, ••• , Xh in K such that their v-residues Xi are alge
braically independent over £1 0 , Let K' = KO(x l , X 2, ... , xh) and let 
v' be the restriction of v to K'. From the fact that the X, are alge
braically independent over £1 0 follows at once that if f{x l , X 2, •.• , xh) 
is any non-zero polynomial in Xl' X 2, ... , X h , with coefficients a j in 
Ko, then v'(f(x» = min {vo(a j )}. Hence the value group r' of v' is 
the same as that of vo. On the other hand, a simple argument similar 
to the one given in the proof of the lemma in VI, § 10 (p. 50) shows 
that if r is the value group of v then 

r.rank Tfr ~ tr.d. KjK' = g-h, 

and this establishes the lemma. 
Combining Proposition 2 with the above Lemma 1, we have the 

following 
COROLLARY. The assumptions being the same as in Proposition 1, 

except that we now assume that v is a valuation of an extension field 
K' of K such that tr.d. K'/K is finite, 'we have 

(14) r.rank v+dimo v ~ s+tr.d. K'jK. 

For the proof it is only necessary to apply first Lemma 1 to v and 
the restriction vo of v to K, and then Proposition 2 to vo and o. 

In either Proposition 1 or Proposition 2 we may have the equality 
sign, i.e., either the rank of v or the rational rank of v may have its 
maximum value dim (0) - dimo v. Since r.rank v~ rank v, it follows by 
Proposition 2 that if rank v=dim (o)-dimo v then also r.rank v= 
dim (0) - dimo v. Therefore, information about valuations v for which 
the rational rank takes its maximum value dim (0) - dimo v will yield 
also information about valuations v for which the rank takes that 
maximum value. The results proved below deal precisely with the 
case in which either r.rank or rank v has its maximum value. First we 
give the following definition: 

Let r be an ordered (additive) abelian group, of finite rank r, and 
let (0) = ro < rl < ... < r,_l be the isolated subgroups of r. Then 
r is said to be an integral direct sum if and only if each group rdrj_l' 
i = 1, 2, ... , r (r, = T), is a finite direct sum of cyclic groups. Note 
that if r is of rank 1, so that r is therefore a subgroup of the additive 
group of real numbers, then r is an integral direct sum if and only if it 
is a direct sum of cyclic subgroups, i.e., if and only if there exist real 
numbers Tl' T2, ••• , 7'p in r which are rationally independent and such 
that every element of r is a linear combination of the T'S, with integral 
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coefficients (in that case the rational rank of r is p). If r > 1, we 
know that the rational rank of r is the sum of the rational ranks of the 
r groups rdri_t. It follows that if r is an integral direct sum and if, 
furthermore, rank r= r.rank r, then each of the groups rijri_t is 
cyclic, hence is discrete, of rank 1, and consequently r is discrete. We 
shall make use of this remark in Proposition 3. 

We first prove the following complement to Lemma 1. 
LEMMA 2. If in (13) of Lemma 1 the equality holds and if furthermore 

K is finitely generated our K o, then Fjro is an integral direct sum and 
.::1 is finitely generated over .::10 (here ro denotes the value group of v o). 

PROOF. We use the notations of the proof of Lemma 1. In the 
transition from Vo to v' there is no change in the value group (whence 
F' = ro), and the residue field.::1' of v' is a purely transcendental extension 
of .::10 (of transcendence degree h). Since the equality holds in (13), 
we have that r.rank Fjro=g-h. If we set p=g-h and fix p elements 
Yt, Yz, ... 'YP in K such that v(Yt), V(Y2)' .. :; v(Yp) are rationally 
independent mod ro, then Yt, Y2' ... ,yP are algebraically independent 
over K' (VI, § to, Lemma, p. 50) and it is immediately seen 
thatthe restriction of v to the field K* = K'(Yl> Y2' ... ,Yp) is a valuation 
v* having the following two properties: (a) if r* is the value group of 
v* then r*jro is an integral direct sum; (b) the residue field of v* coin
cides with the residue field.::1' of v'. Now, K is a finite algebraic exten
sion of K*. Hence, also rJFo is an integral direct sum (compare with 
proof of Theorem 36 in VI, § 15), and the residue field of v is a 
finite algebraic extension of .::1'. Q.E.D. 

PROPOSITION 3. Let 0 be a local domain, K its quotient field, K' a 
finitely generated extension of K and v a valuation of K' which dominates 
o. Ifr.rank v+dimo v=dim (o}+tr.d. K'jK, then the value group rof 
v is an integral direct sum, and the residue field .::1" of v is finitely generated 
over the field of quotients F of ojm. 

PROOF. We first achieve a reduction to valuations of rank 1. Let 
r = rank v> 1 and assume that the proposition is true for valuations of 
rank < r. Let V= vtOv. With the same notations as in Case 3 of the 
proof of Proposition 2 and setting 0t = 0P1' we have, by the corollary of 
that proposition: 

(15) r.rankvt+dimol 'lit ~ dim (ot)+tr.d. K'JK; 

(15') r.rank v+dimjj v ~ dim (o)+dimol Vt. 

Hence, by addition, and observing that dimjj v = dimo v: 

r.rank v+dimo v ~ dim (ol)+dim (o}+tr.d. K'jK. 
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Since dim (ol)+dim (o)~dim (0), it follows that in (15) and (15') we 
must have the equality signs (and also-incidentally-dim (0 1) + dim 
(0) = dim (0), i.e., h(lJ 1) + h(m/lJ 1) =h(m)). Therefore, by our induction 
hypothesis, applied to VI' we have: (a) the value group of VI must be 
an integral direct sum, and (b) the residue field Llvi is a finitely generated 
extension of the quotient field of a. Since ii is a valuation of Llvl , it 
follows from (b) and our induction hypothesis, that also the value 
group of v is an integral direct sum and that the residue field of v is 
finitely generated over the field of quotients of aim. Since v and V 

have the same residue field and since o/m = aim, the proposition 
follows for the given valuation v. . 

We assume now that rank V= 1. Next we achieve easily a reduction 
to the case K = K'. For let Vo be the restriction of v to K. Using the 
assumption of our proposition and applying Lemma 1 and Proposition 2 
to the valuations v and Vo respectively, we find that (a) r.rank v
r.rank vo=tr.d. K'IK-tr.d. Ll/Llo, and (b) [.rank vo=s-tr.d. Llo/F. If 
we assume the truth of our proposition in the case K' = K, it then follows 
from (b) that the value group ro of Vo is an integral direct sum and that 
LID is finitely generated over F. From (a) it follows, in view of Lemma 
2, that FiFo is an integral direct sum and that LI is finitely generated 
over LID. This shows that the proposition holds for the given valua
tion v. 

We can therefore assume that K' =K and that rank V= 1. 
Our next preliminary step is a reduction to the case in which dimo v = 

O. For assume that dimo V > 1. Choose an element t in K such that 
the v-residue of t is transcendental over F (where F= quotient field of 
o/m) and set R1 =o[t]. If lJ1 is the center of V in R1 and if we set 
01 = RIP' then 01 dominates 0 and V dominates 0 l' Since lhe lJ I-

I 

residue of t is transcendental over F, we know (Appendix 1, Proposition 
1, part B) that dim (01) ~ dim (0) -1. Now, r.rank v+ dimo V= dim (0), 
and dimo V= 1 + dimol v. Hence r.rank v+ dimol V= dimo -1 ~ dim(01)' 
and consequently r.rank v+dimol v=dim (01), If we assume that the 
proposition is true for v and 01 (note that dimol 1)=dimo v-I) we may 
conclude that the value group of v is an integral direct sum and that 
LI" is finitely generated over Fl (= quotient field of 01!m1). Since Fl 
is a simple transcendental extension of F, the truth of the proposition 
is established for v and o. 

We may therefore assume that K' = K, rank v = 1 and dimo v = O. 
The assumption of our proposition is now that r.rank v = dim (0) (= s). 
We shall use the notation of the proof of Case 1 of Proposition 2, 
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and as q we now take the' integer s. To prove that r is an integral 
direct sum we have only to show that the subgroup ro of r which is 
generated by Tl' T2, ... , T, has finite index (compare with the proof 
of Theorem 36 in VI, § IS). We shall assume the contrary and show 
that this leads to a contradiction. 

Under the assumption that the index Tjro is infinite we can find an 
infinite sequence of elements Yl' Y2' ' .. ,Y., ... in v{m} such that for 
each v it is true that Y. does not belong to the group r._ l generated by 
Tl , T2, ... ,T" YI' Y2' ... ,Y.-l (note that the elements of v{m} generate 
T}. Let q. be the least positive integer such that q.y. E r._ 1 (q. > 1 ; 
such an integer exists since every element of r is rationally dependent 
on TI, T2' ... ,T,). Let S. = [qlYl + q2YZ + ... + q.y.] ([] means "in
tegral part"). We consider the elements a of r which are of the form 
a = jlTl + j2T2 + ... + j,T, + j'HYI + ... + js+.y., whert: the j's are non
negative integers and j,+l < ql,js+2 < q2' ... ,j,+. < q.. These ele
ments belong to v{m}, and distinct sets of integers U}tj2' ... ,js+J give 
rise to distinct elements of v{m}. If jlTl + ... +j,T,~n-S., then 
a ~ n and hence the valuation ideal ma is contained in mien), where 
ai(n) = n. It follows that for any n we have >.( mil) ~ qlq2 ... q/JII _ 8• 

[see (3) and the definition (4) of un). By (6) there exists a polynomial 
P,(n), of degree s, such that Un ~ P,(n), for all n. We therefore have: 

(16) 

For fixed v, the leading coefficient of P,(n - 0.) is the same as the leading 
coefficient c of P,. Since A( mn) is itself a polynomial of degree s, for 
n large, its leading coefficient c' must therefore satisfy the inequality 
qlq2 ... q.c ~ c'. Since this is true for every v and since qlq2' .. q. 
tends to infinity with v, we have a contradiction. Thus r is an integral 
direct sum. 

There remains to prove that the residue field Ll" of v is finitely 
generated over the quotient field F of o/p, or equivalently (since we are 
dealing with case in which Ll" is algebraic over F), that [Ll,,:F] < 00. 

Assuming the contrary, we shall show that for each integer N there 
exists an integer No (depending on N) such that 

(17) 

for all large n, and this again contradicts the fact that, for large n, >.( mil) 
itseif is a polynomial of degree s in n. 

Since [Ll,,:F] = 00, by assumption, given any positive integer N we 
can find, in Ll", N elements {I' '2' ... , 'N which are linearly indepen
dent over F. We fix elements WI' W2' ... 'WN in K whose v-residues 
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are (1' '2' ... , 'N respectively. Suppose that the w's are written as 
quotients of elements 0, with common denominator xo:wi=xdxo, and 
let v(xo) = a. Using the notations of the proof of Case 1 of Proposition 
2, let mIl be the valuation ideal in 0 which is the immediate successor 
of mao We assert that 

(18) 

In fact, maim/! is a vector space over F (since mma c 91/!) and clearly 
,\(m/!)-,\(ma)=dim maim/!. Now, we have v(Xi)=a, i= 1,2, ... ,N, 
whence Xi E 91a' If we have a relation of the form alxl + ... +aNxN E 
mIl' with aj E 0, then v(aiwi + ... + aNwN) > 0, and hence, if iii denotes 
the m-residue of ai' then iil'l + ... + iiN'N = 0. Therefore iiI = 
... =iiN=O,. i.e., aI' a2, ••• ,aN Em, and this shows that the m/!
residues of Xl' X 2, ... , XN are linearly independent vectors of the space 
maim/!. This proves (18). 

We now fix some element y in v{m} such that the w's admit a repre
sentation of the form Wj=zdzo with v(zo)=y and all the z's in o. We 
now note that this property of y is shared by any element of v{ m} which 
is of the form y + av , Clv E v{ m}, for we have only to take an element z 
in m such that v(z) = Cl. and write Wi = zjzlzoz. Since y+ av + 1 > y+ av, 

it follows from (18) (as applied to a=y+av) that 

'\(~(y+av+l) ~ '\(~y+a) + N, v = 0, 1, ... ; a o = O. 

Therefore 

(19) 

Let N o=[y]+1 and let (in the notations of the proof of Case 1 of 
Proposition 2) un-No denote the number of non-negative solutions 

UI,j2"" ,j.) of the inequality jITI+j2T2+ ... +j.T.~n-No· For 
any such solution we have j1TI+j2T2+'" +j.T.~n-y, i.e., the 
element a = jlTI + ... + j.T. of v{ m} is such that y + a ~ n. Thus the 
number of a:s in v{ m} such that y + av ~ n is at least equal to ul/-No' 
and since for each such IX. we have mnc 9(ytav' it follows from (19) that 

'\(mn) ~ NUl/-No' 

This establishes (17) and completes the proof of the proposition. 
COROLLARY 1. If the assumption r.rank v+dimo v=dim (0)+ 

tr .d. K' I K of Proposition 3 is replaced by the stronger assumption rank v + 
dimo v=dim (o)+tr.d. K'IK (the other assumptions remaining the same) 
then v is discrete and ..:::Iv is finitely generated over F. 
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This follows from Proposition 3 and from the remark made just 
before the statement of Lemma 2. 

A valuation v of the quotient field K of 0 is said to be a prime 
o-divisor of K if v dominates 0 and if dimo v = dim 0 - 1. 

COROLLARY 2. A prime o-divisor v of K is a discrete, rank 1 valuation, 
and the residue field of v is finitely generated over the field of quotients 
F ofo/m. 

Obvious. 
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VALUATION IDEALS 

Let R be an integral domain and K the quotient field of R. The 
valuations of K which are non-negative on R lead to a special class of 
ideals in R which we shall call valuation ideals. Their definition is as 
follows: 

DEFINITION. An ideal m: in R is a valuation ideal if it is the inter
section of R with an ideal of a valuation ring Rv containing R; if v is the 
corresponding valuation we say that m: is a valuation ideal associated with 
the valuation v, or briefly: that m: a v-ideal in R. 

Let v be a valuation of an extension field K' of K and let Vo be the 
restriction of v to K. I t is clear that if m:v is an ideal in Rv and m: = m:v n R 
is a v-ideal in R, then m: = m:vo n R, where ~vo = m:v n Rvo' and hence m: 
is also a vo-ideal. Hence in studying valuation ideals in R we may, 
without loss of generality, restrict ourselves to valuations v of the 
quotient field K of R. 

If v is a valuation, non-negative on R, and m: is an ideal in R, then 
the following statements are equivalent: 

(a) m: is a v-ideal. 
(b) If a, bE R, a E m: and v(b) ~ v(a), then bE m:. 
(c) The following relation is satisfied 

(1) Rvm: n R = m:. 

That (a) implies (b) is immediate, for if m:=~lv n R, where m:v is an 

ideal in Rv, then b=~.a E Rv·acm:v. Now, assume (b). Any element 
a 

b of Rv~{ can be written in the form b=a1c1 +a2c2+ ... +a"c", with 
ai Em: and Ci E Rv' If v(ai) = min {v(al)' v(a 2), ••• , v(a,,)} then v(b) ~ 
v(ai), and thus if b E R then b E ~(. This proves (c). That (c) implies 
(a) follows from the definition of v-ideals. 

If 2{ is an arbitrary ideal in R and v is a valuation of K which is 
non-negative on R, then the ideal Rvm: n R is, of course, a v-ideal in R, 

340 
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and is the smallest v-ideal in R which contains the given ideal ~; it 
can be characterized as being the set of all elements b of R such that 
v(b) ~ v(a) for some a in ~l. 

Since the set of ideals in Rv is totally ordered by set-theoretic inclu
sion (VI, § 3, Theorem 3) it follows that for a given valuation v, non
negative on R, the set of v-ideals in R is also totally ordered by set
theoretic inclusion. In the special case of a noetherian domain R 
this set is even well-ordered in view of the "maximum condition" in 
R (see Vol. I, p. 156). We shall derive later on in this section some 
results concerning the ordinal type of the set of v-ideals in a noetherian 
domain R (for a given v). 

We shall now discuss some examples. 
EXAMPLE 1. Any prime ideal ~ in R is a valuation ideal. This is 

obvious if ~ = (0). If lJ is a proper prime ideal in R then the statement 
follows from the existence of valuations v which are centered at t:>, 
for if v is any such valuation and if 9Jlv is the maximal ideal of Rv then 
9Jlv n R = ~. We see here incidentally that a valuation ideal in R may 
be associated with more than one valuation v. 

EXAMPLE 2. Let R be a Dedekind domain. Then every primary 
ideal q is a valuation ideal, and conversely. For if lJ = Vq (and leaving 
aside the trivial case q = (0», then q = t:>", for some n ~ 1. Thus, if 
v" is the ~-adic valuation of K which is defined by the prime ideal ~ 
we have that q is the set of all elements x of R such that v,,(x) ~ n, 
showing that q is a valuation ideal, by the above criterion (b). The 
converse is also obvious, since every valuation v of K which is non
negative on R is either the trivial valuation or is a ~-adic valuation v" 
defined by a prime ideal ~ of R, and in the latter case the v,,-ideals in R 
are the powers of lJ. 

EXAMPLE 3. In the general case not every primary ideal is a valua
tion ideal, and not every valuatiorl ideal is primary. For instance, 
let R=k(X, Y] be a polynomial ring in two indeterminates, over a 
field k, and let ~ be the ideal generated by X2 and y2. Then ~ is 
a primary ideal, with (X, Y) as associated prime ideal. If v is any 
valuation of k(X, Y), non-negative on R, and if, say, v( Y) ~ veX), then 
v(XY)~V(X2), while XY i~. Thus ~ is not a v-ideal. On the other 
hand, let m and n be positive integers and let \'!{ be the ideal X"· (X, Y"'). 
This ideal is not primary, and its associated prime ideals are (X) and 
(X, Y). We show that ~ is a valuation ideal. The quotient ring of 
k[X, Y] with respect to the prime ideal (X) is a discrete valuation ring 
of rank 1. Let Vl denote the corresponding valuation of k(X, Y). 
Then Vl is a one-dimensional valuation of heX, Y) (namely the prime 
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divisor of k(X, Y)/k whose center in the (X, Y)-plane is the line 
X = 0 (see VI, § 14». The residue field of Vl is the field k( Y) (or can 
be canonically identified with this field). Let Vo be the valuation of 
k( Y) which is non-negative in k[ Y] and has as center in k[ Y] the ideal 
(Y) (Vl is then the prime divisor of h( Y) whose center on the line X = 0 
is the origin Y=O). Let V=VlOVO be the composite valuation of 
heX, Y) obtained by compounding Vl with Vo. Then v is a discrete, 
rank 2 valuation, and its value group can be identified· with the set of 
all pairs of integers (i,j), ordered lexicographically (see VI, § 10, 
Remark (A) concerning discrete ordered groups of finite rank). For a 
suitable identification we may assume that v(X}=(I, 0) and v(Y)= 
(0, I). Then our ideal Xn. (X, ym) consists of all elements f of R 
such that v(f)"?, (n, m), and is therefore a v-ideal. 

However, the following is true quite generally: the radical V2l of a 
valuation ideal 21 is prime, and If 21 is associated with a given valuation 
v then also the prime ideal ,,/2i is a valuation ideal associated with v. 
In fact, if xy E ,/2l, so that (xy)n E 21 for some n ~ 1, then assuming that, 
say, v(y)"?, vex), we have V(y2n)"?, v(xnyn), whence y2n E 21, by criterion 

(b) of v-ideals. This shows that V2l is prime. Furthermore, if 
an E 21, and b E R is such that v(b) ~ v(a), then v(bn) ~ v(an}, whence also 

bn is in 21, i.e., bE V2l, showing that V2l is a v-ideal. We include this 
result in the following lemma and we leave it to the reader to prove the 
other assertions of that lemma (the proofs being straightforward): 

LEMMA 1. If 21, m are v-ideals in Rand Q: is an arbitrary ideal in R, 
then V2l, 21 n m and m:Q: are v-ideals. 

Since V2l is prime, it follows that if a v-ideal admits a primary 
(irredundant) representation then only one prime ideal of 21 is isolated. 
We now prove the following proposition: 

PROPOSITION 1. If a v-ideal 21 (associated with a given valuation v) 
in R admits an irredundant primary decomposition m = q 1 n q 2 n ... n qh' 
then the prime ideals l:Ji = V qi form a descending chain (in a suitable 
order) and are themselves v-ideals (associated with the given valuation v). 
If, say, Pl> l:J2 > ... > l:J" then also the ideals qi n qi+l n ... n q/. 
(i = 1, 2, ... , h; i.e., the isolated components of Ill) are v-ideals. 

PROOF. If P is a prime ideal of 21 there exists an element c in R such 
that c ¢ m and m:(c) is primary for p (Vol. I, Ch. IV, § 5, Theorem 6). 
By Lemma 1, 21: (c) is a v-ideal and hence, again by Lemma 1, l:J is a 
v-ideal. Since the set of all v-ideals in R (associated with the given 
valuation v) is totally ordered by set-theoretic inclusion, we must have 
l:J l > P2 > ... > l:Jh for a suitable labeling of the prime ideals l:Ji of 21. 



VALUATION IDEALS 343 

The last assertion of the proposition follows from Lemma 1 and from the 
relationm:(q 1 nQ2 n ... nqj_l)=qjnqj+ln '" nqh' 

'Ve now fix once and for always a non-trivial valuation v of K which 
is non-negative on R and we study the totally ordered set of valuation 
ideals in R which are associated with v. We shall find it often con
venient to replace R by the quotient ring R.." where p is the center of 
v in R. This will not affect essentially the valuation ideals of R, in 
view of the following lemma: 

LEMMA 2. If m is any v-ideal in R then the extension mt of min R.., is 
a v-ideal in R.." and we have m = mu. The correspondence m -+ mt maps 
in (1, 1) fashion the set of v-ideals in R onto the set of v-ideals in R..,. 
If m = q 1 n q 2 n ... n qh is an irredundant primary decomposition of m 
then mt = q1t n q{ n ... n qht is an irredundant decomposition ofmt. 

PROOF. If x E mt we have X= y/z, where y, Z E R, Y Em, z 1= p. 
Then v(z) = 0 and v(x) = v(y). If x' = y'/z' E R.." where y', Z' E Rand 
z' rf. p, and if v(x') ~ v(x), then v(y') ~ v(y) since v(x') = v(y'). There
fore y' Em and x' E mt. This shows that mt is a v-ideal in R..,. We 
have m c me<, and, on the other hand, we have just seen that if x is any 
element of mt we have v(x) = v(y) for some y in m. Since m is a v-ideal 
in R this implies that muc Ill, whence mec = m. If I){' is any v-ideal in 
R.." m = I){'c is a v-ideal in R, and for every x in I){' there exists an element 
y in I){ such that v(x) = 'v(y). This implies at once that the two v
ideals I){t and I){' must coincide, thus I){'a = I){'. The last part of the 
Lemma follows from Vol. I, Ch. IV, § 10, Theorem 17 and from 
Proposition 1 by observing that the prime ideals Pj of Proposition 1 are 
all contained in p. 

LEMMA 3. If v has rank 1 and p is the center of v in R then every 
v-ideal in R (other than (0) and R) is primary for p. If R is noetherian 
then these ideals form a simple infinite descending chain having zero inter
section. 

PROOF. Since every proper ideal in the valuation ring Rv is primary, 
with IDlv as associated prime ideal, and since p = IDlv n R, the first 
assertion of the lemma is obvious. From this it also follows that if R 
is noetherian every proper v-ideal q in R is preceded by at most a 
finite number of v-ideals: Furthermore, (Rvqp) n R is a v-ideal strictly 
contained in q, and this shows that the sequence {q;} of v-ideals (differ
ent from (0) and R) is infinite. The intersection of the qj must be the 
zero ideal (it is true, quite generally, for a valuation v of any rank, that 
the intersection 'of all the v-ideals different from (0) is the zero ideal, 
because if 0 #- x E Rand p is the center of v in R then v(x) < v(y) for 
every element y of Rv(xp) and hence x is not contained in the v-ideal 
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Rv(xp) n R). This also shows that the sequence {qi} of v-ideals 
(different from (0) and R) is infinite. 

We now restrict ourselves to noetherian domains R and we study the 
well-ordered set of valuation ideals of a valuation v of rank r> 1, non
negative on R (r is necessarily finite; see Appendix 2). We denote 
by P the center of v in R. Let v=vlov, where VI is of rank r-l and v 
a rank one valuation of the residue field of VI' Since every ideal in 
RVI is also an ideal in Rv it follows that the 'l'l-ideals in R are also v-ideals. 

LEMMA 4. If m is a v-ideal (different from (0)) there exist two con
secutive vcideals \8 1 and ~~2 such that \8 1 =>m > lBz, and we have lBlPPC m 
for some integer p ~ O. The number of v-ideals between lBl and m is 
finite. 

PROOF. Since R is noetherian, every ideal m in R is finitely generated 
and therefore v admits, on m, a s.mallest value. As in Appendix 2, 
we denote this smallest value by v(m). 

Let lB2 be the first (i.e., the largest) vcideal which is a proper sub
ideal of m. Let iB l = RV12( n R. Then lBl and lB2 are vcideals in R 
such that lB I :::> m > lB 2' From the definition of lB 1 it follows that lB I 
is the smallest vI-ideal which contains m. Hence there are no v1-
ideals between lBl and lB z. 

The value group LI of v is an isolated subgroup of the value group r 
of v, and r/LI is the value group of VI (VI, § 10, Theorem 17). By the 
definition of lBl we have vl(lBl)=Vl(m), and since mclB l, we have also 
v(m) ~ V(lB 1)' Hence 0 ~ v(m) - v(lB 1) E LI. We now consider the two 
possible cases: (1) v(p) f/;LI and (2) v(p) ELI. 

In case (1) we have vl(p) > 0 (in this case, P is also the center of 
VI in R, since-on the one hand-the center PI of VI is the greatest 
prime ideal in R such that V1(PI) > 0, and-on the other hand-PI 
must be contained in P because v is composite with VI)' We have 
therefore vl(lBlP) > vl(lB l) and hence lB2:::> lBlP, showing that m > lB1P. 

In case (2) we have vl(p)=O (in this case, the center of VI in R is 
proper subideal PI of p), and hence O<v(p) ELI. Since we have also 
o ~ v(~) - v(58 I) E L1 and since L1 has rank 1, there exists an integer 
p ~ 0 such v(pp) ~ v(m) - v(lB l). For such an integer p we have 
v(58 IPP) ~ v(m), showing that lBlPPC m (since m is a v-ideal). 

At this stage we replace R by Rp (see Lemma 2) and we therefore 
assume that R is a local domain, with P as maximal ideal. 

If lB is any ideal in Rand q is any integer ~ 1, then the ideals between 
lB and lBpq correspond in (1, 1) fashion to the R/pq-submodules of 
lB/lBpq, where lB/lBpq is to be considered as a module over R/pq. Now 
R/pq is a ring satisfying both chain conditions (since R is noetherian 
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and t> is maximal in R; see Vol. I, Ch. IV, § 2, Theorem 2). Since 
58/lBt>q is a finite (R/~q) module, it has a composition series (Vol. I, 
Ch. III, § 10, Theorem 18). It follows that any descending chain of 
ideals between 58 and 58t>q is finite. In particular, there can only be a 
finite number of v-ideals between lSI and m, since m::.J ISl~P. This 
completes the proof of Lemma 4. 

COROLLARY. If 58 1 and 58 2 are two consecutives VI-ideals (58 1 > 58 2) 

then the v-ideals m such that \8 1 ::.J m > \8 2 are finite in number if ~ is also 
the center of VI' and form a simple infinite sequence in the contrary case. 

For, if lJ is the center of VI then we have seen that m::.J 53 1lJ if 
53 1 ::.J m > lB 2' If lJ is not the center of v l' then the assertion follows 
from the last part of the lemma and from the fact that the v-ideals 
(Rv531lJq) n R, q= 1,2, ... , are all distinct and lie between 53 1 and 53 2, 

PROPOSITION 2. Let r be the rank of v, let 'iJJl > 'iJJl 1 > ... > 'iJJl,_1 > (0) 
be the prime ideals of Rv and let ~ =Po > ~1 > ... > ~h-l( > (0» be the 
distinct prime ideals in the set {'iJJl n R, 'iJJl 1 n R, ... , 'iJJlr _ 1 n R}. The 
ordinal type of the well ordered set of v-ideals in R, different from (0), is 
wh (where w is the first infinite ordinal number). Ifm is any v-ideal in R, 
different from (0), and if the ordinal type of the set of v-ideals preceding m 
is of the form mowho + m1whl + ... + mqwhq,t where h > ho > hI> ... > 
hq ~ 0 and where mo, m1, ... , mq are positive integers, then ~ho' ~hl' ... , 

Ph are the prime ideals of 9{ (here Po = ~) . • 
PROOF. The proposition is obvious if r= 1 (see Lemma 3). We 

shall therefore use induction with respect to r. 
Let v = vIov, where VI is of rank r - 1 and v is of rank 1. Then 

'iJJl 1, 'iJJl 2, ••• , 'iJJl,_1 are the prime ideals of RV1 ' other than (0). If P is 

also the center of VI in R (i.e., if 'iJJl n R= 'iJJl 1 n R), then the set 
{'iJJl 1 n R, 'iJJl 2 n R, ... , 'iJJl,_1 n R} also consists of h elements, and thus, 
by our induction hypothesis, the set of VI-ideals in R is of ordinal 
type who Since in this case there is only a finite number of v-ideals 
between any two consecutive VI-ideals (see above Corollary), it follows 
also that the set of v-ideals has ordinal type wh. If lJ is not the center 
of VI' then our induction hypothesis implies that the set of VI-ideals in 
R has ordinal type w h- 1, and it now follows from Lemma 4 and its 
Corollary that the set of v-ideals in R has ordinal type wh. 

Now let ~ be any v-ideal, different from (0), and let 53}, 53 2 be two 
consecutive vI-ideals such that 58 1::.J\!{ > 58 2 (Lemma 4). We shall 
consider separately the two cases: (a) \8 1 = ~; (b) !B 1 > 2L 

t Concerning the notation mowh, + mlwh, + ... + m.wh• see F. Hausdorff, 
Grundzilge deT Mengenlehre (1914), p. 112. 
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We denote by P' 0' P'l' ... , P',-l the distinct prime ideals in the set 
{IDl l n R, IDl2 n R, ... , IDlr _ 1 n R} (we assume that we have P' 0 > 
P'l> ., .. > P',-l)· 
CASE(a):~I=m:. If IDlnR=IDl1nR then g=h and P'j=Pj. 

From Lemma 4 and its Corollary follow that in this case the set of 
vI-ideals preceding m: has ordinal type of the form m' owho + m' 1Whl + 
... + m' qWh., where the m'" are positive integers. Hence, by our 
induction hypothesis, the prime ideals of ~l are p'ka' P'hl' ... , P'h" i.e., 

Pho' Phi' ... ,Ph,· If IDl n R i= 'iIR1 n R, then the ordinal type of the set 
of vI-ideals preceding m: must be equal to mowho- I + ... + mqwh,-l 
(always by Lemma 4 and its Corollary; note. that, by the Corollary, m: 
can have in this case no immediate predecessor in this set of v-ideals, 
whence hq > 0). Hence V'ho-l' V'hl-l, ... , P'h.-l are the prime ideals 
of m:, and since we have obviously P'i = PHI in the present case, the 
proof of our proposition is complete in Case (a). 

CASE (b): ~ 1 > m:. In this case, m: has an immediate predecessor in 
the set of v-ideals (either ~I or some v-ideal between ~1 and Ill). Hence 
hq = O. Since ~ ipPC ~( for some positive p and since ~ I ¢ Ill, it follows 
that P itself is one of the prime ideals of W, i.e., Vh, (hq = 0) is one of the 
prime ideals of m:. Since all the prime ideals of )81 are contained in p, 
the set of prime ideals of III consists of P and of the prime ideals of iB l' 

The set of v-ideals, preceding ~, has ordinal type mow"o + m1w"l + ... 
+mq_1w".-I+m'q, where m'q~O. By case (a), applied to the v-ideal 
~l (instead of to the ideal III of the present case), we have that the prime 
ideals of 5!\ are either Pho' Phi' Ph,_1' ... , V (if m' q > 0) or Pho' Phi' ... , Ph._ 1 

(if m' q= 0). In either case, the desired conclusion concerning the 
prime ideals of III follows. This completes the proof of the proposition. 
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COMPLETE MODULES AND IDEALS 

The subject matter of this appendix is of considerable importance 
for algebraic geometry. It deals with a general algebraic concept 
which, when specialized to the field of algebraic geometry, leads not 
only to the concept of a complete linear system on an algebraic variety, 
but also to the concept of a complete linear system with so-called 
"assigned base loci," as it gives a simple and workable formulation of 
the intuitive geometric notion of "base conditions." 

Throughout this appendix we shall deal with a fixed integral domain 
a and a fixed field K containing a (K is not necessarily the quotient field 
of 0). We shall deal with a-modules 11,1 contained in K. Certain 
additional conditions will be imposed on a and the modules M as and 
when these conditions are needed. Thus, we may have to assume 
sometimes that a is integrally closed, or that a is noetherian, or that 
M is a finite a-module. 

The following special situations are of particular importance in 
geometric applications: (1) a is a field k (the ground field), K is a field 
of algebraic functions over k, and M is a finite k-module (contained in 
K); (2) a is integrally closed and M is an ideal in a. 

1. We denote by S the set of all non-trivial valuations of K which 
are non-negative on a (S = the Riemann surface of K relative to a; 
see VI, § 17). If v E S we denote by Rv the valuation ring of v. 

DEFINITION 1. If M is an o-module (contained in K) THE COMPLETION 

OF M is the o-module 

(1) 

The completion of M will be denoted by M'. The module M will be said 
to be complete if M = M'. 

_ COROLLARY. If 0 denotes the.. integral closure of a in K and if we set 
M = oM, then JC1I = M', where M' is the completion of the o-module JC1. 

347 
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For S is also the set of all valuations of K which are non-negative 
on 0, and hence 

M' = n R.)-l = n Rf)M = M'. 
f)ES f)ES 

I t follows that the class of complete a-modules coincides with the class of 
complete o-modules. In the study of complete o-modules it would be 
therefore permissible, without loss of generality, to restrict the treat
ment to integrally closed domains o. 

We list at once a number of formal properties of the operation of 
"completion" consisting in passing from M to M'. To what extent 
these properties characterize axiomatically the operation of completion 
will be briefly discussed later on in this appendix. We denote by 0 the 
integral closure of 0 in K. In the following proposition, M, Nand 
L denote o-modules contained in K. 

PROPOSITION 1. The operation M -+ M' satisfies the following 
conditions: 

(a) 0' = o. 
(b) M'::>M. 
(c) If M::>N then M'::>N'. 
(d) (M'}'=M'. 
(e) (MN)' = (M'N')', where by the product MN of two o-modules 

M, N we mean the o-module generated by the products mn (m E M, 
nEN). 

(f) (xM), = xM' (x E K). 
(g) If (MN)'e(ML)' and If the o-module M is either finite or is the 

completion of a finite o-module, then N'eL'. 

PROOF. Property (a) follows from VI, § 4, Theorem 6, while (b) and 
(c) are self-evident. From (b) and (c) follows (M')'::>M', but on the 
other hand, we have for any v in S: (M'),eRf)M'eRf)(Rf)M)=Rf)M, 
whence (M')'eM', and this proves (d). The inclusion (MN)'e 
(M'N')' follows from (b) and (c). On the other hand, we have, for 
any v E S: M'eRf)M, N'eRf)N, whence M'N'eR~N. Therefore 
M'N'e(MN)', and thus, by (c) and (d), (M'N'),e(MN)" which 
proves (e). Property (f) is self-evident. 

For the proof of (g) we observe that it is sufficient to consider the 
case in which M is a finite o-module, for if M is the completion of a 
finite o-module Mo, then we have (MN)' = (M'oN)' = (M'oN')' = 

(MoN)', and similarly (ML)' = (MoL)', and thus (MoN)'e(MoL),· 
Assume then that M is a finite o-module. Now observe, that if Z is 
any o-module and v E S then Z' e Rf)Z, and hence Rf)Z' = Rf)Z, We 
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have therefore RtJMN=R,lMN),cRtJ(ML),=RtJML. Since M is a 
finite o-module, RtJM is also a finite, therefore a principal, RtJ-module 
(RtJ being a valuation ring). Therefore we can cancel M in the inclu
sion RvMN c RtJML. We thus have R"N c R~ for all v E S, and this 
establishes (g). 

COROLLARY. We have 

(2) 

(2') 

(ox)' = ox, xEK; 

oM' = 1\1'. 

Relation (2) follows from (f), by setting M = 0, and from (a). We have 
M' = (oM), = (oM'),:::> oM':::> M', and this establishes (2'). Relation 
(2') shows that M' is always an a-module. Of course, we know that 
already, in view of the Corollary of Definition 1, but we have derived 
this here again as a formal consequence of relations (a)-(f). Other 
formal consequences of these relations (more precisely: of the relations 
(b), (c) and (d» are the following: 

(h) (2 M j)'=(2 M'j)' 

(i) n M';=(n M';)', 
; 

where {Mi} is any (finite or infinite) collection of o-modules. Note 
that relation (i) implies that the intersection of any (finite or infinite) 
number of complete modules is complete. 

For any non-negative integer q we denote by Mq the o-module 
generated by the monomials m1m2 • •• mq , mj E M (here MO stands 
for 0). 

DEFINITION 2. An element z of K is said to be integrally dependent on 
the module M if it satisfies an equation of the form 

(3) 

It is not difficult to see that the above definition is equivalent to the 
following one: z is integrally dependent on M if there exists a finite 
o-module N (contained in K) such that 

(4) zNcMN, 

where MN denotes the o-module generated by the products mn, m E M, 
n E N. For, if (4) holds then (3) follows by using a basis of Nand 
determinants (see the proof of the lemma in Vol. I, p. 255). On the 
other hand, if (3) holds then (4) is satisfied by taking for N the module 
M oq-l+Moq-2Z + ... +M~-2+ozq-l. where Mois a finite submodule 
of M such that aj E MOi for i= 1,2 •... ,q. 
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From criterion (4) it follows immediately that the set of elements z 
of K which are integrally dependent on M is itself an o-module. We 
may call that o-module the integral closure of M in K. 

THEOREM 1. The completion M' of Min K coincides with the integral 
closure of M in K. 

PROOF. Let z E K be integrally dependent on M. Using (4) we can 
write 

(5) 
h 

h 

znj = .L mijn j , i = 1,2, ... , h, 
}=1 

where N = L oni and mij E M. Let v be any valuation in S (i.e., v is 
i = 1 

non-negative on 0) and let mafj be one of the h2 elements mij for which 
v(ma/l) is minimum. Dividing (5) by mafj and observing that m,j/mafj 
E Rv for all i and j, we see that z/mafj is integral over Rv, whence 
z/mafj E Rv, z E RvmafjcRvM. Since this holds for all v in S we deduce 
that z E M'. 

Conversely, assume that Z E M'. Let L denote the set of all 
quotients m/z, mE M, and let us consider the ring o[L]. For any v 
which is non-negative on o[L] (and hence also on 0) there exists an 
element m of M such that v(z) ~ v(m) (since Z E M'). Hence there 
exists no valuation v of K which is non-negative on o[L] and such that 
Wl v contains the ideal o[L]· L. Therefore this ideal must be the unit 
ideal in o[L] (VI, § 4, Theorem 4). Thus, there exists a finite set of 
elements of L, say m1/z, m2/z, ... , mh/z such that 

(6) 

whtre the f(i) are polynomials with coefficients in o. We can write 
each of these polynomials in the form 

f(i)(mI/z, m2/z, ... , mh/z) = Fq_I(i)(m 1, m2, ••• , mh' Z)/zq-I, 

where q is a suitable integer, independent of i, and where the Fq _ 1(i) 

are homogeneous polynomials in mI , m 2, •.• , mh , z, of degree q-l, 
with coefficients in o. Then, multiplying (6) by Z9 we find at once that 
z satisfies an equation of the form (3). This completes the proof. 

REMARK. Every element of Mi is a finite sum of products of the 
form mIm2 ..• mi' where the mj are elements of M. It follows there
fore from Definition 2 and from Theorem 1 that the completion of M 
is independent of the choice of the ring o. Thus, if Al happens to be 
also a module over another ring 0 1 (for instance, if 0 1 is a subring of 0) 

then the completion of M as an ol-module is the same as the completion 
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of ].'t1 as an o-module. If we take for 01 the prime subring k of ° and 
we treat ]1.;1 as a k-module, then the valuation space S which occurs in 
our Defihition 1 of completion becomes the set of all valuations of K. 
We have therefore 

nR"M= n R"M. 
"eS all" 

We give here a direct proof of this equality. 
We have to show if xE n R"M.then v(x)~v(M) for any valuation 

"e S 
v of K (and we may assume here that v ¢ S). Let r be the value group 
of v, let H be the set of all elements ex of r such that ex = v(z) for some 
z in R"o. Let LI be the set of those elements ex of H which have the 
property that also - ex is in H. We note that H is closed under addition 
(in F) and that if ex E Hand fJ:?; ex then also fJ E H. From this it follows 
easily that LI is an isolated subgroup of r (see VI, § 10; note that LI is 
non-empty since 1 EO and since therefore 0 ELI). The isolated sub
group LI determines a valuation VI of K with which V is composite and 
whose value group is r;LI (VI is the trivial valuation if LI = F). Now, 
if a is any element of ° then v(a) is either in LI or is a strictly positive 
element of r. Therefore vl(a) ~ 0, i.e., we have VI E S, and thus 
x E R"IM. There exists then an element m of M such that v1(x) ~ 
v1(m), or-equivalently-v(xlm) ELI u r+. Thus v(xlm):?; v(a) for some 
a in 0, and v(x):?; v(am), am E M. 

2. We shall now present Theorem 1 under a different form, using 
properties of graded domains (VII, § 2). We adjoin to the field K a 
transcendental t, we set 111* = Mt and we regard M* as an o-module. Let 
M*' be the completion of M* in K(t). Using either criterion (3) or (4) 
of integral dependence over M* and applying Theorem 1 we find at once 
that an element z' of K(t) belongs to M*' if and only if z'/t E 1\'/'. Hence 

(7) 1'11' = {. M*'. 

Hence the determination of }l.1' reduces to that of M*'. We consider 
00 

the ring R*= L M*q (M*o=o). From the fact that t is a trans-
q=O 

cendental over K follows that R* is a graded domain, M*q being the 
set of homogeneous elements of R*, of degree q. Let F be the field of 
quotients of R* and let Fo be the subfield of F consisting of the homo
geneous elements of F which are of degree zero. It is clear that Fo is 
the smallest subfield of K which contains the ring 0 and all the quotients 
mlm', where m, m' EM. m' # O. In other words, Fo is the set of all 
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quotients mq/m'q, where mq, m'q E Mq and q=O, 1,2, . ". Let F'o be 
the algebraic closure of Fo in K, and let .R*' be the integral closure of 
R* in F'o(t). Then, by the Corollary to Theorem 11 of VII, § 2, 

co 

.R*' is a graded domain: R*' = 2: R/'. From Theorem 1, and using 
q=O 

criterion (3) of integral dependence over modules, we see at once 
(compare with the Remark at the end of VII, § 2) that 

(8) 

Relation (8) expresses in a different form the content of Theorem 1. 
At this stage it will be convenient to introduce certain notations and 
terminology. Given the o-module At, the field Fo introduced above 
shall be denoted by o(M). The module M shall be said to be homo-

00 

geneous if the sum R= L Mq is direct (so that R is therefore a graded 
q=O 

ring). It is immediately seen that if M is a homogeneous module, 
then every element m of M, m # 0, is transcendental over o( M), and that 
if this last condition is satisfied by some element m of M, m # 0, then 
1\;1 is homogeneous. 

The above transition from 11-1 to M* is only necessary if M is not 
homogeneous. If M itself is homogeneous, then it is not necessary to 
introduce a new transcendental t, and we can deal directly with the 
graded ring R (instead of with R*). Summarizing, we can now state 
the following result: 

THEOREM 2. If M is a homogeneous o-module, if F' denotes the field 
generated (in K) by M and the algebraic closure F' 0 of o(M) in K and if 

00 

.R' is the integral c/osure,t in F', of the graded ring R= L Mq, then the 
q=O 

completion M' of At is the module R' 1 of homogeneous elements of R', of 
degree 1. If 1'.1 is not homogeneous, then the adjunction of a transcendental 
t to K reduces the determination of M' to the case of the homogeneous 
o-module tM. 

COROLLARY 1. The completion M' of M is not affected if the field K 
is replaced by any field between F' and K (where F' is the field defined 
in Theorem 2,' in particular, we may replace K by F'). 

As a special case of complete o-modules we have the so-called 
complete ideals in 0, where an ideal ~ in 0 is said to be complete if it is 
complete as an o-module. 

t Note that if y is any element of M, different from zero, then the quotient 
field of R is given by Fo(Y), where Fo= o(M), and F' = F' o(Y). Therefore, by 
the Corollary of Theorem 11 in Ch. VII, § 2, R' is a graded domain. 
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COROLLARY 2. If ~ is an ideal in 0 then the completion ~' of ~ is a 
complete ideal in the integral closure 0 of 0 in K, and if S' denotes the set 
of all 'valuations v of the quotient field of 0 which are non-negative on 0 

then 

(9) 2(' = n Rv21. 
veS' 

For, in the case of the present corollary, the field F' of Corollary 1 
is precisely the quotient field of 0, and this implies (9). Since 2(c OC Rv 
for all v E S' and since n Rv = 0 it follows that 2(' co. Since 2(' is 

veS' 

also an ii-module and is the completion of the ideal ii~ (see Corollary 
of Definition 1), ~' is a complete ideal in o. 

3. We now study briefly the important case of complete ideals in an 
integrally closed domain o. 

If 0 is integrally closed in K and 2( is an ideal in 0, then the completion 
2(' of ~ is a complete ideal in 0 (Corollary 2 of Theorem 2). We have 
therefore 

2(' = n Rvl'J( = n (0 n Rvl'J£)· 
veS veS 

Since 0 n Rv2( is a valuation ideal in 0 (Appendix 3), we see that every 
complete ideal in 0 is an intersection of valuation ideals. On the other 
hand, if j8 is a valuation ideal in 0, associated with a valuation v (v E S), 
then j8=onRv j8 (Appendix 3, formula (1» whence ~'=onj8'c 
o n Rvj8 = j8, i.e., j8' = j8. Thus, every valuation ideal in 0 is a complete 
ideal, and so is every intersection (finite or infinite) of valuation ideals 
[see property (i) of the 'operation]. Consequently, the class of complete 
ideals in 0 coincides with the class of ideals which are intersections (finite 
or infinite) of valuation ideals. 

If Ko is the quotient field of 0 and Vo is the restriction of v to Ko 
then 0 n Rv2(=o n Rvo2(. Therefore we may replace K by Ko, and we 
shall assume from now on that K is the quotient field of o. 

If ~ is a complete ideal then 

2( = n (0 n Rv2() 
tieS 

is a representation of 2( as intersection (generally infinite) of valuation 
ideals, but there may be other such representations, and among these 
there may be even some which are finite intersections (take as 2(, for 
instance, a valuation ideal). In the case of a noetherian domain 0 we 
have the following result: 

THEOREM 3. Let 0 be a noetherian domain, K afield containing 0 and 0 
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the integral closure of 0 in the quotient field of o. If an ideal2l in 0 is the 
completion (in K) of an ideallB in 0 (in particular, 'f 0 itself is integrally 
closed and 2l is a complete ideal in 0), then 2l is a finite intersection of 
valuation ideals of 0 associated with discrete valuations of rank 1. 

PROOF. We first establish a lemma on complete o-modules, where 0 

is not necessarily noetherian. 
LEMMA. Let K be a field containing 0, let JJ1 be a finite o-module 

contained in K and let {x;} be a finite o-basis of M. For each i let OJ 

denote the ring generated over 0 by the quotients Xj/Xj, j =1= i, and let OJ be 
the integral closure of OJ in K. If M' is the completion of Min K then 

M' = n OjXj. 
j 

PROOF OF THE LEMMA. If Y E M' and v is any valuation of K which is 
non-negative on OJ, then v E Sand v(Xj) ~ v(xj) for all j. Thus R,)'J = 
Rvxj, v(y) ~ v(Xj) for all such v, and hence y E OjXj• 

Conversely, let y be an element of the intersection of the OjXj and let 
v E S. If i is an index such that v(Xj) ~ v(Xj) for all j, then v is non
negative on OJ and hence v(y) ~ v(x;). Thus y E Rvxj = RvM, and this 
shows that y EM'. The lemma is proved. 

The proof of the theorem is now immediate. We identify the ideal 
IB of the theorem with the module M of the lemma. Since, by assump
tion, the completion 2( of IB (in K) is contained in the integral closure 0 of 
o in the quotient field of 0, 2( is also the completion of IB in this quotient 
field. We may therefore assume that K is the quotient field of o. 
Each ring OJ is noetherian. Now, it can be provedt that the integral 
closure of a noetherian domain is a Krull ring (VI, § 13). Hence each 
of the rings OJ is a Krull ring.! Since Xj E OC OJ, the principal Or ideal 
OjXj is a finite intersection of valuation ideals in OJ belonging to essential 
(therefore discrete, rank 1) valuations (VI, § 13). Taking intersections 
with 0 we see that the theorem follows from the above lemma. 

COROLLARY. If, under the assumptions of Theorem 3, the ideal 2l 
admits an irredundant primary representation (in partict/lar, if 2l is a 
complete ideal in a noetherian integrally closed domain), then ~( also 
admits an irredundant primary representation in which every primary 
component is itself a complete ideal. 

Since each essential valuation of OJ is of rank 1, the corresponding 

t See M. Nagata, "On the derived normal rings of noetherian integral do
mams," Mem. Coil. Sci., Univ. Kyoto', 29, Mathematics No.3, 1955. 

t The cited general result of Nagata is not needed if 0 is a ring of quotients 
of a finite integral domain, for in that case we know (Vol. I, Ch. V, § 4, Theorem 
9) that the rings 0 are noetherian. 
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valuation ideals in 0, of which m is the intersection, are primary ideals. 
Those which are associated with the same prime ideal in 0 yield a partial 
intersection which is a primary complete ideal. 

One often deals with complete fractional o-ideals, i.e., with finite 
complete o-modules contained in the quotient field of o. It is clear 

that any such complete fractional o-ideal is of the form ~ ·\21, where m z 
is a complete (integral) ideal in 0 (use property (f) of Proposition 1). 

4. We shall now discuss briefly the axiomatic aspects of the pro
perties (a )-(g) (see Proposition 1) of the 'operation. The operation of 
completion of o-modules M, in K, is not the only 'operation on 0-

modules which satisfies properties (a)-(g) of Proposition 1. If we 
examine the proof of that proposition we see that we have not used the 
fact that the set S consists of all the valuations v of K which are non
negative on 0, but only the fact that the intersection of all the valuation 
rings Rv, v E S, is the integral closure of 0 in K. Therefore, if we choose 
any subset Sl of S with the property 

(10) 

and define for any module Min K its completion M' by 

(11) 

we obtain another 'operation which satisfies conditions (a)-(g). An 
important special case is the one in which 0 is a noetherian integrally 
closed domain, K the quotient field of 0 and S 1 the set of all essential 
valuations of 0 (i.e., the set of lJ-adic valuations Vp, where lJ is any 
minimal prime ideal of 0). In that case the "complete" ideals in 0 are 
the ideals whose prime ideals are all minimal in 0, and the "completion" 
of an ideal \2! in 0 is obtained by deleting from an irredundant primary 
decomposition of m those components which belong to prime ideals 
which are not minimal in o. 

It can be proved that any 'operation is "equivalent" to a 'operation 
defined by a suitable set of valuations So satisfying (10), two 'operations 
being "equivalent" if they coincide on the set of all finite o-modules in 
K. For the proof we refer the reader to the paper of W. Krull, entitled 
"Beitriige zur Arithmetik kommutativer Integritiitsbereiche," Math. 
Zeitschrift, vol. 41 (1946). 

We note that if we have two 'operations, say '1 and 12, defined by 
sets SI and S2 of valuations satisfying (to), and if SlcS2 then M'l=> 
M'2 for any module M. Applying this inclusion to the module M'l 
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instead of to M we find M'I=>(M'I)'2, and since the opposite inclusion 
is obvious, we have 

(12) M'I - (M'I)'2 'f 8 c 8 - ,I I 2' 

i.e., every module which is complete with respect to the 'I operation 
is also complete with respect to the '2 operation. (We may say in that 
case that the '2 operation is "finer" than the 'I operation.) In particu
lar, if we take for 8 2 the set 8 of all valuations which are non-negative 
on 0 we conclude that in any' operation the complete modules are integrally 
closed (in K). 

5. We shall now discuss briefly the application of the concept of 
complete modules to the theory of complete linear systems in algebraic 
geometry. 

Let V j k be a normal projective variety, of dimension r, let 0 = k, 
let K=k(V) (we shall assume that k is maximally algebraic in k(V», 
and let us first study the 'operation defined by the set 8 0 of all prime 
divisors of Kjk which are of the first kind with respect to Vjk (VI, 
§ 14). Condition (10) is satisfied (with 8 1 replaced by 8 0 ; see end of 
VI, § 14). In this case, given a finite k-module Min K, the completion 
M' of M in K is obtained as follows: 

For any prime divisor v in So we denote by Wv the center of von V 
(Wv is an irreducible (r-I)-dimensional subvariety of Vjk). We set 
nv=min {v(m), Oi=m E M} and 

(13) Z(M) = D = - 2: nvWv' 
veSo 

Since M is a finite k-module, nv is finite for every v in 8 0, and only 
a finite number of nv's are different from zero. Thus, the :lb:::ve :;um 
is finite, and D is an element of the free group of divisors on Vjk 
(see VII, § ibi,), or-in algebro-geometric terminology-D is a divis
orial cycle on Vjk. The completion M' of M is then the set of all ele
ments x of K such that (x) + D is an effective divisorial cycle (i.e., a 
divisorial cycle of the form .L hwW, hw ~ 0). Here (x) denotes the 
divisor of x (we include the zero in M'). The set of effective divisors 
(x)+D (Oi=x EM') is called a complete linear system on Vjk, or, the 
complete linear system determined by the cycle D (and is often denoted 
by IDI). It consists of all effective divisorial cycles D' on V which are 
linearly equivalent to D, i.e., which are such that D' -D is the divisor of 
an element x of K (xi=O). 

A basic result in algebraic geometry is the following: the above 
complete module M' is finite dimensional (as a vector space over k) . . We 
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have all the tools for a short proof of this result. First of all, we replace 
M by the homogeneous module N = Mt, where t is a transcendental 
over k( V). Then N' = M't, and we have only to prove that N' is 
finite dimensional. We now use the notations of Theorem 2, where 
M is to be replaced by N, 0 by k and K by k(V)(t). Since N is a finite 

00 

k-module, the graded ring R = L Nq is a finite integral domain over h. 
q=O 

On the other hand, the field F' is a finite algebraic extension of the 
quotient field of R (since we are dealing with subfields of an algebraic 
function field k(V)(t)). Hence R' is a finite R-module (Vol. I, Ch. V, 
§ 4, Theorem 9). On the other hand R I is also a graded ring (VII, 
§ 2, Theorem 11). Hence R I has a finite R-basis consisting of homo
geneous elements (of non-negative degree). A basis of N over h, to
gether with those basis elements of R 'over R which are homogeneous 
of degree 1, will therefore constitute a set of elements which span R I 1 

over k. Since N' =R' I (Theorem 2), N' is finite dimensional. 
The mapping x~(x)+D (O#xEM', (X)+DEIDj) is such that 

two elements Xl' x 2 of M' are mapped into the same cycle in IDI if 
and only if X 2!X1 E h. This shows that the complete linear system IDI 
(if it is not empty) has a natural structure of a projective space of 
dimension s, if s+ 1 is the dimension of M'. We say then that IDI 
has dimension s. 

If Dl is any divisorial cycle which is linearly equivalent to D (not 
necessarily an effective cycle) then it is clear that IDI = IDII (in view of 
the transitivity of linear equivalence: if DI-D is the divisor of a func
tion y in K and D2 - D is the divisor of a function z, then D2 - Dl is 

the divisor of zjy). If DI-D=(y), then the module M/I=!M' 
y 

consists of all functions Xl in K such that (Xl) + DI is effective. This 
module M'l is therefore also complete and serves to define the same 
complete linear system IDI (= IDID as the one defined by M'. Observe 

that if we denote by MI the module! M, then Z(MI)=DI (see (13)) y 
and M' I is the completion of MI' 

Conversely, suppose we are given a divisorial cycle D on Vjh and 
assume that there exist effective cycles which are linearly equivalent to 
D (the set of all such cycles will be denoted by IDi). Then the set L 
of all elements X in K such that (x) + D is effective (we include 0 in 
that set) is a h-module of dimension ~ 1. We assert that L is finite-

q 

dimensional and complete. To see this, write D = L nj Wj, where the 
j = t 
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Wi are distinct irreducible (r-l)-dimensional subvarieties of V/k and 
the ni are integers different from zero (if D is the zero-cycle then 
L = k, and our assertion is trivial). Let vi denote the prime divisor 
of K/k defined by Wi' For each i we fix an element Yi;6 0 in K such 
that V;(Yi)~ -ni and V/Yi)=O ifj;6i (see VI, § 10, Theorem 18), and 
we setY=YIY2' .. Yq and N=k+k·y. It is immediately seen that the 
cycle Z( N) (see (13» is such that Z( N) - D is effective. That implies 
that whenever (x) + D is effective, also (x) + Z(N} is effective; in other 
words: L is a subspace of the completion N' of N. Since N' is finite
dimensional, so is L. 

Let r=Z(L}. It is clear that D-Z(L} is effective. If x;60 is such 
that (x) + Z(L) is effective, then a fortiori (x) + D is effective, and hence 
x E L. It follows that L is a complete module, as was asserted. 

The complete linear system defined by L is I Z( L} I, not necessarily 
IDI. However, if Dl is any member of IDI then Dl =(x}+D, where 
xEL, whence Dl=LJ-Z(L)+D, with LJ in IZ(L)I. Conversely, if 
LJ E IZ(L)I, then (LJ-Z(L}+D)-D=LJ-Z(L}=(x), xEL, whence 
LJ+(D-Z(L)} E IDI. This shows that IDI consists of the cycles of 
IZ(L)I augmented by the fixed effective cycle D- Z(L}. 

In view of the (1, 1) correspondence D 1 - D 1 + (D - Z( L)} between 
cycles Dl in IDI and those in IZ(L)I, we have a natural projective 
structure in IDI. Any subspace of IDI is called a linear system on V. 

6. We shall now discuss an extension of the notion of a complete 
finite k-module in k( V} and of the corresponding notion of a complete 
linear system on V. 

If SI is any set of valuations of k(V) such that SI contains the set So 
of the preceding section and if M is any finite k-module, we can con
sider the SI-completion of M, i.e., the completion of M with respect to 
the set SI (see (11». We denote this completion by M'sl' and we say 
that M is SI-complete if M'si = M. We reserve the notation M' for 
the So-completion of M. It is clear that M's! is a subspace of M'. 
If S is the set of all valuations of k(V) then we know, by (12), that 
M'sl=(M'st>'s and that therefore M'sl is also S-complete. Thus all 
our new complete modules are S-complete. We shall say that a finite 
k-module is complete in the wide sense if it is S-complete, strictly 
complete if it is So-complete. 

We note that given M and SI there exists a finite set of valuations 
VI' V2, ••• , Vq such that if S is the union of So and {VI' V2' ••• , vq}, then 
M'sl = M' s. For, if M'si = M' then we can take for {VI' ... , vq} the 
empty set. If M' 8 1 is a proper subset of M' then there exists a valu~tion 



COMPLETE MODULES AND IDEALS 359 

VI in 8 1 such that M' ¢ Rt /'.I. Then, if we denote by S1 the set 
{So VI} we will have M' > M' S ~ M' s· If M's > M's we can find , 1 1 1 1 

a valuation v2 in 8 1 such that M'sl >MS2~M'sl' where S2={S1' V2}' 
Since M' is finite-dimensional, this process must stop after a finite 
number of steps. 

It follows from this observation that if we set vj(M) = aj' where aj is 
then an element of the value group of Vi' then M'sl consists of all elements 
x of M' satisfying the inequalities 

(14) Vi(x) ~ ai' i = 1,2, ... ,q. 
Conversely, let VI' V 2, •.. ,Vq be a finite set of valuations of k( V), 

let aI' a 2 , ... ,aq be arbitrary elements of their respective value 
groups, let M' be a strictly complete (finite) module and let N be the 
set of all elements x of M' satisfying inequalities (14). Then N is 
complete in the wide sense and is, in fact, 8 1-complete, where 8 1 = 
{So, VI' V 2, ... ,vq}. For, if y is any element of n R"N, then 

"ES. 

yE n R"Ne n R"M' = M', i.e.,y EM', and vj(y) ~ vj(N) ~ aj, whence 
"E SO "E SO 

yEN. 
We note that N is also the set of elements of N' satisfying (14), 

since N'eM'. 
By an elementary base condition (v, a) (to be imposed on elements 

x of h( V» we mean an inequality of the type v(x) ~ a, where V is a 
given valuation of k(JI) and a is a given element of the value group of v. 
The foregoing considerations can be then summarized as follows: 
every complete (finite) k-module N, in the wide sense, is obtained from a 
strictly complete (finite) k-module (in fact, from N') by imposing on the 
elements of the latter module a finite number of elementary base conditions, 
and every module thus obtained is complete in the wide sense. 

The choice of the finite set of elementary base conditions (v, a) is not 
uniquely determined by N. We shall show now that any elementary 
base condition (v, a), imposed on a given finite k-module M, is equivalent 
with a suitable elementary base condition (ii, v) such that ii is a prime 
divisor of k(V)/k (equivalent in the sense that both conditions determine 
the same submodule of M). It will follow from that, that any complete 
(finite) k-module, in the wide sense, can be obtained from a (strictly) 
complete k-module by imposing on the latter a finite number of ele
mentary divisorial conditions. Naturally, the prime divisors in question 
will be, in general, of the second kind with respect to V/k. 

To prove our assertion, we denote by M1 the submodule of M con
sisting of those elements x of M which satisfy the inequality v(x) > 



360 APPENDIX 4-

v(M). We next define in a similar way a submodule M2 of Ml (M2= 
{x E Mllv(x) > V(Ml)}' and so we continue until we reach the sub
module N = Mh of M consisting of those elements x of M which satisfy 
the given elementary base condition v(x) ~ a. We thus have M> 
M 1 >M2 > ... >Mh=N. Foreachi=O,I,···,h-l (Mo=11.f) we 
fix an element Zi such that Zj E Mj, Zj ¢ Mj+1' we consider the finite 

k-module Li = ~ M j consisting of the elements x/Zj' where x is any 
Zj 

element of M j , and we denote by R the finite integral domain k[Lo, 
L l , ... , L"_IJ. It is clear that v is non-negative on R and that if 13 
denotes the center of v in R then a quotient x/Zj, with x in M, belongs 
to ~ if and only if x E MiH This being so, we fix a prime divisor v 
of k( V) whose center in R is the prime ideal ~ (see VI, § 14, Theorem 35) 
and we set v(N) = v. We show that if x E M and v(x) ~ v, then x E N, 
and this will establish the equivalence of the two base conditions 
(v, a), (v, v) with regard to the module 111. We shall show that the 
assumption that x E M j , x ¢ M j +1' i < h, leads to a contradiction. We 

have that ~ ¢ lJ, whence ii(x) = ii(z;). On the other hand, since all 
Zj 

quotients !!.., U E N, belong to ~, we have v=v(JV) > v(Zj). Hence 
Zi 

v(x) < v, a contradiction. 
A simple consequence of this result is the following: 
Every complete (finite) k-module M, in the wide sense, is a strictly 

complete k-module with reference to a suitable projective model P/k of 
k(V)/k. For the proof it is sufficient to construct a model P/k of k(V) 
such that: 

(1) P dominates V (see VI, § 17); 
(2) each of the prime divisors VI> v 2' •.. , Vq which occur among 

the elementary divisorial base conditions of definition of M is of the 
first kind with respect to V/k. 

To construct a model V satisfying these two conditions, we have 
only to construct first a model V'j of k(V)/k such that the prime divisor 
Vi is of the first kind with respect to V'dk (VI, § 14, Theorem 31) and 
then take for P the normalization of the join of V/k, V' l /k, V' 2/k, ... , 
V' /k (the join of two models has been defined in VI, § 17, and the ex-q • 
tension to any finite member of models is obvious). If we set SI = 
{So, VI' v2, ••• , vq} and denote by So the set of prime divisors of K /k 
which are of the first kind with respect to V /k then we have Soc SI c So, 
and hence M, being Sccomplete, is also So-complete (see (12», i.e., M 
is strictly complete with reference to V/k. 
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We have discussed so far only the extension of the notion of complete 
k-modules. The corresponding extension of the notion of complete 
linear systems on V/k is a straightforward matter of re-interpretation 
of the preceding discussion in terms of linear systems, taking into account 
that every k-module M defines a divisorial cycle D= Z(M) (see (13» 
and a linear subsystem L(M) of the complete linear system IDI (defined 
by M'). If M is complete (in the wide sense) we call L(M) complete 
(in the wide sense). We thus can speak of "elementary base con
ditions" to be imposed on a linear system and we can then ea sily restate 
the preceding results in the terminology of linear systems. 

We note that our definition of a complete linear system (in the wide 
sense) is invariant under hirational transformations. For any such 
complete system is defined by a module M which is S-complete, 
where S is the set of all valuations of k(V)/k, and which therefore 
defines a complete linear system (in the wide sense) on any other 
projective model of k( V)/k. 
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COMPLETE IDEALS IN REGULAR LOCAL RINGS OF DIMENSION 2 

The theory of complete ideals in polynomial rings k[x, y] of two 
variables presents some particularly striking features. This theory, 
developed by the senior author in 1938, t will be presented in this 
appendix in a much simpler form and in greater generality. The 
generalization consists in dealing with arbitrary regular local rings of 
dimension 2, rather than with that special class of such rings which 
is obtained by taking quotient rings of k[x, y] with respect to maximal 
ideals in k[x, y]. 

Very little is known about complete ideals in regular local rings of 
dimension greater than 2. It is almost certain that the theory developed 
in this appendix cannot be generalized to higher dimension without 
substantial modifications both of statements and proofs. 

1. Let 0 be a regular local ring of dimension 2. We shall denote by 
m the maximal ideal of 0 and by k the residue field olm of o. By the 
unique factorization theorem in 0 (Appendix 7, Lemma 2), every prime 
ideal in 0, other than m, is principal, and every ideal 2( in 0 is of the 
form x~, where x EO and ~ is an ideal which is primary for m (x being 
the g.c.d. of the elements of 2(, different from zero). If 2( is complete, 
so is ~ (since ~=2(:ox), and conversely. This fact indicates that in 
our proofs below we shall have to be concerned primarily with ideals in 
o which are primary for m. 

For any ideal 2( in 0, 2( =f: (0), we denote by r, or r(2(), the integer 
with the property: 2( c m', 2(¢nt,+l, and we call r the order of 2(. 

Clearly, r~O, and r=O if and only if 2(=0. In particular, the order r 
of an element x of 0, x =f: 0, is the order of the principal ideal ox; thus, 
x Em', x rf m,+l. 

We know that the associated graded ring of 0 (with respect to m) is 
a polynomial ring k[Zl' zJ in two variables, over k (VIII, § 11, Theorem 

t See O. Zariski, "Polynomial ideals defined by infinitely near base points," 
Amer. J. Maths., 60 (1938), pp. 151-204. 
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25). If 0 # x E 0 and x is of order r, then x has an initial form (VIII, 
p. 249), which we shall denote consistently by x; here x is a homo
geneous polynomial in k[ZI' Z2]' of degree r. The form x depends 
not only on x but also on the choice of a regular system of parameters 
t l , t2 of 0, the effect on x of a change of parameters being the same as 
that of a linear homogeneous (non-singular) transformation of the 
variables ZI and Z2' with coefficients in k. We shall fix once and for 
always a regular system of parameters t I , t 2• The fact that x E m' 
and x i nt'+! signifies that x has an expression of the form x= f(t1' t 2), 

where f is a homogeneous polynomial of degree r, with coefficients in 0, 

not all in m. If we then denote by j the polynomial expression obtained 
from f by reducing the coefficients of f mod m, then x = j(z l' Z 2)' 

If ~ is an ideal in 0, of order r, we denote by Li(~) the set of initial 
forms of those elements of 91 which are exactly of order i (we include 
the zero in L,.(9()). The homogeneous ideal in k[ZI' Z2] which is 
generated by the union of all the sets Li(~) is called the initial ideal of ~ 
(compare with VIII, § 1). It is clear that Li(~() = {O} if i < r, L i(91) # {O} 
if i ~ r, and that Li(~) is a vector space over k. 

We shall be particularly interested in the form space L,(~). We 
shall call L,(9() the initial form module of 9L We denote by c(m) the 
greatest common divisor of the forms belonging to L,(9!) (and different 
from zero). We call c(91) the characteristic form oHL If s is the degree 
of c(~) then 0;;; s ;;; r. 

The order function r(x) defines a valuation VOl of the quotient field 
of 0 (VIII, § 11, Theorem 25, Corollary 1). We call this valuation 
VOl the m-adic prime divisor of 0; this is a discrete, rank 1, valuation, 
centered at nt. Since vnt(t 1) = Vnt(t2) = 1, the vl1I-residue of t2/t 1l which 
we shall denote by T, is # 0, 00. If ex is any element of the residue 
field of VOl (a#O), and if, say, ex is the residue of x/y, where x,yEo, 
then x and y must have the same order r. We can write then X= 

f(t I, t 2), y=g(tI' t 2), where f and g are forms of degree r, with coeffi
cients in 0, not all in m. Then x/y=f(l, t 2/t I)/g(1, t 2/t 1) and a= 
/(1, T)/g(l, T), where j and g denote the reduced polynomials, mod m. 
This shows that k(T) is the residue field of Vm' It is immediately seen 
that T is transcendental over k. In fact, if F(Z) is a non-zero poly
nomial with coefficient in k, of degree r, fix a polynomial F(Z) of, 
degree r, with coefficients in 0, which reduces to F mod m, write 
F(Z2/Z1)=f(ZI' Z2)/ZI', wheref is a form of degree r (with coefficients 
in 0), and consider the element t=f(tl' t2)/t{. Since not all the 
coefficients of f are in m, we have vnt(f(t 1, t2)) = r, whence Vnt(~) = O. 
Therefore the vm-residue of e is different from zero. But this residue 



364 APPENDIX 5 

is obviously F(-r). Hence F(-r) =F 0, which proves that -r is transcen
dental over k. Thus, the residue field of Vm is a simple transcendental 
extension of k (= o/m), and this justifies our term m-adic prime divisor 
(see Appendix 2). 

Let v be any other valuation of the quotient field of 0, centered at 
m and different from the m-adic prime divisor vm. We set y=v(m), 
i.e., y=min{v(t1)' v(t2}}. Let, say, V{t1)=Y' Since v is not the m-adic 
prime divisor vm, there exists an element x in 0 (x;t: 0) such that vex) > 
ry, where r is the order of x. If we write, as above, X= f(t 1, t2), then 
we find that v(f(I, t 2/t 1» > O. Thus, if we denote by { the v-residue 
of t 2/t 1 then we find I( 1, {) = 0, and hence { is algebraic over k. This 
conclusion holds for every valuation v which is centered at m and is 
different from the m-adic prime divisor Vm of o. 

DEFINITION 1. Let g(Zl' Z2) be the irreducible form in k[Zl' zJ such 
that g( 1, {) = 0 (the form g is determined only to within an arbitrary 
non-zero factor in k). Then g(Zl' Z2) is called the DIRECTIONAL FORM of 
the valuation v. 

The directional form of v is, of course, of positive degree. We 
agree to regard 1 as the directional form of the m-adic prime divisor vm. 

LEMMA 1. Let v be a valuation centered at m and different from the 
m-adic prime divisor, and let g be the directional form of v. If x is an 
element of 0 (X=F 0), of order r, then vex) > ry ~f and only if the initial 
form x of x is divisible by g (in k[Zl' Z2])' 

PROOF. In the preceding notations we have vex) > ry if and only if 
/{1, {)=O, hence if and only if !(Zl' Z2) is divisible by g(Zl' Z2) in 
k[z}, Z2). Since x=/(zl' z2),.the lemma is proved. 

In the sequel we shall also speak of directional forms of an arbitrary 
ideal m in o. We give namely the following definition: 

DEFIN ITlON 2. If m is an ideal in 0, different from zero, every irreducible 
divisor g(z}, Z2) of the characteristic form c(2l} of 2l is called a directional 
form of m. (We agree to regard 1 as a directional form of m if c(9() = 1.) 

2. At this stage we shall introduce a construction which associates 
with each irreducible form g(Zl' Z2) in k[Zl' Z2] another regular local 
ring 0', of dimension 2, which dominates 0 (i.e., which is such that 0 is 
a subring of 0', and m' n 0 = m, where m' is the maximal ideal of 0') 
and has the same quotient field as o. In algebraic geometry this con
struction is the well-known "locally quadratic" transformation of an 
algebraic surface, with center at a given simple point P of the surface. 

Let g=g(Zl' Z2) be an irreducible form in k[Zl' Z2]' We denote by 
0';, or simply by 0' (whenever the form g is fixed throughout the 
argument), the set of all quotients y/x, where x and yare elements of 0, 
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such that: (1) order of y ~ order of x (i.e., if x E m" and xi m"+} then 
y Em") ; (2) g does not divide the initial form x of X. 

PROPOSITION 1. Assuming that g i= z} ftle set T' = t 2/ t} (where (t}, t 2) 
is a fixed pair of regular parameters of 0) and R' =O[T'].t The set of 
elements F(T') of R' (F-polynomial over 0) such that the reduced poly
nomial (mod m) F(z) is divisible by g(l, z) (z being an indeterminate) 
is a maximal ideal in R', and 0' is the ring of quotients of R' with respect 
to this maximal ideal. Furthermore, 0' is a regular local ring, of dimension 
2, which dominates 0 (and is different from 0). The residue field of 0' is 
k(ex), u'here ex is a root of the irreducible polynomial g(l, z). The m-adic 
prime divisor of 0 is non-negative on 0' and its center in 0' is the principal 
idealo't}. 

PROOF. Let G(z)=g(l, z) and let ex be a root of the irreducible 
polynomial G(z) in some extension field of k (note that since z} i= 
g(z}, Z2)' G(z) has positive degree). The transformation cp of R' onto 
the field k(ex) which associates with each element F(T') of R' the element 
F(ex) of k(ex) is a mapping. To see this it is only necessary to show that 
F(cx) =0 whenever F(T')=O (Vol. I, Ch. I, § 11, Lemma 2). Let n be 
the degree of F and write F(z) in the form f(l, z) where f(z}, Z2) is a 
form of degree n, with coefficients in l'. The assumption F(T') = 0 
implies that f(t}, t 2) = O. Hence, by the basic property of regular 
parameters, the coefficients off, i.e., of F, are all in m. Hence F(z) = 0, 
which proves our assertion. The mapping cp is therefore a homomor
phism of R' onto the field k( ex), and cp is not an isomorphism since 
cp = 0 on m. The kernel of cp is a maximal ideal .\.J' of R'. An element 
F(T') of R' belongs to .\.J' if and only if F(a)=O, i.e., if and only if 
F(z) is divisible by g(l, z) in k[z]. This proves the first assertion of 
the proposition. 

If y/x E 0' and n is the order of x, then we can write x=f(t}, t 2), 
y=h(t}, t 2), wherefand h are forms of degree n, with coefficients in 0, 

and !(Zlt Z2) is not ~ivisible by g(zl' Z2)' Dividing both x and y by 
tl" we find yjX=H(T')JF{-r'), where H(z)=h(l, z) and F(z)=f(l, z). 
The fact that!(z}, Z2) is not divisible by g(z}, Z2) implies that F(z) is 
not divisible by g(l, z). Hence F(T') ¢ 'P', y/x E R\,., and thus 0' c R' P" 

Conversely, let H( T')/ F('T') be an arbitrary element of R' P', where 
therefore F(z) is not divisible by g(l, z). Let s=deg F(z) and let 
f(zlt z2)=z}'F(Z2/Z I)' Then f(zl' zz) is a form of degree s, and 
/(ZI' Z2) is not divisible by g(z} Z2)' If n=max (deg H, deg F), then 
H(T')/F(T')=hl(t l, t 2)/fl(tlt t2), where hi and fl are forms of degree 

t If g = Z 1 the roles of z 1, Z 2 as well as of t 1 and t 2 in this proposition have to 
be interchanged. 
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nand fl(zl' z2)=Z{'-'f(zu Z2)' Since g(Zl' Z2)~ZI' also 11(zl' zJ is 
not divisible by g(ZI, Z2), and this shows that H(T')/F(T') EO'. Thus 
R'p'co', and consequently R'p' =0'. Furthermore, if m' is the maximal 
ideal of 0' then o'/m' =R'/tJ' =h(a). Thus h(a) is the residue field of 0'. 

If x Em we have x=altl +a2t 2, where au a2 E 0, or x=tl(al +azT') 
=F(T'), where F(z)=altl +alltlz. Then F(z)=O, showing that x Em'. 
Thus me m', m' n 0= m, and 0' dominates o. We observe that we have 
now shown incidentally that 

(1) R'm = R't l . 

The element t 2/t l does not belong to 0, as follows immediately from 
properties of regular parameters (or observe that the residue of t 2/t l 

in the m-adic prime divisor Vm of 0 is a transcendental over h, while 
the vm-residue of each element of 0 is in h). Hence 0 is a proper subring 
ofo'. 

Let q be the degree of g(zu Z2)' We fix an element u in 0 such that 
11 = g(ZI' Z2) and we set 

(2) 

Then it is clear that t'2 Em'. We proceed to show that tl and t'2 
form a hasis of m'. 

Consider any element of m'; it can be written in the form y/x, where, 
if x E mn, x ¢ mn+l, then x is not divisible by g(zu Z2) and y E mn. 
It is clear that x/tt is an element of R' which does not belong to tJ' 
and hence is a unit in 0'. Therefore Ylt l " must belong to tJ'. If 
Y E mn+l, then, by (1), Y E R'tln+l and y/t l" E R'tl, and thus y/x E o't l. 
Assume y ¢ m"+l. Then y must be divisible by g(ZI' ·3'2)' We fix an 
element w in 0 such that w is of degree n - q and such that y = wg( Z 10 z 2)' 

Then y-wu E mn+l, or Y-WU E R'·tl,,+l. Since wlt ln- q E R', we find 
that yltl" E R't'2+R'tl, showing that ylx E o't 1 +o't'z' This proves 
our assertion that 

(3) nt' = o'tl + o't' 2' 

We now consider the m-adic prime divisor 'l'm of o. It is clear from the 
definition of 0' that Vm is non-negative on 0'. Since Vm(t l ) = 1, the 
center of Vm in 0' contains the principal ideal o't l • Conversely, if y/x 
belongs to the center of Vm in 0' then in the preceding notations we must 
have y E ntn+l, and we have already shown that this implies that 
ylx E o't l. Hence the principal ideal o'tl is the center of Vm in 0'. Thus 
o't l is a prime ideal in 0'. It is different from m' since t'm(t' 2) = 
vm(u)-q=O and since therefore t'z ¢ o'tl' This shows that the local 
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ring 0 ' is of dimension ~ 2. Then (3) leads to the conclusion that 0 ' 

is a regular ring of dimension 2 and that {tl' t' 2} is a pair of regular 
parameters of 0 ' • This completes the proof of the proposition. 

The local ring 0' which we have just constructed will be referred to 
as the" quadratic transform" of 0, relative to the directional form g. 

If m is an ideal in 0 and r is the order of ~( then vm(91) = r, whence 
o/mc o't{, o/m ¢ o't{+I. Hence 

(4) O/m = t{~l', 

where m' is an ideal in 0'. We call m' the transform ofm in 0'. 

PROPOSITION 2. Let ~( be an ideal in 0, of order r, and let gu be the 
highest power of g which divides the characteristic form c(m) ofm. Then: 

(a) The order r' of the transform m' of m in 0' is not greater than a, 
but is positi'z:e if a is positive. Thus, in particular, m' is the unit ideal if 
and only if g does not divide c(m). 

(b) If 9f is primary for m then 9(' is either primary for m' or is the 
unit ideal. 

PROOF. We fix an element x in m such that the initial form oX is of 
degree r and is exactly divisible by gao Then .1C'=X/t{Em/. Let 
oX = gUif';, where if'; is of degree r - aq (q being the degree of g), and let 
v be an element of 0 such that v = lp. Then x - uuv E m,+l, where It is 
the previously chosen element of 0 such that u = g. Dividing through 
by t{ and setting v' = v/t{-Oq we find (using (1» that x'-t I2"V'Eo 't l 

(recall (2». Now, since v is not divisible by g, v' is a unit in 0'. Hence 
x' ¢ m'o+l, showing that r' ~ a. If a is positive then the above argument 
shows that if x is an arbitrary element of 9( and x' = x/t{ then x' E m' 
(and in particular, x' E o't1 if x E m,+l). This shows that if a is positive 
then m' em', completing the proof of part (a) of the proposition. 

Assume now that 9( is primary for m. If c(9l) is not divisible by g 
then we know already that 91' = (1). If c(m) is divisible by g, and if, 
say, as in the preceding part of the proof, x is an element of '2l such 
that oX is of degree r and is exactly divisible by gu, then we have in '2l' 
the element x' such that :,,' - t I 2°V' E o'tl' where Vi is a unit in 0' . On 
the other hand, since ~( is primary for 111, some power of tl belongs to 
m, say tIn E 9(, where we may assume n > r. Then 1ln- r E 9(', i.e., some 
power of tl belongs to 9(/. Since x' E 9(/, this implies at once that also 
some power of t'2 belongs to 91 ' , showing that 9(' is primary for m'. 
This completes the proof. 

We shall now study the class of ideals 9( in 0 which are contractions 
of ideals in 0 ' (any ideal 9( in this class is then necessarily the con
traction of its extended ideal O/~l). We shall refer to the ideals of that 
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class as contracted ideals. (Later on we shall use this term in a wider 
sense, since we shall replace 0' by a semi-local ring 0' 1 n 0' 2 n ... no'"., 
where the local rings 0' l' 0' 2 •... , 0' m are quadratic transforms of 0, 

relative to distinct directional forms gl> C2' ... ,C"..) We observe that 
every power of nt is a contracted ideal, since O'nt"=o't I" and clearly 
0't 1" no = m" (every element of o't I " has value ~ n in the m-adic prime 
divisor of 0). We also observe that as a consequence of Proposition 2, 
part (a) we have the following 

COROLLARY. If W is a contracted ideal and g does not divide the 
characteristic form c(W) of W then W is a power of m. 

For we have then \1('=0' and hence w=o't{no=m', where r is 
the order of W. . 

PROPOSITION 3. Let W be an ideal in 0, primary for nt, let r be the 
order ofW, let s be the degree of c(W) and let 

(5) 

If W is a contracted ideal then c(W) is a pOwer of g (possibly, c(W) = 1), 
and we have 

(6) 

Furthermore, ~ also is a contracted ideal, and we have r(~)=s, c(~)= 
c(W). 

PROOF. If g does not divide c(W) then, by the above corollary, 
m = nt', c(m) = 1, and all the assertions of the lemma are trivial (58 is 
now the unit ideal). We shall therefore now assume that g divides c(~(). 

Let cp = gA be the highest power of g which divides c(m), and let a be 
the degree of cpo We fix in m an element x such that x is of degree r 
and .:C = cp;p, with cp and ~ relatively prime; here ~ is a form ~(z I> Z 2) 
of degree r-a, with coefficients in k. We assert that for each integer 
j~ 1 there exist elements Xj and Yj in 0 such that 

(7) 

The assertion is trivial for j = 1 (take for Xl and YI any two elements 
of 0 such that Xl = cp, )iI = ~). Assume that, for a given i, a pair of 
elements X j and Y j satisfying (7) has already been found. Since cp 
and ~ are relatively prime, every form in Z l' Z 2, of degree ~ r - 1, 
belongs to the homogeneous ideal (cp,~) in k[ZI' Z2].t We apply this 

t This is trivial if ~ = 1. If the degree r - a of ~ is positive we observe that 
the space of forms of degree r - 1 which can be written as linear combinations 
A,-U-l iji + BU-l~' where A and B are forms of degree r - II -1 and a -1 respec
tively. has precisely the desired dimension r( = (7 - a) + a) and thus consists of 
all the forms of degree r-1. 
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fact. If X-XjYj E m,+j+1 we set Xj+1 =Xj' Yj+1 =Yj' In the contrary 
case, we express the initial form x - x jY j (of degree r + j) as a linear 
combination A,+j_aip+Bj+a"', we fix elements v and win 0 such that 
v=Bi+a, w=A,+j_a and we set Xj+1 =Xj+v, Yj+1 =Yi+w. Then it is 
seen at once that X-Xj+1Yi+1 E m,+j+1, Xj+1 =ip, Yi+! ="'. This 
establishes (7) for all j. 

We now define ~ by ~ = 91 : m,-a, whence 

(8) 

Since 58 is primary for m we have m,+jc m'-a~ for large j. For such 

a large j relation (7) yields the inclusion Xj)'j E 91. Hence ;ia' t~~a E 91', 
I I 

where 0'91 = t'91'. Since Yj is not divisible by g and is exactly of degree 
r-a, Yj!t{-a is a unit in 0'. Hence Xj/t l a E 21' and o'xjm,-ac t l F9l' = 
o'~L Since 0'91 no = 91, it follows that xjm,-ac 91, Xj,E ~, XjYj E m,-a~, 

i.e., x belongs to m,-a~. This holds for every element x of 91 which 
does not belong to m,+1 and is such that x is not divisible by gHI. 
Now, if Y is any element of 91 which does not satisfy either one of these 
two conditions, then we see that both x and x + Y belong to m'-a~, 
and hence Y E m'-a~. We have thus shown that 91c m,-a~, and this, 
in conjunction with (8), yields the equality ~(= mr-a~. This equality 
implies that c(91) is at most of degree a. Since ip( = gA) divides c(91) 
and is of degree a we conclude that c(91) = gA and that 0= s. We thus 
have (5) and (6). By (6) we have at once that r(IB)=s and that conse
quently c(~) = c(91) = gAo Thus everything is proved except the asser
tion that ~ also is a contracted ideal. Now, we have o'~=t'91', where 
91' is the transform of 91 (i.e., 0'91 = 1F9l'). If then Y E o'~ no then 
o'ymr -. c t'91' = 0'91, whence ym'-' c 91, Y E ~(: m'-' = ~. This com
pletes the proof. 

COROLLARY 1. If a is an integer sllch that r ~ a ~ s and we set 
91: m'-a =~, then 91 = m,-a~, ~ = ma-.~, and ~ also is a contracted ideal. 

We have 91=m'-·~=m,-a·ma-.~, hence ma-·~c~, and thus 
91cm'-a~c91. Consequently ~{=m'-a~. The proof that ~ is a con
tracted ideal is identical with the above proof that 58 is a contracted 
ideal (with s replaced by a). Furthermore, we have ~: ma-. = (91: m,-a): 
ma-. = ~{: m'-' =~. Since r(~} = a, c(~) = c(~l), the relation ~ = ma-.~ 

follows by applying Proposition 3 to the ideal ~ instead of to 91. 
COROLLARY 2. If 91 is a contracted ideal, primary for m, and q is any 

integer ~ I, then mll9{ also is a contracted ideal. 
Let 'Il=o'm99{ no. Using the notations of Proposition 3, we have 

r('Il)~q+r (since 'Il=>mq~{), and vm(ll)=q+r. Hence r('Il)=q+r. 
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The characteristic form c('£)) of'£) divides c(m~), i.e., c(2t). If then 
a is the degree of c('£)) we have a ~ s. Since'£) is a contracted ideal, 
we have, by Proposition 3: 

'£) = m,+q-uQ;, 

where Q;='£):mr+q-u is again a contracted ideal. Since o''£)=o'm~, 
it follows that o'mr - uQ;=0'2L By Corollary 1, applied to the ideal '£) 
instead of to 21, mr-uQ; is a contracted ideal. Hence m,-aQ; = o'm,-aQ; n 
0=0'21 n 0 = 21. Therefore,£) = mQ21, which proves our assertion. 

COROLLARY 3. If 21 is a contracted ideal in 0, primary for m, then the 
initial form module of 21 is the set of all forms of degree r ( = order of 21) 
which are divisible by c(21). 

This is a direct consequence of (6). 
3. We now undertake an extension of the preceding results to the 

semi-local case, as explained below. 
Let iI' i2' ... , im be distinct irreducible forms in k[ZI' Z2] (distinct 

in the sense that no two are associates) and let 0'; be the quadratic 
transform of 0, relative to the directional form gj. We set 

(9) 0' = 0'1 n 0' 2 n . .. n 0' m· 

It is not difficult to see that 0' is a semi-local ring having m maximal 
ideals Wl'1> Wl' 2' ... , Wl'm, where 9]l'j=o' n m';, m'j being the maximal 
ideal of 0'" and that O'j=O'IDl'( This is obvious if gji=ZI for i= 
1,2, ... , m, because in that case each O'j is a ring of quotients of R' 
(=0[t 2/t1]) with respect to a maximal ideal p';; and similarly if g;i=zz 
for i= 1,2, ... ,m. If both Zl and Zz are among the m forms g; and 
if k is an infinite field, we can choose a linear form c lZ 1 + c zZ z (c l' C z E k) 
which is different from all the gj, and we can reduce the situation to 
the case i;i=ZI (i= 1,2, ... ,m) by choosing a new pair of regular 
parameters TI' T Z such that 71 =C1Z1 +CzZz. The following procedure 
will work, however, also in the case of a finite field k. We choose an 
irreducible form Tz(ZI' zz) in k[Zl' Z2] which is different from all the ij, 
we fix an element ~ in 0 such that ~=Tz(Zl' Z2) and, denoting by ,\ the 
degree of Tz, we consider the ring 

[
t A t A-It t A] 

S' = 0 e' Y' ... , g . 
The ring S' consists of all quotients of the form .,.,/g", where n is an 
arbitrary integer and.,., E mnA. Since ij does not divide ~, S' is a sub
ring of 0';. Let m'j n S' = p' j. Then p'j is a prime ideal in S', and we 
have S'Il'leo'j. On the other hand, let y/x be any element of 0';, 
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where x, yEO, oX is not divisible by gj and order y ~ order x. Upon 
replacing, if necessary, x and y by ;xA and ;xA-Iy respectively, we may 
assume that the order of x is a multiple of A, say nA. Then writing 
y/x as a quotient of y/g" and x/g" we conclude at once that y/x E S' P',' 

Thus 0', = S' P' i' i = 1, 2, ... ,m, showing in the first place that each 
~'j is a maximal ideal of S' and that-since S' is noetherian-o' is a 
semi-local ring. The relations 0' j = 0' ID!'. are now obvious. It now also 

I 

follows that 0' is the set of all quotients y/x, where x, yEo, oX is not 
divisible by any of the m forms gj, and order of y ~ order of x. 

PROPOSITION 4. Let m be an ideal in 0, primary for m, and let r be 
the order of m. ~Ve assume that o'm no = m, where 0' is the semi-local 
ring defined in (9). We set 

(10) 

Then 

(11) 

~lj=o'jmno, i=I,2,···,m. 

The characteristic form c(m;) oj mj is a power of gj: 

(12) 

and we have 
m 

(13) c(m) = II g/". 
j= t 

If c(m) = 1 then m is a power of m. If c(m) =I 1 and if for a suitable labeling 
of the indices we have \ ~ 1 for i = 1, 2, ... , n (1 ;;;; n ;;;; m) and Aj = 0 for 
i = n + 1, ... , m, then setting 

0' = 0'1 no' 2 n ... no'" 

we have already 
o'm no = m. 

PROOF. We set (!:'=o'm, (!:'j=o'jm=o'j(!:'. From the theory of 
quotient rings we know (Vol. I, Ch. IV, § 11, Theorem 19) that (!:'j no' 
is obtained from (!:' by considering an irredundant decomposition of 
(!:' into primary components and deleting those components which are 
not contained in IDl'j (recall that O'j=o'!l1I',). Since IDl'l' IDl'2"", 
IDl'm are all the maximal ideals of 0', it follows that 

m n «!:' j no') = (!:', 
j= 1 
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m 

or equivalently, since n (!'jCo': 
j= J 

i.e., 

(14) 

m n (!:'; = (!', 
;= 1 

m n 0';1ll = o 'Ill. 
j= 1 

Using (10) and the assumption that o'lllno=21, we find (11). Now 
each 2lj is, by definiti?n, the contraction of an ideal in O'j' Hence, by 
Proposition 3, we have that c(lllj) is a power of gj, which proves (12). 

Since Ill c lll j, we have r(lll j );;ar. On the other hand, since IlljCO'j~( 
we have vm(Ill,.) ~ vm(lll) = r, where Vm is the m-adic prime divisor of o. 
Hence r(lll j) ~ r, and thus 

(15) r(21 j ) = r = r(Ill). 
Applying again Proposition 3 we find that if we set 

(15a) 

where Sj = degree of c(lllj), then 

(16) 

We set S=SI+S2+ .. , +sm' and we observe that since r(58 j )=s; we 
have m,-s58 158 2 ·•• 58mc 58 1m,-sIClll u and similarly that m,-s58 158 2 

... 58mc lll j, i= 1,2, ... , m. Hence 

(17) m,-s58 158 2 • •• 58mc~1. 

Since c(58 j) =c(lll j ) =g/I, the characteristic form of the ideal on the 
left-hand side of (17) is n gll. Hence it follows from (17) that c(lll) 
divides n g/I. On the other hand, since Illc~{j, g/I must divide c(21). 
(In this argument one must bear in mind that the ideals 1ll,21j and 
m,-s58 158 2 · .• 58m all have the same order r.) This proves (13). 

If c(lll) = 1, then all Sj are 0, Ill; = m' (by (16», and thus III = m'. 
If c(I2()~ 1 and Sj=O for i=n+ 1, ... , m, then ~{;= m' and O'j21= 

O'j21 j =o'jm' for i=n+ 1,· .. ,m. Hence, by (14) 

0'1ll = 0' IIll n 0'2~{ n ... n o'n~.{ n o'm'. 

Now, each ideal o'jm is the center, in O'j, of the m-adic prime divisor 
of o. Hence o'm' is the symbolic power ~'('), where ~' is the center 
of 'Z,'m in 0'. It follows that every prime ideal of 0'1ll is contained in one 
of the maximal ideals rol'I' rol' 2' ... , rol' n' Therefore o'lll = D'1ll no', 
and thus ~{= o'~( n 0 = C'~( no' no = C"~( n o. 
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This completes the proof. 
We call an ideal 91 in 0 a contracted ideal if we have 0'91 n 0 = 91 for 

some semi-local ring 0' which is an intersection of suitable quadratic 
transforms 0' 1> 0' 2' ... , o'm of o. 

COROLLARY 1. Let 91 be an ideal in 0, primary for m, let gl' g2' ... , 
gm be the distinct irreducible factors of the characteristic form c(91) of~, 
let 0'; be the quadratic transform of 0, relative to the directional form g;, 
and let 0' = 0' 1 no' 2 n ... no' m. If ~( is a contracted ideal then already 
0'91 no = ~l (if c(91) = 1 then 91 is a power of m, and we have o'~l no = 91 
for every quadratic transform 0' of ~). 

COROLLARY 2. The assumption and notations being the same as in 
Corollary 1, the ini#al form module of ~( is the set of all forms of degree r 
(r=order of~) which are divisible by c(~l}. 

This follows from (17). 
THEOREM 1. (Factorization theorem for contracted ideals.) Let 21 be 

a contracted ideal in 0, primary for m, let r be the order of 91, s the degree 
of c(~r), let c(~l)=gllgb ... imAm, where the i; are the distinct irreducibLe 
factors of c(~(), and let s; be the degree of il,. There exists one and only 
one factorization of ~l of the form 

(18) 

such that each \8; is a contracted ideal whose characteristic form c(\8;) is a 
power of g;. If we denote by 0'; the quadratic transform of 0 relative to 
the directional form ij and set 

(19) o';~{ no = 91;, 

then 

(20) 58; = 91;: mr -." 

and we have 

(21) 91; = mr-',58;, 

(22) 91 = 911 n 91 2 n ... n 9lm, 

(23) r(91;) = r. 

Furthermore, we have 58 118 2 ••• !8m =91:mr- •• 

PROOF. We first prove the uniqueness of the factorization (18). 
Let (18) and 

91 = mr-'~1~2 ..• ~m 

be two such factorizations. We have c(91)=c(!8 l )C(!8 2)··· c(!8m), 
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hence c('i8 j ) = ili. Furthermore, r(~) = r-s +r('i8}) +r('i82) + ... + 
r('i8m), and since r(l8 j ) ;;;;deg c(l8 j ) = Sj, it follows that r(l8 j ) = Sj. Simi
larly, c('5l3;) = ili, r('5l3;) = Sj. Since I8 j is a contracted ideal and c(l8 j ) is 
a power of ii' we have O'i18j n o=l8 j , by above Corollary 1. Similarly 
O'j'5l3 j no = ~j' Now, assuming, as we may, that ZI # il(ZI' Z2)' we 
have 0'118j=0'lt1Si for i>1 (Proposition 2, part (a». Hence 0'1~= 
t{-SI0'1'i8 1. Similarly 0't~=t{-SIO'l5B1' Hence 0\18 1 = 0'1'5l3 1 and 
hence '5l3 1 = 0' 1'5l3 1 no = 0' 1181 no = 18 1, Similarly '5l3 j = 18; for all i = 
1,2, ... , m. 

To prove the existence of the factorization (18) we define the ideals 
m; by (19) and the ideals 18; by (20). Then, by Propositions 3 and 4, 
and by (15), the relations (21), (22) and (23) are satisfied, the 18; are 
contracted ideals, and we have c(m;)=gj\, by (12). Furthermore, we 
have by (17): 

m,-sI8 118 2 • •. 'i8mc m. 
To prove the opposite inclusion, let x be any element of m such that 

the initial form x of x is precisely of degree r. Let x= ~1~2 ... ~m~m+l' 
where ~i is a power of ij for i= 1,2, ... , m, and ~m+1 is not divisible 
by any of the ij. Let Pi be the degree of ~i (i= 1,2, ... , m+ 1), so 
that Pi ;;;;Si for i= 1,2, ... , m, and PI + P2+ ... + Pm+! =r. We assert 
that for any integer j;;;; 1 there exist elements Xli' X 2i' ... , xm+l.i in 0 

such that 

(24) X-X IiX 2i' .. xm+I,i E m'+i; Xii = ,pi' i = 1,2, ... , m+ 1. 

The assertion is trivial for j = 1 (take for XiI any element of 0 such that 
XiI =,p,). Assume that for a given j we have already determined m + 1 
element xii satisfying (24). If X-X 1jX 2j" . xm+l,j E m,+i+l we set 
Xi,j+l = Xij' In the contrary case, we consider the initial form of 
X-X1jX 2j ... xm+l,i' This is a form of degree r+j. Now, since any 
two of the forms ,pi are relatively prime, it is a straightforward matter 
to show that the homogeneous ideal in k[z}, zz] generated by the 
m + 1 forms if!i = (~1~2 ... ~m+I)/~i contains all forms of degree;;;; r-1 

(= PI + pz + ... + P",+l - 1). [The proof is by induction with respect 
to m, the case m = 2 having been settled in the course of the proof of 
Proposition 3; see footnote on p. 368.] We can therefore write 

m+l 

X - XIjXZj ... x",+l,j = .L Aiif!i' .= I 
where Ai is a form in Zl> Z2' of degree Pi + j (with coefficients in k). 
We fix in 0 an element Up such that uj=A j and we set xi,i+l=xij+u j , 

The m + 1 elements Xi,j+} satisfy all our requirements. 
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Since the ideals }Bj (i= 1,2, ... ,m) are primary for m, we can take 
in (24) j so large as to have 

(25) 

For such a large value ofj we will have, by (17): X l jX2j ... XmjXm+l.j E 2.(. 
We may assume that il #Zl' Since if;2' if;a, ... ,if;m' if;m+l are not 
divisible by il and since the initial form ;P2;Pa ... ;Pm+l of X2jXaj' .. 

. f d . f II h X 2j Xaj'" xm+l j . .., 
X +l . IS 0 egree r- PI It 0 ows t at . IS a Unit In 0 l' 

m .J t{-PI 

Hence, if we set 0'12.( = t{2.(' l' then Xlj/tll E 2.('1' and thus xljmr-Plc 
0'12.( no =2.(1' and X 1j E 2.(1: mr-PI. Since PI ~ Sl' we have, by Corollary 
1 of Proposition 3: 2.(1:mr-PI=mPI-sI}B1' Hence Xl jEmPI-sl}B1' 
Similarly, Xij E mPj-Sj}Bj, i= 1,2, ... , m, and we have also xm+1,j E 

mPm+1. Hence X 1j"x2i ... X",+l,j E mr- s}B1'8 2, ... , '8"" whence by (24) 
and (25) we and that 

X E mr-s'8l~2 ... ~m' 

This inclusion holds for every element x of 2.( such that x ¢ mr+l, but 
then, as in the proof of Proposition 3, we see at once that it holds for 
every element x of 2.(. Hence 9(c mr-s~1}B2 ... }Bm, and this estab
lishes (18). 

Since, by (18), mr- s factors out from 2.(, it is clear that if we set 
'I) = 2.(: mr- s then 2.( = mr-s'I). To complete the proof of the theorem 
we have only to show that 'I) = '8 1 ~ 2 ... }Bm' We observe first of all 
that from 0'2.( n 0 = 9t follows that o''I) n 0 = 'I), i.e., that also 'I) is a 
contracted ideal. In fact, if x E o''I) no then X= L X'jYj, where X'j E 0' 
andYjE'I). Hence xmr- sc o'91no=9t, xE'I), as asserted. We can 
therefore apply Theorem 1 to the ideal 'D. We have to find, first of all, 
the ideals o'/Dno. Let 9l j :mr- s='J)j' Since o'j2.(jno=~{j and r= 

r(2.(j), S ~ Sj = deg c(2.(j), it follows from Corollary 1 to Proposition 3 
that 2.(j = mr-s'I).. Hence, assuming-as we may-that Zl # ij, we have 
0' j2.(j = t{-SO' j'Dj. On the other hand, we have 0' j2.(j = 0' j2.( (by the 
definition (19) of 9(j), whence O'j2.(j=o'jmr- s'J)= t{-SO'j'J). Hence 
t{-So'/f:;=t{-SO'j'D,O'j'Dj=o'j'D. But from O'j2.(j n o=2.(j follows
as was just shown above-=--that also O'j'D j no = 'J)j. Hence we conclude 
that O'j'D no = 'I)j, i = 1,2, ... ,m. Since 2.( = mr-s'I), we have c('I) = 

c(2.(), so that the integers Sj of Theorem 1 are not affected by passing 
from 2.( to 'J). We have now r('J) = s. By Corollary 1 to Proposition 3 
we have that .'I)j: mS-Sj = 2.(j: mr-sj, i.e., 'I)j: mS-Sj = }Bj. Thus also the 
ideals ~j are not affected. Thus the analog of (18) for 'I) (instead of 2.() 
is 'J) = '8 118 2 , .. }Bill' This completes the proof of the theorem. 
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COROLLARY 1. If ~ is a contracted ideal and q is any integer ;;;;; 1 
then also mq~ is a contracted ideal. 

It is sufficient to consider the case in which 9! is primary for m since 
every ide~l in 0 is of the form x9(, x E 0, 9( primary for m. We use the 
notations of Theorem 1, we set 0'=0'lno'2n ... no'm and 'tl= 
o'mq~ no. It is clear that r('tl)=q+r. We have o'i'tl=o'jmq~= 
o'jmq+r-'iil:\, and since mq+r-'i~j is the contraction of its extended 
ideal in 0'; (Proposition 3, Corollary 2), it follows that if we set 

'tlj = O'j'tl no, 
then 

Thus c('tl;) = c()8;) = i/i. If we set 'tl;: mq+r-'t = \8;, then 'tl j = mq+r-'t\8j' 
and therefore, by the uniqueness of factorization of contracted ideals, 
we have \8; = )8j. By Theorem 1, applied to 'tl (instead of to ~), we 
have therefore 'tl = mq+r-')81)82 ... )8", = mq~. 

COROLLARY 2. Let ml> )82' ... ,58", be contracted ideals whose 
characteristic forms C()81)' c(58 2), ••• ,c(58",) are two by two relatively 
prime (any number of the c(l.B j ) may be equal to 1). Then the product 
581)82' .. )8", is also a contracted ideal. 

If some c()8;) is 1, say C()81) = 1, then 58 1 is a power of m (Proposition 
4), and from Corollary 1 of Theorem 1 it follows that it is then sufficient 
to prove that m2ma ... mtn is a contracted ideal. We may therefore 
assume that c(58 j ),., 1 for i = 1,2, ... ,m. A further obvious reduction 
is permissible, whereby we may assume that every )8; is primary for m. 
Finally we can carry out a third reduction to the case in which each 
characteristic form c()8,) is a power of an irreducible form. In fact, by 
Theorem 1, each contracted ideal which is primary for m is a product 
of contracted ideals having only one directional form. 

Let sj=deg c(m;). If the order rj of mj is greater than Sj then 
mrt-'t factors out from mj, i.e., we have mj = mrt-'i(!j, where (!j is a 
contracted ideal (Proposition 3), and Corollary 1 of Theorem 1 allows 
us to replace in the proof mj by (!j' We may therefore assume that 
rj=Sj, i= 1,2, ... , m. We set S=S1 +S2+ ... +s"" we denote by 0'; 
the quadratic transform of 0 relative to the directional form of )8j 
and we set ~=0'm1)82···)8", no, where 0' =0' 1 no' 2 n ... no'",. 
We have then 0'~=0'581582' . ·58"" and hence 0'j~=0'jI.B1I.B2· .. I.Bm = 
o'jln'-'iI.Bj. Consequently, if we set 9(j=0'j\}( no then \}{j= m'-StI.B j 
(since both ~j and m'-St)8j are contractions of ideals in O'j). From 
this, by unique factorization, we conclude that )8j = ~j: m'-'t, and from 
Theorem 1 we deduce that ~=mlm2' .. 1.8",. 
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COROLLARY 3. With the assumptions and notations as in Theorem 1, 
the decomposition (22) of ~{ is the only decomposition of 21 into contracted 
ideals ~(j satisfying (23) and such that c(~{j) is a power of ij· 

Let 2l = ~l n ~2 n . .. n ~'" he another such decomposition. Then 
c(~j) divides c(~l), and thus the degree Uj of c(~j) is not greater than Sj. 

Since m'-O, factors out from ~j, we can write ~j = m,-s'~i' where ~j is 
again the contraction of an ideal in O'j' We have m,-s~1~2' .. ~".c 
m,-s,~.=ft., hence 

I I 

(26) m,-s~1~2 ... ~",C m,-s58}18 2 .•• 18". (= ~). 

On the other hand, m,-sl8}18 2 · .. 18".c m'-S'~j, and passing to the 
extended ideals in O'j we find that o'jm,-s,18jco'jm'-S'~j' Since both 
18 j and ~j are contracted ideals it follows that \8jC ~j' Therefore, by 
(26), we have 

m,-s~1~2 ... ~". = m,-s18 118 2 · .. 18m (= 21). 

By the unique factorization property of contracted ideals it follows 
now that ~j=18j, whence ftj=~{j (i= 1,2" . " m). 

We conclude the theory of contracted ideals with the following result: 
THEOREM 2. Any product of contracted ideals in 0 is a contracted 

ideal. 
PROOF. Let ~11 ~(2' •.. I 21n be contracted ideals in o. It is sufficient 

to give the proof in the case in which the 21j are primary for m. Using 
Theorem 1 we begin by factoring each 21j into a product mS,21i121j2 ... 
21 jm , of contracted ideals such that c(21ij) is a power of an irreducible 
form in k[Z1' Z2]' Then, in the set of m1+m2+ ... +mn ideals 21 jj, 

we group together those ideals whose characteristic forms are powers 
of one and the same irreducible form in k[Z1' zJ, we form the product 
of the ideals belonging to one and the same group and we denote the 
various partial products thus obtained by 181, 18 2, ••• ,18h• By 
Corollaries 1 and 2 to Theorem 1 it is sufficient to prove that each 18 .. 
is a contracted ideal. We therefore may assume that the characteristic 
forms c(21 j ) of the given n ideals 21j are powers of one and the same 
irreducible form g in k[z}, Z2]' g=l= 1. The proof of the theorem will 
now be based on (and, in fact, will be an immediate consequence of) 
the following two lemmas: 

LEMMA 2. If 21 is an ideal in 0 and R' is the ring 0[t2/t1], a necessary 
and sufficient condition that we have R'21 n 0 = 91 is that the following 
equality he satisfied: 

(27) 21: ot 1 = 21: m. 
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PROOF. Assume that R'21 n o=~ and let x be any element of 
~:otl. Then xtl =a E~, xt2=a·t2/tl E R'~ n o=~, and so 

XE~:(Ot1+0t2) = ~:m, 
which proves (27). 

Conversely, assume that (27) holds true and let x be any element of 

R'~ no. Then X= .i ai(_tt2)i, ai E~. We see that an is divisible by 
,=0 I 

t1 in 0, say an=tlbn, and since an E ~ it follows from (27) that tzbn 
also belongs to~. If, then, we set t2bn=on_1 we find 

x = ~f ai(~)i + (an_ 1 + bn- 1>(:'t2)n-1. 
,=0 1 1 

This is a new expression of x as a polynomial in t2/t ll with coefficients 
which still belong to ~, but the degree of the polynomial is now at 
most n - 1. Continuing the reduction of degree we arrive at the 
desired conclusion. 

LEMMA 3. If two ideals ~I' ~2 are such that ~I:otl =~1: m and 
~2:otl =~2: m, then we have also ~1~2:otl =~1~2: m. 

PROOF. Since O/otl is a regular ring of dimension 1, hence a principal 
ideal ring, there exists in ~i an element Xi such that (~i' t l ) = (Xi' t1), 

i= 1,2. We observe that our assumptions on ~l and ~(z imply that 
~i¢Otl (i=I,2). Hence neither Xl nor Xz is divisible by tl' Now, 
let ~ be any element of ~1~2:otl' Then 

~t1 = 2 (<XljXI + fJljtl)(<X2jX2 + fJ2h), 

where the <x's and fJ's are in 0 and <XijXi + fJ,jt 1 E 2(j. Since Xi E ~i' 
it follows that fJijt1 E'~i' and hence fJijtS E ~i. Furthermore, 
2 <X1j<XSj'X1X2 is divisible by t 1, and therefore 2 <X l j<X2j is divisible 
by tl' We then find easily that ~tlt2 has an expression of the form 
t 1(YX1X2 + S), where yEo and S E ~(1~(2. Therefore ~t2 E 2{1~2' and 
this completes the proof. 

We now apply these lemmas. Let 0 ' he the quadratic transform of 
o relative to the directional form g. Since 0'2(j n 0 = ~j, we have 
a fortiori, R '2{j n 0 = ~ljl i = 1, 2, ... , m (we assume that g "" Z I and that 
therefore o'=>R'). Hence, 2l i :otl =~i: om (Lemma 2), ~(:Ot1 =~: m 
(Lemma 3) and thus R'~(no=2( (Lemma 2). Now, c(2() is a power 
of g. This implies that R'91=t{~, where ~ is an ideal in R' which is 
either the unit ideal or is primary for the maximal ideal ~' in R' such 
that 0' = R' p'. Hence all the prime ideals of R '~{ are contained in ~'. 
Therefore o'~ n R' = R '~, and thus o'~ n 0 = ~l. This completes the 
proof of Theorem 2. 
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4. We now apply the preceding theory to complete ideals in o. 
The application is possible since it is not difficult to see that every 
complete ideal ~( in 0 is in fact a contracted ideal. To prove this it is 
sufficient to consider the case in which ~( is primary for m. Let 
~ = q 1 n q 2 n . .. n q" be a representation of ~( as a finite intersection 
ot valuation ideals (Appendix 4, Corollary to Theorem 3), and let Vj 
be a valuation with which qj is associated. Each Vi has necessarily 
center m in o. Let Cj be the directional form of 'V j (Definition 1). 
For each i such that Cj # 1 (i.e., such that Vj is not the m-adic prime 
divisor Vm of 0) we consider the quadratic transform O'j of 0 relative to 
Cj and we denote by 0' the intersection of all those rings 0' j. In view 
of the definition of O'j it follows at once from Lemma 1 that Vj is non
negative on O'j' Hence each of the Vj is non-negative on 0' (and this 
includes the case in which Vj = Vnll for ~'m is non-negative on every 
quadratic transform of 0). Let qj = 0 n OJ, where OJ is an ideal in the 
valuation ring of Vj and let q'j= OJ no'. Then ~ is the contraction to 
o of the ideal q\ n q' 2 n ... n q'" of 0', which proves the assertion. 

Let 9l be a complete ideal in 0, primary for m, of order r. We can 
write then 

(28) 

where qj is a valuation ideal in 0, associated with a valuation Vj which is 
non-negative on 0 and is centered at m, and where we now may assume 
that each Vi is different from the m-adic prime divisor of 0 (in view of the 
presence of the component m' in (28». We say that a decomposition 
(28) of 9( into valuation ideals (one of which is m', where r = order of ~) 
is irredundant if no qj is superfluous. 

LEMMA 4. Each prime divisor of the characteristic form c(~) of ~ is a 
directional form of one of the Vi' If the decomposition (28) is irredundant 
then, con~'ersely, the directional form of each Vj (i = 1,2, ... n) is a prime 
divisor of c(~). 

PROOF. Let Cj be the directional form of Vj, let O'j be the quadratic 
transform of 0 relative to Cj and let 0' = 0' 1 n 0' 2 n ... no'". We have 
just seen that ~ is then the contraction of an ideal in 0'. The first part 
of the lemma follows therefore from the expression (13) of c(~) given in 
Proposition 4. To prove the second part of the lemma, assume that 
one of the Cj, say Cl' is not a divisor of c(~). We shall show that q1 
is superfluous in (28). By assumption, there exists an element x in 
~ such that the initial form x is of degree r and is not divisible by i1' 
We have then vl(x)=vl(m') (Lemma 1), and since XE ql and q1 is a 
vl-ideal, it follows that m'C q1> showing that ql is superfluous. 
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Using this simple lemma we can now prove the following important 
complement to the factorization theorem (Theorem 1): 

THEOREM I'. If the ideal ~ of Theorem 1 is complete, then the factors 
58i in (18) and the ideals ~i in (19) are also complete. 

PROOF. We consider an irredundant decomposition (28) of ~ into 
valuation ideals. By Lemma 4, the set of directional forms of the 
valuations Vii V2, •.. , Vn coincides with the set (iI' i2' ... , gm) of the 
irreducible factors of c(~). For each i= 1,2, ... ,m, let ~j be the 
intersection of mr and of those qj for which Vj has directional form gj. 
Then 

~ = ~l n ~2 n . .. n ~7n' 
where each ~i is a complete ideal, and again by Lemma 4, C(~i) is a 
power of ii' Furthermore, we have obviously r(~j) = r. From the 
uniqueness of the decomposition (22) (Theorem 1, Corollary 3) it 
follows that m:; = ~j, and thus ~j is a complete ideal. The complete
ness of 58; now follows directly from the relation (20) in Theorem 1. 

COROLLARY 1. If ~ is a complete ideal and q is any integer ~ 1, then 
also m~ is a complete ideal. 

We may assume that ~ is primary for m. Let 58 = mq~l, let )8' be 
the completion of 58 and let r be the order of 2(, It is clear that the 
complete ideal 58' n mq+r (which is primary for m) has order q + r 
(since 58 has order q+r and 58c58' n mq+r). If, then, we denote by (1 

the degree of the characteristic form c(58' n mq+r ) of )8' n mq+r we have, 
by Theorem 1, )8' n mq+r=mq+r-a)81 where 58 1 =()8' n mq+r):mq+r-a. 

Now, c(58' n mqtr) divides c(58) and c(58) = c(~), while the degree of 
c(~) is ~ r. Hence (1 ~ r. Let Q: be the completion of m r - a58 1• Then 
from 58' n mq+r = mq· mr- a 58 I follows that 58' n mq+r = mqQ: (since 
58' n mq+r is complete). We have mqQ:c 58' = (mQ2(), and mq~= 

58c58' n mqtr=mqQ:, i.e., mqQ:c(mq~()' and m~CmqQ:. Applying 
property (g) of Proposition 1, Appendix 4, and observing that ~ and 
Q: are complete ideals, we conclude that 2( = Q: and that consequently 
m~ = 58' n mq+r, showing that mq2( is a complete ideal. 

COROLLARY 2. If the ideals ~~11 ~~2' ... ,~~'" of Corollary 2 to 
Theorem 1 are complete, then also the product ~1~~2 ... 58", is complete. 

We refer to the proof of Corollary 2 to Theorem 1. All the pre
liminary reductions carried out in that proof are applicable also in the 
present case. In the last part of that proof (where we dealt with the 
case rj=Sj, i=l, 2"", m) we found that if we set ~=581582'" 58m 

then ~=~11n~2n .. , n~("" where ~(j=~im$-$j. Since ~j is com
plete, ~j is also complete by the preceding Corollary 1, and thus also 
~ is complete. 
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The further development of the theory of complete ideals in 0 

depends on the repeated application of successive quadratic trans
formations. If 0' is a quadratic transform of 0 then we may consider 
any (of the infinitely many) quadratic transforms 0" of 0', and this 
procedure can be continued indefinitely, leading to infinite, strictly 
ascending sequences 0 < 0' < 0" < ... < o(i) < ... of regular rings 0(;) 

of dimension 2, each 0(0 being a quadratic transform of its immediate 
predecessor O(i-l)(O(O) =0). For each ideal m in 0 we have defined its 
transform 2(' in 0' [see (4)]. The property of m of being a contracted 
ideal is not preserved under quadratic transformations, i.e., the ideal 
m' in 0' is not necessarily a contracted ideal (in the sense of the definition 
given immediately after the proof of Proposition 4, with 0 being 
replaced by 0'; see p. 373). However, for complete ideals we have the 
possibility of using an inductive process, in view of the following 
property of these ideals: 

PROPOSITION 5. If m is a complete ideal in 0 and if 0' is a quadratic 
transform of 0, then the transform m' of min 0' is also a complete ideal. 

PROOF. Since o'm differs from m' only by a principal ideal factor, it 
is sufficient to prove that 0'91 is a complete ideal in 0'. We may assume 
that m is primary for m, for any ideal ~ in 0 differs from such an ideal 9l 
only by a principal ideal factor (unless ~ itself is a principal ideal, in 
which case o'~ is also principal, hence complete, as 0' is integrally 
closed). 

Let the quadratic transform 0' of 0 be relative to the directional 
form g. We may assume that g;;j:.Zl' Let r be the order of 9l. If g 
does not divide c(~(), then o'~( = o't{ (Proposition 2, part (a», and thus 
0'2( is complete. Assume therefore that g divides c(91) and let gl' g2' 
... , gm be the irreducible factors of c(m), where we assume that gl = g. 
We apply the factorization m = mr-sml~2 ..• mm given in Theorem 1. 
We have O'~i = 0't1S j if i> 1, since C(~i) is a power of gi and hence g 
does not divide c(~i) if i> 1. Therefore o'm = t{-SlO'~1 and it is 
sufficient to prove that 0'~1 is a complete ideal in 0'. We therefore 
may assume that c(91) originally was a power of g. (Recall that, by 
Theorem 1', the ideals ~i are complete.) 

By Lemma 4, the valuation ideals qi which occur in some irredun
dant decomposition (28) of m into valuation ideals are associated with 
valuations Vi having g as directional form. Therefore, in order to 
prove that an element ~ of 0 belongs to 9l it is not necessary to prove 
that we have v(~) ~ v(9l) for all valuations v which are non-negative 
on 0; it is sufficient to prove this only for those valuations v, non-negative 
on 0, whose directional form is either g or 1 (in the latter case, v is the 
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m-adic prime divisor of 0). In other words: it is sufficient to prove that 
v(() ~ v(9l) for all valuations v which are non-negative on 0'. We shall 
make use of this observation. 

Let y/x be any element of 0' which belongs to the completion of the 
ideal o'~l; here x and yare elements of 0, x is not divisible by g, and if 
n is the order of x then y E mn. If v is any valuation which is non
neg!ltive on 0' then we must have v(y/x) ~ v( o'W) = v(~l), v(y) ~ v(x) + 
v(9l). Hence v(y) ~ v(mnw). Now mnw is a complete ideal (Theorem 
1', Corollary 1), and its characteristic form is c(W), hence a power of g. 
Therefore, by the above observation, applied to mn~{, the validity of 
the inequality v(y) ~ v(mn~l) for all v which are non-negative on 0' 

implies that y E mnW. Hence y E tln·o'W, and since x= tln ·x' where x' 
is a unit in 0', it follows thaty/x E o'~L T~is completes the proof. 

By Theorem 3 of Appendix 4, every complete ideal ~{ in 0 has a 
decomposition into valuation ideals belonging to discrete valuations of 
rank 1. Let 

(29) 

be such a decomposition of Wand let Vl' v 2, ••• , Vn be the corres
ponding valuations. Let q' j be the vj-ideal determined by the con
dition Vi(q'i)=Vi(W), Since wc q" we have Vi(W)~Vi(qi)' hence 
q'icqjand q'lnq'2 n ... nq'ncW. SinceWcq'jforalli,itfoliows 
that W = q'l n q' 2 n .. , n q' n' Thus we may impose on the decom
position (29) the following further condition: 

(30) Vj(W) = Vj( qj), i = 1, 2, ... , n. 

A decomposition (29) of W into valuation ideals belonging to discrete 
valuations vl• V2 • ••• , vn, of rank 1, shall be called a standard decom
position of W if the relations (30) are satisfied. 

Each standard decomposition (29) of W determines the non-negative 
integer max {Vl(W), v 2(W), ... , vn(W)}, We denote by w(W) the mini
mum value attained by this integer as the decomposition (29) ranges 
over the set of all standard decompositions of 9l. Then w(9l) is a 
numerical character of 9l. It is a non-negative integer, and it is clear 
that w(9l) = 0 if and only if 9l = o. 

Let now 0' be a quadratic transform of 0, relative to a directional 
form g (which we shall assume to be different from Zl)' let r=order of 
9l and let o'9l=t{9l', so that 9l' is the transform of9l in o. We wish to 
prove that if 9l is primary for m then 
(31) w(W') < w(W). 

We need the following simple lemma: 
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LEMMA 5. Let (29) be a decomposition of a complete ideal minto 
valuation ideals qi and let Vi be a valuation (non-negative on 0) such that 
qi is a vi-ideal (we do not assume that the Vi are discrete). Assume that 
m is primary for m and that the decomposition (29) satisfies conditions 
(30). Let h be an arbitrary integer, let r be the order of m and let i'ii be 
the vi-ideal determined by the condition: Vi(i'ii) = vi(mhm). Then 

(32) mh\l( = i'il n i'i2 n .... n i'i n n mr+h. 

PROOF. Denote by '.D the ideal on the right-hand side of (32). 
Since mhm has order r+h and since mhmc'.Dcmr+h, also '.D has order 
r + h. Therefore c('.D) divides c(\I(), and the difference between the 
order r + h of'.D and the degree of c('.D) is at least equal to h. Therefore, 
mh factors out from '.D (Theorem 1). Let '.D = mh~. Since mhm c 
'.Dcqi and vl(mh~I)=vi(i'i;), it follows that Vi('.D)=Vi(i'i;). Thus 
v i( mh) + Vi(~) = Vi('.D) = Vi( mh~() = v;( nth) + Vi(~()' i.e., Vi(~) = vi(m), and 
~cqi. Consequently ~cm and '3)cmh~(, showing that '.D=mhW. 
Q.E.D. 

We now proceed to the proof of the inequality (31). We fix a stan
dard decomposition (29) of ~( such that 

(33) w(~() = max {Vl(W), V2(W), ... , vn(W)}. 

If c(W) is not divisible by g then \It' = 0', whence w(W') = 0 while w(m) > o. 
We may assume therefore that g divides c(W). Then g is the directional 
form of at least one of the n valuations Vi (Lemma 4). Let gl( = 
g), g2' ... , gm be the (distinct) directional forms of VI' V2, ••• , Vn 
[m ~ n; if one of the Vi is the m-adic prime divisor of 0 (so that qi is a 
power of m) we omit that particular VI} Let r be the order of 91, let 
~j be the partial intersection of those qi for which the corresponding Vi 
has directional form gj and let ~lj = ~j n mr. Then 

91 = WI n \l(2 n ... n Wm, 

each Wi is a complete ideal, c(Wi ) is a power of gi' and r(Wi ) = r = r(W). 
We know that a decomposition of 91 with these properties is unique 
(Theorem 1, Corollary 3). Hence, by (19) (Theorem 1), we have 
WI = 0'91 no, whence 0'91 1 = 0'91, and thus the o'-transform 91' of 91 
coincides with the o'-transform of WI. Now, if, for a suitable labeling 
of the VI' V2, ... , Vn we have that VI' V2' ••• 'Vn' are the valuations 
whose directional form is g, then 

WI = ql n q2 n ... n qn' n mr. 

This is a standard decomposition of the complete ideal WI. In fact, 
we have Vi(qi)~Vi(Wl)~Vi(W)=Vi(qi)' for i= 1, 2,· .. , n', whence 



384 APPENDIX 5 

Vie qi) = Vi(m I)· Furthermore, m' is a vm-ideal, where Vm is the m-adic 
prime divisor of 0, and since r(mI) = r it follows that vm(mI) = vm(m') = r. 
Now, max {VI(mI), V2(mI),···, v",(mI), r} ~ max {VIC qI)' V 2( q2)' ... , 
v"(q,,)} (since Vi(qi)=Vi(m)~r, for i=1, 2,···, n)=w(m). Hence 
w(mI) ~ w(W), and it will be sufficient to prove that w(W') < W(WI)' 
We may therefore assume that already our original ideal m has the 
property that c(m) is a power of g. If none of the v j (i = 1, 2, ... , n) is 
the m-adic prime divisor Vnu we can add to the standard decomposition 
(29) of W the vm-ideal m', i.e., we may write 

(34) 

and this will still be a standard decomposition of m, since from We m', 
m ¢ m,+l follows vm(W) = r = vm( m'). Relation (33) is not affected, since 
from me m' follows VieW) ~ r. We therefore use the decomposition (34) 
and we now assume that VI' V 2, ••• , V" are different from VIII' Since 
c(W) is a power of g, any qi such that the directional form of Vi is different 
from g is superfluous in (34) (Lemma 4), and the omission of that 
particular component qi will obviously not affect condition (33). We 
therefore assume that g is the directional form of each of the n valuations Vj' 

This being so, each Vj is non-negative on 0', and its center in 0' is 
the maximal ideal m'. Let q'j be the vj-ideal in 0' such that Vi(q'j)= 
Vj(W'). Since o'm=t{m' and Vj(t{)=vj(m') (in view of our assumption 
that g=lZI)' we have 

v,( q' j) = vieW) - Vie m') < Vj(m), 
and hence 

max {VIC q' 1), V 2( q' 2)' ... , V,,( q',,)} < w(W). 

We shall now show that 

(34') W' = q'I n q' 2 n ... n q'", 

and this will establish inequality (31). 
We have only to prove the inclusion q'I n q' 2 n ... n q'"eW'. 

Let then f be any element of q'l n q' 2 n ... n q'" and let us write the 
element t{f in the form y/x, where x is not divisible by g, and y E mil 
if h is the order of x. We have to show that fEW', or-what is the 
same thing-that 

(35) y/x E o'w. 
Since f E q' j, we have vM') ~ Vj(W'), or Vj(Y/x) ~ vi(o'W) = Vj(W), 
Since x E mh, it follows that 

(36) vj(y) ~ vj(m~{), i = 1, 2, ... , n. 
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For the m-adic prime divisor Vm of 0 we have vm(f);;; 0, vm(y/x) ~ r, 
whence vm(y) ~ r + h, showing that y E mT+h. From this and (36) we 
conclude, by Lemma 5, that Y E mh21, and this establishes (35) and 
completes the proof of the inequality (31). 

Proposition 5 and inequality (31) complete our preparation of a 
basis for the inductive proofs of the theorems concerning complete 
ideals in 0, given below. 

THEOREM 2'. Any product of complete ideals in 0 is a complete ideal. 
PROOF. Let 21 1, ~(2' .•. , ~(n be complete ideals in o. It is obviously 

sufficient to consider the case in which each 21i is primary for m. 
Using the factorization theorem for complete ideals (Theorem 1') and 
also Corollary 2 to Theorem 1', we achieve at once a reduction to the 
case in which all the characteristic forms c(W i) (i = 1, 2, ... ,n) are 
powers of one and the same irreducible form g. In this case, let 0' 

be the quadratic transform of 0 relative to the directional form g and 
let ~(' i be the 0' -transform of ~li' We now use induction with respect to 
max {W(~ll)' W('2(2)' ... ,w(l)(n)}, for the theorem is trivial when that 
maximum is zero. Since w(I)(' i) < W(l)li)' our induction hypothesis 
implies that I)l' 11)1' 2' • ·9('" is a complete ideal in 0'. If we denote then 
by W the product W19(2 ... I)(n and by r the order of W, we have o'W= 
t{'21'IW'2···I)1'n (assuming-as we may-that g#ZI), and hence also 
o'W is a complete ideal. On the other hand, we have by Theorem 2 
that 91 = 0'21 no. Hence also 9( is a complete ideal. Q.E.D. 

The culminating point of our theory of complete ideals is a theorem 
of unique factorization of complete ideals into simple (complete) ideals. 
We shall say that an ideal [!J is simple if it is not the unit ideal and has no 
non-trivial factorizations, i.e., if from [!J = 21\B, where Wand \B are 
ideals in 0, follows necessarily that one of the ideals W, 58 is the unit 
ideal. A principal ideal in 0 (not the unit ideal) is simple if and only 
if it is prime, for it is easily seen that every ideal factor of a principal 
ideal in 0 must be principal. In a noetherian ring, the ascending 
chain condition leads immediately to the conclusion that every ideal 
(different from the unit ideal) can be factored into simple ideals. For 
complete ideals we have also the following fact: if a complete ideal 
'2( # (1) admits at all non-trivial factorizations, it also admits a non
trivial factorization into complete ideals. For, if I)l = W1W2 ... '2(", then 
W = 9(':::> 9(' 19(' 2 .•• 9(' n:::> 9(11)1 2 ... I)ln = 91, whence '2( = W't w' 2 ••. '2(' n' 
where I denotes the operation of completion (and where, therefore, if 
Wi #(I) then also W'd(I)). It follows again by the ascending chain 
condition, that every complete ideal ('I 0) can be factored into simple 
complete ideals. 
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THEOREM 3. (Unique factorization theorem for complete ideals): In a 
regular local ring 0, of dimension 2, every complete ideal W (i: 0, 0) has a 
UNIQUE factorization into simple complete ideals. 

PROOF. We shall use induction with respect to the numerical char
acter fO(W) introduced earlier in this appendix, for if w(91) = 1 then 
necessarily W = m,t and m is obviously a simple ideal. The induction 
is based on a lemma which we shall state immediately after the following 
observation. 

If [ljJ is a simple contracted ideal (in the sense defined at the end of 
the proof of Proposition 4), primary for m, then it follows from the 
factorization theorem for contracted ideals (Theorem 1) that c([ljJ) is a 
power of an irreducible form g in k[zu Z2] (a positive power of g, 
unless [ljJ= m). Let 0' be the quadratic transform of 0, relative to the 
directional form g, and let [ljJ' be the o-transform of [ljJ. We shall 
refer to [ljJ' as the transform of [ljJ (if [ljJ= m, then [ljJ' = 0'). 

LEMMA 6. If [ljJ is a simple CONTRACTED ideal, different from m (but 
not necessarily complete), then the transform [ljJ' of [ljJ is a simple ideal. 

PROOF. If [ljJ is a principal ideal, then the statement is trivial. We 
therefore assume that [ljJ is primary for m. Let r be the order of [ljJ, 
whence o'[ljJ=t{[ljJ' (we assume that gi:z}). Let [ljJ'=W'\8' be a 
factorization of [ljJ' in 0'. We have to show that either W' or \8' is the 
unit ideal. Let a be the smallest (non-negative) integer with the 
property that i}am' is the extension of an ideal in 0 (there exist integers 
with that property, since any ideal in 0' has a finite basis consisting of 
elements of the ring O[t2/t}]). Similarly, let b be the similar integer, 
relative to the ideal 18'. Since an extended ideal in 0' is also the 
extension of its contracted ideal, it follows that if we set 

W = t}aW' n 0, 18 = 116m' no, 
then 

o'W = t1am', 0'18 = t I6\8'. 

We have o'm"W\8 = t{+a+bW'\8' = t{+a+b[ljJ' = o'ma+b[ljJ. Thus m"W\8 and 
ma+b[ljJ have the same extension in 0'. On the other hand, both these 
ideals are contractions of ideals in 0' (Theorem 2). Hence m"W\8 = 
m/l+b[ljJ. Now, m does not factor out from either W or \8, for if say, 
W=m~l then O'W1=tl /1-1W', in contradiction with the minimality of a. 
Hence the characteristic form c(W) of ~ is a power of g and its degree is 

t If' = order of ~ and o'~ = t1 'W', where 0' is a quadratic transform of 0, 
relative to a directional forme (e# %1), then w(~')< w(~) (see (31»; i.e., w(~')=O, 
~' = 0', and hence g does not divide c(W) (Proposition 2). This holds true for 
any irreducible form g in k[Zh Z.]. Hence c(W) = 1 and W is a power of m 
(Proposition 4), and therefore W=m since w(W) = 1. 
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equal to the order a of \)( (Proposition 3), and similarly for~. Hence 
the order of mr9l~ is a + b + r and the degree of c( mT'l('S) is a + b. The 
degree of c(ma+b&,) is obviously r. Hence r=a+b, and from Theorem 
1 it now follows that &' = \}l~. Hence either \}l or 'B must be the unit 
ideal, showing that either I}{' or ~' is the unit ideal. This completes 
the proof of the lemma. 

The proof of the theorem can now be rapidly completed. 
Suppose that we have two factorizations of a complete ideal 9l into 

simple complete ideals. Among the simple factors there may occur 
the maximal ideal m. We therefore put into evidence the power of m 
which occurs in both factorizations: 

\}l = mh&, &' ... f!I' = mhY; # ... :j;-
1 2 II 1 2 n' 

where the &'i and #j are simple complete ideals, all different from m. 
Let r be the order of \}{ and s the degree of the characteristic form c(I}() 

of 9l. The latter is a product of the characteristic forms C(&'i)' i= 
1, 2, ... , n, and since each &'i is simple, the degree of C(&'i) is equal 
to the order of &'i (otherwise, by Proposition 3, m would factor out 
from &',). Hence h=r-s. Similarly h=r-s, and thus h=h. Each 
directional form g of I}( (i .c., each irreducible factor of c(~)) is the 
directional form of at least one of the &', and also of at least one of the 
&j, and, furthermore, the directional form of each &'i and of each &j 
is a directional form of I}l. Let g l' g 2' . - . , g m be the distinct directional 
forms of c(9l), let 'Sa (or ~a) be the product of those &'i (or &j) whose 
di rectional form is g a' Then 9l = mT-slB 1'S 2 .. - 'Sm = mT-S~ 1 ~ 2 ... ~ m' 

and the characteristic form of 'B j (or ~i) is a power of gi' Hence, by 
Theorem 1, we must have lBi = ~i' i = 1, 2, ... , m. This reduces the 
proof of the theorem to the case in which h = 0 and all the ideals &'j, &j 
have the same directional form, say g. In this case we introduce, as 
usual, our quadratic transform 0' of 0, relative to the directional form g, 
and we denote by 9l', &"i, &'j the o'-transforms of ~, &'j, &j respect
ively. Then, clearly, passing to extensions in 0' and cancelling the 
common factor tI', we find &"1&"2'" &"n=&'I&'2'" &'ri=9l'. 
Since the ideals 9' j and &' j in 0' are simple (by the above lemma) and 
complete (by Proposition 5), and since w(9l') < w(9l), we have, by our 
induction hypothesis, that n = ii and that for a suitable labeling of the 
&'j and the &j we must have 9'j=&'j' If ai is the least integer such 
that t 1ai&"j is an extended ideal, then t 1ai&"i is the extension of both 
&'j and &j, and we have 9 j = &j = t1ai&" i n o. This completes the 
proof of the theorem. 

REMARK. It is not difficult to show that every contracted ideal 
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21 ( # 0) can be factored into simple contracted ideals. The proof is as 
follows: 

Let ~! = 21 1m2 ... ~!n be a non-trivial factorization of m. Let {iI' i2' 
... ,in.} be the set of directional forms of I]ll' 21 2, ... ,mn and let 
0' = 0' 1 n 0' 2 n ... n 0' m' where 0' j is the quadratic transform of 0, 

relative to the directional form ij. Let 0'91 j n 0 = ~j and let <r = 

)Bl\.l~2 ... ISn' It is clear that {iI' i2' ... ,in.} is the set of directional 
forms of m. Therefore o'm no = 21 (Proposition 4, Corollary 1). By 
Theorem 2 (and Proposition 4, Corollary 1) we also have 0'1I: n o = II: 
(since each directional form of iS j is also a directional form of 21 and 
since, therefore, the directional forms of <r are in the set {iI' i2' ... , 
im}). Since o'm=o'lI:, it follows that 21 = II: , 'whence '1l=~liS2'" iSn , 

and this yields a factorization of 9( such that iS j ::) mj' If one of the 91 j 

is not a contracted ideal then I.B j > I]lj. If one of the iSi is not a simple 
ideal (and is not the unit ideal) we factor it into simple ideals. Pro
ceeding in this fashion and using the ascending chain condition in 0, 

we arrive after a finite number of steps at a factorization of 21 into 
simple contracted ideals. 

However, the theorem of unique factorization of complete ideals into 
simple complete ideals does not generalize to contracted ideals, i.e., a 
contracted ideal does not necessarily have a unique factorization into 
simple contracted ideals. The reason for this is that Proposition 5 
does not generalize to contracted ideals, i.e., the extension of an ideal 
in 0 which is the contraction of an ideal in 0' is not necessarily a con
tracted ideal in the regular ring 0'. For example, let 0' be the quadratic 
transform of 0, relative to the directional form Z2' and let 21 be the ideal 
(t22, m') in o. It is easily seen that m is the contracted ideal of its 
extension t12(t'22, t12) in 0', where t'2=t2/t l (tl and t'2 are regular 
parameters in 0'). However, the transform 21' = (t' 22, t12) of 21 is not a 
contracted ideal in 0' (we have c(m') = 1, but 21' is not a power of m'; 
see Corollary to Proposition 2). Note that as a consequence of this 
and in view of Proposition 5, 21 cannot be a complete ideal; but this is 
also easily seen directly, because we have t 22, tl' E 21, t12t2 fj: 21, while 
t12t2 is integrally dependent on 21 ((t12t2)2=tl't22). We note also that 
21 is a simple ideal and that mm =&3, where &=(t2' m2) is also a simple 
(complete ideal). Thus the contracted ideal mm (see Corollary to 
Theorem 1) admits two distinct factorizations into simple contracted 
ideals. 

5. We shall conclude this appendix with some miscellaneous pro
perties of simple complete ideals. 

(A) Let i be an irreducible form in k[ZI' zgJ, let 0' be the quadratic 
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transform of 0, relative to the directional form g, and let Mg be the set 
of all simple complete ideals in 0 having g as directional form. Then 
p/ --+ p/', where p/ E Mg and p/' is the transform of p/ (in 0'), is a (1, 1) 
mapping of Mg onto the set of all simple complete ideals in 0'. 

For the proof, we shall assume that Zl #-g. We note that if p/ --+ p/' 

then p/ = t lap/' n 0, where a is the least integer such that t lap/' is the 
extension of an ideal in o. This shows that the mapping p/ --+ p/' is 
univalent. Now, given any simple complete ideal p/' in 0', define a 
and p/ as above. Then p/ is a complete ideal in 0', and we have 
0'P/=t1ap/'. Clearly, c(P/) must be a power of g (Proposition 3), and 
p/ must be simple, for in the contrary case we would find at once that 
p/' is not simple. This completes the proof. 

(B) Starting with a given simple complete ideal P/, different from m, 
we consider its transform p/' (this transform is an ideal in 0' introduced 
in (A), if p/ E Mg). If p/' =F m' (m' = maximal ideal in 0') we may 
repeat the procedure and consider the transform.P/" of p/' in a suitable 
quadratic transform 0" of 0'. Since w(P/) > w(&") > w(P/") > ... , this 
process is finite. We thus obtain a finite strictly ascending sequence 
of regular rings 

0<0'<0"< .. , <o(h), 

each ring in the sequence being a quadratic transform of its immediate 
predecessor, and in each ring o(i) we have a simple complete ideal [!P(i) 

such that P/(i) is the transform of P/(i-l) (.9'(0) =.9') and such that .9'(h) 

is the maximal ideal m(h) of o(h). This sequence of rings O(i) and the 
integer h are uniquely determined by .9'; we say that [!P is a simple ideal 
of rank h. We denote by v~ the m (h)-adic prime divisor of O(h). Then 
v~ is a prime divisor of the quotient field of 0, and the center of v~ in 
o is m (in other words: v~ is of the second kind with respect to 0; see 
VI, §5, p.19). Itisclearthatwehavev~=v~,=··· =V~(h-l)=V~(h), 
where .9'(h) = m(h). 

(C) .9' is a v~-ideal in o. 
Proof is by induction with respect to the integer h, since if h = 0 

then .9' = m and v~ is the m-adic prime divisor of o. The integer h is 
the number of successive quadratic transforms which are necessary to 
transform .9' into the maximal ideal of a suitable regular ring o(h). 

It is clear that p/' is a simple ideal of rank h - 1. Therefore, by our 
induction hypothesis, .9" is a v~-ideal in 0'. Now, let 0'[!P= flaP/', 

where we assume that g=FZl' so that a is the order of P/. Let q be the 
v~-ideal in 0 determined by the condition: V~( q) = v~(.9'). Then 
q:::>P/, and we have to show that actually q=.9'. We first show that 
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f!lJ= ma n q. We have only to prove that f!lJ~ ma n q. Let x be any 
element of ma n q. Since x E ma, we have x=t1ax', with x' in 0'. 

Since XE q, we have va>(tlaX')~Va>(f!lJ)=va>(t1af!lJ'), va>(x')~va>(f!lJ'), 
whence x' E f!lJ' (since f!lJ' is a va>-ideal) and thus x E t 1af!lJ' no =f!lJ, 
which proves the equality f!lJ= ma n q. We now have to show that 
qe ma. Suppose the contrary to be true, and let b be the order of q 

(whence b < a). The characteristic form c( q) of q is then at most of 
degree b, and since ma- b q e f!lJ, also the degree of c( f!lJ) is at most equal 
to b.· On the other hand, the order a of f!lJ is greater than b. Hence, 
by Proposition 3, m factors out from f!lJ, in contradiction with the fact 
that f!lJ is a simple ideal. 

(D) The method of proof in (C) can be used to derive a general 
result which concerns arbitrary valuations centered at m and which 
we shall want to use later on. 

Let v be a valuation centered at 111, different from the m-adic prime 
divisor of 0, let g be the directional form of v (we assume that g #- Zl)' 
and let 0' = O'g be the quadratic transform of 0, relative to g. In the 
well ordered set of v-ideals in 0 we consider the initial infinite simple 
sequence {q;} where i = 1, 2, ... , n, ... ; here qt = 0 (if v has rank 1, 
then this sequence is in fact the entire set of v-ideals in 0). Since we 
have assumed that v is different from the m-adic prime divisor of 0, 

v is also centered at the maximal ideal m' of 0'. We consider in 0' 

the initial infinite simple sequence {q'j} of v-ideals, j = 1,2, ... , n, ... 
(q'l = 0'). Since the characteristic form of any qi is a power of g 
(Lemma 4), we can speak of the transform of qi in 0'. Vie denote this 
transform by (l';. For any q' j there exists a smallest integer aj such 
that ttaj q' j is the extension of an ideal in O. Then we set OJ = t1al q' j n 0, 

so that ttajq'j is also the extension of OJ. We call OJ the inverse 
transform of q'j. 

The result which we wish to prove describes the relationship between 
the two sequences {q..), {q' j] and is as follows: 

(1) The transform O'i of any qi is a member of the sequence {q'J 
(2) The inverse transform OJ of any q' j is a member of the sequence 

{q;} (and hence any q'j is the transform of some qJ 
(3) Any qi is of the form mhOj , where ,oj is the in'verse trallsform of 

some q'j. 
(4) If ,oa > ,ojl then q'a> q'jl' 

Assertion (1) follows directly from relations (34) and (34'), as applied 
to the ideal 121 = qi' 

Let q be the v-ideal in 0 such that v(q)=v(,o). Since o',o j = ttalq'j, 
OJ has order aj' It is clear that Oje mal n q. By the same reasoning 
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as the one used in (C) we find that, in the first place, we must have 
OJ = maj n q, and-next-that qc maj (always using the fact that the 
degree of the characteristic form c(Oj) of OJ is equal to the order aj of 
OJ). Hence OJ = q, and this proves assertion (2). 

Let 0' j = q' j be the transform of qj and let q = OJ be the inverse 
transform of q'j. If a and b are the orders of q and qj respectively, 
then b ~ a. The two ideals qj and mb-aq have the same extension in 
0', namely the ideal t1bq'j. Since they are both contracted ideals, it 
follows that qj = mb-aq = mb-aOj , and this proves assertion (3). 

Let a and b be the orders of 0a and 0/l respectively (a;£ b), whence 
0'Oa=i1aq'a, o'0/l=i1bq'/l' and thus o'mb-aOa=ilbq'a. Assume that 
assertion (4) is false and that we have therefore q'a c q'/l. Then it 
follows that 0' mb-aOa c 0'0/l' and therefore mb-aOa c Oil' since both 
these ideals are contracted ideals. The equality b = a is excluded since 
Oa > Oil" Hence b - a> 0, i.e., m factors out from Oil' and this is in 
contradiction with the fact that b is the least integer such that t 1b q'/l is 
an extended ideal. This establishes assertion (4). 

(E) The correspondence f!lJ -+ v~ is a (1, 1) mapping of the set of all 
simple complete ideals in 0 onto the set of all prime divisors of the quotient 
field of 0 which are of the second kind with respect to o. 

We first observe that if f!lJ#m then V~#VI1\. In fact, assuming that 
the directional form g of f!lJ is different from Zl' we have vm(x)=r for 
every element x of 0 such that x Em', x if: m,+1, while if the initial form 
oX of x is divisible by g then v~(x) >r (Lemma 1). Now, if f!lJ 1 and f!lJ2 
are two arbitrary distinct simple complete ideals in 0, then our assertion 
that V~l '" V~2 is, in the first place, obvious if the directional forms of 
f!lJ 1 and &2 (which are also the directional forms of the valuations 
V~l and v~) are distinct, and, in the second place, if f!lJ 1 and f!lJ 2 have the 
same directional form then the assertion follows immediately by 
induction with respect to the integer s = max {rank (!} l' rank f!lJ 2}' by 
passing to transforms f!jJ'I' (!}' 2' since we have just proved the assertion 
V~1#V~2 in the case s=1. We have thus shown that the mapping 
.9> -+ v~ is univalent. 

To complete the proof we now have to show that given any prime 
divisor v of 0 (i.e., any valuation of the quotient field of 0 such that v 
has o-dimension I) there exists a simple complete ideal (!} in 0 such 
that v = 'V~. If v is the m-adic prime divisor of 0, there is nothing to 
prove: we ha,:e f!lJ = m. In the contrary case, v has a well defined 
directional form g, and if 0' is the quadratic transform of 0, relative to 
the directional form g, then v is still of the second kind with respect to 
0', its center in 0' being the maximal ideal m'. If v is the m' -adic 
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divisor of 0', then we have v = v~, where ~ is the simple ideal (of rank 1) 
in 0 whose transform is m'. In the contrary case, v has a well defined 
directional form in 0', and if 0" denotes the corresponding quadratic 
transform of 0', then v is of the second kind with respect to 0". If v 
is the m"-adic prime divisor of 0", then we have v=v~, where ~ is the 
simple complete ideal (of rank 2) in 0 whose (second) transform in 0" 

is m'. In the contrary case we go on to a suitable quadratic transform 
0'" of 0". We have to show that after a finite number of steps we obtain 
a ring O(h) such that v is the m(hLadic prime divisor of O(h), where m(h) 

is the maximal ideal of o(h). We shall show that the assumption that 
the above process does not terminate after a finite number of steps leads 
to a contradiction. Under such an assumption we will have an infinite 
strictly ascending chain of rings 

o < 0(1) < 0(2) < ... < O(h) < ... 

with the following properties: 
(1) Each ring O(h) is a quadratic transform of its immediate pre

decessor. 
(2) v is non-negative on any o(h), and its center in O(h) is the maximal 

ideal m(h) of O(h). 

We now fix an element w in the quotient field of 0 such that the 
v-residue of w is transcendental over the residue field k (= o/m) of o. 
Since the residue field of O(h) is an algebraic extension of the residue 
field of o(h-l), it follows that the v-residue of w is also transcendental 
over o(h)/m(h). Now let us write w in the form w=ylx, where x, yEO. 

Both x and Y necessarily belong to m. Assuming-as we may-that 
the directional form of v is different from Zu then we can write x=/1x l , 

y=t1Yl' with X1'Yl in 0'. Then W=Yl/X I and v(x) >V(Xl)' Since v 
is also of the second kind with respect to 0', it follows again that both 
Xl' Yl are in m', and thus we find another representation of w, of the 
form w = Y2/x2' with X2, Y2 in 0" and v(x I ) > v(x2). Proceeding in this 
fashion we obtain an infinite, strictly decreasing sequence v(x) > 
v(x1) > V(X2) > ... of positive integers, which is absurd. 

(F) Let f!} be a simple complete ideal, of rank h, let 0 < 0' < 0" < ... 
< O(h) be the sequence of successive quadratic transforms of 0 which is 
determined by ~ (see (B», and let ~; be the simple complete ideal in 0 

whose transform in o(i) is the maximal ideal of 0(;) (i= 1,2, ... , h). 
Then: 

(1) nt >9''\ >&'2> ... >~h=~' 
(2) Each of the h + 1 ideals m, ~ l' f!} 2' ... , f!} h is a v~-ideal in 0, 

and every v~-ideal in 0 is a power product of these h + 1 simple ideals. 
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If h = 0 then assertion (1) is vacuous, while (2) is obvious, since v, 
is in that case the m-adic prime divisor of 0, and therefore every v,
ideal is in that case a power of m. We therefore proceed by induction 
with respect to h. 

Let 0.'; be the transform of f!IJ; in 0' (i=l, 2"", h). Then 0'; 
is a simple complete ideal f!IJ';_l in 0', of rank i-I, and v,=v", where 
f!IJ' = 0' h = transform of f!IJ. We have therefore, by our induction 
hypothesis: 

m' = 0' 1 > 0' 2> . .. > 0.' h = 1Ji'. 

Since f!IJ; is the inverse transform of 0'; (in the sense of (D», it follows 
from statement (4) in (D) that 

1Ji1 >1Ji2 > ... >1Jih = 1Ji. 

Since the strict inclusion m > f!IJ 1 is obvious, assertion (1) is proved. 
That each of the h + 1 ideals m, f!IJ 1> f!IJ 2' ... , 1Ji h is a v,-ideal 

follows from statement (2) of (D) and from our induction hypothesis. 
Now, if q' is any v,-ideal in 0', then by our induction hypothesis, we 
have q' = 0' 1"10.' 2"2 ... 0.' h"h. The inverse transform of q' is clearly 
1Ji1"11Ji2"2' . ·1Jih"h, and assertion (2) now follows from statement (3) 
in (D). 

This result characterized the simple complete ideal 9, of rank h, 
by means of the sequence {q;} of valuation ideals in 0 which are associ
ated with the corresponding prime divisor v,: that sequence contains 
precisely h + 1 simple ideals, and 1Ji is the smallest of these simple 
ideals (f!IJ is the last simple ideal which occurs in the sequence {q;}). 

The arithmetic theory of complete ideals in 0 which we have developed 
in this appendix has also geometric interpretations, since all the known 
results of the geometric theory of infinitely near points on an algebraic 
non-singular surface are included in this arithmetic theory. For these 
geometric interpretations we refer the reader to the original paper of' 
O. Zariski (quoted in the beginning of this appendix). 
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MACAULAY RINGS 

Let A be a noetherian ring, a an ideal in A and a an element of A. 
We say that a is prime to a if a: Aa = a. This means that a does not 
belong to any associated prime ideal of a (Vol. I, Ch. IV, § 7, Corollary 
2 to Theorem 11). We say that a sequence {a l ,· .. ,an} of non
invertible elements of A is a prime sequence if, for every j, ai is prime 
to the ideal Aal + ... + Aaj_l. (For j = 0 we follow our usual con
vention that the empty set generates the zero ideal. Thus, a single 
element a constitutes a prime sequence if and only if it is not a zero 
divisor.) It follows easily from Vol. I, Ch. IV, § 14, Theorems 30 and 
31, that, if {aI' ... ,an} is a prime sequence in A, and if 4' is an associ
ated prime ideal of Aa l + ... + Aan , then we have 

(1) h(p) ~ n, 

equality holding if and only if p is isolated. 
We note that {all a2, ••• , aq} is a prime sequence if and only if for each 

i= 1, 2, ... ,q, a j is not a zero divisor in the ring A/(Aal +Aa2 + ... + 
Aa i _ 1)· 

We are going to devote several lemmas to the study of prime sequences 
in local rings. 

LEMMA 1. Let A be a local ring, a atl ideal in A, b a non-invertible 
element prime to a, and 4' an associated prime ideal of a. Then there 
exists an associated prime ideal p' of a + Ab such that p'::> p (thus p' > pl· 

This has been implicitly established in the proof of Theorem 44, 
VII, § 13, but we prove it again for the reader's convenience. Suppose 
the conclusion is not true. Then, for every associated prime ideal 
p' j of a + Ab, we have p ¢ P'i' and hence there exists an element x of p 
such that x ¢ P'i for every j (Vol. I, Ch. IV, § 6, Remark, p. 21S). We 
thus have (a+Ab):Ax=a+Ab. Now, if v is an element of A such 
that xv E a, we have xv E a + Ab, whence v E a + Ab; setting v = a' + v' h 
(a' E a, v' E A), we have xv'b=xv-xa' E a, whence xv' E a since b is 
prime to a. In other words, we have a:Axca+b(a:Ax)ca+ m(a:Ax) 

394 
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(where m denotes the maximal ideal of A), whence a:Ax= a+ m(a:Ax). 
From this we conclude that a :Ax = a (VIII, § 4, Theorem 9, (f», in con
tradiction with the fact that x belongs to the associated prime ideal 
V of a. Q.E.D. 

LEMMA 2. Let A be a local ring, {aI' ... , an} a prime sequence in A, 
and j ~ i(j) a permutation of the indexing set {I, 2, ... ,n}. Then 
{aj( 1), aj( 2)' ..• , aj(n)} is a prime sequence in A. 

By elementary properties of permutations, it is sufficient to prove 
that, for every j, {a I,···, aj-I' ajrl , aj' aj+2' •.• ,an} is a prime 
sequence. The property that a j is prime to the ideal generated by the 
elements ak which precede it in this sequence is obviously true for 
i = 1, ... ,j - 1, j + 2, ... ,n. It remains to be proved that this pro
perty is also true for i=j+ 1 and for i=j. We set a=Aa i + ... + 
Aaj_I' If aj+l were not prime to a, there would exist an associated 
prime ideal V of a such that aj+l E V; by Lemma 1, p would then be 
contained in an associated prime ideal p' of a + Aaj' in contradiction 
with the fact that aj+l is prime to a + Aaj; thus aj+l is prime to a. 
Now we prove that aj is prime to a + Aaj+I' If an element x of A is 
such that xaj E a+Aaj+l' we have xaj=yaj+l +b (y E A, bE a), hence 
yaj+l E a+Aaj and y E o+Aaj' since aj+I is prime to a+Aaj. Setting 
y=b'+zaj (b'Ea,zEA), we have xaj=b'aj+I+zajaj+l+b, whence 
(x-zaj+l)aj E a, and x-zaj+I E a since aj is prime to a. We therefore 
have x E 0 + Aaj +I , and this proves our assertion. 

In the case of a local ring A, it has therefore a meaning to say that a 
finite subset S of A is a prime sequence in A, since, by Lemma 2, the 
property of S being a prime sequence is independent of the order in 
which the elements of S are considered. 

LEMMA 3. Let A be a local ring, nt its maximal ideal, {aI' ... , an} 
and {a'I' ... , a' n} two prime sequences in A with the same number of 
elements, and a, 0' the ideals they generate in A. Then the A-modules 
(a:tn)/a and (a':tn)/a' are isomorphic. 

We proceed by induction on n. In the case n = 1 the hypothesis 
means that a = a i and a' = a' 1 are not zero-divisors. Let T be the total 
quotient ring of A and let f be the A-linear mapping x~a'a-Ix of T 
into itself. If x E Aa: tn, then xa' E Aa (since, by definition, the 
elements of a prime sequence are non-invertible elements), whence 
f(x) EA. On the other hand, since xl1l c Aa, we have f(x)nt= 
a' a- IXI1lC Aa', whence f maps Aa: nt into Aa': nt. Similarly, the A
linear mapping g defined by g(x) = aa'-Ix (x E T) maps Aa': tn into 
Aa: nt. Since fg and gf are the identity mappings, it follows that f is 
an isomorphism of the A-module Aa: nt onto the A-module Aa': m. 
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Since we have obviously f(Aa)=Aa', we deduce that (Aa:m)/Aa and 
(Aa' : m)/ Aa' are isomorphic. 

In the general case, since an" is non-invertible, no associated prime 
ideal ~i of Aal + ... + Aan_l is equal to m; similarly no associated 
prime ideal p' j of Aa'l + ... + Aa' n-l is equal to m. Let b be an 
element of m which does not belong to any ~i nor to any p'j (Vol. I, 
Ch. IV, § 6, Remark, p. 215). Then {aI' ... , a"_l> b} and {a'l' ... , 
a'n_l> b} are prime sequences in A; let band b' be the ideals they 
generate. Applying the case n= 1 to the ring A/(Aal + ... +Aall _ l ) 
and to the prime sequences constituted by the classes of all and of b 
respectively, we see that (a: m)/a and (b: m)/b are isomorphic as 
(A/(Aa l + ... +Aall_l))-modules, and therefore also as A-modules. 
Similarly the A-modules (a': m)/a' and (b': m)/b' are isomorphic. We 
apply now the induction hypothesis to the ring A/Ab. For x E A, let 
us denote by x the (Ab)-residue of x. Since {b, aI' ... ,an_I} is a 
prime sequence in A (Lemma 2), {aI' ... , an-I} is a prime sequence in 
A/Ab; similarly for {a' l' ... ,a'n- l}. Thus the induction hypothesis 
shows, as above, that the A-modules (b: m)/b and (b': m)/b' are iso
morphic. This proves our assertion since the product of three iso
morphisms is an isomorphism. Q.E.D. 

Formula (1) shows that, in a local ring A, the number of elements of 
a prime sequence is bounded by dim (A). Thus, in a local ring, there 
exist maximal prime sequences. 

THEOREM 1. Let A be a local ring. Any two maximal prime sequences 
in A have the same number of elements. 

PROOF. Let {aI' ... , ap} and {a'l' ... , a' q} be two maximal prime 
sequences in A. It is sufficient to show that the assumption "p < q" 
leads to a contradiction. In fact, if p < q, let us consider the ideals 
a, a' generated by al ," . ,ap and a' I' ... ,a'p respectively. Since 
a':Aa'p+1=a' by hypothesis, we have a fortiori a':m=a' (m:maximal 
ideal of A), whence (a' :m)/a' = (0). By Lemma 3 we have therefore 
(a: m)/a=(O), i.e., a: m=a. Thus m is not an associated prime ideal 
of a, and there exists an element b of m which does not belong to any 
associated prime ideal of a (Vol. I, Ch. IV, § 6, Remark, p. 215). Then 
{ai' ... , ap' b} is a prime sequence, in contradiction with the maxi
mality of {ai' ... , ap}. 

DEFINITION 1. Let A be a local ring. The common number of ele
ments of the maximal prime sequences in A is called the homological 
codimension (or the grade) of A, and is denoted by codh (A). If codh (A) 
=dim (A), we say that A is a Macaulay ring (or a Cohen-Macaulay 
ring). 



MACAULAY RINGS 397 

We have seen that in any local ring A, we have the inequality 

(2) codh (A) :$ dim (A). 

It follows from the definition of codh (A) that every prime sequence in 
A may be included in a prime sequence with codh (A) elements. To 
say that A is a Macaulay ring is equivalent to saying that there exists 
a system of parameters of A which is a prime sequence (by formula (1)). 

EXAMPLES. (1) Any regular local ring A is a Macaulay ring. In fact 
any regular system of parameters of A is a prime sequence by VIII, 
Theorem 26, § 11. 

(2) Any local domain A of dimension 1 is a Macaulay ring. In fact 
any single element # 0 of the maximal ideal of A constitutes a prime 
sequence. More generally, for a local ring A of dimension 1 to be a 
Macaulay ring, it is necessary and sufficient that the maximal ideal m 
of A is not an associated prime ideal of (0). 

(3) Any integrally closed domain A of dimension 2 is a Macaulay 
ring. In fact, if we choose a non-invertible element x # 0 of A, all the 
associated prime ideals ~i of Ax have height 1 (Vol. I, Ch. V, § 6, 
Theorem 14), and are therefore distinct from the maximal ideal m. 
Hence there exists an element y E m such that y i ~i for every i, 
and {x, y} is a prime sequence. 

Before giving the main property of Macaulay rings, we need a 
lemma: 

LEMMA 4. Let A be a local ring, d its dimension, aI' ... , aJ distinct 
elements of A. For dim (A/(Aa l + ... +Aa j )) to be equal to d-j, it 
is necessary and sufficient that {aI' ... ,aJ be a subset of a system of 
parameters of A. 

The sufficiency has been proved in VIII, § 9 (see p. 292). 
Conversely, if A/(Aal + ... + Aaj) has dimension d - j, we consider 
d - j elements aj+l' ... , ad whose residue classes form a system of 
parameters of A/(Aal + ... + Aa j). Then the ideal in A generated 
by aI' ... , aj' aj+l' ... ,ad is primary for the maximal ideal of A, 
whence {aI' ... , ad} is a system of parameters of A. Q.E.D. 

THEOREM 2. Let A be a Macaulay ring, d its dimension, aI' ... , aj 
distinct elements of A and a the ideal generated by these j elements. If 
dim (A/o)=d-j, then {aI' ... ,aj} is a prime sequence, and for every 
associated prime ideal ~ of 0, we have h(~)=j and dim (A/'fJ)=d-j. In 
particular, 0 has no imbedded prime ideals, and is unmixed. 

PROOF. We proceed by induction on j. If j=O, the given set is 
empty and is a prime sequence. We then have 0 = (0). We consider 
an associated prime ideal 'fJ of (0). Let {b ll ••• , bd} be a prime sequence 
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in A. By repeated applications of Lemma 1, we find a strictly increas
ing sequence of prime ideals ~ < l:>l < ... < ~d such that l:>j is an associ
ated prime ideal of Ab1 + ... + Ab j • This proves that we have 
dim (A/tJ)~d, whence dim (A/tJ)=d since dim (A)=d. On the other 
hand we have h( V) = 0 since, otherwise, we would get a chain of prime 
ideals in A with d + 2 distinct terms. This proves Theorem 2 in case 
j=O. 

We now suppose that Theorem 2 is true for j -1. We set a' = Aal + 
... +Aaj_l' Since dim (A/a)=d-j, {a I,···, aj} is a subset of a 
system of parameters (Lemma 4). Hence dim (A/a')=d-j+ 1 
(Lemma 4). By the induction hypothesis, {aI' ... , aj-I} is a prime 
sequence, and all the associated prime ideals of a' have height j - 1 and 
dimension d - j + 1. If a j were contained in some associated prime 
ideal tJ' of a', we would have a C l:>', whence dim (A/a) 2! dim (A/v') = 
d-j+ 1, in contradiction with the hypothesis. Therefore {a I,' .. , 
aj-I' aj } is a prime sequence. This prime sequence is contained in 
some maximal prime sequence, say {aI' ... , aj , aJ+I' ... , ad}' which 
has d elements (and is therefore a system of parameters), since A is a 
Macaulay ring. The a-residues of aj+I' ... , ad form a prime sequence 
and a system of parameters in the ring A/a, which is therefore a 
Macaulay ring. Applying the case j = 0 to the ring A/a, we see that 
we have dim (A/l:»=d-j for every associated prime ideall:> of a. On 
the other hand, such an ideal tJ contains some associated prime ideal 
l:>' of a', and we have v:;i: lJ' since aj E lJ and aj rt lJ' ({aI' ... , aJ being 
a prime sequence); we therefore have h(lJ)~h(\J')+ 1 =(j-l)+ 1 =j. 
Since the inequality dim (Al'p) + h(lJ) ~ d holds for every prime ideal in 
a local ring A of dimension d (otherwise A would admit a chain of 
prime ideals with d+2 terms), the relations dim (A/v)=d-j and 
h(v)2!j give h(v)=j. Q.E.D. 

REMARK. Since a regular local ring is a Macaulay ring, Theorem 2 
gives a new proof of Cohen-Macaulay's Theorem (VIII, § 12, Theorem 
29), and generalizes it to a regular local ring of unequal characteristic. 
It may also be noticed that Macaulay's Theorem about polynomial 
rings (VII, § 8, Theorem 26) is an easy consequence of Theorem 2. 
In fact, let k be a field, and 9( be an ideal in R = k[ X l' ... , X d ] of dimen
sion d - h and generated by h elements " 1,' .. , Uh' Let ~ be an 
associated prime ideal of 9(, and Wl a maximal ideal in R containing ~. 
The local ring R'JJI has dimension d and, since 9.R may be generated by 
d elements (VII, § 7, Theorem 24), is regular. Since dim (R'JJ1/9(R~Ul) = 

d-h, Theorem 2 shows that dim (R~Jl/'l3R9Jl)=d-1z ('l3Rvl being an 
associated prime ideal of 9(R~Ul; see Vol. I, Ch. IV, § 11, Theorem 19). 
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Since this relation holds for every maximal ideal IDl containing $, 
the depth of $, whence also its dimension, is d-h. 

Theorem 2 has many consequences. 
COROLLARY 1. Let A be a local ring. The fl)llowing properties are 

equivalent: 
(a) A is a Macaulay ring; 
(b) There exists a system of parameters of A which is a prime sequence; 
(c) Every system of parameters of A is a prime sequence. 
The equivalence of (a) and (b) has already been established. It is 

clear that (c) implies (b) since a local ring admits at least one system of 
parameters. Now, if A is a Macaulay ring and if {aI' ... , ad} is a 
system of parameters of A, we have dim (A/(Aa l + ... + Aad» = 0 = 
d - d, whence Theorem 2 shows that {aI' ... , ad} is a prime sequence; 
thus (a) implies (c). Q.E.D. 

COROLLARY 2. Let A be a Macaulay ring. For a finite subset S of A 
to be a prime sequence, it is necessary and sufficient that it be a subset of 
some system of parameters. 

In fact, if S is a prime sequence, it is contained in a maximal prime 
sequence, i.e., in a system of parameters. The converse follows from 
Corollary 1 «a) implies (c», since any subset of a prime sequence is a 
prime sequence (Lemma 2). 

COROLLARY 3. Let A be a Macaulay ring. For every prime ideal 
p in A, u'e have h(p)+dim (A/p)=dim (A). 

In fact, among the prime sequences which are contained in p, we 
consider a maximal one, say {aI' ... , aJ. Let {p';} be the set of associ-
ated prime ideals of a=Aa l + ... +Aaj. We have pc UP';, for in , 
the contrary case lJ would contain an element b such that a: Ab = a, and 
then {aI' ... , aj' b} would be a prime sequence, in contradiction with 
the maximality of {aI' ... ,aJ Therefore there exists an index i 
such that pc p', (Vol. I, Ch. IV, § 6, Remark, p. 21S). On the other 
hand, since p contains a, p contains some isolated prime ideal P'k of a. 
Since a is generated by a subset of a system of parameters (Corollary 1), 
we have dim (A/a) = dim (A) - j (Lemma 4), and therefore, by Theorem 
2, a is unmixed. Hence p = P'i = p' k, and p is an associated prime 
ideal of a. Thus our assertion follows from Theorem 2. 

COROLLARY 4. Let A be a Macaulay ring. For every prime ideal p 
in A, the local ring Ap is a Macaulay ring. 

In fact, as in Corollary 3, we construct a prime sequence {aI' ... , a J 
such that p is an associated prime ideal of Aa l + ... + Aaj. Let f be 
the canonical mappingof A into Ap. Since p is an isolated prime ideal 
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of Aa1 + ... +Aaj and since h(:p)=j (Theorem 2), {f(a 1), ••• ,f(a j )} 

is a system of parameters of Ap, and it remains to be proved that it is 
also a prime sequence. Now this is immediate, since for every q ~j, 
we have the formula (/(a 1),··· ,J(aq_1)):(/(aq))=«a1, ••• , aq_1): 

(aq))Ap (see Vol. I, Ch. IV, § 10)=(a1,···, aq_1)A p=(f(a1),···, 

f(aq - 1))· 

COROLLARY S. Let A be a Macaulay ring. For every prime sequence 
{all· .. , aJ in A, the local ring AI(Aal + ... + Aaj) = A' is a 
Macaulay ring. 

In fact, the given prime sequence is contained in a maximal prime 
sequence {a l,· .. , aj, aj+l' ... , ad}, i.e., in a system of parameters 
(d=dim (A)). We have dim (A')=d-j (Lemma 4), whence the resi
due classes of aj+l' ... , ad in A' form a system of parameters. Since 
they obviously form a prime sequence, Corollary 5 is proved. 

REMARK. It follows from Corollary 5 that, if W is an irreducible 
subvariety of a variety V, and if V is a hypersurface in affine or projective 
space (more generally a complete intersection of hypersurfaces), then 
the local ring o(W; V) is a Macaulay ring. 

COROLLARY 6. Let A be a local ring, A its completion. For A to be 
a Macaulay ring, it is necessary and sufficient that A be a Macaulay 
nng. 

Let aI' ... , aj be elements of A. By Corollary 5 to VIII, § 4, 
Theorem 11, and since bA n A = b for every ideal b in A (VIII, §2, 
Corollary 2 to Theorem 5), the relations (Aa l + ... +Aaj_l):Aaj= 
Aal + ... +Aaj_l and (Aa l + ... +Aaj_l):Aaj=Aal + ... +Aaj_l 
are equivalent. Thus for a subset S of A to be a prime sequence in A, 
it is necessary and sufficient that it be a prime sequence in A. Now, 
if A is a Macaulay ring, we take for S a system of parameters of A 
(which is therefore a prime sequence in A). Then A is a Macaulay 
ring since S is a system of parameters of A. Conversely, if A is a 
Macaulay ring, then any system of parameters S of A is a prime 
sequence in A since it is a system of parameters of A (Corollary 1); 
thus S is also a prime sequence in A, and A is a Macaulay ring. Q.E.D. 

THEOREM 3. Let A be a local ring. The following properties are 
equivalent: 

(a) A is a Macaulay ring; 
(b) There exists an ideal q in A, generated by a system of parameters, 

such that e( q) = I(AI q). 
(b /) For every ideal q in A generated by a system of parameters; we 

have e( q) = I(AI q). 
(c) There exists an ideal q in A generated by a system of parameters 
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such that the associated graded n·ng Gq(A) is isomorphic to a polynomial 
ring in dim (A) variables over AI q. 

(c') For every system of parameters Xl' ... , Xd of A, the initial forms Xi 
of the elements Xi in Gq(A) (q = AXI + ... + AXd) are algebraically 
independent over Alq (whence Gq(A) is isomorphic to a polynomial ring in 
d variables over Alq). 

PROOF. The equivalence of (b) and (c) follows from VIII, § 10, 
Theorem 23. Similarly (b') and (c') are equivalent. It is obvious 
that (b') implies (b). We are going to show that (a) implies (b') and 
that (c) implies (a), and the proof will then be complete. 

For proving that (a) implies (b'), we can, if Aim is an infinite field 
(m: maximal ideal of A), use the discussion preceding Theorem 23 in 
VII I, § to. In fact, in the course of that discussion we have constructed 
a suitable system of parameters {Yl' ... , Yd} gcner~ting q, and we have 
shown that if that system satisfies the condition (AYI + ... +AYd_l): 
AYd=AYl+ ... + AYd_l' then e(q)=I(Alq). Now the above relation 
obviously holds since every system of parameters in a Macaulay 
ring is a prime sequence (Corollary 1 to Theorem 2). The process 
of adjoining an indeterminate to A could then take care of the case 
of a finite residue field Aim. However, we prefer to give a direct 
proof of the fact that (a) implies (b'), since this proof uses two lemmas 
which are of interest in themselves. 

LEMMA 5. Let A be a Macaulay ring, and a an ideal in A generated 
by a prime sequence. For every exponent n, the ideal an is unmixed 
(and admits, therefore, the same associated prime ideals as a; see 
Theorem 2). 

We proceed by induction on n. The case n = 1 is covered by 
Theorem 2. We suppose that our assertion is proved for n, and prove 
it for n+ 1. We have to show that if c is prime to a and if X is an 
element of A such that cx E an+l, then X belongs to an+l. Since 
cx E an, the induction hypothesis shows that X E an. Let {all· .. , aj} 
be a prime sequence generating a. By a suitable grouping of the 
monomials of degree n in ai' ... , aj' we see that X may be written in 
the form x=x1a1 + ... +xqaq, where q~j and Xi E (Aa1 + ... + 
Aaj)n-l. We prove that X E an+l by induction on q. The case q=O 
is trivial. For q > 0, we write x=x' +xqaq (where x' =xla1 + ... + 
xq_Iaq_ 1), and we denote by b the ideal generated by ai' ... , aq_l , 

aq+lI ... , aj; we have a = b + Aaq• Since an+l = b,,+l + anaq, the relation 
c( x' + X,pq) = cx E a"+ 1 shows the existence of an element Y of a" such 
that CX' + cxqaq - yaq E b"+l. Since x' E b", this implies (CXq - y)aq E b". 
Now, aq being prime to b (Lemma 2), the induction hypothesis on n 
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shows that eXq - y E on, whence eXq E an since yEan. Again the induc
tion hypothesis on n shows that Xq E an (e being prime to a). From 
x = x' + xqaq we then deduce that ex' belongs to an+1. Therefore 
x' E an+ 1 by the induction hypothesis on q. Since x = x' + aqxq and 
since Xq E an, we have x E an+1• Q.E.D. 

LEMMA 6. Let A be a Macaulay ring and a an ideal in A generated by 
a prime sequence {aI' ... , aJ We have an:Aaj=an- 1 for every n. 

Let x be an element of A such that xaj E an. We set 0 =Aa1 + ... + 
Aaj_l' Since an = on + an- 1aj, there exists an element y of on-l such 
that (x- y)aj E on. As aj is prime to 0, it is prime to on (Lemma 5), 
whence x - y E on. Therefore x E an-I, and we have proved the 
inclusion an:AajCan-l. Since the opposite inclusion is obvious, 
Lemma 6 is proved. 

CONTINUATION OF THE PROOF OF THEOREM 3. We are going to prove 
that (a) implies (b'). For this we proceed by induction on the dimen
sion d of A. The case d = 0 is trivial since we then have q = (0), 
e( q) = I(A) = I(AI q). For d> 0, let {aI' ... , ad} be a system of para
meters generating q. We set A' = AIAad, q' = qlAad· Since {aI' ... , 
ad} is a prime sequence, we have qn:Aad= qn-l (Lemma 6), whence 
the formula Pq,(n)=Pq(n)->..(qn:Aad) (Lemma 3, VIII, §8) gives 
Pq,(n)=Pq(n)-Pq(n-l) and therefore e(q')=e(q). Since A' is a 
Macaulay ring (Corollary 5 to Theorem 2), the induction hypothesis 
gives e(q')=I(A'/q'). As A'/q' is isomorphic to Alq, we have e(q)= 
I(AI q). Thus (a) implies (b'). 

We finally prove that (c) implies (a). Suppose that q is an ideal 
generated by a system of parameters such that Gq(A) is generated 
over AI q by d (= dim (A») algebraically independent elements iii' and 
let a j be an element of q admitting iii as (q2)-residue. It is sufficient 
to prove that {aI' ... , ad} is a prime sequence (since d= dim (A». 
We set a=Aa l +··· +Aaj_1 and prove that a:Aaj=a. Lety be an 
element of A such that yaj E a; we set yaj=xIa l + ... +xj_Iaj_I 
(Xj E A). 

d 

This is a relation of the type .L zja j = O. Let us denote by v the 
j= I 

order function in A (for x E A, we have x E ql'(x) and x ~ ql'(x)+l; see 
VIII, § 1). Let I be the set of indices i for which v(Zj) takes its mini
mum value, say s. We have .L zjaj E qS+l, whence, by passage to the 

je I 

initial forms, 2 z;iij = O. Choosing a fixed index k in I, we see that, 
j E I 

in the polynomial ring Gq(A) = (AI q)[a l , ... , ad]' Zkak is in the ideal 
generated by the indeterminates ii j (i E I, i of k). Thus zk is in this 
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ideal, and there exist elements b j of qs-l (i E I, i t= h) such that Zk = 

2: bjii j, i.e., such that Zk- L b,aj is an element Z'k of qs+1. Setting 
jel.j",/O j 

Z' j = Zj + bja/o for i E I, i t= h, and z' j = Zj for i ¢ I, we get a relation 
d 

L z'ja j = 0 in which v(z'j) ~ v(Zj) for every i and v(z'/o) > v(z/o). 
j= I 

j-I 

Now, among the relations yaj = 2: xja j (Xj E A) we choose one which 
j=1 

has the following two properties: (a) minj (v( Xj» has the greatest 
possible value, say s; (b) the number of indices i such that v(Xj) = s is 
the smallest possible. Then we have s = v(y). In fact s > v(y) is 
obviously impossible. On the other hand, if s < v(y), we transform, 

. j-I 

as above, the relation yaj - .L Xjaj = 0: the coefficient y of aj is then 
i= I 

unchanged, whereas, either s is increased, or the number of indices i 
such that V(xi)=S is decreased. This is impossible. Thus v(y)= 

j-I 

minj (v(x,)}. Transforming, as above, the relation yaj - 2: xjai=O, 
i=1 

this time with yaj playing the part of z/oa/o, we get a relation y1aj
j-I 

.L x' jaj = 0 with Yl E q.-(y)+l and y - Yl E a. Since Yl E a: Aaj' we can 
j=1 

apply the same process to Yl' By repeated applications we get an 
element Yn of qt'(Y)+7I such that Y-Yn E a. We thus have Y E a+ qv(y)+n 
for every n, whence yEa since a is closed. Consequently we have 
a:Aajca. The opposite inclusion being obvious, we have a:Aaj=a. 
Q.E.D. 

REMARKS. (1) Let R=h[X1, ••• , Xn] be a polynomial ring over a 
field h, and ~( an ideal of the principal class of R. By passage to quo
tient rings RIDI (9)1: maximal ideals) and using Lemma 5, one proves, 
as in the Remark following Theorem 2, that ~{" is unmixed for every n.· 

(2) Let A be a Macaulay ring. It is easily seen that the local ring 
A [r X]] is a Macaulay ring. 
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UNIQUE FACTORIZATION IN REGULAR LOCAL RINGS 

In the present appendix we are going to prove that every regular 
local ring is a UFD. The method of proof, due to M. Auslander and 
D. Buchsbaum, uses the notion of cohomological dimension (VII, 
§ 13). 

LEMMA 1. Let A be a local domain. The following assertions are 
equivalent: 

(a) A is a UFD. 
(b) Every irreducible element of A generates a prime ideal. 
(c) For any two elements a, b of A, the ideal Aa () Ab is principal. 
(d) For any two elements a, b=l=O of A, the cohomological dimension 

8(Aa+Ab) is ::s; 1 (i.e., considered as an A-module, Aa+Ab is isomorphic 
with a factor module FjF' with F and F' free). 

For the equivalence of (a) and (b) we first notice that (b) is nothing 
else but condition UF.3 of Vol. I, Ch. I, § 14; on the other hand every 
non-unit of A is a finite product of irreducible factors since A is 
noetherian (Vol. I, Ch. IV, § 1, Example 3), whence A satisfies UF.1. 

It is clear that (a) implies (c) since the ideal Aa () Ab is obviously 
generated by the least common multiple of a and b. 

We now prove that (c) implies (b). Let p be an irreducible element 
of A, x and y two elements of A such that xy E Ap and x f# Ap. We 
set Ax () Ap=Am. Since m divides xp, mx-1 (which is an element of 
A) is a divisor of p; it is not a unit since m is a multiple of p and x is not. 
Since p is irreducible it follows that mx-1 and p, and therefore also 
m and xp, are associates. Thus Ax () Ap = Axp. The hypothesis 
xy E Ap implies xy E Ax () Ap = Axp, whence xy is a multiple of xp 
and therefore y is a multiple of p. 

Let us prove that (c) is equivalent to (d). Let f be the A-linear 
mapping of (the free A-module) A x A onto Aa+Ab defined by 
f(x,y)=xa-yb. Its kernel Fo is the set of pairs (x,y) such that 
xa = yb, and the mapping (x, y) - xa is obviously an isomorphism of 
Fo onto the ideal Aa () Ab. If (c) holds, this ideal is principal, hence a 

404 
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free A-module, and therefore (d) is true. Conversely, if (d) is true, 
Aa+Ab is isomorphic with a factor module FIF' with F and F' free. 
Then the kernel Fo of f is equivalent to F' in the sense of VII, § 13 
(VII, § 13, Lemma 2) and is therefore a free module, since A is a local 
ring (VII, § 13, Lemma 3). Since Aa nAb is isomorphic with Fo, it 
is a principal ideal, and (c) is true. Q.E.D. 

LEMMA 2. A regular local ring A of dimension 1 or 2 is a UFD. 
Let a and b be any two elements of A. Since Aa + Ab is a submodule 

of a free module, we have S(Aa+Ab)~dim (A)-1 by the theorem on 
syzygies (VII, § 13, Theorem 43). Hence S(Aa + Ab) ~ 1, and we use 
Lemma 1. 

Notice that, if dim (A)= 1 (or 0), A is a discrete valuation ring (or a 
field), and that the unique factorization properly is obvious in this case. 

LEMMA 3. A regular local ring A of dimension 3 is a UFD. 
Let a and b be any two elements of A. By the theorem on syzygies, 

we have S(Aa + Ab) ~ 2. In the proof of Lemma 1, we have seen that 
Aa nAb is a first module of syzygies of Aa + Ab, whence S(Aa n Ab) ~ 1. 
Since x ~ ax is an isomorphism of Ab: Aa onto Aa nAb, we also have 
S(Ab: Aa) ~ 1. From this we are going to deduce that Ab: Aa is free, 
therefore a principal ideal, and this will complete the proof since 
Aa n Ab will then be principal. 

We set q=Ab:Aa, we denote by m the maximal ideal of A, and we 
pick an element b' E q, b' 1: mq. We have b'a=a'b with a' E A. Since 
the relations xa' = yb' and xa = yb are equivalent, so are xa' E Ab' and 
xaEAb, whence Ab':Aa'=Ab:Aa=q. We are going to prove that 
q = Ab'. For this it is sufficient to prove that q = Ab' + mq (apply 
Theorem 9, Condition (f), of VIII, § 4, to the local ring AIAb' and to 
the ideal qIAb'). In the contrary case, there exists an element C of q 
such that the classes of -c and b' mod mq are linearly independent 
over Aim. We consider a system of elements (b', c, e l , ... , cn) of q 
the mq-resKlues of which form a basis of q/mq over Aim; these ele
ments generate q (Ioc. cit.). Consider q as a factor module FIF' of a 
free module F with generators (fJ, Y, Yl> ... , Yn) (these generators being 
mapped onto (b', e, c l , ... , en». The module of relations F' is free, 
since S(q);;al. We haveP'cmF since the elements b',c,c l ,··· ,c,. 
are linearly independent mod mq. 

Let us write ea' = db' with dE A. We have a'y-dfJ E F' and evi
dently also b' Y - efJ E F'. We take a free basis (0: j) of F' and write 

(1) 

(2) 

a'y-dfJ = 2XjO:j, 

b'y-cfJ = 2YjO:j. 
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Since b'(a'y-d{3)=a'(b'y-c{3), we have b'xj = a'Yj for every j, whence 
Yj E q. On the other hand, each aj is a linear combination of the 
elements (3, Y, YI, ... , Yn of the basis of F. Let mj be the coefficient 
of Y in this representation of aj' We have mj E m since F'e mF. 
Comparing the coefficients of Y in both sides of (2), we get b' = LY jm j, 
whence b' E mq. This contradicts our choice of b' and proves the 
lemma. 

THEOREM. Every regular local ring A is a UFD. 
PROOF. We proceed by induction on dim (A). By lemmas 2 and 3 

we may assume that dim (A) ~ 4. We consider two elements a, b of 
A, set b = Aa + Ab and prove that S(b) ~ 1 (Lemma 1). Let m be the 
maximal ideal of A. The ideals b, b: m, ... , b: mn, . .. form an 
increasing sequence, whence there exists an integer n such that 
b:mn=b:mn+1= .... Setting a=b:mn, we have a:m=a, whence m 
is not an associated prime ideal of a, and there exists an element x of m, 
not in m2, such that a:Ax=a.t Since A/Ax is a regular local ring of 
dimension dim (A) - 1 (VIII, § 9, Theorem 20, Corollary 2 and VIII, 
§ 11, Theorem 26), the induction hypothesis shows that the cohomo
logical dimension SA/Ax «b+Ax)jAx) of (b+Ax)jAx, considered as an 
(AjAx)-module, is ~ 1. We set S=b+Ax, S=SjAx, A=AjAx. 
Since SJ(S);;; 1, we have an exact sequence 

o -+ F" -+ F -+ S -+ 0, 

where F' and F are free modules over A. Considering p' and P as 
modules o'ver A we have SACS);;; 1 +max (SA(P), SA(P')) (VII, § 13, 
formula (7)). Now, F may be written in the form FjxF, where F is a free 
A-module; since also xF is a free A-module we see that S A(P);;; 1 ; 
similarly S A(F');;; 1. We therefore have SA (SjAx) = S A(S);;; 2. Since 
Ax is free, it follows from the formula SA(S);;; max (SA(SjAx), SA(Ax)) 
(VII, § 13, formula (5)) that SA(S)=SA(b+Ax)~2. It follows then 
from formula (4) ofVII,,§ 13, that S(Aj(b+Ax));;;3. 

From this and from VII, § 13, Theorem 44 it follows that, if ~ is any 
associated prime ideal of b + Ax, we have h( l» ~ 3. Since dim (A) ;::: 4, 

t The existence of such an element x can be proved as follows: 
Let lJ., lJ2, ... , lJh be the prime ideals of a and let y be an element of m, 

h 

not in tn 2. Assume that yEl>l n l>2 n· .. n l>. (O;[:g ;[:h), y rt U lJ;. Since 
;·,ul 

• 
m 2 n PHI n··· n Ph¢PiI i= 1, 2,··· ,g;it folIowsthatm 2 n V,+l n··· n ~h¢ U ~j 

I; 1 

(Vo\. I, Ch. IV, § 6, Remark, p. 215). Let z be an element belonging to 
• 

tn 2 n ~.+l n· .. n l>h and not to U Vi' Then set x= y+ z. 
i-I 
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m is not an associated prime ideal of b + Ax. In other words we have 
(b+Ax):m=b+Ax, whence (b+Ax):mn=b+Ax. Now, since a= 
b:mn, we have a C (b +Ax): mn= b +Ax, and evidently bca. For every 
a E a, we may write a = b + ex with b E band e E A ; since b c a, we have 
ex E a, whence e E a since a: Ax = a. In other words we have a c b + ax, 
whence a = b + ma and therefore a = b. 

Now, since b: Ax = b and since we obviously may assume that the 
elements a, b belong to m (whence b c 11l), we have S(b + Ax) = 1 + S(b) 
(VII, § 13, Lemma 6), whence S(b)::; 1. Q.E.D. 
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12,235 
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409 
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Cohen-Macaulay ring, App. 6, 396 
Cohen's structure theorem, VIII, 12, 

304 
Cohomological dimension (of a mod

ule), VII, 13, 242 
Complete linear system, App. 4, 356 
Complete model (over another 

model), VI, 18, 127 
Complete module (or ideal), App. 4, 

347 
Complete module (in the wide sense 

or in the strict sense), App. 4, 358 
Complete ring (or module) (in the 

topological sense), VII I, 2, 254 
Complete set of quasi-local rings, VI, 

17, 115 
Completely integrally closed ring, 

VIII, I, 250 
Completion of a module, App. 4, 347 
Completion of a ring (or module) 

(in the topological sense), V II I, 2, 
256 

Composite valuation, VI, 10, 43 
Composition chain of a place, VI, 3, 

10 
Conjugate (algebraic) places, VI, 2, 

6 
Conjugate places (in a normal exten-

sion of a field), VI, 7, 28 
Contracted ideal, App. 5, 368 
Convergent power series, VII, I, 142 
Coordinate domain, VII, 3, 160 
Coordinate ring (of an affine variety), 

VI, 5bis, 22 
Correspondence (birational c.), VI, 

5bis,24 

Decomposition field (of a valuation), 
VI, 12, 70 

Decomposition group (of a valua
tion), VI, 12, 68 

Deficiency (ramification d.), VI, II, 
58 

Defined over k (affine variety)' VII, 
3, 160 

Defined over k (projective variety), 
VII, 4, 169 

Defining ring (of a affine model), VI, 
17, 116 

Degree (of an element of a graded 
module), VII, 12, 231 

Degree (of an element of a graded 
ring), VII, 2, 150 

Degree (of a polynomial ideal), VII, 
12,236 

Dimension formula (in noetherian do
mains), App. I, 326 

Dimension of an affine variety, VI, 
5bis,22 

DimensiQll of an ideal (in a finite 
integral domain), VII, 7, 196 

Dimension of a linear system, App. 4, 
357 

Dimension of a place, VI, 2, 4 
Dimension of a point, VI, 5bis, 22 
Dimension of a prime ideal (in a finite 

integral domain), VI, 14, 90 
Dimension of a projective variety, 

VII,4, 171 
Dimension of a semi-local ring, VIII, 

9,288 
Dimension of a valuation, VI, 8, 34 
Directional form (of a polynomial 

ideal), App. 5, 364 
Directional form of a valuation, App. 

5,364 
Derived normal model, VI, 18, 127 
Discrete (ordered group or valua

tion), VI, 10,48 
Distinguished pseudo-polynomial, VI I, 

1,146 
Divisor (prime, of an algebraic func

tion field), VI, 14,88 
Divisor (prime, of a local domain), 

App. 2, 339 
Divisor, or divisorial cycle, VI, 14,97 
Divisor, or divisorial cycle (projective 

case), VII, 4bis, 17,5 and App. 4, 
356 

Divisor of a function, VII, 4bis, 175 
Dominate (a quasi-local ring domi

nates another quasi-local ring), VI, 
17, 115 
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Dominate (a valuation dominates a 
local ring), App. 2, 330 

Domination mapping, VI, 17, 115 
Domination relation, VI, 17, 115 

Effective cycle, App. 4, 356 
Elementary base condition, App. 4, 

359 
Equicharacteristic local ring, VIII, 12, 

304 
Equidimensional ideal, VII, 7, 196 
Equivalent modules, VII, 13, 238 
Equivalent valuations, VI, 8, 33 
Essential valuations (of a Krull do-

main), VI, 13, 82 
Extension of a place, VI, 6, 24 
Extension of a valuation, VI, II, 50 
Extension theorem for specializations, 

VI, 4, 13 

Factorization theorem for contracted 
(or complete) ideals, App. 5, 373 
and 386 

Faithful pairing, VI, 12, 75 
Field of representatives, VII I, 7, 281, 

and VIII, 12, 304 
Finite (place, finite on a ring), VI,S, 

15 
Finite homogeneous ring, VII, 2, 151 
First kind (place of), VI,S, 19 
First kind (prime divisor of), VI, 14, 

95 
Formal power series, VII, 1, 129 
Function field (of an affine variety), 

VI, 5bis, 22 
Function field (of a projective va

riety), VII, 4, 171 

General point (affine case), VI, 5bis, 
22 

General point (projective case), VII, 
4, 171 

Generalized power series expansions, 
VI, IS, 101 

Graded module, VII, 12, 230 
Graded ring, VII, 2, 150 
Graded subring, VII, 2, 150 

Ground Field, VII, 3, 160 
Ground field of a place, VI, 2, 3 

Hensel's lemma, VIII, 7, 279 
Higher ramification groups, VI, 12, 

78 
Hilbert Nullstellensatz, VII, 3, 164 
Hilbert theorem on syzygies, VII, 13, 

240 
Hilbert-Serre theorem on character

istic functions, VII, 12, 232 
Homogeneous component (case of 

graded modules), VII, 12, 231 
Homogeneous component (case of 

graded rings), VII, 2, 150 
Homogeneous coordinates, VII, 4, 168 
Homogeneous coordinate ring, VII, 4, 

170 
Homogeneous element (case of graded 

modules), VII, 12, 231 
Homogeneous element (case of graded 

rings), VII, 2, 150 
Homogeneous homomorphism (case of 

graded modules), VII, 12, 231 
Homogeneous homomorphism (case 

of graded rings), VII, 2, 150 
Homogeneous ideal, VII, 2, 149 
Homogeneous module, App. 4, 352 
Homogeneous ring (finite), VII, 2, 

151 
Homogeneous submodule, VII, 12,231 
Homogeneous system of integrity 

(case of finite homogeneous rings), 
VII, 7, 198 

Homogeneous system of integrity 
(case of power series rings), VII, 
9, 210 

Homogenized polynomial, VII,S, 179 
Homological codimension (of a local 

ring), App. 6, 396 
Hyperplane at infinity, VII, 6, 187 

Ideal (of an algebraic affine variety), 
VI, 5bis, 22 

Ideal (of the principal class), VII, 
13, 245 
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Implicit functions (theorem of), VIII, 
7,280 

Independence of places, VI, 7, 29 
Independence of valuations, VI, 10, 

47 
Inertia field (of a valuation), VI, 12, 

70 
Inertia group (of a valuation), VI, 

12,68 
Infinite sums of power series, VII, 1, 

133 
Initial component (of an element of a 

graded ring), VII, 2, 150 
Initial form, VIII, I, 249 
Initial form (of a power series), VII, 

1, 130 
Initial form module, App. 5, 363 
Initial ideal, App. 5, 363 
Integral closure of a module, App. 4, 

350 
Integral dependence on a module, App. 

4,349 
Integral direct sum, App. 2, 334 
Irreducible components (of a variety), 

VII, 3, 163 
Irreducible variety, VI, 5bis, 22 and 

VII, 3, 162 
Irredundant (set of quasi-local rings), 

VI, 17, 115 
Irrelevant ideal, VII, 2, 154 
Isolated subgroup (of an ordered 

abelian group), VI, 10, 40 
Isomorphic places, VI, 2, 6 
k-isomorphic points, VI, 5bis, 22 

Join (of two models), VI, 17, 121 

Krull domain, VI, 13, 82 

Large ramification group (of a valua
tion), VI, 12, 75 

Leading ideal (or submodule), VIII, 
1, 250 

Lexicographic order (of a direct prod
uct of ordered groups), VI, 10, 49 

Limit of a Cauchy sequence, VIII, 2, 
254 

Linear equivalence (of cycles), App. 
4,356 

Linear system, App. 4, 358 
Local ring of a point (affine case), 

VI, 5bis, 23 
Local ring of a point, of a subvariety 

(projective case), VII, 4bis, 173 
Locally normal variety (affine case), 

VI, 14,94 
Locally normal variety (projective 

case), VII, 4bis, 174 
Lost (prime ideal lost in an over

ring), App. 1, 325 

m-adic completion, VIII, 2, 256 
m-adic prime divisor (of a regular 

local ring), VIII, 11, 302 
m-topology, VIII, 2, 253 
Macaulay ring, App. 6, 396 
Macaulay's theorem, VII, 8, 203 
Majorant, VII, 1, 142 
Maximally algebraic subfield, VII, 11, 

227 
Model of a field, VI, 17, 116 
Module (graded), VII, 12, 230 
Module of relations, VII, 13, 237 
Module of syzygies, VII, 13, 237 ' 
M uitiplicity (of an ideal, of a semi-

local ring), VIII, 10, 294 

Normal model, VI, 18, 124 
Normal system of integrity, VII, 9, 

213 
Normal variety (affine case), VI, 14, 

94 
Normal variety (projective case), 

VII, 4bis, 174 
Normalization theorem, VII, 7, 200 
Null divisor of a function, VI, 14,97 
Null sequence, VIII, 2, 254 

Order function, VIII, 1, 249 
Order of a function at a prime divisor, 

VI, 14,97 
Order of an ideal (in a local ring), 

App. 5, 362 
Order of a power series, VII, 1, 130 
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Order of a projective variety, VII, 
12, 236 

p-adic integers, VIII, 7, 278 
~-place (in a Dedekind domain), VI, 

2,4 
p-adic place (in a unique factorization 

domain), VI, 2, 4 
~ -adic valuation (in a Dedekind do

main), VI, 9, 39 
p-adic valuation (in a unique factori-· 

zation domain), VI, 9, 38 
Place VI, 2, 3 
Place of the first or of the second 

kind, VI, 5, 19 
Point at finite distance, at infinity, 

VII, 6, 188 
Polar divisor of a function, VI, 14, 

97 
Power series (formal or convergent), 

VII, I, 129 and 142 
Prime divisor (of an algebraic func

tion field), VI, 14, 88 
Prime divisor (of the first or of the 

second kind), VI, 14,95 
Prime divisor (of a local domain), 

App. 2, 339 
Prime ideal of a place, VI, 2, 5 
Prime ideal of a point on a variety, 

VI, 5bis, 22 
Prime ideal of a valuation, VI, 8, 

34 
Prime sequence (in a ring), App. 6, 

394 
Principal class (ideal of), VII, 13, 

245 
Projective dimension of a homoge

neous ideal, VII, 4, 171 and VII, 
7, 196 

Projective extension of an affine va
riety, VII, 6, 188 

Projective limit (of an inverse sys-
tem), VI, 17, 122 

Projective model, VI, 17, 119 
Projective space, VII, 4, 168 
Projective variety, VII, 4, 169 

Proper specialization of a place, VI, 
3, 7 

Quadratic transformation, App. 5, 
367 

Quadratic transform (of a local ring 
or of an ideal), App. 5, 367 

Quasi absolutely prime ideal, VII, II, 
226 

Quasi-compact topological space, VI, 
17, 113 

Quasi-local ring, VI, 17, 115 
Quasi maximally algebraic subfield, 

VII, II, 227 
Ramification deficiency, VI, II, 58 
Ramification groups, VI, 12, 78 
Ramification index of a valuation, VI, 

II, 53 
Ramified prime ideal (under ground 

field extension), VII, 11, 226 
Rank of a place, VI, 3, 9 
Rank of a valuation, VI, to, 39 
Rational place, VI, 2, 5 
Rational rank of a valuation, VI, 10, 

50 
Rational valuation, VI, to, 50 
Real valuation, VI, to, 45 
Reduced ramification index of a valu-

ation, VI, II, 53 
Reducible affine variety, VII, 3, 162 
Regular extension, VII, II, 229 
Regular local ring, VIII, 11, 301 
Regular system of parameters, VIII, 

II, 301 
Relative degree of a place, VI, 6, 26. 
Relative degree of a valuation, VI, 

II, 53 
Relative dimension of a place, VI, 6, 

25 
Representative cone of a projective 

variety, VII, 4, 172 
Residue of an element with respect to 

a valuation, VI, 8, 34 
Residue field of a place, VI, 2, 4 
Residue field of a valuation, VI, 8, 34 
Riemann surface (of a field over a 

subring), VI, 17, Ito 
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Second kind (place of), VI, 5, 19 
Second kind (prime divisor of), VI, 

14,95 
Segment (of an ordered set), VI, 10, 

40 
Semi-local ring, VIII, 4, 264 
Simple ideal, App. 5, 385 
Specialization, VI, 1, I 
Specialization chain for a place, VI, 

3, 10 
Specialization of a place, VI, 3, 7 
Specializa tion of a point (affine case), 

VI, 5bis, 23 
Specialization of a point (projective 

case), VII, 4, 170 
Specialization ring, VI, I, 2 
Standard decomposition of a complete 

ideal, App. 5, 382 
Strictly complete linear system, App. 

4, 358 
Strictly homogeneous coordinates, 

VII, 4, 168 
Substitution of power series, VII, I, 

135 
Superficial element, VIII, 8, 285 
System of integrity (homogeneous), 

VII, 9, 210 
System of integrity (normal). VII 9, 

213 
System of integrity (power series 

case), VII, 9, 216 
System of parameters, VIII, 9, 292 
System of parameters (regular), 

VIII, 11, 301 
Syzygies (chain of), VII, 13, 237 
Syzygies (module of), VII, 13,237 

Topological module, or ring, VIII, 2, 
251 

Topology of K", VII, 3, 161 
Topology «a,,)-topology), VIII, 5, 

270 
Topology (m-adic), VIII, 2, 253 
Transform of an ideal (under a quad

ratic transformation), App. 5, 367 
Trivial place, VI, 2; 5 
Trivial valuation, VI, 8, 32 

Universal domain, VI, 5bis, 22 
Unmixed ideal, VII, 7, 196 
Un ramified prime ideal (under ground 

field extension), VII, II, 226 

Valuation, VI, 8, 32 
Valuation ideal, App. 3, 340 
Valuation ring, VI, 2, 4, 9, 34 
Value of an element at a place, V I, 2, 

4 
Value group of a valuation, VI, 8, 32 
Variety (algebraic affine), VI, 5his, 

21 
Variety (algebraic projective), VII, 

4, 169 

Weierstrass preparation theorem, 
VII, I, 139 

Zariski ring, VIII, 4, 263 
Zero of an ideal (affine case), VII, 

3, 160 
Zero of an ideal (projective case), 

VII, 4, 169 
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