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PREFACE 

My main purpose in this book is to present a unified treatment 
of that part of measure theory which in recent years has shown 
itself to be most useful for its applications in modern analysis. 
If I have accomplished my purpose, then the book should be 
found usable both as a text for students and as a sour ce of refer­
ence for the more advanced mathematician. 

I have tried to keep to a minimum the amount of new and 
unusual terminology and notation. In the few pI aces where my 
nomenclature differs from that in the existing literature of meas­
ure theory, I was motivated by an attempt to harmonize with 
the usage of other parts of mathematics. There are, for instance, 
sound algebraic reasons for using the terms "lattice" and "ring" 
for certain classes of sets-reasons which are more cogent than 
the similarities that caused Hausdorff to use "ring" and "field." 

The only necessary prerequisite for an intelligent reading of 
the first seven chapters of this book is what is known in the 
Uni ted States as undergraduate algebra and analysis. For the 
convenience of the reader, § 0 is devoted to a detailed listing of 
exactly what knowledge is assumed in the various chapters. The 
beginner should be warned that some of the words and symbols 
in the latter part of § 0 are defined only later, in the first seven 
chapters of the text, and that, accordingly, he should not be dis­
couraged if, on first reading of § 0, he finds that he does not have 
the prerequisites for reading the prerequisites. 

At the end of almost every section there is a set of exercises 
which appear sometimes as questions but more usually as asser­
tions that the reader is invited to prove. These exercises should 
be viewed as corollaries to and sidelights on the results more 
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formally expounded. They constitute an integral part of the 
book; among them appear not only most of the examples and 
counter examples necessary for understanding the theory, but 
also definitions of new concepts and, occasionally, entire theories 
that not long aga were still subjects of research. 

It might appear inconsistent that, in the text, many elementary 
notions are treated in great detail, while,in the exercises,some quite 
refined and profound matters (topological spaces, transfinite num­
bers, Banach spaces, etc.) are assumed to be known. The mate­
rial is arranged, however, so that when a beginning student comes 
to an exercise which uses terms not defined in this book he may 
simply omit it without loss of continuity. The more advanced 
reader, on the other hand, might be pleased at the interplay 
between measure theory and other parts of mathematics which 
it is the purpose of such exercises to exhibit. 

The symbol I is used throughout the entire book in place of 
such phrases as "Q.E.D." or "This completes the proof of the 
theorem" to signal the end of a proof. 

At the end of the book there is a short list of references and a 
bibliography. I make no claims of completeness for these lists. 
Their purpose is sometimes to mention background reading, 
rarely (in cases where the history of the subject is not too well 
known) to give credit for original discoveries, and most often to 
indicate directions for further study. 

A symbol such as u.v, where u is an integer and v is an integer 
or a letter of the alphabet, refers to the (unique) theorem, formula1 

or exercise in section u which bears the label v. 
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§ 0. PREREQUISITES 

The only prerequisite for reading and understanding the first 
seven chapters of this book is a knowledge of elementary algebra 
and analysis. Specifically it is assumed that the reader is familiar 
with the concepts and results listed in (1)-(7) below. 

(1) Mathematical induction, commutativity and associativity 
of algebraic operations, linear combinations, equivalence relations 
and decompositions into equivalence classes. 

(2) Countable sets; the union of countably many countable 
sets is countable. 

(3) Real numbers, elementary metric and topological properties 
of the real line (e.g. the rational numbers are den se, every open 
set is a countable union of disjoint open intervals), the Heine­
Borel theorem. 

(4) The general concept of a function and, in particular, of a 
sequence (i.e. a function whose domain of definition is the set of 
positive integers); sums, products, constant multiples, and abso­
lute values of functions. 

(5) Least upper and greatest lower bounds (called suprema and 
infima) of sets of real numbers and real valued functions; limits, 
superior limits, and inferior limits of sequences of real numbers 
and real valued functions. 

(6) The symbols +00 and -00, and the following algebraic rela­
tions among them and real numbers x: 

(±oo) + (±oo) = x + (±oo) = (±oo) + x = ±oo; 

[
±oo if x > 0, 

x(±oo) = (±oo)x = ° if x = 0, 
=Foo if x < 0; 

(±oo)(±oo) = +00, 

(±00)(=F00) = -00; 

xj(±oo) = 0; 

-00 < x < +00. 
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The phrase extended real number refers to areal number or one 
of the symbols ±oo. 

(7) If x and y are real numbers, 

x U Y = max {x,y} 

x n y = min {x,y} 

!(x + y + 1 x - y I), 

!(x + y - 1 x - y I). 
Similarly, if fand g are real valued functions, then f U g and 
f n gare the functions defined by 

Cf U g)(x) = fex) U g(x) and Cf n g)(x) = fex) n g(x), 

respectively. The supremum and infimum of a sequence {xn } 

of real numbers are denoted by 

respectively. In this notation 

and 

In Chapter VIII the concept of metric space is used, together 
with such related concepts as completeness and separability for 
metric spaces, and uniform continuity of functions on metric 
spaces. In Chapter VIII use is made also of such slightly more 
sophisticated concepts of real analysis as one-sided continuity. 

In the last section of Chapter IX, Tychonoff's theorem on the 
compactness of product spaces is needed (for countably many 
factors each of which is an interval). 

In general, each chapter makes free use of all preceding chap­
ters; the only major exception to this is that Chapter IX is not 
needed for the last three chapters. 

In Chapters X, XI, and XII systematic use is made of many 
of the concepts and results of point set topology and the elements 
of topological group theory. We append below a list of all the 
relevant definitions and theorems. The purpose of this list is not 
to serve as a text on topology, but Ca) to tell the expert exactly 
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which forms of the relevant concepts and results we need, (b) to 
tell the beginner with exactly which concepts and results he should 
familiarize himself before studying the last three chapters, (c) to 
put on record certain, not universally used, terminological con­
ventions, and (d) to serve as an easily available reference for 
things which the reader may wish to recall. 

Topological Spaces 

A topological space is a set X and a dass of subsets of X, called 
the open sets of X, such that the dass contains 0 and X and is 
dosed under the formation of finite intersections and arbitrary 
(i.e. not necessarily finite or countable) unions. A subset E 
of X is called a Go if there exists a sequence {U .. } of open sets 
such that E = n:-l Uno The dass of all GaS is dosed under the 
formation of finite unions and countable intersections. The topo­
logical space Xis discrete if every subset of X is open, or, equiva­
lently, if every one-point subset of X is open. A set E is closed 
if X - Eis open. The dass of dosed sets contains 0 and X and 
is dosed under the formation of finite unions and arbitrary inter­
seetions. The interior, EO, of a subset E of Xis the greatest open 
set contained in E; the c1osure, E, of Eis the least dosed set con­
taining E. Interiors are open sets and dosures are dosed sets; 
if E is open, then EO = E, and, if E is dosed, then E = E. The 
dosure of a set E is the set of all points x such that, for every open 
set U containing x, E n U ~ O. A set E is dense in X if E = X. 
A subset Y of a topological space becomes a topological space 
(a subspace of X) in the relative topology if exactly those subsets 
of Y are called open which may be obtained by intersecting an 
open sub set of X with Y. A neighborhood of a point x in X 
tor of a subset E of X] is an open set containing x tor an open set 
containing E]. A base is a dass B of open sets such that, for 
every x in X and every neighborhood U of x, there exists a set 
B in B such that x e B c U. The topology of the realline is 
determined by the requirement that the dass of all open intervals 
be a base. A subbase is a dass of sets, the dass of all finite inter­
seetions of which is a base. Aspace Xis separable if it has a 
countable base. A subspace of a separable space is separable. 
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An open covering of a subset E of a topological space X is a 
dass K of open sets such that E c U K. If X is separable and 
K is an open covering of a subset E of X, then there exists a 
countable subdass {KI, K2, ••• } of K which is an open covering 
of E. A set E in X is compact if, for every open covering K of E, 
there exists a finite subdass {Kl) "', Kn } of K which is an open 
covering of E. A dass K of sets has the finite intersection prop­
erty if every finite subdass of K has a non empty intersection. 
Aspace X is compact if and only if every dass of closed sets with 
the finite intersection property has a non empty intersection. A 
set E in aspace Xis a-compact if there exists a sequence {Cn } 

of compact sets such that E = U:-l Cn• Aspace X is locally 
compact if every point of X has a neighborhood whose closure is 
compact. A sub set E of a locally compact space is bounded if 
there exists a compact set C such that E c C. The dass of all 
bounded open sets in a locally compact space is a base. A closed 
subset of a bounded set is compact. A subset E of a locally com­
pact space is a-bounded if there exists a sequence {Cn } of compact 
sets such that E c U:-l Cn • To any locally compact but not 
compact topological space X there corresponds a compact space 
X* containing X and exactly one additional point x*; X* is called 
the one-point compactification of X by x*. The open sets of X* 
are the open sub sets of X and the complements (in X*) of the 
dosed compact subsets of X. 

If {Xi: i e I} is a dass of topological spaces, their Cartesian 
product is the set X = X {Xi: i e I} of all functions x defined 
on I and such that, for each i in I, x(i) e Xi. For a fixed io in 
I, let EiD be an open sllbset of Xi., and, for i -,6. io, write Ei = Xi; 
the dass of open sets in Xis determined by the requirement that 
the dass of all sets of the form X {Ei: i e I} be a subbase. If 
the function ~i on Xis defined by ~i(X) = x(i), then t is continuo 
ous. The Cartesian product of any dass of compact spaces is 
compact. 

A topological space is a Hausdorff space if every pair of distinct 
points have disjoint neighborhoods. Two disjoint compact sets 
in a Hausdorff space have disjoint neighborhoods. A compact 
subset of a Hausdorff SDace is closed. If a locallY compact space 
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is a Hausdorff space or a separable space, then so is its one-point 
compactification. Areal valued continuous function on a compact 
set is bounded. 

For any topological space X we denote by s= (or s=(X)) the dass 
of all real valued continuous functions f such that 0 ~ fex) ~ 1 
for all x in X. A Hausdorff space is completely regular if, for 
every point y in X and every dosed set F not containing y, there 
is a functionf in s= such thatf(y) = 0 and, for x in F,f(x) = 1. 
A locally compact Hausdorff space is completely regular. 

Ametrie space is a set X and areal valued function d (calIed 
distance) on X X X, such that d(x,y) ~ 0, d(x,y) = 0 if and only 
if x = y, d(x,y) = d(y,x), and d(x,y) ~ d(x,z) + d(z,y). If E and 
F are non empty subsets of a metric space X, the distance between 
them is defined to be the number d(E,F) = inf {d(x,y): x e E, 
y e F}. If F = {xo} is a one-point set, we write d(E,xo) in pI ace 
of d(E,{xo}). A sphere (with center Xo and radius ro) is a subset 
E of a metric space X such that, for some point Xo and some posi­
tive number ro, E = {x: d(xo,x) < ro}. The topology of a metric 
space is determined by the requirement that the dass of all 
spheres be a base. A metric space is completely regular. A dosed 
set in a metric space is aGa. A metric space is separable if and only 
if it contains a countable dense set. If E is a subset of a metric 
space and fex) = d(E,x), then f is a continuous function and 
E = {x:f(x) = O}. If Xis the realline, or the Cartesian product 
of a finite number of reallines, then Xis a locally compact separa­
ble Hausdorff space; it is even a metric space if for x = (Xl, •• " x n ) 

and y = (Yh "', Yn) the distance d(x,y) is defined to be 
(E:-l (Xi - y,)2)%. A dosed interval in the real line is a com­
pact set. 

A transformation T from a topological space X into a topological 
space Y is continuous if the inverse image of every open set is 
open, or, equivalently, if the inverse image of every dosed set is 
dosed. The transformation T is open if the image of every open 
set is open. If B is a subbase in Y, then a necessary and sufficient 
condition that T be continuous is that r-1(B) be open for every 
B in B. If a continuous transformation T maps X onto Y, and 
if X is compact, then Y is compact. A homeomorphism is a one 
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to one, continuous transformation of X onto Y whose inverse is 
also continuous. 

The sum of a uniformly convergent series of real valued, con­
tinuous functions is continuous. If fand g are real valued con­
tinuous functions, thenf U g andf n gare continuous. 

Topological Groups 

A group is a non empty set X of elements for which an associa­
tive multiplication is defined so that, for any two elements a and 
b of X, the equations ax = band ya = b are solvable. In every 
group X there is a unique identity element c, characterized by 
the fact that cx = xc = x for every x in X. Each element x 
of X has a unique inverse, X-I, characterized by the fact that 
xx-l = X-lX = c. A non empty subset Y of X is a subgroup 
if x-Iy e Y whenever x and y are in Y. If E is any sub set of a 
group X, E-I is the set of all elements of the form X-I, where 
x e E; if E and F are any two subsets of X, EF is the set of all 
elements of the form xy, where xe E and y e F. A non empty 
subset Y of X is a subgroup if and only if Y-IY c Y. If x e X, 
it is customary to write xE and Ex in place of {x}E and E{x} 
respectively; the set xE [or Ex] is called a left translation [or right 
translation] of E. If Y is a subgroup of X, the sets xY and Yx 
are called (left and right) cosets of Y. A subgroup Y of X is 
invariant if x Y = Y x for every x in X. If the product of two 
cosets YI and Y 2 of an invariant subgroup Y is defined to be 
YI Y 2 , then, wi th respect to this notion of multiplication, the dass 
of all cosets is a group 2, called the quotient group of X modulo 
Y and denoted by X/Y. The identity element 2 of 2 is Y. If 
Y is an invariant subgroup of X, and if for every x in X, ?rex) 
is the coset of Y which contains x, then the transformation ?r 

is called the projection from X onto 2. A homomorphism is a 
transformation T from a group X into a group Y such that 
T(xy) = T(x)T(y) for every two elements x and y of X. The 
projection from a group X onto a quotient group 2 is a homo­
morphism. 

A topological group is a group X which is a Hausdorff space 
such that the transformation (from X X X onto X) which sends 
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(x,y) into x-Iy is continuous. A dass N of open sets containing 
c in a topological group is a base at c if (a) for every x different 
from c there exists a set U in N such that x e' U, (b) for any two 
sets U and V in N there exists a set W in N such that W c U n V, 
(c) for any set U in N there exists a set V in N such that 
V-IV c U, (d) for any set U in N and any element x in X, there 
exists a set V in N such that V c xUx-l , and (e) for any set U 
in N and any element x in U there exists a set V in N such that 
Vx c U. The dass of all neighborhoods of c is a base at C; con­
versely if, in any group X, N is a dass of sets satisfying the condi­
tions described above, and if the dass of all translations of sets 
of N is taken for a base, then, wi th respect to the topology so 
defined, X becomes a topological group. A neighborhood V of c 
is symmetrie if V = V-I; the dass of all symmetric neighbor­
hoods of cis a base at c. If N is a base at c and if Fis any dosed 
set in X, then F = n {UF: U eN}. 

The dosure of a subgroup [or of an invariant subgroup] of a 
topological group Xis a subgroup [ar an invariant subgroup] of 
X. If Y is a dosed invariant subgroup of X, and if a subset of 
g = XjY is called open if and only if its inverse image (under 
the projection 11") is open in X, then gis a topological group and 
the transformation 11" from X onto gis open and continuous. 

If C is a compact set and U is an open set in a topological group 
X, and if C c U, then there exists a neighborhood V of c such 
that VCP c U. If C and D are two disjoint compact sets, then 
there exists a neighborhood U of c such that UCU and UDU 
are disjoint. If C and D are any two compact sets, then C-I 

and CD are also compact. 
A sub set E of a topological group X is bounded if, for every 

neighborhood U of c, there exists a finite set {Xl> ••. , xn } (which, 
in case E ~ 0, may be assumed to be a subset of E) such 
that E c U~-l XiU; if X is locally compact, then this definition 
of boundedness agrees with the one applicable in any locally com­
pact space (i.e. the one which requires that the dosure of E be 
compact). If a continuous, real valued function f on X is such 
that the set NU) = {x:f(x) ~ o} is bounded, thenf is uniformly 
continuous in the sense that to every positive number E there 
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corresponds a neighborhood U of e such that Il(x1) - l(x2) I < E 

whenever X1X2 -1 e U. 
A topological group is locally bounded if there exists in it a 

bounded neighborhood of e. To every locally bounded topo­
logical group X, there corresponds a locally compact topological 
group X*, called the completion of X (uniquely determined to 
within an isomorphism), such that Xis a dense subgroup of X*. 
Every closed subgroup and every quotient group of a locally 
compact group is a locally compact group. 



Chapter 1 

SETS AND CLASSES 

§ 1. SET INCLUSION 

Throughout this book, whenever the word set is used, it will 
be interpreted to mean a subset of a given set, which, unless it is 
assigned a different symbol in a special context, will be denoted 
by X. The elements of X will be called points; the set X will 
be referred to as the space, or the whole or entire space, under 
consideration. The purpose of this introductory chapter is to de­
fine the basic concepts of the theory of sets, and to state the 
principal results which will be used constantly in what follows. 

If xis a point of X and E is a subset of X, the notation 

x eE 

means that x belongs to E (i.e. that one of the points of Eis x); 
the negation of this assertion, i.e. the statement that x does not 
belong to E, will be denoted by 

xe' E. 

Thus, for example, for every point x of X, we have 

x eX, 

and for no point x of X do we have 

xe' X. 

If E and F are sub sets of X, the notation 

E c F or F:::> E 
9 
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means that E is a subset of F, i.e. that every point of E belongs 
to F. In particular therefore 

EeE 

for every set E. Two sets E and F are called equal if and only 
if they contain exactly the same points, or, equivalently, if and 
only if 

E e Fand Fe E. 

This seemingly innocuous definition has as a consequence the 
important principle that the only way to prove that two sets are 
equal is to show, in two steps, that every point of either set be­
longs also to the other. 

It makes for tremendous simplification in language and nota­
tion to admit into the dass of sets a set containing no points, which 
we shall call the empty set and denote by O. For every set E 
we have 

Oe E e X; 

for every point x we have 

xe' O. 

In addition to sets of points we shall have frequent occasion to 
consider also sets of sets. If, for instance, X is the real line, then 
an interval is a set, i.e. a subset of X, but the set of all intervals 
is a set of sets. To help keep the notions dear, we shall always 
use the word c1ass for a set of sets. The same notations and 
terminology will be used for dasses as for sets. Thus, for instance, 
if E is a set and E is a dass of sets, then 

EeE 

means that the set E belongs to (is a member of, is an element of) 
the dass E; if E and F are dasses, then 

EeF 

means that every set of E belongs also to F, i.e. that E is a sub~ 
dass of F. 

On very rare occasions we shall also have to consider sets of 
classes, for which we shall always use the word collection. If, 
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for instance, X is the Eudidean plane and Eil is the dass of all 
intervals on the horizontalline at distance y from the origin, then 
each E2I is a dass and the set of all these dasses is a collectiono 

(1) The relation C between sets is always reflexive and transitive; it is sym­
metrie if and only if Xis empty. 

(2) Let X be the class of all subsets of X, including of course the empty set 0 
and the whole spaee X; let x be a point of X, let E be a subset of X (i.e. a member 
of X), and let E be a class of subsets of X (i.e. a subclass of X). If u and v vary 
independently over the five symbols x, E, X, E, X, then some of the fifty rela­
tions of the forms 

uev or uCv 

are neeessarily true, some are possibly true, some are neeessarily false, and some 
are meaningless. In partieular u e v is meaningless unless the right term is a 
subset of aspace of whieh the left term is a point, and u C v is meaningless 
unless u and v are both subsets of the same spaee. 

§ 2. UNIONS AND INTERSECTIONS 

If E is any dass of subsets of X, the set of all those points of 
X which belong to at least one set of the dass E is called the 
union of the sets of E; it will be denoted by 

U E or U {E: E e E} 0 

The last written symbol is an application of an important and 
frequently used principle of notation. If we are given any set of 
objects denoted by the generic symbol x, and if, for each x, 1I"(x) 
is a proposition concerning x, then the symbol 

{x:1I"(x)} 

denotes the set of those points x for which the proposition 1I"(x) 
is trueo If {1I"n(X)} is a sequence of propositions concernmg x, 
the symbol 

{x: 1I"1(X), 11"2 (x) , ooo} 

denotes the set of those points x for which 1I"n(x) is true for every 
n = 1, 2, ···0 If, more generally, to every element 'Y of a certain 
index set r there corresponds a proposition 1I"'Y(x) concerning x, 
then we shall denote the set of all those points x for which the 
proposition 1I"'Y(x) is true for every 'Y in r by 

{x: 1I"'Y(x), 'Y e r}o 
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Thus, for instance, 

and 
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{x: x e E} = E 

{E: E e E} = E. 

For more illuminating examples we consider the sets 

{t:O~t~l} 

(= the dosed unit interval), 

{(x,y): x2 + y2 = 1) 

(= the circumference of the unit cirde in the plane), and 

{n 2 : n = 1, 2, ... } 

[SEc.2} 

(= the set of those positive integers which are squares). In ac­
cordance with this notation, the upper and lower bounds (supre­
mum and infimum) of a set E of real numbers are denoted by 

sup {x: xe E} and inf {x: xe E} 

respectively. 
In general the brace { ... } notation will be reserved for the 

formation of sets. Thus, for instance, if x and y are points, then 
{ x ,y} denotes the set w hose onl y elements are x and y. It is 
important logically to distinguish between the point x and the 
set {x} whose only element is x, and similarly to distinguish 
between the set E and the dass {E} whose only element is E. 
The empty set 0, for example, contains no points, but the dass 
{O} contains exactly one set, namely the empty set. 

For the union of special dasses of sets various special notations 
are used. If, for instance, 

E = {Eh E2 l 
then 

U E = U {Ei: i = 1, 2} 
is denoted by 

if, more generally, 
E = {EI, "', En } 
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is a finite dass of sets, then 

UE = U {Ei: i = 1, .. ·,n} 
is denoted by 

EI U .. , U E.. or U:-I Ei. 

If, similarly, {En } is an infinite sequence of sets, then the union 
of the terms of this sequence is denoted by 

EI U E2 U ... or U::'IEi • 

More generally, if to every element -y of a certain index set r 
there corresponds a set E", then the union of the dass of sets 

{Ey:-yer} 
is denoted by 

U'YerEy or UyEy. 

If the index set r is empty, we shall make the convention that 

UyEy = O. 

The relations of the empty set 0 and the whole space X to 
the formation of unions are given by the identities 

E U 0 = E and E U X = X. 

More generally it is true that 

EcF 
if and only if 

EU F = F. 

If E is any dass of subsets of X, the set of all those points of 
X which belong to every set of the dass E is called the interseetion 
of the sets of E; it will be denoted by 

n E or n {E: E e E} . 

Symbols similar to those used for unions are used, but with the 
symbol U replaced by n, for the intersections of two sets, of a 
finite or countably infinite sequence of sets, or of the terms of 
any indexed dass of sets. If the index set r is empty, we shall 
make the somewhat startling convention that 

nn r Ey = X. 
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There are several heuristic motivations for this convention. One 
of them is that if Tl and T2 are two (non empty) index sets for 
which Tl C T 2, then clearly 

and that therefore to the smallest possible r, i.e. the empty one, 
we should make correspond the largest possible intersection. 
Another motivation is the identity 

valid for all non empty index sets Tl and T 2 • If we insist that this 
identity remain valid for arbitrary Tl and T 2, then we are com­
mitted to believing that, for every r, 

writing E"( = X for every 'Y in r, we conclude that 

n-yeo E"( = X. 

Union and intersection are sometimes called join and meet, 
respectively. As a mnemonic device for distinguishing between 
U and n (which, by the way, are usually read as cup and cap, 
respectively), it may be remarked that the symbol U is similar 
to the initial letter of the word "union" and the symbol n is 
similar to the initial letter of the word "meet." 

The relations of 0 and X to the formation of intersections are 
given by the identities 

E n 0 = 0 and E n X = E. 

More generally it is true that 

EcF 
it and only if 

E n F = E. 

Two sets E and F are called disjoint if they have no points in 
common, i.e. if 

E n F = O. 
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A disjoint c1ass is a dass E of sets such that every two distinct 
sets of E are disjoint; in this case we shall refer to the union of the 
sets of E as a disjoint union. 

We condude this section with the introduction of the useful 
concept of characteristic function. If E is any subset of X, the 
function XE, defined for all x in X by the relations 

if xe E, 
if x e' E, XE(X) = {~ 

is called the characteristic function of the set E. The correspond­
ence between sets and their characteristic functions is one to one, 
and all properties of sets and set operations may be expressed 
by means of characteristic functions. As one more relevant illus­
tration of the brace notation, we mention 

E = {x: XE(X) = 1}. 

(1) The formation of unions is commutative and associative, i.e. 

E U F = F U E and E U (F U G) = (E U F) U G; 

the same is true for the formation of intersections. 
(2) Each of the two operations, the formation of unions and the formation 

of intersections, is distributive with respect to the other, i.e. 

and 
E n (F U G) = (E n F) U (E n G) 

E U (F n G) = (E U F) n (E U G). 

More generally the following extended distributive Iaws are valid: 

F n U IE: EeE} = U IE n F: EeE} 
and 

FUn IE:EeE} = nIE U F:EeE}. 

(3) Does the dass of all subsets of X form a group with respect to either oE 
the operations U and n? 

(4) Xo(x) "" 0, Xx (x) "" 1. The relation 

XB(X) ;:;; XF(X) 

is valid for all x in X if and only if E c F. If E n F = A and E U F = B, 
then 

XA = XEXF = XE n XF and XB = XB + XF - XA = XB U XF· 

(5) Do the identities in (4), expressing XA and XB in terms of XB and XF, 
have generalizations to finite, countably infinite, and arbitrary unions and 
intersections? 
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§ 3. LIMITS, COMPLEMENTS, AND DIFFERENCES 

If {En } is a sequence of subsets of X, the set E* of all those 
points of X which belang to En for infinitely many values of n 
is called the superior limit of the sequence and is denoted by 

E* = lim supn En• 

The set E* of all those points of X which belong to En for all but 
a finite number of values of n is called the inferior limit of the 
sequence and is denoted by 

E* = lim infn En• 

If it so happens that 
E* = E*, 

we shall use the notation 

limn En 

for this set. If the sequence is such that 

En c En+h for n = 1, 2, ... , 

it is called increasing; if 

En :::) En+h for n = 1, 2, ... , 

it is called decreasing. Both increasing and decreasing sequences 
will be referred to as monotone. It is easy to verify that if {En } 

is a monotone sequence, then limn En exists and is equal to 

UnEn or nnEn 

according as the sequence is increasing or decreasing. 
The complement of a subset E of X is the set of all those 

points of X which do not belong to E; it will be denoted by E'. 
The operation of forming complements satisfies the following 
algebraic identities: 

E n E' = 0, E U E' = X, 

0' = X, (E')' = E, X' = 0, and 

if E c F, then E':::) F'. 
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The formation of complements also bears an interesting and very 
important relation to unions and intersections, expressed by the 
identities 

(U {E: E e E})' = n {E': E e E} , 

(n {E: E eE})' = U {E': E eE}. 

In words: the complement of the union of a dass of sets is the 
intersection of their complements, and the complement of their 
intersection is the union of their complements. This fact, together 
with the elementary formulas relating to complements, proves the 
important principle of duality: 

any valid identity among sets, obtained by forming unions, 
intersections, and complements, remains valid if in it the 
symbols 

n, c, and 0 

are interchanged with 

U,::>, and X 

respectively (and equality and complementation are left 
unchanged). 

If E and F are subsets of X, the difference between E and F, 
in symbols 

E -F, 

is the set of all those points of E which do not belong to F. Since 

X - F = F', 
and, more generally, 

E - F = E n F', 

the difference E - Fis frequently called the relative complement 
of F in E. The operation of forming differences, similarly to the 
operation of forming complements, interchanges U with n and 
c with ::>, so that, for instance, 

E - (F U G) = (E - F) n CE - G). 

The difference E - F is called proper if E ::> F. 



18 SETS AND CLASSES [SEC. 3) 

As the final and frequently very important operation on sets 
we introduce the symmetrie differenee of two sets E and F, 
denoted by 

E.:l F, 
and defined by 

E .:l F = (E - F) U (F - E) = (E n F') U (E' n F). 

The formation of limits, complements, and differences of sets 
requires a bit of pr ac ti ce for ease in manipulation. The reader 
is accordingly advised to carry through the proofs of the most 
important properties of these processes, listed in the exercises 
that follow. 

(1) Another heuristic motivation of the convention 

n,.."oE,.. = X 

is the desire to have the identity 

n,.. er E,.. = (U,.. er E,..')', 

which is valid for all non empty index sets r, remain valid for r = O. 
(2) If E* = lim inf" E" and E* = lim supn E n , then 

E* = U:'-l n:-nEm c n:-l U:-n Ern = E*. 

(3) The superior limit, inferior limit, and limit (if it exists) of a sequence of 
~ets are unaltered if a finite number of the terms of the sequence are changed. 

(4) If E" = A or B according as n is even or odd, then 

!im inf1l E1I = A n Band lim sup .. En = A U B. 

(5) If \En } is a disjoint sequence, then 

lim .. E .. = O. 

(6) If E. = !im inf .. E n and E· = !im sup .. E", then 

(E.), = !im sup .. E,,' and (E*)' = lim inf" E n '. 

More generally, 

F - E* = lim sup .. (F - E n) and F - E* = !im inf" (F - E,,). 

(7) E - F = E - (E n F) = (E U F) - P, 

E n (F - G) = (E n F) - (E n G), CE U F) - G = (E - G) U (F - G). 

(8) (E - G) n (F - G) = (E n F) - G, 

(E - F) - G = E - (F U GI, E - CF - G) = CE - F) U (E n G), 

(E - F) n CG - H) = CE n G) - (F U H). 
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(9) E A F = FA E, E A (F A G) = (E A F) A G, 

E n (F AG) = (E n F) A (E n G), 

EAO = E, EAX = E', 

EAE = 0, EAE' = X, 

E A F = (E U F) - (E n F). 

19 

(10) Does the dass of all subsets of X form a group with respect to the opera­
tion .::l? 

(11) If E* = !im inf,. E,. and E* = lim sup,. E,., then 

XE.(X) = lim infnXEn(x) and XE. (X) = lim SUP,.XEn(X). 

(The expressions on the right sides of these equations refer, of course, to the 
usual numerical concepts of superior limit and inferior limit.) 

(12) XE' = 1 - XE, XE-F = XB(1 - xr), 

XEl!.F = I XB - XF I == XB + XF (mocl2). 

(13) If {E,.} is a sequence of sets, write 

Dl = EI, D2 = D1 A E2, Da = D2 A Es, 

and, in general, 

D"+l = D,.AE"+l for n = 1,2, .... 

The limit of the sequence {Dn } exists if and only if lim,. En = O. If the opera­
tion A is thought of as addition (cf. (12», then this result has the following 
verbal phrasing: an infinite series of sets converges if and only if its terms ap­
proach zero. 

§ 4. RINGS AND ALGEBRAS 

A ring (or Boolean ring) of sets is a non empty dass R of sets 
such that if 

E eR and FeR, 
then 

E U Fe Rand E - F eR. 

In other words a ring is a non empty dass of sets which is dosed 
under the formation of unions and differences. 

The empty set belongs to every ring R, for if 

E eR, 
then 

O=E-EeR. 
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Since 
E - F = CE U F) - F, 

it follows that a non empty dass of sets dosed under the formation 
of unions and proper differences is a ring. Since 

E !!. F = (E - F) U (F - E) 
and 

E n F = (E U F) - (E!!. F), 

it follows that a ring is dosed under the formation of symmetrie 
differenees and interseetions. An applieation of mathematical 
induction and the assoeiative laws for unions and interseetions 
shows that if R is a ring and 

Ei eR, t = 1, "', n, 
then 

Two extreme but useful examples of rings are the dass {o} 
containing the empty set only, and the dass of all subsets of X. 
Another example, for an arbitrary set X, is the dass of all finite 
sets. A more illuminating example is the following. Let 

X = {x: -00 < x < +oo} 

be the real line, and let R be the dass of all finite unions of 
bounded, left dosed, and right open intervals, i.e. the dass of 
all sets of the form 

Union and interseetion are treated unsymmetrieally in the 
definition of rings. While, for instanee, it is true that a ring is 
closed under the formation of intersections, it is not true that a 
dass of sets dosed under the formation of interseetions and dif­
ferenees is neeessarily dosed also under the formation of unions. 
If, however, a non empty dass of sets is dosed under the formation 
of interseetions, proper differenees, and disjoint unions, then it 
15 a nng. (Proof: 

E U F = [E - (E n F)] U [F - (E n F)] U (E n F).) 
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It is easily possible to give adefinition of rings whieh is more 

nearly symmetrie in its treatment of union and interseetion: a 
ring may be defined as a non empty dass of sets dosed under the 
formation of interseetions and symmetrie differenees. The proof 
of this statement is in the identities: 

E U F = CE ~ F) ~ (E n F), E - F = E ~ CE n F). 

If in this form of the definition we replaee intersection by union 
we obtain a true statement: a non empty dass of sets dosed under 
the formation of unions and symmetrie differenees is a ring. 

An algebra (or Boolean algebra) of sets is a non empty dass 
R of sets such that 

Ca) if E eR and F eR, then E U Fe R, and 
(h) if E e R, then E' e R. 

Since 
E - F = E n F' = (E' U F)" 

it follows that every algebra is a ring. The relation hetween the 
general concept of ring and the more special eoneept of algebra is 
simple: an algebra may be eharaeterized as a ring containing X. 
Since 

E' = X - E, 

it is dear that every such rIng IS an algebra; if, conversely, R 
is an algebra and 

EeR 

ewe recall that R is non empty), then 

X = E U E' eR. 

(1) The following dasses of sets are ex am pies of rings and algebras. 
(la) Xis n-dimensional Eudidean space; E is the dass of all finite unions of 

semiclosed "intervals" of the form 

{(Xl, "', Xn ): -00 < Qi ~ Xi < Oi < 00, i = 1, "', n}. 

(lb) X is an uncountable set; Eis the dass of all countable subsets of X. 
(tc) X is an uncountable set; E is the dass of all sets which either are count­

able or have countable complements. 
(2) Which topological spaces have the property that the dass E of open sets 

is a ring? 
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(3) The intersection of any collection of rings or algebras is again a ring or an 
algebra, respectively. 

(4) If R is a ring of sets and if we define, for E and F in R, 

then, with respect to the operations of "addition" (EIl) and "multiplication" 
(0), the system R is a ring in the algebraic sense of the word. Algebraic rings, 
such as this one, in which every element is idempotent (i.e. E 0 E = E for 
every E in R) are also called Boolean rings. The existence of a very elose rela­
tion between Boolean rings of sets and Boolean rings in general is the main 
justification of the ring terminology in the set theoretic case. 

(5) If R is a ring of sets and if A is the elass of all those sets E for which 

either E eR or else E' eR, 

then A is an algebra. 

(6) A semiring is a non empty elass P of sets such that 

(6a) if E e P and Fe P, then E n Fe P, and 
(6b) if E e P and Fe P and E C F, then there is a finite elass {Co, CI, ... , cnl 

of sets in P such that E = Co C Cl c· .. C Cn = Fand D; = Ci -
Ci_lePfori= 1, ···,n. 

The empty set belongs to every semiring. If X is any set, then the dass P 
consisting of the empty set and all one-point sets (i.e. sets of the form {xl with 
x e X) is a semiring. If Xis the realline, the dass of all bounded, left dosed, and 
right open intervals is a semiring. 

§ 5. GENERATED RINGS AND (T-RINGS 

Theorem A. 1] E is any dass 0] sets, then there exists a 
unique ring Ro such that Ro :J E and such that if R tS any 
other ring containing Ethen Ro C R. 

The ring R o, the smallest ring containing E, is called the ring 
generated by E; it will be denoted by R(E). 

Proof. Since the dass of all subsets of X is a ring, it is dear 
that at least one ring containing E always exists. Since more­
over (cf. 4.3) the intersection of any collection of rings is also a 
ring, the intersection of all rings containing E is easily seen to be 
the desired ring R o• I 

Theorem B. 1] Eis any dass 0] sets, then every set in R(E) 
may be covered by a finite union of sets in E. 
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Proof. The dass of all sets which may be covered by a finite 
union of sets in E is a ring; since this ring contains E, it also con­
tains R(E). I 

Theorem C. Ij Eis a countable dass oj sets, then R(E) is 
countable. 

Proof. For any dass C of sets, we write C* for the dass of all 
finite unions of differences of sets of C. It is dear that if C is 
countable, then so is C*, and if 

Oe C, 
then 

Ce C*. 

To prove the theorem we assurne, as we may without any loss 
of generality> that 

Oe E, 
and we write 

It is dear that 

and that the dass 
U:-oEn 

is countable; we shall complete the proof by showing that U:=o En 

is a rmg. Since 

E = Eo C EI C E2 C· .. , 

it follows that if A and Bare any two sets in U:-o En , then there 
exists a positive integer n such that both A and B belong to En • 

We have 

and, since 

it follows also that 

A U B = (A - 0) U (R - 0) e E"+l' 
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We have proved therefore that both A - Band A U B belong 
to U:=o E n , i.e. that U:=o E n is indeed dosed under the forma­
tion of unions and differences. I 

Au-ring is a non empty dass S of sets such that 

(a) if E E: Sand F E: S, then E - FE: S, and 
(b) if E. E: S, i = 1, 2, "', then U;:'l Ei E: S. 

Equivalently au-ring is a ring dosed under the formation of 
countable unions. lf S is au-ring and if 

Ei E: S, i = 1, 2, 

then the identity 

shows that 
n;:'l Ei E: S, 

i.e. that au-ring is dosed under the formation of countable inter~ 
sections. It follows also (cf. 3.2) that if S is au-ring and 

Ei E: S, i = 1, 2, " " 

then both !im infi Ei and !im SUPi Ei belong to S. 
Since the truth and proof of Theorem A remain unaltered if 

we replace "ring" by "u-ring" throughout, we may define the 
u-ring SeE) generated by any dass E of sets as the smallest 
u-ring con taining E. 

Theorem D. IjE is any class 01 sets and Eis any set in S = 
SeE), then there exists a countabte subclass D 01 E such that 
E E: S(D). 

Proof. The union of all those u-subrings of S which are 
generated by some countable subdass of E is au-ring containing 
E and contained in S; it is therefore identical with S. I 

For every dass E of subsets of X and every fixed sub set A 
of X, we shall denote by 

EnA 

the dass of all sets of the form E n A with Ein E. 
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Theorem E. 11 E is any class 01 sets and ij A is any subset 
of X, then 

SeE) n A = SeE n A). 

Proof. Denote by C the dass of all sets of the form B U 
(C - A), where 

B E SeE n A) and C E S(E); 

it is easy to verify that C is a q-ring. If E E E, then the relation 

E = (E n A) U (E - A), 
together wi th 

E n A E E n A c SeE n A), 

shows that E E C, and therefore that 

E c C. 
It follows that 

SeE) ce 
and therefore that 

SeE) n Ace n A. 

Since, however, it is obvious that 

C n A = SeE n A), 
it follows that 

SeE) n A c SeE n A). 

The reverse inequality, 

SeE n A) c SeE) n A, 

follows from the facts that SeE) n A is a q-ring and 

E n A c SeE) n A. I 

(1) For eaeh of the following examptes, what is the ring genera ted by the 
dass E of sets there deseri bed? 

(la} For a fixed subset E of X, E = I EI is the dass eontaining E onty. 
(1 b} For a fixed subset E of X, Eis the dass of all sets of whieh E is a subset, 

i.e. E = IF: E CF}. 
(le) E is the dass of all sets whieh eontain exaetly two points. 
(2) A lattice (of sets) is a dass L such that 0 e Land such that if E e Land 

FeL, then E U FeL and E n FeL. Let P = P(L) be the dass of all sets 
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of the form F - E, where E e L, Fe L, and E C F; then P js a semiring; 
(cf. 4.6). (Hint: if 

D; = Fi - Ei, i = 1, 2 

are representations of two sets of P as proper differences of sets of L, and if 
D1 :::J D2, then for 

or, alternatively, for 

we have F2 - E 2 C ce F1 - EI.) Is Pa ring? 
(3) Let P be a semiring and let R be the dass of all sets of the form U~~ I Ei, 

where {EI, "', E n } is an arbitrary finite, disjoint dass of sets in P. 
(3a) R is dosed unde, the formation of finite intersectiom and disjoint 

UnIons. 
(3b) If E e P, Fe P, and E C F, then F - E e R. 
(3e) If E e P, Fe R, and E C F, then F - E e R. 
(3d) If E e R, Fe R, and E C F, then F - E eR. 
(3e) R = R(P). It follows in partieular that a semiring whieh is dosed under 

the formation of uniom is a ring. 
(4) The faet that the analog of Theorem A for algebras is true may be seen 

either by replaeing "ring" by "algebra" in its proof or by using 4.5. 
(5) If P is a semiring and R = R(P), then S(R) = S(P). 
(6) Is it true that if a non empty dass of sets is dosed under the formation of 

symmetrie differenees and eountable interseetions, then it is au-ring? 
(7) IfE is a non empty dass of sets, then every set in SeE) may be eovered by 

a eountable union of sets in E; (cf. Theorem B). 
(8) If E is an infinite dass of sets, then E and R(E) have the same eardinal 

number; (ef. Theorem C). 
(9) The following proeedure yields an analog of Theorem C for o-rings; 

(cf. also (8)). If E is any dass of sets eontaining 0, write Ea = E, and, for any 
ordinal a > 0, write, induetively, 

where C* denotes the dass of all eountable unions of differenees of sets of C. 
(9a) IfO < a < ß, then E C Ea C Eß C SeE). 
(9b) If Q is the first uneountable ordinal, then SeE) = U {Ea : a < Q}. 
(ge) If the eardinal number of E is not greater than that of the eontinuum, 

then the same is true of the eardinal number of SeE). 
(10) What are the analogs of Theorems D and E for rings instead of u-rings? 

§ 6. MONOTONE CLASSES 

It is impossible to give a constructive process for obt:tining the 
u-ring generated by a dass of sets. By studying, however, 
another type of dass, less restricted than au-ring, it is possible 
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to obtain a technically very helpful theorem concernmg the 
structure of genera ted q-rings. 

A non empty dass M of sets is monotone if, for every monotone 
sequence {En } of sets in M, we have 

limn E n e M. 

Since it is true for monotone dasses Gust as for rings and 
q-rings) that the dass of all subsets of X is a monotone dass, 
and that the intersection of any collection of monotone dasses 
is a monotone dass, we may define the monotone dass M(E) 
generated by any dass E of sets as the smallest monotone dass 
containing E. 

Theorem A. A q-ring is a monotone dass; a monotone ring 
is a q-ring. 

Proof. The first assertion is obvious. To prove the second 
assertion we must show that a monotone ring is dosed under 
the formation of countable unions. If M is a monotone ring 
and if 

Ei e M, i = 1, 2, .", 

then, since M is a ring, 

U~-l Ei e M, n = 1,2, .... 

Since {U~=l Ei} is an incre"asing sequence of sets whose union is 
U::'l Ei, the fact that M is a monotone dass implies that 

U;"l Ei e M. I 

Theorem B. 11 R is a ring, then M(R) = S(R). Hence 
if a monotone dass contains a ring R, then it contains S(R). 

Proof. Since a q-ring is a monotone dass and since S(R) :::> 
R, it follows that 

S(R) :::> M = M(R). 

The proof will be completed by showing that M is a q-ring; it 
will then follow, since M(R) :::> R, that M(R) :::> S(R). 

For any set Flet K(F) be the dass of all those sets E for which 
E - F, F - E, and E U F are aU in M. We observe that, 
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beeause of the symmetrie roles of E and F in the defini tion of 
K(F), the relations 

E e K(F) and F e K(E) 

are equivalent. If {En } is a monotone sequenee of sets in K(F), 
then 

lim n En - F = limn (En - F) e M, 

F - limn En = limn (F - En ) e M, 

F U limn E n = limn (F U En ) e M, 

so that if K(F) is not empty, then it is a monotone dass. 
If E eR and F eR, then, by the definition of a ring, E e K(F). 

Sinee this is true for every E in R, it follows that R c K(F), 
and therefore, sinee M is the smallest monotone dass eontaining 
R, that 

Me K(F). 

Henee if E e M and Fe R, then E e K(F), and therefore Fe K(E). 
Sinee this is true for every F in R, it follows as before that 

Me K(E). 

The validity of this relation for every E in M is equivalent to the 
assertion that M is a ring; the desired eondusion follows from 
Theorem A. I 

This theorem does not tell us, given a ring R, how to eonstruet 
the genera ted O'-ring. It does tell us that, instead of studying 
the O'-ring generated by R, it is suffieient to study the monotone 
dass generated by R. In many applieations that is quite easy 
to do. 

(1) Is Theorem B true for semirings instead of rings? 
(2) A dass N of sets is normal if it is dosed under the formation of countable 

decreasing intersections and countable disjoint unions. Au-ring is anormal 
dass; a normal ring is au-ring. 

(3) If the smallest normal dass containing a dass E is denoted by N(E), 
then, for every semiring P, N(P) = S(P). 

(4) If a (T-algebra of sets is defined as a non empty dass of sets dosed under 
the formation of complements and countable unions, then au-algebra is a 
u-ring containing X. If R is an algebra, then M(R) coincides with the smallest 
u-algebra containing R. Is this result true if R is a ring? 
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(5) For each of the following examples what is the u-algebra, the u-ring, 
and the monotone dass genera ted by the dass E of sets there described? 

(Sa) Let X be any set and let P be any permutation of the points of X, i.e. 
I' is a one to one transformation of X onto itself. A subset E of X is invariant 
under P if, whenever xe E, then P(x) e E and P-l(X) e E. Let E be the dass 
of all invariant sets. 

(Sb) Let X and Y be any two sets and let T be any (not necessarily one to 
one) transformation defined on X and taking X into Y. For every subset E 
of Y denote by T-l(E) the set of all points x in X for which T(x) e E. Let E 
be the dass of all sets of the form T-l(E), where Evaries over all subsets of Y. 

(Sc) X is a topological space; E is the dass of all sets of the first category. 
(Sd) X is three dimensional Euclidean space. Let a subset E of X be called 

a cylinder if whenever (x,y,z) e E, then (x,y,z) e E for every real number z. 
Let E be the dass of all cylinders. 

(Se) Xis the Eudidean plane; E is the dass of all sets which may be covered 
hy countably many horizontallines. 



Chapter 11 

MEASURES AND OUTER MEASURES 

§ 7. MEASURE ON RINGS 

A set function is a function whose domain of deflni ti on is a 
dass of sets. An extended real valued set function p, defined on a 
dass E of sets is additive if, whenever 

E E E, FEE, E U FEE, and E n F = 0, 

then 
p,(E U F) = p,(E) + p,(F). 

An extended real valued set function p, defined on a dass E is 
finitely additive if, for every finite, disjoint dass {Eb ... , En } 

of sets in E whose union is also in E, we have 

An extended real valued set function p, defined on a dass E is 
countably additive if, for every disjoint sequence {En l of sets in 
E whose union is also in E, we have 

A measure is an extended real valued, non negative, and countably 
additive set function p" defined on a ring R, and such that p,(0) = O. 

We observe that, in view of the identity, 

U~=l Ei = EI U ... U E n U 0 U 0 U· .. , 

a measure is always finitely additive. A rather trivial example 
of a measure may be obtained as follows. Let f be an extended 

30 
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real valued, non negative function of the points of a set X. Let 
the ring R consist of all finite sub sets of X; define p. by 

P.({Xh "', xn }) = L.i-d(Xi) and p.(O) = O. 

Less trivial examples will be presented in the following sections. 
If p. is a measure on a ring R, a set E in R is said to have finite 

measure if p.(E) < 00; the measure of E is er-finite if there exists 
a sequence {En } of sets in R such that 

E c U:-l En and p.(En ) < 00, n = 1, 2, ...• 

If the measure of every set E in R is finite [or u-finite], the measure 
p. is called finite [orer-finite] on R. If Xe R (i.e. if R is an algebra) 
and p.(X) is finite or u-finite, then p. is called totally finite or 
totallyer-finite respectively. The measure p. is called complete 
if the conditions 

E eR, FeE, and p.(E) = 0 

imply that F eR. 

(1) If /J. is an extended real valued, non negative, and additive set function 
defined on a ring Rand such that /J.(E) < 00 for at least one E in R, then /J.(O) = O. 

(2) If E is a non empty dass of sets and /J. is a measure on R(E) such that 
/J.(E) < 00 whenever E e E, then /J. is finite on R(E); cf. 5.B. 

(3) If /J. is a measure on au-ring, then the dass of all sets of finite measure 
is a ring and the dass of all sets of u-finite measure is au-ring. If, in addition, 
/J. is u-finite, then a necessary and sufficient condition that the dass of all sets 
of finite measure be au-ring is that /J. be finite. Is the latter statement true if 
/J. is not q-finite? 

(4) Suppose that /J. is a measure on au-ring Sand that E is a set in S of 
q-finite measure. If D is a disjoint dass of sets in S, then /J.(E n D) ~ 0 for 
at most countably many sets D in D. (Hint: assume first that /J.(E) < 00; for 
each positive integer n consider the dass 

(5) If /J. is an extended real valued, non negative, and additive set function 
defined on a ring Rand such that /J.(O) = 0, then /J. is finitely additive. The proof 
of the same statement for a semiring Pis not trivial; it may be achieved by the 
following considerations. A finite, disjoint dass {EI, "', E,,} of sets in P 
whose union, E, is also in Pis called a partition of E. The partition {Ei} is called 
a tJ.-PA11ition if, for every F in P, 

/J.(E n F) = Ef.t/J.(E. n F). 



32 MEASURES AND OUTER MEASURES [SEC. 8] 

If {E,} and {Fi} are partitions of E, then {E,} is called a subpartition of {Fi } 
if each set Ei is contained in one of the sets Fi' 

(Sa) If {Ei} and {Fi} are partitions of E, then so is their product, consisting 
of all sets of the form Ei n Fi . 

(Sb) If a subpartition of a partition {Ei} is a J,L-partition, then {E;} is a 
J,L-partition. 

(Sc) The product of two J,L-partitions is a J,L-partition. 
(Sd) If E = Co C Cl C···C Cn = F, where C,eP,; = 0,1, "', n, and if 

then {E, D l , "', Dn } is a J,L-parti tion of F. 
(Se) Every partition of a set E in P is a J,L-partition. 

§ 8. MEASURE ON INTERVALS 

In order to motivate and illustrate the elementary notions of 
measure theory, we now propose to discuss an important and 
dassical special case. Throughout this section the underlying 
space Xis to be the realline. We shall denote by P the dass of 
all bounded, left dosed, and right open intervals, i.e. the dass of 
all sets of the form 

{x: -<X) < a ~ x < b < oo}; 

we shall denote by R the dass of all finite, disjoint unions of sets 
of P, i.e. the dass of all sets of the form 

U;-l {x: -<X) < ai ~ x < bi < oo}. 

(It is easy to verify that any union of this form may be written 
as a disjoint union of the same form.) 

For simplicity of language we shall always use the expression 
"semiclosed interval" instead of "bounded, left closed, and right 
open interval." The consideration of semiclosed intervals, instead 
of open intervals or closed intervals, is a technical device. If, for 
instanc.e, a, b, c, and d are real numbers, -00 < a < b < c < d 
< 00, then the difference between the open intervals 

{x: a < x < d} and {x: b < x < c} 

is neither an open interval nor a finite union of open intervals, 
and the same negative statement holds for the corresponding 
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dosed intervals. The fact that semidosed intervals are better 
behaved in this respect is what makes them desirable. 

We shall, as usual, write [a,b] for a dosed interval, 

[a,b] = {x: a ~ x ~ b}, 

[a,b) for a semidosed interval, 

[a,b) = {x: a ~ x < b}, 

and (a,b) for an open interval, 

(a,b) = {x:a < x < b}. 

In writing any of these symbols it shall always be understood that 
a ~ b. 

On the dass P of semidosed intervals we define a set function 
J.L by 

J.L([a,b)) = b - a. 

We observe that when a = b, the interval reduces to the empty 
set, so that 

J.L(O) = o. 
We proceed to investigate the relation of the set function J.L to 
some set theoretic notions in P. 

Theorem A. 11 {Eh "', En } is a finite, disjoint dass 01 
sets in P, each contained in a given set Eo in P, then 

~;-l J.L(Ei ) ~ J.L(Eo). 

Proof. We write Ei = [ai,b i ), i = 0, 1, "', n, and, without 
any loss of generality, we assurne that 

I t follows from the assumed properties of {Eh "', E n I that 

ao ~ al ~ b1 ~ ... ;;;:;; an ~ bn ~ bo, 

and therefore 

~;=l p.(Ei) = ~;-l (bi - ai) ~ 

;;;:;; ~;-l (bi - ai) + ~:::11 (ai+l - bi) = 

= bn - al ~ bo - ao = J.L(Eo). I 
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Theorem B. I] a closed intervaf F o, F o = [ao,bo], is con­
tained in the union 0] a finite number 0] bounded, open inter­
vafs, Uh .. " Un, U. = (ai,b i ), i = 1, .. " n, then 

Proof. Let k1 be such that ao f: Uk!' If bh ~ bo, then let k2 

be such that bk ! f: Uk2 ; if bk2 ~ bo, then let k3 be such that bk2 f: Uk3' 

and so on by induction. The process stops with km if bk", > bo• 
There is no loss of generality in assuming that m = n and Uki = U i 

for i = 1, "', n, because this state of affairs may be achieved 
merely by omitting superfluous U/s and changing the notation. 
In other words we may (and do) assurne that 

and, in case n > 1, 

ai+l < bi < bi +1 for z = 1, .. " n - 1; 

it follows that 

Theorem C. I] {Eo, Eh E 2, ... } is a stquence 0] sets in 
P, such that 

then 

Proof. We write Ei = [ai,b i ), i = 0, 1, 2, .... If ao = bo, 
the theorem is trivial; otherwise let E be a positive number such 
that E < bo - ao. If we write, for any positive number 0, 

F o = [ao, bo - E] and 

then 

U· = (a. - ~ b.) i = 1, 2, 
1 1 2i ' t , 

Fo C U;"-l Ui 

and therefore, by the Heine-Borel theorem, there IS a positive 
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integer n such that Fo c U~=l Ui • From Theorem B we obtain 

p,(Eo) - E = (bo - ao) - E < E:-l (bi - ai + ~i) ;;i 

;;i E::'l p,(Ei ) + a. 
Since E and aare arbitrary, the conclusion of the theorem fol­
lows. I 

Theorem D. The set function p, is countably additive on P. 

Proof. If {Ei} is a disjoint sequence of sets in P whose union, 
E, is also in P, then from Theorem A we have 

E~-l p,(Ei ) ~ p,(E) for n = 1,2, .... 

It follows that 
Ei-lP,(Ei ) ~ p,(E); 

an application of Theorem C completes the proof. I 
Theorem E. There exists a unique, finite measure ji. on the 

ring R such that, whenever E e P, ji.(E) = p,(E). 

Proof. We know that every set E in R may be represented as 
a finite, disjoint union of sets in P. Suppose that 

E = U~-l Ei and E = Ui-l Fi 

are two such representations of the same set E. Then, for each 
i = 1, "', n, 

Ei = Ui-l (Ei n Fi ) 

is a representation of the set Ei in P as a finite, disjoint union 01 
sets in P, and therefore, since p, is finitely additive, 

E:-l p,(Ei ) = E:-l Ei-l p,(Ei n F i )· 

Similarly, of course, we have 

E~l p,(Fi ) = Ei-l E:-l p,(Ei n Fi ). 

It follows that, for every E in R, the function ji. is unambiguously 
defined by the equation 

ji.(E) = E:-l p,(Ei), 
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where {Ei) "', En } is a finite, disjoint dass of sets in P whose 
union is E. 

It is dear from its definition that the function jl thus defined 
coincides with p, on P and is finitely additive. Since any function 
satisfying these conditions must in particular be finitely additive 
when the terms of the union to be formed are in P, it is also dear 
that jl is unique. The only non trivial thing left to prove is that 
jl is countably additive. 

Let {Ei} be a disjoint sequence of sets in R whose union, E, 
is also in R; then each Ei is a finite, disjoint union of sets in P, 

Ei = Ui Eii and jl(Ei) = Li P,(Eii)· 

If E e P, then, since the dass of all Eii is countable and disjoint, 
it follows from the countable additivity of p, that 

jl(E) = p,(E) = Li Li P,(Eii) = Li jl(E i ). 

In the general case E is a finite, disjoint union of sets in P, 

E = UkFk, 

and, using the result just obtained, we have 

jl(E) Lk jl(Fk) = Lk Li jl(Ei n Fk) 

Li Lk jl(Ei n Fk) = Li jl(Ei ). I 

In view of Theorem E we shall, as we may without any possi­
bility of confusion, write p,(E) instead of jl(E) even for sets E 
which are in R but not in P. 

(1) In the notation of the proof of Theorem D, let En1 be that term of the 
sequence {Ei} whose left end point is the left end point of E; let En2 be the term 
whose left end point isthe right end point of Enu and so on. It may be shown, 
without using Theorems A, B, and C, that 

U::IE ... eP and p,(Uj'-lE ... ) = Lj'-lP,(E ... ). 

(2) An alternative proof of Theorem D (which does not use Theorems A, B, 
and C) proceeds by arranging the terms of the sequence {Ei} in the order of 
magnitude of their left end points and then applying transfinite induction; 
cf. (1). 

(3) Let g be a finite, increasing, and continuous function of a real variable, 
and write 

p,g([a,b) = g(b) - g(a). 
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Theorems D and E remain true if J.I. is replaced by J.l.g. 
(4) Theorems D and E may be generalized to n-dimensional Euclidean space 

by considering "intervals" of the form 

E = {(Xl, ••• , X n ): ai ~ Xi < bi, i = 1, ... , n}, 

and defining J.I. by 
J.I.(E) = IIf= 1 (bi - ai). 

(5) If J.I. is a countably additive and non negative set function on a semiring 
P, such that J.I.(O) = 0, then there is a unique measure jl on the ring R(P) such 
that, whenever E e P, jl(E) = J.I.(E). If J.I. is [totallyJ finite or u-finite, then so 
is jl; (cf. 5.3 and the proof ofTheorem E). 

§ 9. PROPERTIES OF MEASURES 

An extended real valued set function p, on a dass E is monotone 
if, whenever E e E, FeE, and E c F, then p,(E) ~ p,(F). An 
extended real valued set function p, on a dass E is subtractive 
if, whenever E eE, FeE, E c F, F - E eE, and I p,(E) I < co, 
then 

p,(F - E) = p,(F) - p,(E). 

Theorem A. 1] p, is a measure on a ring R, then p, is mono­
tone and subtractive. 

Proof. If E e R, F e R, and E c F, then F - E e Rand p,(F) = 
p,(E) + p,(F - E). The fact that p, is monotone follows now from 
the fact that it is non negative; the fact that it is subtractive 
follows from the fact that p,(E), if it is finite, may be subtracted 
from both sides of the last written equation. I 

Theorem B. 1] p, is a measure on a ring R, if E e R, and 
if {Ei} is a finite or infinite sequence 0] sets in R such that 
E c Ui Ei, then 

p,(E) ~ Li p,(Ei). 
Proof. We make use of the elementary but important fact 

tha t if {Fi } is any sequence of sets in a ring R, then there exists 
a disjoint sequence {Gi} of sets in R such that 

Gi c Fi and U i Gi = U i Fi• 

(Write Gi = Fi - U {Fj : 1 ~ j < i}.) Applying this result to 
the sequence {E n Ei}, the desired result follows from the count­
able additivity and monotoneness of p,. I 
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Theorem C. 1f /l is a measure on a ring R, if E e R, and if 
{Ei} is a finite or infinite dis joint sequence of sets in R such 
that Ui Ei c E, then 

Li /l(Ei ) ~ /leE). 

Proof. If the sequence {Ed is finite, then Ui Ei eR, and it 
follows that 

The validity of the inequality for an infinite sequence of sets is a 
consequence of its validity for evt;.ry finite subsequence. I 

Theorem D. 1f /l is a measure on a ring Rand if {En } is 
an increasing sequence of sets in Rfor which limn E n eR, then 
/l(limn En) = limn IleEn)' 

Proof. If we write Eo = 0, then 

JL(limn E n ) = JL(U;"..I Ei) = JL(U;"..I (Ei - Ei_I)) =-

= L;-I /l(Ei - Ei-I) = limn L~-I /l(E; - Ei-I) = 

= limn JL(U~-I (Ei - Ei-I)) = limn IleEn). I 
Theorem E; 1f JL is a measure on a ring R, and if {En } is a 

decreasing sequence of sets in R of which at least one has finite 
measure and for wh ich limn E n e R, then JL(limn E n ) = 
limn IleEn). 

Proof. If /l(Em ) < 00, then IleEn) ~ JL(Em ) < 00 for n ~ m, 
and therefore /l(lim n E n ) < 00. I t follows from Theorems A 
and D, and the fact that {Em - En } is an increasing sequence, 
that 

/l(Em ) - JL(limn E n ) = JL(Em - limn En) = 

= JL(limn (Em - En)) = limn JL(Em - E n ) = 

= limn (JL(Em ) - JL(En)) = 

= JL(Em ) - limn JL(En). 

Since /l(Em ) < 00, the proof of the theorem is complete. I 
We shall say that an extended real valued set function JL deo 
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fined on a dass E is continuous from below at a set E (in E) if, 
for every increasing sequence {En } of sets in E for which 
limn E n = E, we have limn M(En ) = M(E). Similarly M is con­
tinuous from above at E if, for every decreasing sequence {En } 

of sets in E for which I M(Em ) I < CX) for at least one value of m 
and for which limn E n = E, we have limn M(En ) = M(E). Theo­
rems D and E assert that if M is a measure, then M is continuous 
from above and from below (at every set in the ring of definition 
of M); the following result goes in the converse direction. 

Theorem F. Let M be a finite, non negative, and additive 
set junction on a ring R. Ij M is either continuous jrom below 
at every E in R, or continuous jrom above at 0, then M is a measure 
on R. 

Proof. We observe first that the additivity of M, together 
with the fact that R is a ring, implies, by mathematical induction, 
that M is finitely additive. Let {En } be a disjoint sequence of 
sets in R, whose union, E, is also in Rand write 

If M is con tinuous from below, then, since {F n} is an increasing 
sequence of sets in R with limn Fn = E, we have 

If M is continuous from above at 0, then, since {Gn } is a decreas­
ing sequence of sets in R with limn Gn = 0, and since M is finite, 
we have 

M(E) = (L::=l M(E i )) + M(Gn ) = 

= limn L::=l M(E.) + limn M(Gn ) = L::'..l M(E i ). I 

(1) Theorems A, B, C, D, and E are true for semirings in pI ace of rings. 
The proofs may be carried out directly or they may be reduced to the correspond­
ing resuIts for rings by means of 8.5. 

(2) If p. is a measure on a ring R, and if E and F are any two sets in R, then 

p.(E) + p.(F) = p.(E U F) + p.(E n F). 
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If E, F, and Gare any three sets in R, then 

J.L(E) + J.L(F) + J.L(G) + J.L(E n F n G) = 

[Sec. 9] 

= J.L(E U F U G) + J.L(E n F) + J.L(F n G) + J.L(G n E). 

These statements may be generalized to any finite union. 
(3) If J.L is a measure on a ring R, and E and F are sets in R, we write E '" F 

whenever J.L(E ~ F) = O. The relation""," is reflexive, symmetrie, and transi­
tive; if E", F, then J.L(E) = J.L(F) = J.L(E n F). Is the dass of all those sets 
Ein R for which E '" 0 a ring? 

(4) Continuing in the notation of (3), we write p(E,F) = J.L(E ~ F). Then 
p(E,F) ~ 0, p(E,F) = p(F,E), and p(E,F) ~ p(E,G) + p(G,F). If EI'" E2 

and FI '" F 2 , then p(EI,F1) = p(E2,F2 ). 

(5) The following generalizations of Theorems D and E are valid. If J..I. is a 
measure on a ring Rand if IEnl is a sequence of sets in R for which 

n ... ,. Ei eR, n = 1,2, ... and lim infn E n = U:=I n;:,. Ei eR, 

then J..I.(lim infn En } ~ lim infn J..I.(En ). If, similarly, 

U;:"EieR, n = 1,2, 

and if J..I.(U;':." Ei) < 00 for at least one value of n, then J..I.(lim sUPn E n ) ~ 
lim sUPn J.L(En ). 

(6) Under the hypotheses of the second part of (5), if 1::= I J.L(En ) < 00, then 
J..I.(lim supn E n ) = O. 

(7) Let X be the set of all rational numbers x for which 0 ~ x ~ 1, and let 
P be the dass of all "semidosed intervals" of the form I x: x e X, a ~ x < bl, 
where 0 ~ a ~ b ~ 1, and a and b are rational. Define J..I. on P by 

J.LClx: a ~ x < bl) = b - a. 

Th~ set function J.L is finitely additive and continuous from above and below 
but it is not countably additive, so that Theorem F is not true for semirings in 
place of rings. 

(8) Let X be the set of all positive integers and let R be the dass of all finite 
sets and their complements. For E in R write J.L(E) = 0 or J..I.(E) = 00 according 
as E is finite or infinite. The set function J.L is continuous from above at 0 but 
it is not countably additive, so that the second half of Theorem F is not true 
if infinite values are admitted. 

(9) Is Theorem E true without the finiteness condition described in its 
statement? 

(10) If J..I. is a measure on the Borel sets of a separable, complete, metric space 
X such that J..I.(X) = 1, then there exists a subset E of X such that E is a count­
able union of compact sets and such thatJ.L(E) = 1. (Hint: let Ixnl be a sequence 

of points dense in X and write Unk for the dosed sphere of radius i with center 

at x n• If 0 < E < 1 and Fmk = U::'= I Unk, let mk be defined inductively as the 
smallest positive integer for which 

J.L(n~=I Fm/) > 1 - E. 

If C = n ... I Fm/, then Cis compact and J..I.(C) ~ 1 - E.) 
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§ 10. OUTER MEASURES 

A non empty dass E of sets is hereditary if, whenever E E E 
and FeE, then FEE. 

A typical example of a hereditary dass is the dass of all sub­
sets of some subset E of X. The part of the algebraic theory of 
hereditary dasses that we shall need is very easy and it is similar 
in every detail to the theories of rings, u-rings, and other dasses 
of sets we have considered. It is, in particular, true that the 
intersection of every collection of hereditary dasses is again a 
hereditary dass, and that, therefore, corresponding to any dass 
of sets, there is a smallest hereditary dass containing it. We 
shall be especially interested in hereditary dasses which are 
u-rings; it is easy to see that a hereditary dass is au-ring if and 
only if it is dosed under the formation of countable unions. If 
E is any dass of sets, we shall denote the hereditary u-ring 
generated by E, i.e. the smallest hereditary u-ring containing E, 
by H(E). The hereditary u-ring generated by Eis, in fact, the 
dass of all sets which can be covered by countably many sets in 
E; ifE is a non empty dass dosed under the formation of countable 
unions (for instance if E is au-ring), then H(E) is the dass of all 
sets which are subsets of some set in E. 

An extended real valued set function J.L * defined on a dass E 
of sets is subadditive if, whenever E E E, FEE, and E U FEE, 
then 

J.L*(E U F) ~ J.L*(E) + J.L*(F). 

An extended real valued set function J.L* on Eis finite1y subadditive 
if, for every finite dass {Eh "', E,..} of sets in E whose union is 
also in E, we have 

An extended real valued set function J.L * on E is countably sub­
additive if, for every sequence {Ei} of sets in E whose union is 
ruso in E, we have 
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An outer measure is an extended real valued, non negative, mono­
tone, and countably sub additive set function p.*, defined on a 
hereditary u-ring H, and such that p.*(O) = O. We observe that 
an outer measure is necessarily finitely subadditive. The same 
terminology concerning [total] finiteness and u-finiteness is used 
for outer measures as for measures. 

Outer measures arise naturally in the attempt to extend meas­
ures from rings to larger classes of sets. The first precise formula­
tion of some of the details is contained in the following statement. 

Theorem A. 1J p. is a measure on a ring Rand ij,Jor every 
Ein H(R), 

p.*(E) = inf 12::=1 p.(En ): E n eR, n = 1, 2, ... ; 

E c U:=1 E n }, 

then p.* is an extension oJ p. to an outer measure on H(R); ij 
p. is [totallyl u-finite, then so is p.*. 

Verbally p.*(E) may be described as the lower bound of sums 
of the type 2::= 1 p.(E,,), where I E n l is a sequence of sets in R 
whose union contains E. The outer measure p.* is called the outer 
rneasure induced by the measure p.. 

Proof. If E eR, then E c E U 0 U 0 U . .. and thereforc 
p.*(E) ~ p.(E) + p.(O) + p.(O) + ... = p.(E). On the other hand 
if E eR, E n eR, n = 1,2, "', and E c U:=1 E n , then, by 9.B, 
p.(E) ~ 2::=1 p.(En ), so that p.(E) ~ p.*(E). This proves that 
p.* is indeed an extension of },l,., i.e. that if E ER, then p.*(E) = 

p.(E); it follows in particular that p.*(O) = O. 
If E eH(R), F eH(R), E c F, and {En } is a sequence of sets 

in R which covers F, then {En } also covers E, and therefore 
p.*(E) ~ p.*(F). 

To prove that p.* is countably subadditive, suppose that E and 
Ei are sets in H(R) such that E c U;=1 Ei; let E be an arbitrary 
positive number, and choose, for each i = 1, 2, "', a sequence 
I Eii } of sets in R such that 
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(The possibility of such a choice follows from the definition of 
p.*(Ei ).) Then, since the sets Ei; form a countable dass of sets 
in R which covers E, 

p.*(E) ~ :E;"..l :Ei-l p.(Ei ;) ~ :E;-l p.*(Ei ) + E. 

The arbitrariness of E implies that 

p.*(E) ~ :E;-l p.*(Ei). 

Suppose, finally, that p. is q-finite and let E be any set in H(R). 
Then, by the definition of H(R), there exists a sequence {Ei} 
of sets in R such that E c U;:'l Ei. Since p. is q-finite, there 
exists, for each i = 1, 2, "', a seq uence {Eii} of sets in R such 
that 

Consequently 

E c U;"..l Uj":..l Eii and p.*(Eij) = P.(Eii) < 00. I 

(1) Is it necessarily true, under the hypotheses of Theorem A, that if p. is 
finite, then so is p,*? 

(2) For any dass E of sets we denote by J(E) the smallest hereditary ring 
containing E. If p, is areal valued, finite, non negative, and finitely additive 
set function defined on a ring R, and if, for every E in J(R), 

p,*(E) = inf {p.(F): E C FeR}, 

then p,* is areal valued, finite, non negative, and finitely subadditive set func­
tion on J(R). Is it true that, for Ein R, p,*(E) = p,(E)? 

(3) A necessary and sufficient condition that a dass H of subsets of a set X 
be an ideal in the Boolean ring of all subsets of X is that H be a hereditary ring; 
cf. 4.4. 

(4) The following are some examples of set functions defined on hereditary 
O'-rings; some of them are outer measures, while others violate exactly one of the 
defining conditions of outer measures. 

(4a) Xis arbitrary, H is the dass of all subsets of X. For any fixed point 
Xo in X, write p,*(E) = XE(xo), 

(4b) X and H are as in (4a); p,*(E) = 1 for every E in H. 
(4c) X = {x,y} is a set consisting of exactly two distinct points x and y, 

H is the dass of all subsets of X, and p.* is defined by the relations 

p,*(0) = 0, p,*({x}) = p,*({y}) = 10, p.*(X) = 1. 

(4d) Xis a set of 100 points arranged in a square array of 10 columns each 
with 10 points; H is the dass of all subsets of X; p,*(E) is the number of columns 
which contain at least one point of E. 
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(4e) Xis the set of all positive integers, H is the dass of aJl subsets of X 
For every finite sub set E of X, v(E) is the number of points in E; 

J1.*(E) = lim sup) v(E n 11, "', n}). 
n 

(4f) Xis arbitrary, His the dass of all countable subsets of X, J1.*(E) is the 
number of points in E, (= 00 if Eis infinite). 

(5) If J1.* is an outer measure on a hereditary O'-ring Hand Eo is any set in 
H, then the set function J1.o*, defined by J1.o*(E) = J1.*(E nEo), is an outer meas­
ure on H. 

(6) If A * and J1.* are outer measures on a hereditary O'-ring H, then the set 
function v*, defined by v*(E) = A*(E) U J1.*(E), is an outer measure on H. 

(7) If {J1.n*} is a sequence of outer measures on a hereditary O'-ring Hand 
{an} is a sequence of positive numbers, then the set function J1.* defined by 
/J. *(E) = L:;~ 1 anJ1.n *(E), is an outer measure on H. 

§ 11. MEASURABLE SETS 

Let p,* be an outer measure on a hereditary CT-ring H. A set E 
in H is fL*-measurable if, for every set A in H, 

p,*(A) = p.*(A n E) + p.*(A n E'). 

The concept of p.*-measurability is the most important one 
in the theory of outer measures. It is rather difficult to get an 
intuitive understanding of the meaning ·of p,*-measurability ex­
cept through familiarity with its implications, which we propose 
to develop below. The following comment may, however, be 
helpful. An outer measure is not necessarily a countably, nor 
even finitely, additive set function (cf. lOAd). In an attempt to 
satisfy the reasonable requirement of additivity, we single out 
those sets which split every other set additively-the definition 
of p.*-measurability is the precise formulation of this rather loose 
description. The greatest justification of this apparently compli­
cated concept is, however, its possibly surprising but absolutely 
complete success as a taol in proving the important and useful 
extension theorem of § 13. 

Theorem A. 11 p,* is an outer measure on a hereditary 
CT-ring Hand if S is the dass 01 all p.*-measurable sets, then 
S is a rin~. 
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Proof. If E and F are in Sand A e H, then 

(a) p,*(A) = p,*(A n E) + p,*(A n E'), 

(h) p,*(A n E) = p,*(A n E n F) + p,*(A n E n F'), 

(c) p,*(A n E') = p,*(A n E' n F) + p,*(A n E' n F'). 

Suhstituting (h) and (c) into (a) we ohtain 

(d) p,*(A) = p,*(A n E n F) + p,*(A n E n F') 

+ p,*(A n E' n F) + p,*(A n E' n F'). 

If in equation (d) we replace A hy A n (E U F), the first three 
terms of the right hand side remain unaltered and the last term 
drops out; we get 

(e) p,*(A n (E U F» = p,*(A n E n F) + p,*(A n E n F') 

+ p,*(A n E' n F). 

Since E' n F ' = (E U F)" suhstituting (e) into (d) yields 

(f) p,*(A) = p,*(A n (E U F» + p,*(A n (E U F),), 

which proves that E U FeS. 
If, similarly, we replace A in equation (d) by A n (E - F)' = 

A n (E' U F), we get 

(g) p,*(A n (E - F)') = p,*(A n E n F) + p,*(A n E' n F) 

+ p,*(A n E' n F'). 

Since E n F' = E - F, substituting (g) into (d) yields 

(h) p,*(A) = p,*(A n (E - F» + p,*(A n (E - F)'), 

which proves that E - FeS. Since it is clear that E = 0 
satisfies (a), it follows that S is a ring. I 

Before proceeding with the study of the deeper properties of 
p,*-measurability, we remark on the following elementary hut 
frequently useful fact. 

lf p,* is ~n outer measure on a hereditary q-ring Hand if 
a set E in H is such that, for every A in H, 

p,*(A) ~ p,*(A n E) + p,*(A n E'), • 

then E is p, *-measurable. 
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The proof of this remark is aehieved simply by reealling that the 
reverse inequality, JJ.*(A) ~ JJ.*(A n E) + JJ.*(A n E'), is an auto­
matie eonsequenee of the subadditivity of JJ.*. 

Theorem B. 1/ JJ.* is an outer measure on a hereditary 
a-ring Hand ij S is the class 0/ all JJ.*-measurable sets, then S 
is a a-ring. 1/ A eH and ij {En } is a disjoint sequence 01 sets 
in S with U:=I E n = E, then 

JJ.*(A n E) = E:=I JJ.*(A n E n ). 

Proof. Replaeing E and F in (e) by EI and E 2 respeetively, 
we see that 

JJ.*(A n (EI U E 2» = p.*(A n EI) + JJ.*(A n E 2). 

I t follows by mathematieal induetion that 

JJ.*(A n U7=1 Ei) = E7=1 JJ.*(A n Ei) 

for every positive integer n. If we write 

Fn = U;=I Ei, n = 1,2, 

then it folio ws from Theorem A that 

JJ.*(A) = p.*(A n Fn ) + p.*(A n F n ' ) ~ 

~ E7-I p.*(A n Ei) + JJ.*(A n E'). 

Sinee this is true for every n, we obtain 

(i) JJ.*(A) ~ E;=I p.*(A n Ei) + JJ.*(A n E') ~ 

~ JJ.*(A n E) + p.*(A n E'). 

ft follows that E eS (so that, by the way, S is c10sed under the 
formation of disjoint eountable unions), and therefore that 

(j) Ei'.. 1 p.*(A n Ei) + JJ.*(A n E') = 

= JJ.*(A n E) + JJ.*(A n E'). 

Replaeing A by A nEin 0), we obtain the seeond assertion of 
the theorem. (Sinee JJ.*(A n E') may be infinite, it is not permis­
sible simply tJ subtraet it from both ~ildes of (j).) Since every 
countable union of sets in a ring may be written as a disjoint 
countable union of sets in the ring, we see also that S is a Cl-ring. I 
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Theorem C. 1] p,* is an outer measure on a hereditary 
q-ring Hand if S is the dass 0] all p,*-measurable sets, thm 
every set 0] outer measure zero belongs to Sand the set ]unction 
ji" dejined]or E in S by ji,(E) = p,*(E), is a complete measure 
on S. 
The measure ji, is called the measure induced by tne outer 

measure p,*. 
Proof. If E eH and p,*(E) = 0, then, for every A in H, we 

have 

p,*(A) = p,*(E) + p,*(A) ~ p,*(A n E) + p,*(A n E'), 

so that indeed E eS. The fact that ji, is countably additive on S 
follows from U) upon replacing A by E. If 

E eS, FeE, and ji,(E) = p,*(E) = 0, 

then p,*(F) = 0, so that FeS, which proves that jl is complete. I 

(1) For the exampIe lOAd, a set E is ,u*-measurabIe if and onIy if with every 
point x in E the entire coIumn which indudes xis contained in E. Which sets 
are ,u*-measurabIe in lOAf? 

(2) If ,u* is an outer measure on a hereditary er-ring H, under wh at addi­
tional conditions is the dass of ,u*-measurable sets an algebra? 

(3) In the notation of Theorem A, replacing A in equation (d) by A n 
(E' U F') may be used to give a direct proof of the fact that S is dosed under the 
formation of intersections. What wouId the same technique prove if A were 
repIaced by A n (F - E)' = A n (E U F')? 

(4) Let,u* be a finite, non negative, monotone, and finitely subadditive set 
function with ,u* (0) = 0 on a hereditary ring J; cf. 10.2. The dass of all ,u*­
measurable sets is a ring, and the set function ,u* is additive on this ring. 

(5) Suppose that ,u* is an outer measure on a hereditary er-ring Hand that 
S is the dass of all ,u*-measurable sets. If A E Hand {Enl is an increasing 
sequence of sets in S, then ,u*(limn (A n E n» = limn,u*(A n E n ). Similarly, 
if {Enl is a decreasing sequence of sets in S, and if a set A in H is such that 
,u*(A n Em ) < 00 for at least one value of m, then ,u*(limn (A n En» = 
limn ,u*(A n E n ). 

(6) If,u* is an outer measure on a hereditary er-ring Hand if E and F are two 
sets in Hof which at least one is ,u*-measurable, then (cf. 9.2) 

,u*(E) + ,u*(F) = ,u*(E U F) + ,u*(E n F). 

(7) The r!sults of this section couId also have been obtained by means oi 
partitions (cf. 7.5). A partition is a finite or infinite disjoint sequence {Ej 01 
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sets such that Ui Ei = X. If J.I.* is an outer measure on a hereditary u-ring 
H, the partition {E;) is called a jL*-partition if 

J.I.*(A) = Li fJ.*(A n Ei) 

for every A in H; a set E is a jL*-set if the partition {E,E'1 is a fJ.*-partition. 
If {E;) and {Fil are partitions, then {Eil is called a subpartition of {Fil if 
each Ei is contained in one of the sets Fi . The product of two partitions, {Ei} 
and {Fi }, is the partition consisting of all sets of the form Ei n Fi . We note 
that a set in. H is a p.*-set if and only if it is J.I.*-measurable in the sense of this 
section. 

(7a) The product of two J.I.*-partitions is a J.I.*-partition. 
(7b) If a subpartition of a partition {Eil is a J.I.*-partition, then {E;} is a 

fJ.*-partition. 
(7c) A partition {E;} is a fJ.*-partition if and only if each Ei is a J.I.*-set. 
(7d) The dass of all fJ.*-sets is au-ring. (Hint: the dass of all J.I.*-sets is a 

ring dosed under the formation of countable disjoint unions.) 
(8a) An outer measure J.I.* on the dass H of all subsets of ametrie space X 

is ametrie outer measure if 

J.I.*(E U F) = J.I.*(E) + J.I.*(F) 

whenever p(E,F) > 0, where pis the metric on X. If J.I.* is ametrie outer meas­

ure, if E is a subset of an open set U in X, and if En = E n {x: p(x, U') ~ ~} , 

n = 1,2, "', then limnJ.l.*(En) = fJ.*(E). (Hint: observe that {En} is an in­
creasing sequence of sets whose union is E. If Eo = 0, Dn = En+1 - En, and 
if neither DnH nor En is empty, then p(DnH,En) > 0, and it follows that 

fJ.*(E2n+l) ~ Lf-1J.l.*(D2i) and fJ.*(E2n) ~ Lf-lfJ.*(D2i- 1). 

fhe desired condusion is trivial if either of the two series, 

Lr..1J.l.*(D2i) and L~1fJ.*(D2i-l), 

diverges; if they both converge, then it follows from the relation 

J.I.*(E) ~ J.I.*(E2n) + L;',.nJ.l.*(D2i) + Ll-o+1J.1.*(D2i-l).) 

(8b) If fJ.* is ametrie outer measure, then every open set (and therefore 
every Borel set) is J.I.*-measurable. (Hint: if U is an open set and A is an arbi­
trary subset of X, apply (8a) to E = A n U. Since p(En,A n U') > 0, it 
follows that 

J.I.*(A) ~ J.I.*(En U (A n U'» = J.I.*(En) + J.I.*(A n U').) 

(8c) If J.I.* is an outer measure on the dass of all subsets of ametrie space X 
such that every open set is fJ.*-measurable, then fJ.* is ametrie outer measure. 
(Hint: if p(E,F) > 0, let U be an open set such that E C U and F n U = 0, 
and test the fJ.*-measurability of U with A = E U F.) 
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EXTENSION OF MEASURES 

= 

§ 12. PROPERTIES OF INDUCED MEASURES 

We have seen that a measure induces an outer measure and 
that an outer measure induces a measure, both in a certain natural 
way. If we start with a measure p., form the induced outer meas, 
ure p.*, and then form the measure jl induced by p.*, what is the 
relation between p. and jl? The main purpose of the present sec­
tion is to answer this question. Throughout this section we shall 
assume that 

p. is a measure on a ring R, p.* is the induced outer measure 
on H(R), and jl is the measure induced by p.* on the u-ring 
S of all p.*-measurable sets. 

Theorem A. Every set in S(R) is p.*-measurable. 

Proof. If E eR, A e H(R), and E > 0, then, by the definition 
of p.*, there exists a sequence {En } of sets in R such that 
Ac U:-l En and 

~ p.*(A n E) + p.*(A n E'). 

Since this is true for every E, it follows that E is p.*-measurable. 
In other words, we have proved that ReS; it follows from the 
fact that S is au-ring that S(R) c S. I 

49 
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Theorem B. I] E e H(R), then 

p.*(E) = inf {ji(F): E c FeS} 

= inf {ji(F): E cF e S(R)}. 

Equivalent to the statement of Theorem B is the assertion 
that the outer measure induced by ji on S(R) and the outer meas­
ure induced by ji on S both coincide with p.*. 

Proof. Since, for F in R, p.(F) = ji(F) (by the definition of 
ji and 10.A), it follows that 

p.*(E) = inf {L:=l p.(En ): E c U:=l E n , E n eR, 

n = I, 2, ... } ~ 

~ inf {L:-1 ji(En ): E c U:=l En , En e S(R), 

n = 1, 2, ... }. 

Since every sequence {En } of sets in S(R) for which 

E c U:=l En = F 

may be replaced by a disjoint sequence with the same property, 
without increasing the sum of the measures of the terms of the 
sequence, and since, by the definition of ji, ji(F) = p.*(F) for F 
in S, it follows that 

p,*(E) ~ inf {ji(F): E c Fe S(R)} ~ 

~ inf {ji(F): E c FeS} ~ p,*(E). I 

If E e H(R) and F e S(R), we shall say that F is a measurable 
cover of E if E c Fand if, for every set G in S(R) for which 
Ge F - E, we have ji(G) = O. Loosely speaking, a measurable 
cover of a set E in H(R) is a minimal set in S(R) which covers E. 

Theorem C. I] a set E in H(R) is of u-finite outer measure, 
then there exists a set F in S(R) such that p,*(E) = ji(F) and 
such that F is a measurable cover 0] E. 

Proof. lf p,*(E) = co, and E c F e S(R), then clearly ji(F) = 
co, so that it is sufficient to prove the assertion p,*(E) = ji(F) 
only in the case in which p,*(E) < co. Since a set of u-finite 
outer measure is a countable disjoint union of sets of finite outer 
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measure, it is sufficient to prove the entire theorem under the 
added assumption that IL*(E) < 00. 

It follows from Theorem B that, for every n = 1, 2, ... , there 
exists a set F n in S(R) such that 

1 
E c F n and ß(Fn ) ~ IL*(E) + -. 

n 
If we write F = n:-l Fn , then 

1 
E c Fe S(R) and IL*(E) ~ ß(F) ~ ß(Fn ) ~ IL*(E) + -. 

n 

Since n is arbitrary, it follows that IL*(E) = ß(F). If Ge S(R) 
and G c F - E, then E c F - G and therefore 

ß(F) = IL*(E) ~ ß(F - G) = ß(F) - ß(G) ~ ß(F); 

the fact that Fis a measurable cover of E follows from the finite­
ness of ß(F). I 

Theorem D. I] E e H(R) and F is a measurable cover of 
E, then IL*(E) = j1(F); if both F l and F2 are measurable covers 
0] E, then j1(Fl t:.. F2) = o. 
Proof. Since the relation E c F l n F 2 c F l implies that 

F l - (Fl n F 2 ) c F l - E, it follows from the fact that F l is a 
measurable cover of E that 

j1(Fl - (Fl n F 2 )) = o. 
Since, similarly, 

j1(F2 - (Fl n F 2)) = 0, 

we have, indeed, j1(Fl t:.. F2 ) = o. 
If IL*(E) = 00, then the relation IL*(E) = j1(F) is trivial; if 

IL*(E) < 00, then it follows from Theorem C that there exists a 
measurable cover Fo of E with 

ß(Fo) = IL*(E). 

Since the result of the preceding paragraph implies that every 
two measurable covers have the same measure, the proof of the 
theorem is complete. I 

Theorem E. I] IL on R is q-finite, thm so are the measures 
jj. on S(R) and j1 on S. 
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Proof. According to 1O.A, if J..L is u-finite, then so is J..L*. Hence 

for every E in S there exists a sequence I Ed of sets in H(R) 
such that 

E c U;:l Ei, J..L*(Ei) < 00, i = 1,2, .... 

An application of Theorem C to each set Ei condudes the proof 
of the theorem. I 

The main question at the beginning of this section could have 
been asked in the other direction. Suppose that we start with 
an outer measure J..L*, form the induced measure p" and then form 
the outer measure p,* induced by p,. What is the relation between 

J..L * and p,*? In general these two set functions are not the same; 
if, however, the induced outer measure p,* does coincide with the 

original outer measure J..L*, then J..L* is called regular. The asser­

tion of Theorem B is exactly that the outer measure induced by a 

measure on a ring is always regular. The converse of this last 

statement is also true: if J..L* is regular, then J..L* = p,* is induced by 

a measure on a ring, namely by p, on the dass of J..L*-measurable 

sets. Thus the notions of induced outer measure and regular outer 

measure are coextensive. 

(1) Theorem D asserts that a measurable cover is uniquely determined to 
within a set of measure zero, if it exists at all; Theorem C asserts that for sets 
of IT-finite outer measure a measurable cover does exist. The following con­
siderations show that the hypothesis of IT-finiteness cannot be omitted from 
Theorem C. 

If L is a line in the Eudidean plane X, and E is any subset of X, we shall 
say that E is full on L if L - Eis countable. Let Ra be the dass of all those sets 
E which may be covered by countably many horizontallines on each of which 
E is either full or countable; let R be the algebra generated by Ra; (cf. 4.5). 
If, for every E in R, J.l(E) = 0 or 00 according as E is countable or not, then J.l 
is a measure on R; it is easy to verify that in this case R = S(R) and S = H(R) 
is the dass of all subsets of X. If Eis they-axis and E C Fe S(R), then there 
always exists a set G in S(R) such that G C F - E and J.l(G) ,e o. 

(2) A subset E of the real line is said to have an infinite condensation point 
if there are uncountably many points of E outside every finite interval. Let 
X be the realline and define a set function J.l* on every subset E of X as folIows: 
if Eis finite or countably infinite, then J.l*(E) = 0; if Eis uncountable but does 
not have an infinite condensation point, then J.l*(E) = 1; if E has an infinite 
condensation point, then J.l*(E) = 00. Then J.l* is a totally IT-finite outer meas­
ure, but, since the only J..L*-measurable sets are the countable sets and their 
complements, the induced measure p. is not IT-finite. Is J.l* regular? What can 
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be said if, instead, f.I*(E) is defined to be 17 whenever E has an infinite con­
densation point? 

(3) Let n be a fixed positive integer, and let No, NI, "', N .. be the first n + 1 
infinite cardinal numbers in the weIl ordering of the cardinals according to 
magnitude. If X is a set of cardinal number Nn , and E is a finite subset of X, 
write f.I*(E) = 0; if the cardinal number of a subset E of X is the infinite cardinal 
Nk, 0 ~ k ~ n, write f.I*(E) = k. The set function f.I* is an outer measure; is it 
regular? 

(4) If f.I* is a regular outer measure on a hereditary u-ring H, and if {En } is an 
increasing sequence of sets in H with lim .. E .. = E, then f.I*(E) = lim .. f.I*(E .. ). 
(Hint: if limn f.I*(E .. ) = 00, the result is clear. If not, then let F n be a f.I*-meas­
urable cover of En , n = 1,2, "', so that the sequence {Fn } is increasing, and 
write F = lim .. F n • Since f.I*(Fn ) = f.I*(En ) ~ f.I*(E), we have lim .. f.I*(F .. ) = 
f.I*(F) ~ f.I*(E); since E C F, f.I*(E) ~ f.I*(F). Hence F is a measurable cover 
of E.) This result is not true for non regular outer measures; a counter example 
may be constructed on the basis of (2) above. 

(5) For every subset E of an arbitrary set X write f.I*(E) = Oor 1 according 
as E is empty or not; the set function f.I* is a regular outer measure on the class 
of all subsets of X. If {Enl is a decreasing sequence of non empty sets with an 
empty intersection (such a sequence exists whenever X is infinite), then 

in other words the analog of (4) for decreasing sequences is false even for totally 
finite, regular outer measures. 

(6) Let f.ll* and f..L2* be two finite outer measures on the class of all subsets 
of a set X, and let Si, i = 1, 2, be the class of f.I;*-measurable sets. If, for all 
subsets E of X, 

f.I*(E) = f.ll*(E) + f.l2*(E), 

then the class S of all f..L*-measurable sets is the intersection ofSI and S2' (Hint: 
if f..L*(A n E) + f.I*(A n E') = f.I*(A), then both the inequalities, f.li*(A n E) 
+ f.li*(A n E') ~ f..Li*(A), i = 1,2, must become equalities.) What can be said 
if f.l1* and f.l2* are not necessarily finite? 

(7) Let f.ll * be any finite, regular outer measure on the class of all subsets of a 
set X, and write f.l2*(E) = 0 or 1 according as E is empty or not. Then f.l2* 
is also a finite, regular outer measure, but, if f.l1* assumes more than two values, 
then f.l1* + f.l2* is not regular. 

(8) If Xis a metric space, pis a positive real number, and E is a subset of X, 
then the p-dimensional Hausdorff (outer) measure of E is defined to be the 
number 

where aCE) denotes the diameter of E. 
(8a) The set function f.lp * is a metric outer measure; cf. 11.8a. 
(8b) The outer measure f.lp * is regular; in fact, for every subset E of X, 

there exists a decreasing sequence {UnI of open sets containing E such that 
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§ 13. EXTENSION, COMPLETION, AND APPROXIMATION 

Can we always extend a measure on a ring to the generated 
u-ring? The answer to this question is essentially contained in 
the results of the preceding sections; it is formally summarized 
in the following theorem. 

Theorem A. 11 J1. is au-finite measure on a ring R, then 
there is a unique measure ji on the a-ring S(R) such that,jor E 
in R, ji(E) = J1.(E); the measure ji is a-finite. 

The measure ji is called the extension of J1.; except when it is 
likely to lead to confusion, we shall write J1.(E) instead of ji(E) 
even for sets E in S(R). 

Proof. The existence of ji (even without the restriction of 
a-finiteness) is proved by l1.C and 12.A. To prove uniqueness, 
suppose that J1.I and J1.2 are two measures on S(R) such that 
J1.I (E) = J1.2(E) whenever E eR, and let M be the dass of all sets 
E in S(R) for which J1.I (E) = J1.2(E). If one of the two measures 
is finite, and if {En } is a monotone sequence of sets in M, then, 
smce 

J1.i(lim n E n ) = lim n J1.i(En ), i = 1, 2, 

we have lim n E n e M. (The full justification of this step in the 
reasoning makes use of the fact that one of the two numbers 
J1.I(En ) and J1.2(En ), and therefore also the other one, is finite for 
every n = 1, 2, ... ; cf. 9.D and 9.E.) Since this means that M 
is a monotone dass, and since M contains R, it follows from 
6.B that M contains S(R). 

In the general, not necessarily finite, case we proceed as follows. 
Let A be any fixed set in R, of finite measure with respect to one 
of the two measures J1.I and J1.2. Since R n Ais a ring and S(R) n A 
is the a-ring it generates (cf. 5.E), it follows that the reasoning 
of the preceding paragraph applies to R n A and S(R) n A, 
and proves that if E e S(R) n A, then J1.I(E) = J1.2(E). Since 
every E in S(R) may be covered by a countable, disjoint union 
of sets of finite measure in R (with respect to either of the meas­
ures J1.I and J1.2)' the proof of the theorem is complete. I 

The extension procedure employed in the proofs of § 12 yields 



(Ssc. 13] EXTENSION OF MEASURES 55 

slightly more than Theorem Astates; the given measure p. ean 
aetually be extended to a dass (the dass of all p. *-measurable 
sets) whieh is in generallarger than the generated u-ring. The 
following theorems show that it is not neeessary to make use of 
the theory of outer measures in order to obtain this slight enlarge­
ment of the domain of p.. 

Theorem B. 1f p. is a measure on a u--ring S, then the dass 
S of all sets of the form E Ll N, where E e Sand N is a subset 
of a set of measure zero in S, is a u--ring, and the set function jl 
defined by jl(E Ll N) = p.(E) is a complete measure on S. 

The measure jl is ealled the completion of p.. 

Proof. If E e S, N c A e S, and p.(A) = 0, then the relations 

and 
E U N = (E - A) Ll [A n (E U N)] 

E Ll N = CE - A) U [A n (E Ll N)] 

show that the dass S mayaiso be deseribed as the dass of all 
sets of the form E U N, where E e Sand N is a subset of a set 
of measure zero in S. Sinee this implies that the dass S, whieh 
is obviously closed under the formation of symmetrie differenees, 
is closed also under the formation of countable unions, it follows 
that S is au-ring. If 

where Ei e Sand Ni is a subset of a set of measure zero in S, 
i = 1,2, then 

El Ll E2 = Nl Ll N2, 

and therefore p.(El Ll E 2) = O. It follows that p.(El ) = p.(E2), 

and hence that jl is indeed unambiguously defined by the relations 

jl(E Ll N) = jl(E U N) = p.(E). 

Using the union (instead of the symmetrie difference) representa­
tion of sets in S, it is easy to verify that jl is a measure; the 
completeness of jl is an immediate consequenee of the faet that 
S contains all subsets of sets of measure zero in S. I 
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The following theorem establishes the connection between the 
general concept of completion and the particular complete exten­
sion obtained by using outer measures. 

Theorem C. 1] p, is a q-finite measure on a ring R, and if 
p,* is the outer measure induced by p" then the completion of the 
extension 0] p, to S(R) is identical with p,* on the class 0] all 
p,*-measurable sets. 

Proof. Let us denote the dass of all p,*-measurable sets by 
S* and the domain of the completion ji, of p, by S. Since p,* on 
S* is a complete measure, it follows that S is contained in S* 
and that ji, and p,* coincide on S. All that we have left to prove 
is that S* is contained in S; in view of the q-finiteness of p,* on 
S* (cf. 12.E) it is sufficient to prove that if E E S* and p*(E) < co, 

then E ES. 
By 12.C, E has a measurable cover F. Since p,*(F) = p,(F) = 

p*(E), it follows from the finiteness of p,*(E), and the fact that 
p* is a measure on S*, that p,*(F - E) = O. Since F - E also 
has a measurable cover G, and since 

p(G) = p,*(F - E) = 0, 
the relation 

E = (F - G) U (E n G) 

exhibits E as a union of a set in S(R) and a set which is a sub set 
of a set of measure zero in S(R). This shows that E ES, and thus 
completes the proof of Theorem C. I 

Loosely speaking, Theorem C says that in the q-finite case the 
q-ring of all p,*-measurable sets and the generated q-ring S(R) 
are not very different; every p*-measurable set suitably modified 
by a set of measure zero belongs to S(R). 

We conclude this section with a very useful result concerning 
the relation between a measure on a ring and its extension to the 
generated q-ring. 

Theorem D. 1j p, is a q-finite measure on a ring R, then, 
jor every set E 0] finite measure in S(R) and ]or every positive 
number t, there exists a set Eo in R such that p(E A E o) ;;; E. 
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Proof. The results of §§ 10, 11, and 12, together with Theorem 
A, imply that 

p.(E) = inf {Ei:.t p.(Ei ): E c U;-l Ei, Ei eR, i = 1, 2, ... }. 

Consequently there exists a sequence {Ei} of sets in R such that 

Since 
limn P.(U'-l Ei) = P.(Ui:.l Ei), 

there exists a positive integer n such that if 

Eo = U' .. t Ei, 
then 

Clearly Eo eR; since 
E 

p.(E - Eo) ~ P.(Ui-l Ei - Eo) = P.(Ui-l Ei) - p.(Eo) ~ 2 
and 

E 
p(Eo - E) ~ P.(Ui-l Ei - E) = P(Ui-l Ei) - p.(E) ~ 2' 

the proof of the theorem is complete. I 

(1) Let p. be a finite, non negative, and finitely additive set function defined 
on a ring R. The function p.* defined by the procedure of § 10 is still an outer 
measure, and, therefore, the jj of I1.C may still be formed, but it is no longer 
necessarily true that jj is an extension of p.; (cf. 10.2, 10.4e, and 11.4). 

(2) H jj is the extension of the measure p. on the ring R described in § 8, 
then, for any countab1e set E, E e S(R) and jj(E) = O. 

(3) The uniqueness assertion of Theorem A is not true if the dass R is not a 
ring. (Hint: let X = {a,b,e,d} be aspace of four points and define the measures 
P.l and P.2 on the dass of all subsets of X by 

p.l({a}) = p.l({d}) = p.2({b}) = p.2({e}} = 1, 

p.t({b}) = p.t({e}) = p.2({a}) = p.2({d}) = 2.) 

(4) Is Theorem A true for semirings instead of rings? 
(5) Let R be a ring of subsets of a countable set X, with the property that 

every non empty set in R is infinite and such that S(R) is the dass of all subsets 
of X; (cf. 9.7). H, for every subset E of X, p.l(E) is the number of points in E 
and p.2(E) = 2P.l(E), then P.2 and P.l agree on R but not on S(R). In other words, 
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the uniqueness assertion of Theorem A is not true without the restriction of 
u-finiteness on R, even for measures which are totally u-finit~ on S(R). 

(6) Suppose that J1- is a measure on au-ring Sand that jl on S is its coppletion. 
If /I and B are in Sand if /I c E c B, and J1-(B - /I) = 0, then E 1: S. 

(7) Let X be an uncountable set, let S be the dass of all countable sets and 
their complements, and, for every E in S, let J1-(E) be the number of points in 
E. Then J1- is a complete measure on S, but every subset of Xis J1-*-measurable; 
in other words, Theorem C is false without the assumption of u-finiteness. 

(8) If J1- and /I are u-finite measures on a ring R, then, for every E in S(R) 
for which both J1-(E) and /I(E) are finite and for every positive number E, there 
exists a set Eo in R such that 

p.(E ~ Eo) ~ E and /I(E ~ Eo) ~ E. 

§ 14. INNER MEASURES 

We return now to the general study of measures, outer measures, 
and the relations among them, in order to describe an interesting 
and historically important part of the theory. 

We have seen that if 110 is a measure on au-ring S, then the set 
function p,* (defined for every E in the hereditary <T-ring H(S) by 

p.*(E) = inf {p.(F): E C F 8 S}) 

is an outer measure; in the <T-finite case the induced measure jj. 

on the <T-ring S of all p.*-measurable sets is the completion of 110. 
Analogously we now define the inner measure 110* induced by 110; 
for every E in H(S) we write 

p,*(E) = sup {p.(F): E:::> F 8 S}. 

In this section we shall study 110* and its relation to 110*; we shall 
show that the properties of 110* are in a very legitimate sense the 
duals of those of p.*. lt is very easy to see that the set function 
p.* is non negative, monotone, and such that p.* (0) = 0; in what 
follows we shall make use of these elementary facts without any 
reference. Throughout this section we shall assume that 

p. is au-finite measure on a <T-ring S, p.* and p.* are the outer 
measure and the inner measure induced by p., respectively, 
and jj. on S is the completion of p.; 

we recall that jj. on S coincides with p,* on the dass of all p.*-meas. 
urable sets (cf. 13.C). 
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Theorem A. 1] E F H(S), then 

p.*(E) = sup {,ü(F): E:J F FS}. 

Proof. Since SeS, it is clear from the definition of p.* that 

p.*(E) ~ sup {,ü(F): E:J F F SI. 

On the other hand 13.B implies that, for every F in S, there is a 
Gin S with G c Fand ,ü(F) = p.(G). Since this means that every 
value of ,ü on subsets of E in S is also attained by p. on subsets of 
E in S, the proof is complete. I 

If E F H(S) and F F S, we shall say that F is a measurable 
kerne! of E if FeE and if, for every set G in S for which 
Ge E - F, we have p.(G) = 0. Loosely speaking a measurable 
kernel of a set E in H(S) is a maximal set in S which is contained 
in E. 

Theorem B. Every set E in H(S) has a measurable kernel. 

Proof. . Let E be a measurable cover of E, let N be a measurable 
cover of E - E, and write F = E - N. We have 

F = E - N c E - (E - E) = E, 

and, if G c E - F, then 

G c E - (E - N) = E n N c N - (E - E). 

It follows (since N is a measurable cover of E - E), that Fis a 
measurable kernel of E. I 

Theorem C. 1] E F H(S) and F is a measurable kernel 0] 
E, then p.(F) = p.* (E); if both FI and F2 are measurable 
kernels 0] E, then p.(FI A F2) = 0. 

Proof. Since FeE, it is clear that p.(F) ~ p.*(E). If p.(F) < 
p.*(E), then p.(F) is finite and, by the definition of p.*(E), there 
exists a set Fo in S such that Fo c E and p.(Fo) > p.(F). Since 

Fo - FeE - Fand p.(Fo - F) ~ p.(Fo) - p.(F) > 0, 

this is a contradiction, and therefore indeed p.(F) = p.* (E). 
Since the relation Fl c Fl U F2 C E implies that (Fl U F2 ) -
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F1 C E - Fb it follows from the fact that F1 is a measurable 
kernel of E that 

Since, similarly, 

J.t«FI U F2 ) - F2 ) = 0, 

we have J.t(FI ..::l F2 ) = O. I 
Theorem D. 1] {En } is a disjoint sequence 0] sets in H(S), 

then 

Proof. If Fn is a measurable kernel of E n , n = 1, 2, '., 
then the countable additivity of J.t implies that 

L::~l J.t*(En ) = L::-I J.t(Fn ) = J.t(U:~1 F n ) ~ J.t*(U:=1 En ). I 
Theorem E. 1] A e H(S) and if {En } is a disjoint sequence 

of sets in S with U:-I E n = E, then 

Jl*(A n E) = L:=1 J.t*(A n E n ). 

Proof. If F is a measurable kernel of A n E, then 

J.t*(A n E) = J.t(F) = L::-I p,(F n E n ) ~ L::~ J.t*(A n E n ); 

the desired result follows from Theorem D. I 
Theorem F. Ij E eS, then 

J.t*(E) = p,*(E) = p,(E), 

and, conversely, if E e H(S) and 

J.t*(E) = J.t* CE) < 00, 

then E eS. 

Proof. If E e S, then both the supremum in Theorem A and 
the infimum in 12.B are attained by p,(E). To prove the converse, 
let d and B be a measurable kernel and a measurable cover of E, 
respectively. Since p,(A) = J.t* (E) < 00, we have 

J.t(B - A) = J.t(B) - J.t(A) = J.t*(E) - f./-oJ( (E) = 0. 
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and the desired conclusion follows from the completeness of ji. 
on S; (cf. l1.C and 13.6). I 

Theorem G. 1] E and F are disjoint sets in H(S), thm 

Proof. Let A be a measurable cover of Fand let B be a meas­
urable kernel of E U F. Since B - AcE, it follows that 

p,*(E U F) = p,(B) ~ p,(B - A) + p,(A) ~ p,*(E) + p,*(F). 

Dually, let A be a measurable kernel of E and let B be a meas­
urable cover of E U F. Since B - A ::::> F, it follows that 

p,*(E U F) = p,(B) = p,(A) + p,(B - A) ;;; p,*(E) +p,*(F). I 

Theorem H. 1] E ES, then,for every subset A 0] X, 

p,*(A n E) + p,*(A' n E) = ji.(E). 

Proof. Applying Theorem G to A n E and A' n E, we obtain 

p,*(E) ~ p,*(A n E) + p,*(A' n E) ~ p,*(E). 

Since E eS, we have, by Theorem F, p,*(E) = p,*(E) = ji.(E). I 
The results of this section enable us to sketch the steps of an 

alternative approach to the extension theorem, an approach that 
is frequently employed. If p, is a q-finite measure on a ring R, 
and if p,* is the induced outer measure on H(R), then, for every 
set E in R with p,(E) < 00 and for every A in H(R), we have 

p,* (A n E) = p,(E) - p,*(A' n E). 

If we prove now that whenever E and F are two sets of finite 
measure in R for which A n E = A n F, then it follows that 
p,(E) - p,*(A' n E) = p,(F) - p,*(A' n F), then we may use the 
equation for p,*(A n E) as adefinition of inner measure, and we 
may define a set Ein H(R) of finite outer measure to be p,*-meas­
urable if and only if p,*(E) = p,*(E). The details of this procedure 
may be easily carried out by the interested reader, using the 
techniques we have introduced in our development of the exten­
sion theory. 
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(1) Do the results of 12.4 remain true if J.L* is replaced by J.L*? 
(2) With suitable finiteness restrictions the dual of 12.4 is true for inner 

measures, but the unaltered result of 12.4 is not; (cf. 12.5). 
(3) If E is a set of finite measure in S, if FeE, and if j1(E) = J.L*(F) + 

p.*(E - F), then FeS. In other words the J.L*-measurabiIity of F may be 
tested by employing a fixed set E (containing F) in S instead of an arbitrary A 
in R(S). (Hint: use Theorem H.) 

(4) Is an analog of 11.6 true for inner measures? 
(5) If E e R(S) and Fis a measurable cover of E, then, for every J.L*-measur­

able set M, j1(F n M) = J.L*(E n M). (Hint: apply Theorem H to E = F n M 
and A = E'.) ConverseIy, any set Fwith this property and such that E C FeS 
1s a measurable cover of E. Similarly, Fis a measurable kernel of E if and only 
if E :::> FeS and j1(F n M) = J.L* (E n Ml for every M in S. 

§ 15. LEBESGUE MEASURE 

The purpose of this sec ti on is to apply the general extension 
theory to the special measure discussed in § 8, and to introduce 
some of the dassical results and terminology pertinent to this 
special case. Throughout this section we shall assume that 

X is the real line, P is the dass of all bounded, semidosed 
intervals of the form [a,b), S is the <T-ring generated by P, 
and p. is the set function on P defined by p.([a,b)) = b - a. 

The sets of the <T-ring S are called the Borel sets of the line; 
according to the extension theorems 8.E and 13.A, we may assume 
that J..! is defined for all Borel sets. If jl on S is the completion 
of J..! on S, the sets of S are the Lebesgue measurable sets of the 
line; the measure jl is Lebesgue measure. (The incomplete 
measure J..! on the dass S of all Borel sets is usually called Lebesgue 
measure also.) 

Since the entire line X is the union of countably many sets in 
P, we see that Xe S, so that the <T-rings Sand S are even 
<T-algebras. Since dearly J..!(X) = 00, J..! is not finite on S, but, 
since J..! is finite on P, both J..! on Sand jl on S are totally <T-finite. 
Some of the other interesting proper ti es of J..! and jl are contained 
in the following theorems. 

Theorem A. Every countaUe set is a Bore! set 01 measure 
zero. 
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Proof. For any a, -00 < a < 00, we have 

{al = {x:x=a} = n:=l{x:a~x<a+~}, 
and therefore 

~({ a}) = limn ~ ([ a,a + ~)) = limn ~ = 0, 

63 

so that every one-point set is a Borel set of measure zero. Since 
the Borel sets form au-ring and since ~ is countably additive, 
the theorem folIows. I 

Theorem B. The dass S 0] all Borel sets coincides with 
the u-ring generated by the dass U 0] all open sets. 

Proof. Since, for every real number a, the set {a} is a Borel 
set, it follows from the relation (a,b) = [a,b) - {a}, that every 
bounded open interval is a Borel set. Since every open set on 
the line is a countable union of bounded open intervals, it folIo ws 
that S ::J U and consequently that S::J S(U). To prove the 
reverse inequality, we observe that, for every real number a, 

so tha t {a} e S (U). It follows from the relation [a,b) = (a,b) U 
{a} that P c S(U) and consequently that 

S = S(P) c S(U). I 

Theorem C. 1] U is the dass of all open sets, then, ]or 
every E in X, 

~*(E) = inf {~(U): E c U eU}. 

Proof. Since ~*(E) = inf {~(F): E c FeS}, it follows from 
the fact that U c S that 

~*(E) ~ inf {~(U); E c U e U}. 

If, on the other hand, E is any positive number, then it follows 
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from the definition of J.L* that there exists a sequence ([an,b .. )} 
of sets in P such that 

E c U:=l [an,bn) and 2::-1 (bn - an) ~ J.I*(E) + ~. 
Consequently 

E c U:=l (an - 2nE+l ' bn ) = U E: U, 

and 

The desired result follows from the arbitrariness of E. I 
Theorem D. Let T be the one 10 one transformation o} the 

entire real line onto itselj, defined by T(x) = aX + ß, where 
a and ß are real numbers and a =;e 0. 1}, jor every subset E 
o} X, T(E) denotes the set o} all points oj the jorm T(x) with 
x in E, i.e. T(E) = lax + ß: x E: E}, then 

J.L*(T(E)) = la IJ.L*(E) and J.L*(T(E)) = la IJ.L*(E). 

The set T(E) is a Borel set or a Lebesgue measurable set iJ and 
only iJ Eis a Borel set or a Lebesgue measurable set, respectively. 

Proof. It is sufficient to prove the theorem for a > 0. For, 
if a < 0, then the transformation T is the result of the iteration 
of two transformations Tl and T 2, T(x) = T l (T2 (x)), where 
Tl(x) = I a Ix + fand T2 (x) = -x. We leave to the reader the 
verification of the fact that the transformation T2 sends Borel 
sets and Lebesgue measurable sets into Borel sets and Lebesgue 
measurable sets, respectively, and that it preserves the inner and 
outer measures of every set. 

Suppose then that a > 0, and let T(S) be the class of all sets 
of the form T(E) with E in S. It is clear that T(S) is au-ring; 
we are to prove that T(S) = S. 1f E = [a,b) e P, then E = T(F) , 
where 

[a - ß b - ß) F = --, -- E: P, 
a a 

so that E e T(S) and therefore S c T(S). By the same reasoning 
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applied to the transformation T-I, T-I(X) = x - ß, we may con-
a 

clude that S c T-I(S), and, applying the transformation T to 
both sides of the last written relation, we obtain, T(S) c Sand 
therefore T(S) = S. 

If, for every Borel set E, we write 

P,I(E) = p,(T(E» and P,2(E) = ap,(E), 

then both P,I and P,2 are measures on S. If E = [a,b) e P, then 
T(E) = [aa + ß, ab + ß), and 

P,I(E) = p,(T(E» = (ab + ß) - (aa + ß) = a(b - a) = 

= ap,(E) = P,2(E), 

so that, by 8.E and 13.A, p,(T(E» = ap,(E) for every E in S. 
Applying the results of the preceding two paragraphs to the 

transformation T-I, we obtain the relations 

p,*(T(E» = inf {p,(F): T(E) cF e S} = 

= inf {ap,(T-1(F»: E c T-1(F) eS} 

= ainf {p,(G): E C G eS} 

= ap,*(E), 

and, replacing inf by sup, p,* by p,*, and c by ::) throughout, 

p,*(T(E» = ap,*(E), 
for every set E. 

If E is a Lebesgue measurable set and A is any set, then 

p,*(A n T(E» + p,*(A n (T(E»') = 

= p,*(T(T-l(A) n E» + p,*(T(T-1(A) n E'» = 

= a[p,*(T-1(A) n E) + p,*(T-1(A) n E')] = 

= ap,*(T-1(A» = 

= p,*(A), 

so that T(E) is Lebesgue measurable. This result applied to T-1 

proves its own converse and completes the proof of the theorem. I 
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(1) The dass of all Borel sets is the <i-ring generated by the dass C of all 
closed sets, and, for every set E, 

(2) To every Lebesgue measurable set E there correspond two Borel sets 
A and B such that 

AcE C B, J.I.(B - A) = 0, 

and such that A is an Fq and B is a Go. 
(3) A bounded set has finite outer measure. Is the converse of this statement 

true? 
(4) Let {Xl, X2, ···1 be an enumeration of the set M of rational numbers in 

the closed unit interval X. For every E > 0 and i = 1, 2, "', let Fi(E) be the 

open interval of length ~ whose center is at Xi, and write 

F(E) = Ui-l Fi(E), F = n;;'-l F G)· 
The following statements are true. 

(4a) There exists an E > 0 and a point x in X such that xe' F(E). 
(4b) The set F(E) is open and J.I.(F(E)) ~ E. 

(4c) The set X - F(E) is nowhere dense. 
(4d) The set X - Fis of the first category and therefore, since Xis a com­

plete metric space, Fis uncountable. (Hence, in particular, F,t. M.) 
(4e) The measure of F is zero. 
Since F:::J M, the statement (4e) yields a new proof of the fact that the set 

M of rational numbers (as every countable set) has measure zero. More inter­
esting than this, however, is the implied existence of an uncountable set of 
measure zero; cf. (5). 

(5) Expand every number x in the closed unit interval Xin the ternary system, 
i.e. write 

x = L;;'-l ~:, an = 0, 1,2, n = 1,2, ... , 

and let C be the set of all those numbers x in whose expansion the digit 1 is not 
needed. (Observe that if, motivated by the customary decimal notation, we 
write .ala2··· for L;;'_lan/3 n , then for instance t = .1000··· = .0222···, and 
therefore t e C, but since t = .111· .. and since this is the only ternary expan­
sion of t, therefore t e' C.) Let Xl be the open middle third of X, Xl = (t, i); 
let X 2 and Xa be the open middle thirds of the two dosed intervals which make 
up X - Xl, i.e. X 2 = (i, t) and X a = (~, i); let X 4, X 5, Xa, and X 7 be the 
the open middle thirds of the four closed intervals which make up 

X - (Xl U X 2 U X a), 

and so on ad infinitum. The following statements are true. 
(5a) C = X - U;;'-l X n • (Hint: for every x in X write x = .ala2···, 

an = 0, 1,2,n = 1,2, ···,insuchawaythatifxeC,thenan = 00r2,n = 1.2 • 
. . '. Then the expansion of x is unique and (i) X e Xl if and only if al = !, 
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(ii) if al r6 1, then x e X 2 U X a if and only if a2 = 1; (iii) if al r6 1 and a2 r6 1, 
then xe X 4 U X 5 U X 6 U X 7 if and only if aa = 1; .... ) 

(Sb) p.(C) = o. 
(Sc) Cis nowhere dense. (Hint: assume that X contains an open subinterval 

whose intersection with U:-I X n is empty.) 
(Sd) Cis perfeet. (Hint: no two of the intervals Xl, X 2, ••• have a common 

point.) 
(Se) C has the cardinal number of the continuum. (Hint: consider the corre­

spondence which associates with every x in C, x = .ala2· . " an = 0 or 2, 
n = 1, 2, ... , the number y whose binary expansion is y = .ßJ32· .. , ßn = a n/2, 
n = 1, 2, ... , or, equivalently, y = L:;;,= 1 a n/2n +1• This correspondence is 
not one to one between C and X, but it is one to one between the irrational 
numbers in C and the irrational numbers in X. Alternative hint: use (Sd).) 

The set C is called the Cantor set. 
(6) Since the cardinal number of the dass of all Borel sets is that of the 

continuum (cf. S.9c), and since every subset of the Cantor set is Lebesgue 
measurable (cf. (Sb», there exists a Lebesgue measurable set wh ich is not a 
Borel set. 

(7) The set of those points in the dosed unit interval in whose binary expan­
sion all the digits in the even places are 0 is a Lebesgue measurable set of measure 
zero. 

(8) Let X be the perimeter of a cirde in the Eudidean plane. There exists a 
unique measure p. defined on the Borel sets of X such that p.(X) = 1 and such 
that p. is invariant under all rotations of X. (A subset of a cirde is a Borel set 
if it belongs to the u-ring genera ted by the dass of all open ares.) 

(9) If g is a finite, increasing, and continuous function of a real variable, 
then there exists a unique complete measure Jig defined on au-ring Sg containing 
all Borel sets, such that Jig([a,b» = g(b) - g(a) and such that for every E in 
Sg there is a Borel set F with Jig(E Ll F) = 0; (cf. 8.3). The measure Jig is called 
the Lebesgue-Stieltjes measure induced by g. 

§ 16. NON MEASURABLE SETS 

The discussion in the preceding section is not delicate enough 
to reveal the complete structure of Lebesgue measurable sets on 
the real line. It is, for instance, a non trivial task to decide 
whether or not any non measurable sets exist. It is the purpose 
of this section to answer this question, as weIl as some related 
ones. Some of the techniques used in obtaining the answer are 
very different from any we have hitherto employed. Since, how­
ever, most of them have repeated applications in measure theory, 
usually in the construction of illuminating examples, we shall 
present them in considerable detail. Throughout this section we 
shall employ the same notation as in § 15. 
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If E is any sub set of the real line and a is any real number, 
then E + adenotes the set of all numbers of the form x + a, 
with x in E; more generally if E and F are both subsets of the real 
line, then E + F denotes the set of all numbers of the form x + y 
wi th x in E and y in F. The symbol D(E) will be used to denote 
the difference set of E, i.e. the set of all numbers of the form 
x - y with x in E and y in E. 

Theorem A. 1} E is a Lebesgue measurable set o} positive, 
finite measure, and iJ 0 ~ cx < 1, then there exists an open inter­
val U such that jl(E n U) ~ CX/l(U). 

Proof. Let U be the dass of all open sets. Since, by 15.C, 
jl(E) = inf {/leU): E c U 8 U}, we can find an open set UD such 
that E c UD and CX/l(Uo) ~ jl(E). If { Un} is the disjoint sequence 
of open intervals whose union is UD, then it follows that 

Consequently we must have CX/l(Un) ~ jl(E nUn) for at least 
one value of n; the interval Un may be chosen for U. I 

Theorem B. 1} E is a Lebesgue measurable set o} positive 
measure, then there exists an open interval containing the 
origin and entirely contained in the dijJerence set D(E). 

Proof. If Eis, or at least contains, an open interval, the result 
is trivial. In the general case we make use of Theorem A, which 
asserts essentially that a suitable sub set of E is arbitrarily elose 
to an interval, to find a bounded open interval U such that 

jl(E n U) ~ i/l(U). 

If - !/l(U) < x < !/l(U), then the set 

(E n U) U «(E n U) + x) 

is contained in an interval (namely U U (U + x» whose length 
is less than ~/l(U), If E n U and (E n U) + x were disjoint, 
then, since they have the same measure, we should have 

jl(E n U) U [(E n U) + xl) = 2jl(E n U) ~ i/l(U), 
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Hence at least one point of E n U belongs also to (E n U) + x, 
which proves that x eD(E). In otherwords the interval (- !JL(U), 
!JL(U)) satisfies the conditions stated in the theorem. I 

Theorem C. 1f ~ is an irrational number, then the set A 
of all numbers of the form n + m~, where n and mare arbitrary 
integers, is everywhere dense on the line; the same is true of the 
subset B of all numbers of the form n + m~ with n even, and the 
subset C of numbers of the form n + m~ with n odd. 

Proof. For every positive integer i there exists a unique 
integer ni (which may be positive, negative, or zero) such that ° ~ ni + i~ < 1; we write Xi = ni + i~. If U is any open inter-

val, then there is a positive integer k such that JL(U) >~. Among 

the k + 1 numbers, Xl) •• " Xk+l) in the unit interval, there must 
1 

be at least two, say Xi and Xi> such that I Xi - Xj I < k" It 

follows that some integral multiple of Xi - Xi> i.e. some element 
of A, belongs to the interval U, and this condudes the proof of 
the assertion concerning A. The proof for B is similar; we have 
merely to replace the unit interval by the interval [0,2). The 
proof for C follows from the fact that C = B + 1. I 

Theorem D. There exists at least one set Eo which is not 
Lebesgue measurable. 

Proof. For any two real numbers X and y we write (for the 
purposes of this proof only) X "-' Y if X - Y e .1, (where .1 is 
the set described in Theorem C). It is easy to verify that the 
relation ",,-," is reflexive, symmetrie, and transitive, and that, 
aceordingly, the set of all real numbers is the union of a disjoint 
dass of sets, eaeh set eonsisting of all those numbers whieh are 
in the relation" ,... . ../' with a given number. By the axiom of ehoiee 
we may find a set Eo eontaining exaetly one point from eaeh such 
set; we shall prove that Eo is not measurable. 

Suppose that F is a Borel set such that F c Eo• Since the 
differenee set D(F) eannot eontain any non zero elements of the 
den se set A, it follows from Theorem B that F must have meas-
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ure zero, so that )L* (Eo) = o. In other words, if Eo is Lebesgue 
measurable, then i ts measure must be zero. 

Observe next that if al and a2 are two different elements of 
A, then the sets Eo + al and Eo + a2 are disjoint. (If Xl + al = 
X2 + a2, with Xl in Eo and X2 in Eo, then Xl - X2 = a2 - al e A.) 
Since moreover the countable dass of sets of the form Eo + a, 
where a e A, covers the entire real line, i.e. Eo + A = X, and 
since the Lebesgue measurability of Eo would imply that each 
Eo + a is Lebesgue measurable and of the same measure as Eo, 
we see that the Lebesgue measurability of Eo would imply the 
nonsensical result )L(X) = o. I 

The construction in the proof of Theorem D is well known, but 
it is not strong enough to yield certain counter examples needed 
for later purposes. The following theorem is an improvement. 

Theorem E. There exists a subset M 0] the real line such 
that,]or every Lebesgue measurable set E, 

)L*(M n E) = 0 and )L*(M n E) = p,(E). 

Proof. Write A = B U C, as in Theorem C, and, if Eo IS 

the set constructed in the proof of Theorem D, write 

M = Eo + B. 

If F is a Borel set such that F c M, then the difference set D(F) 
cannot contain any elements of the den se set C, and it follows 
from Theorem B that )L* (M) = o. The relations 

M' = Eo + C = Eo + (B + 1) = M + 1 

imply that )L*(M') = 0; (cf. 15.D). If Eis any Lebesgue meas­
urable set, then the monotone character of )L* implies that 
)L*(M n E) = )L*(M' n E) = 0, and therefore (14.H) )L*(M n E) 
= p,(E). I 

The proofs of this section imply among other things that it is 
impossible to extend Lebesgue measure to the dass of all subsets 
of the realline so that the extended set function is still a measure 
and is invariant under translations. 
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(1) If E is a Lebesgue measurable set such that, for every number x in an 
everywhere dense set, 

P.(E d (E + x» = 0, 

then either P.(E) = ° or else p.(E' ) = O. 
(2) Let JL be au-finite measure on au-ring S of subsets of a set X, and let 

JL* and JL* be the outer measure and the inner measure, respectively, induced 
by JL on H(S). Let M be any set in H(S), and let S be the u-ring generated 
by the dass of all sets in S together with M. The chain of assertions below is 
designed to lead up to a proof of the assertion that JL may be extended to a 
measure p. on S. 

(2a) The u-ring S is the dass of all sets of the form (E n M) d (F n M'), 
where E and F are in S. (Hint: it is sufficient to prove that the dass of all sets 
of the indicated form is au-ring. Observe that 

(E n M) d (F n M') = (E n M) U (F n M').) 

(2b) If JL*(M) < 00, if G and H are a measurable kernel and a measurable 
cover of M respectively, and if D = H - G, then the intersection of any set in 
S with D' belongs to S. 

(2c) There exist two sets G and Hin S such that G C M C Hand JL* (M - G) 
= JL*(H - M) = 0, and such that if D = H - G, then the intersection of any 
set in S with D' belongs to S. (Hint: there exists a disjoint sequence {X,,} 
of sets in S with JL(X,,) < 00 and M = U:-I (M n X,,).) 

(2d) In the notation of (2c), JL*(M n D) = JL*(M' n D) = 0, and therefore 
JL*(M n D) = JL*(M' n D) = JL(D). 

(2e) In the notation of (2c), if 

[(EI n M) d (FI n M')] n D = [(E2 n M) d (F2 n M')] n D, 

where Eh FI , E 2, and F2 are in S, then 

JL(EI n D) = JL(E2 n D) and JL(FI n D) = JL(F2 n D). 

(Hint: use the fact that the condition 

implies that 

(EI n D) d (E2 n D) C M' n D and (FI n D) d (F2 n D) C M n D.) 

(2f) Let a and ß be non negative real numbers with a + ß = 1. In the nota­
tion of (2c) the set function j1 on S, defined by 

j1«E n M) d (F n M'» = 

= JL([(E n M) d (F n M')] n D') + aJL(E n D) + ßJL(F n D), 

is a measure on S which is an extension of JL on S. 
(3) If JL is au-finite measure on au-ring Sand if {MI, ... , Mn} is a finite 

dass of sets in the hereditary u-ring H(S), then {MI, ... , Mnl may be adjoined 
to Sand a measure j1 may be defined on the generated u-ring S so that it is an 
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extension of f../, on S. The analogous statement, for an infinite sequence {Mn} 
of sets in H(S), is not known, 

(4) The following example is useful for developing intuition about non 
measurable sets; virtually all general properties of non measurable sets may be 
iIIustrated by it. Let X = lex,y): 0 ~ x ~ I, 0 ~ y ~ I} be the unit square. 
For every subset E of the interval [0,1], write 

E= {(x,y):xeE, O~y~ I} cX. 

Let S be the dass of all sets of the form E, for Lebesgue measurable sets E; 
define p.(E) as the Lebesgue measure of E. A set M such as M = {(x,y): 
o ~ x ~ I, y = t} is non measurable; p.*(M) = 0 and p.*(M) = 1. 

(5) Let p.* be a regular outer measure on the dass of all subsets of a set X 
such that f../,*(X) = I, and let M be a subset of X such that f../,*(M) = 0 and 
f.L*(M) = 1; (cf. Theorem E and (4)). If p*(E) = f../,*(E) + f../,*(E n M), then 
v* is an outer measure; (cf. 10.5 and 10.7). 

(Sa) A set E is p*-measurable if and only if it is p.*-measurable; (cf. 12.6). 
(Sb) The infimum of the values of p*(E) over all p*-measurable sets E con­

taining a given set Ais 2p.*(A). (Hint: if Eis p*-measurable, then p.*(E n M) 
= p.*(E).) 

(Sc) The outer measure p* is not regular. (Hint: test regularity with M'.) 
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MEASURABLE FUNCTIONS 

§ 17. MEASURE SPACES 

A measurable space is a set X and au-ring S of subsets of .x 
with the property that U S = X. Ordinarily it causes no con~ 
fusion to denote a measurable space by the same symbol as the 
underlying set X; on the occasions when it is desirable to call 
attention to the particular u-ring under consideration, we shall 
write (X,S) for X. It is customary to call a sub set E of X meas­
urable if and only if it belongs to the u-ring S. This terminology 
is not meant to indicate that S is the q-ring of all M*-measurable 
sets with respect to some outer measure M*, nor even that a non 
trivial measure is or may be defined on S. 

In the language of measurable sets, the condition in the defini~ 
tion of measurable spaces may be expressed by saying that the 
union of all measurable sets is the entire space, or, equivalently, 
that every point is contained in some measurable set. The purpose 
of this restrietion is to eliminate certain obvious and not at all 
useful pathological considerations, by excluding from the space 
points (and sets of points) of no measure theoretic relevance. 

A measure space is a measurable space (X,S) and a measure 
I-' on S; just as for measurable spaces we shall ordinarily allow 
ourselves to confuse a measure space whose underlying set is X 
with the set X. On the occasions when it is desirable to call atten­
tion to the particular u-ring and measure under consideration, we 
shall write (X,S,M) for X. The measure space X is called [totally] 
finite, q-finite, or complete, according as the measure M is [totally] 

73 
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finite, u-finite, or complete. For measure spaces we may and shall 
make use, without any further explanation, of the outer measure 
p.* and (in the u-finite case) the inner measure p.* induced by p. 
on the hereditary u-ring H(S). 

Most of the considerations of the preceding chapter show by 
deductions and ex am pies how certain measurable spaces may be 
made into measure spaces. In this section we shall make a few 
general remarks on measurable spaces and measure spaces and 
then, in the remainder of this chapter and in the following chap­
ters, turn to the discussion of functions on measure spaces, useful 
ways of making new measure spaces out of old ones, and the 
theory of some particularly important special cases. 

We observe first that a measurable subset X o of a measure 
space (X,S,p.) may itself be considered as a measure space 
(Xo,So,Mo), where So is the dass of all measurable subsets of X o, 
and, for E in So, p.o(E) = p.(E). Conversely, if a sub set X o of a 
set Xis a measure space (Xo,SO,p.o), then X may be made into a 
measure space (X,S,p.), where S is the dass of all those subsets 
of X whose intersection with X o is in So, and, for E in S, p.(E) = 

Mo(E n X o). (Entirely similar remarks are valid, of course, for 
measurable spaces.) A modification of this last construction is 
frequently useful even if Xis already a measure space. If X o is a 
measurable subset of X, a new measure Mo may be defined on the 
dass of all measurable subsets E of X by the equation Mo(E) = 

p.(E n X o); it is easy to verify that (X,S,Mo) is indeed a measure 
space. 

What happens to the considerations of the preceding paragraph 
if the subset X o is not measurable? In order to give the most 
useful answer to this question, we introduce a new concept. A 
subset X o of a measure space (X,S,p.) is thick if p.* (E - X o) = 0 
for every measurable set E. If X itself is measurable, then X o 

is thick if and only if p.*(X - X o) = 0; if p. is totally finite, then 
X o is thick if and only if p.*(Xo) = p.(X). (For examples of thick 
sets cf. 16.E and 16.4.) Slightly deeper than any of the comments 
in the preceding paragraph is the following result, which asserts 
essentially that a thick subset of a measure space may itself be 
regarded as a measure space. 
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Theorem A. I] X o is a thick subset 0] a measure space 
(X,S,,u), ij So = S n X o, and ij, ]or E in S, ,uo(E Cl X o) = 
,u(E), then (Xo,So,,uo) is a measure space. 
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Proof. If two sets, EI and E2, in S are such that EI n X o = 
E2 n Xo, then (EI A E2 ) n X o = 0, so that ,u(EI A E2) = ° and 
therefore ,u(EI) = ,u(E2). In other words ,uo is indeed unam­
biguously defined on So. 

Suppose next tha t {F n} is a disj oin t seq uence of sets in So, 
and let E n be a set in S such that 

Fn = En n Xo, n = 1, 2, .. '. 

If En = E n - U {Ei: 1 ~ i < n}, n = 1,2, . ", then 

(EnAEn) n X o = (Fn - U {Fi : 1 ~ i< n}) AFn = 
= FnAFn = 0, 

so that ,u(En A E n ) = 0, and therefore 

E:-I,uO(Fn) = E:~I ,u(En) = E:=I,u(En ) = ,u(U:~1 En} = 

= ,u(U:=1 En ) = ,uo(U:=1 Fn ). 

In other words ,uo is indeed a measure, and the proof of the theorem 
is complete. I 

(1) The following converse of Theorem A is true. If (X,S,,u) is a measure 
space and if X o is a subset of X such that, for every two measurable sets EI 
and E2, the condition EI n X o = E2 n Xo implies that ,u(E1) = ,u(E2), then 
X o is thick. (Hint: if FeE - X O, then 

(E - F) n Xo = E n X o.) 

(2) The extension theorem 16.2 may be used to give an alternative proof 
of Theorem A in the u-finite case. 

(3) The following proposition shows that the concept of a finite measure space 
is not very different from the apparently much more special concept of a totally 
finite measure space. If (X,S,,u) is a finite measure space, then there exists a 
thick measurable set Xo• (Hint: write c = sup {,u(E): EeSI. Let {Enl be a 
sequence of measurable sets such that !imn ,u(En) = c and write X o = U:-I En. 
Observe that ,u(Xo) = c.) This result enables us, in most app!ications, to assurne 
that a finite measure space is totally finite, since we may replace X by Xo with­
out significant loss of generality. For an example of a finite measure space 
which is not totally finite, let X be the realline, let S be the dass of all sets of 
the form E U C, where E is a Lebesgue measurable subset of [0,1] and C i, 
countable, and let ,u on S be Lebesgue measure. The methnd suggested abov, 
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to show the existence of X o has frequent application in measure theory; it is 
called the method of exhaustion. 

(4) If (X,S,/-L) is a complete, q-finite measure space, then every /-L*-measurable 
set is measurable. Hence for complete, q-finite measure spaces the two con­
cepts of measurability collapse into one. 

§ 18. MEASURABLE FUNCTIONS 

Suppose thatj is areal valued function on a set X and let M 
be any sub set of the realline. We shall write 

j-l(M) = {x:j(x) e M}, 

i.e. j-l (M) is the set of all those points of X which are mapped 
into M by j. The setj-l(M) is called the inverse image (under 
f, or with respect to j) of the set M. If, for instance, j is the 
characteristic function of a set E in X, then j-l ({ 1 }) = E and 
(-1({0}) = E'; more generally 

j-l(M) = 0, E, E', or X, 

according as M contains neither ° nor 1, 1 but not 0, ° but not 1, 
or both ° and 1. 

It is easy to verify that, for every j, 

j-l(U:=1 Mn) = U:=d-1(Mn), 

j-l (M - N) = j-l (M) - j-l (N); 

in other words the mappingj-l, from sub sets of the line to subsets 
of X, preserves all set operations. It follows in particular that if 
E is a dass of sub sets of the line (such as a ring or a CT-ring) with 
certain algebraic properties, thenj-l(E) (= the dass of all those 
subsets of X which have the formj-l(M) for some M in E) is a 
dass with the same algebraic properties. Of particular interest 
for later applications is the case in which E is the dass of all 
Borel sets on the line. 

Suppose now that in addition to the set X we are given also a 
CT-ring S of sub sets of X so that (X,S) is a measurable space. 
For every real valued (and also for every extended real valued) 
function j on X, we shall wri te 

NU) = {x:j(x) ~O}; 
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if areal valued functionj is such that, for every Borel subset M 
of the real line the set NU) n j-1 (M) is measurable, then j is 
called a measurable function. 

Several comments are called for in connection with this defini­
tion of measurability. First of all, the special role played by the 
value 0 should be emphasized. The reason for singling out 0 
lies in the fact that it is the identity element of the additive group 
of real numbers. In the next chapter we shall introduce the con­
cept of integral, defined for certain measurable functions; the 
fact that integration (which is without doubt the most important 
concept in measure theory) may be viewed as generalized addition 
necessitates treating 0 differently from other real numbers. 

If j is a measurable function on X and if we take for M the 
entire real line, then it follows that NU) is a measurable set. 
Hence if Eis a measurable sub set of X and if M is a Borel subset 
of the realline, then it follows from the identity 

E n {j-1(M)} = 

= [E n NU) nj-1(M)] U [(E - NU» nj-1(M)], 

that E n j-1(M) is measurable. (Observe that the second term 
in the last written union is either empty or else equal to 
E - NU).) If, in other words, we say that areal valued func­
tionj defined on a measurable set E is to be called measurable on 
E whenever E n j-1(M) is measurable for every Borel set M, 
then we have proved that a measurable function is measurable 
on every measurable set. If, in particular, the entire space X 
happens to be measurable, then the requirement of measurability 
on j is simply that j-1 (M) be measurable for every Borel subset 
M of the real line. In other words, in case X is measurable, a 
measurable function is one whose inverse maps the sets of one 
prescribed <T-ring (namely the Borel sets on the line) into the sets 
of another prescribed <T-ring (namely S). 

I t is clear that the concept of measurability for a function 
depends on the <T-ring Sand therefore, on the rare occasions when 
we shall have more than one <T-ring under consideration at the 
same time, we shall say that a function is measurable with rcspect 
to S, or, more concisely, that it is measurable (S). If in particular 
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X is the real line, and Sand S are the dass of Borel sets and the 
dass of Lebesgue measurable sets respectively, then we shall call 
a function measurable with respect to S a Borel measurable 
function, and a function measurable with respect to S a Lebesgue 
measurable function. 

It is important to emphasize also that the concept of measur­
ability for functions, just as the concept of measurability for sets, 
as used in § 17, does not depend on the numerical values of a 
prescribed measure /l, but merely on the prescribed <T-ring S. 
A set or a function is, from this point of view, dedared measurable 
by fiat; the concept is purely set theoretical and is quite inde­
pendent of measure theory. 

The situation is analogous to that in the modern theory of 
topological spaces, where certain sets are dedared open and cer­
tain functions continuous, without reference to a numerical 
distance. The existence or non existence of ametrie, in terms of 
which openness and continuity can be defined, is an interesting 
but usually quite irrelevant question. The analogy is deeper 
than it seems: the reader familiar with the theory of continuous 
functions on topological spaces will recall that a function j is 
continuous if and only if, for every open set M in the range 
(in our case the realline), the setj-l(M) belongs to the prescribed 
family of sets which are called open in the domain. 

We shall need the concept of measurability for extended real 
functions also. We define this concept simply by making the 
convention that the one-point sets { oo} and { - oo} of the extended 
real line are to be regarded as Borel sets, and then repeating 
verbatim the definition for real valued functions. Accordingly 
a possibly infinite valued function j is measurable, if, for every 
Borel set M of real numbers, each of the three sets 

is measurable. We observe that for the extended concept oE 
Borel set it is no longer true that the dass of Borel sets is the <T-ring 
generated by semidosed intervals. 

We shall study and attempt to make dear the structure of 
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measurable functions in great detail below. The following IS a 
preliminary result of considerable use. 

Theorem A. Areal function f on a measurable space (X,S) 
is measurable ij and only ij, for every real number c, Ihe sei 
NU) n {x:f(x) < c} is measurable. 

Proof. If M is the open ray extending from c to - 00 on the 
realline, i.e. M = {I: I < c}, then M is a Borel set andf-l CM) = 
{x:f(x) < cl. It is dear therefore that the stated condition is 
indeed necessary for the measurability off. 

Suppose next that the condition is satisfied. If Cl and C2 are 
real numbers, Cl ~ C2, then 

{x:f(x) < C2} - {x:f(x) < cd = {x: Cl ~f(x) < C2}' 

In other words if M is any semidosed interval, then NU) n 
/-1 (M) is the difference of two measurable sets and is therefore 
measurable. Let E be the dass of all those subsets M of the 
extended realline for which NU) n f-l(M) is measurable. Since 
Eis a O'-ring, and since a O'-ring containing all semidosed intervals 
contains also all Borel sets, the proof of the theorem is complete. I 

(1) Theorem A remains true if < is replaced by ~ or > or?;. (Hint: if 
-00 < c < 00, then 

{x:j(x) ~ cl = n:=l {x:j(x) < c + M·) 
(2) Theorem A remains true if c is restricted to belong to an everywhere 

dense set of real numbers. 
(3) Ifj is a measurable function and c is areal number, then cf is measurable. 
(4) If a set E is a measurable set, then its characteristic function is a measur­

able function. Is the converse of this statement true? 
(5) A non zero constant function is measurable if and only if Xis measurable. 
(6) If Xis the realline andj is an increasing function, thenj is Borel measur­

able. Is every continuous function Borel measurable? 
(7) Let X be the realline and let E be a set which is not Lebesgue measurable; 

writej(x) = x or -x according as xe E or xe' E. Isj Lebesgue measurable? 
(8) If j is measurable, then, for every real number c, the set N(J) n 

{x:j(),') = cl is measurable. Is the converse of this statement true? 
(9) A complex valued function is called measurable if both its real and 

imaginary parts are measurable. A complex valued function j is measurable 
if and only if, for every open set M in the complex plane, the set N(J) n j-l(M) 
is measurable. 
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(10) Suppose that J is areal valued funetion on a measurable spaee (X,S), 
and, for every real number I, write B(/) = {x:J(x) ~ tl. Then 

(lOa) 

(lOb) 

(lOe) 

s < t impIies B(s) C B(t), 

Ut B(t) = X and nt B(t) = 0, 

ns<t B(t) = B(s). 

Conversely, if {B(t) I is a dass of sets with the properties (lOa), (lOb), and (lOe), 
then there exists a unique, finite, real valued funetionJ sueh that {x:J(x) ~ tl 
= B(/). (Hint:writeJ(x) = inf{t:xeB(/)I.) 

(11) H J is a measurable funetion on a totally finite measure spaee (X,S,J.L) 
and if, for every Borel set M on the extended real line, we write v(M) = 
!L(J~l(M)), then v is a measure on the dass of all Borel sets. HJ is finite valued, 
then the funetion g of a real variable, defined by g(t) = !L( {x: J(x) < tl), is 
monotone inereasing, eontinuous on the left, and sueh that g( -00) = ° and 
g( 00) = !L(X); g is ealled the distribution function of J. Hg is continuous, then 
the Lebesgue-Stieltjes measure !Lg, induced by g according to the procedure of 
15.9, is the completion of v. H J is the characteristie function of a measurable 
set E, then v(M) = XM(l)!L(E) + XM(O)!L(E'). 

§ 19. COMBINATIONS OF MEASURABLE FUNCTIONS 

Theorem A. If fand gare extended real valued measurable 
(unctions on a measurable space (X,S), and if c is any real 
number, then each of the three sets 

A = {x:f(x) < g(x) + cl, 

B = {x:f(x) ~ g(x) + c}, 

C = {x:f(x) = g(x) + cl, 

has a measurable intersection with every measurable set. 

Proof. Let M be the set of rational numbers on the line. 
Since 

A = UreM [{x:f(x) < r} n {x: r - c < g(x)ll, 

it follows that A has the desired property. The conclusions for 
Band C are consequences of the relations 

B = X - {x: g(x) < fex) - cl and C = B - A 

respectively. I 
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Theorem B. 1f q, is an extended real valued Borel measur­
able function on the extended real line such that q,(0) = 0, 
and if f is an extended real valued measurable function on a 
measurable space X, then the function j, defined by ](x) = 
q,U(x)), is a measurablefunction on X. 

81 

Proof. It is convenient to use here the definition of measur­
ability (instead of the necessary and sufficient condition of § 18). 
If M is any Borel set on the extended realline, then 

NU) nj-1(M) = {x: q,U(x)) e M - {O}} ::0: 

= {x:f(x) e q,-1(M - tOD}. 
Since q,(0) = 0, we have 

q,-1(M - {OD = q,-1(M - {OD - {O}. 

Since q, is Borel measurable, q, -1 (M - {O}) is a Borel set and the 
measurability of the set 

NU) nj-l(M) = NU) nf-l(q,-l(M - {OD) 

follows from the measurability of]. I 
Since it is easy to verify that, for any positive real number a, 

the function q" defined for every real number t by q,(t) = I t la, 
is Borel measurable, it follows that the measurability of a func­
ti on f implies the measurability of IJ la. Similarly any positive 
integral power of a measurable function is again a measurable 
function, and it follows similarly, by an even simpler argument, 
that a constant (real) multiple of a measurable function is also 
measurable. By considering Borel measurable functions q, of 
two or more real variables a similar argument may be used to 
prove such statements as that the sum and product of two measur­
able functions are measurable. Since, however, we have not yet 
defined and proved any proper ti es of Borel measurability for 
functions of several variables, we postpone these considerations 
and turn now to a direct proof of the measurability of sums and 
products. 

Theorem C. 1f fand gare extended real valued measurable 
functions on a measurable space X, then so also are f + g 
andfg. 
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Proof. Since the behavior off + g and fg at those points x 
at which at least one of the two numbers, fex) and g(x), is infini te 
is easily understood, after the examination of a small number of 
cases, we restriet our attention to finite valued functions. (We 
recall incidentally that if fex) = ±oo and g(x) = =Foo, then 
fex) + g(x) is not defined.) 

Since if fand gare fini te and if c is areal number, then 

(x:f(x) + g(x) < c} = {x:f(x) < c - g(x)}, 

the measurability of f + g follows from Theorem A (with - g 
in place of g). The measurability of fg is a consequence of the 
identity 

fg = t[U + g)2 - U - g)2]. I 

Since iff and g are finite we have 

and 
f U g = !U + g + If - g I) 

f n g = !U + g - If - g 1), 

Theorems Band C show that the measurability of] and g implies 
that off U g andf n g. If for every extended real valued func­
tionf we write 

then 
f+ = f U 0 and f- = - unO), 

f =f+ - f- and Ifl =f+ + f-· 

(The functions f+ and f- are called the positive part and the 
negative part off, respectively.) The comment at the beginning 
of this paragraph implies that the positive and negative parts of 
a measurable function are both measurable; conversely, a func­
tion with measurable positive and negative parts is itself measur­
able. 

(1) If / is such that I/I is measurable, does/ have to be measurable? 
(2) If X is measurable, then Theorem B is true even without the assumption 

that C/>(O) = 0; in other words, in this case a Borel measurable function of a 
measurable function is a measurabJe funccion. 
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(3) lt is not true, even if Xis measurable, that a Lebesgue measurable func­

tion of a measurable function is a measurable function. The purpose of the 
sequence of statements below is to indicate the proof of this negative statement 
by the construction of a suitable example. The construction will yield a Lebesgue 
measurable function 4> of areal variabley, and a continuous and strictly increas­
ing functionj of a real variable x, 0 & x & 1, such that ifj(x) = 4>(J(x», then 
j is not Lebesgue measurable. 

For every x in X (where X = [0,1] is the cIosed unit interval), write 

whereai = 0,1, or2, i = 1,2, .. ',so thatifx e C, thenai = 00r2, i = 1,2, ...• 
(The set Cis the Cantor set, defined in 15.5.) Let n = n(x) be the first index 
for_ which an = 1. (If there is no such n, i.e. if x e C, write n(x) = ce.) Define 
the function if; by the equation 

if;(x) = Ll~j< .. ai/2Hl + ;n' 
(The function if; is sometimes called the Cantor function.) 

(3a) HO & x &y & 1, then 

o = if;(0) & if;(x) & if;(y) & if;(I) = 1. 

(Hint: if x = .ala2<X3··· & y = .ßJ32ß3·'·, and if ai = ßi for 1 & i <j, then 
ai & ßi') 

(3b) The function if; is continuous. (Hint: if x = .ala2<X3· , ., y = .ßJ32ß3' , " 
and ai = ßi for 1 & i < j, then 

I if;(x) - if;(y) 1& 2Ll') 
(3c) For every x in X there is one and only one number y, 0 & y & 1, such 

that x = !(y + if;(y», and therefore the equation y = j(x) defines a strictly in­
creasing, continuous functionj on X. (Hint: !(y + if;(y» is strictly increasing 
and continuous.) 

(3d) The setj-l(C) is Lebesgue measurable and has positive measure. (Hint: 
the set 

if;(X- C) = {if;(y):yeX- cl 
is countable and therefore has measure zero; consequently 

p.(J-l(X - Cl) = !.) 
(3e) There exists a Lebesgue measurable set M, Me {y: 0 & y & I}, such 

that j-l(M) is not Lebesgue measurable. (Hint: by 16.E, j-l(C) contains a 
non measurable set. RecaII that every subset of a set of Lebesgue measure zero 
is Lebesgue measurable.) 

(3f) If 4> is the characteristic function of the set M mentioned in (3e) and if 
!(x) = 4>(j(x», then 4> is Lebesgue measurable butj is not. 

(4) The set M in (3e) is an example of a Lebesgue measurable set which is 
not a Borel set; (cf. 15.6). 
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§ 20. SEQUENCES OF MEASURABLE FUNCTIONS 

Theorem A. 1f Un} is a sequence of extended real valued, 
measurable functions on a measurable space X, then each of the 
four functions h, g,j*, andA, defined by 

hex) = sup Un(X): n = 1, 2, ... }, 

g(X) = inf Un(X): n = 1,2, ... }, 

f*(x) = lim supnfn(x), 

f*(x) = lim infnfn(x), 

is measurable. 

Proof. I t is easy to reduce the general case to the case of 
finite valued functions. The equation 

{x: g(x) < c} = U:-l {x:fn(x) < c} 

implies the measurability of g. The result for h follows from the 
relation 

hex) = - inf {-fn(x): n = 1,2, ... }. 

The measurability of f* andf* is a consequence of the relations 

f*(x) = infn~l sUPm~nfm(x), f*(x) = SUpn;?;l infmi1::nfm(x), 

respectively. I 
It follows from Theorem A that the set of points of convergenCi! 

of a sequence {fn} of measurable functions, i.e. the set 

{x: lim supnfn(x) = lim infnfn(x)}, 

has a measurable intersection with every measurable set, and, 
consequently, that the function f, defined by fex) = limnfn(x) 
at every x for which the limit exists, is a measurable function. 

A very useful concept in the theory of measurable functions is 
that of a simple function. A functionf, defined on a measurable 
space X, is called simple if there is a finite, disjoint dass {Eh .. " 
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En} of measurable sets and a finite set {ah ... , an} of real num­
bers such that 

( ) = {ai if X e Ei, i = 1, ... , n, 
j X 0 if X e' EI U·· . U E n • 

(We emphasize the fact that the values of a simple function are 
to be finite real numbers: this will be essential in the sequel.) 
In other words a simple function takes on only a finite number 
of values different from zero, each on a measurable set. 

The simplest example of a simple function is the characteristic 
function XE of a measurable set E. I t is easy to verify that a 
simple function is always measurable; in fact we have, for the 
simple functionj described above, 

The product of two simple functions, and any finite linear com­
bination of simple functions, are again simple functions. 

Theorem B. Every extended real valued measurable junction 
j is the limit oj a sequence Un} of simplejunctions; if j is non 
negative, then eachjn may be taken non negative and the sequence 
Un} may be assumed increasing. 

Proof. Suppose first that j ~ O. For every n = 1, 2, 
and for every X in X, we write 

li - 1 i-I i 
--if--<x<-

jn(X) = 2n 2n =j() 2n ' 

n if j(x) ~ n. 

i = 1, ... , 2'an, 

Clearly jn is a non negative simple function, and the sequence 
Un} is increasing. Ifj(x) < 00, then, for some n, 

1 o ~j(x) - jn(x) ~ 2n ; 

if j(x) = 00, thenjn(x) = n for every n. This proves the second 
half of the theorem; the first half follows (recalling that the 
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difference of two simple functions is a simple function) by apply­
ing the result just proved separately toj+ andj-. I 

(1) All the concepts and results of this section and the preceding one (except, 
of course, the ones depending on such order properties of the real numbers as 
positiveness) can be extended to complex valued functions. 

(2) If the functionj in Theorem B is bounded, then the sequence UnI may 
be made to converge toj uniformly. 

(3) An elementary function is defined in the same way as a simple function, 
the only change being that the number of sets Ei, and therefore the number of 
corresponding values (Xi, is allowed to be countably infinite. Every real vailled 
measurable function j is the limit of a uniformly convergent sequence of e1e­
mentary functions. 

§ 21. POINTWISE CONVERGENCE 

In the preceding three sections we have developed the theory 
of measurable functions about as far as it is convenient to do so 
without mentioning measure. From now on we shall suppose 
that the underlying space X is a measure space (X,S,M). 

If a certain proposition concerning the points of a measure 
space is true for every point, with the exception at most of a 
set of points which form a measurable set of measure zero, it is 
customary to say that the proposition is true for almost every 
point, or that it is true almost everywhere. The phrase "almost 
everywhere" is used so frequently that it is convenient to intro. 
duce the abbreviation a.e. Thus, for instance, we might say that 
a function is a constant a.e.--meaning that there exists areal 
number c such that {x: j(x) ~ c} is a set of measure zero. A 
function f is called essentially bounded if it is bounded a.e., i.e. 
if there exists a positive, finite constant c such that {x: If(x) I > c} 
is a set of measure zero. The infimum of the values of c for which 
this statement is true is called the essential supremum of If I, 
abbreviated to 

ess. sup. If I· 

Let {fn} be a sequence of extended real valued functions which 
converges a.e. on the measure space X to a limit function j. 
This me ans, of course, that there exists a set Eo of measure zero 
(which may be empty) such that, if x 8' Eo and E > 0, then an 
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integer no = no(x,E) can be found with the property that 

1 
if fex) = -00, fn(x) < - -, 

E 

Ifn(x) - fex) I < E, if -00 <fex) < 00, 

1 
fn(x) > -, if fex) = 00, 

E 

whenever n ;;;:; no. We shall say that a sequence {In} of real 
valued functions is fundamental a.e. if there exists a set Eo oE 
measure zero such that, if x e' Eo and E > 0, then an integer 
no = nO(x,E) can be found with the property that 

l!n(X) - fm (x) I < E, whenever n;;;:; no and m;;;:; no· 

Similarly in the theory of real sequences one distinguishes between 
a sequence {an} of extended real numbers which converges to an 
extended real number a, and a sequence {an} of finite real numbers 
which is a fundamental sequence, i.e. which satisfies Cauchy's 
necessary and sufficient condition for convergence to a finite 
limit. 

It is clear that if a sequence converges to a finite valued limit 
function a.e., then it is fundamental a.e., and, conversely, that 
corresponding to a sequence which is fundamental a.e. there 
always exists a finite valued limit function to which it converges 
a.e. If moreover the sequence converges a.e. to fand also con­
verges a.e. to g, then fex) = g(x) a.e., i.e. the limit function is 
uniquely determined to within a set of measure zero. 

We shall have occasion in the sequel to refer to several differ­
ent kinds of convergence, and we shall consistently employ 
terminology similar to that of the preceding paragraphs. Thus, 
if we define a new kind of convergence of a sequence {fn} to a 
limitf, by specifying the sense in whichfn is to be near tof for 
large n, then we shall use without any further explanation the 
notion of a sequence which is fundamental in this new sense­
meaning that, for large n and m, the differences fn - fm are to 
be near to 0 in the specified sense of nearness. 

A:1 example of another kind of convergence for sequences of 
real valued functions is uniform convergence a.e. The sequence 
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{j"l converges toj uniformly a.e. if there exists a set Eo of meas­
ure zero such that, for every e > 0, an integer no = no(e) can bc 
found with the property that 

IJneX) - j(x) I < E, if n ~ no and x 8' Eo, 

in other words if the sequence of functions converges uniformly 
to j (in the ordinary sense of that phrase) on the set X - Eo• 
Onee more it is true, and easily verified, that a sequence eon­
verges uniformly a.e. to some limit funetion if and only if it is 
uniformly fundamental a.e. 

The following result (known as Egoroff's theorem) establishes 
an interesting and useful eonnection between eonvergenee a.e. 
and uniform eonvergenee. 

Theorem A. 11 E is a measurable set oj finite measure, 
and if {fn} is a sequence oj a.e. finite valued measurable junc­
tions which converges a.e. on E to a finite valued measurable 
junction j, then, jor every E > 0, there exists a measurable 
subset F oj E such that p,(F) < E and such that the sequence 
{fn} converges to j uniformly on E - F. 

Proof. By omitting, if neeessary, a set of measure zero from 
E, we may assume that the sequenee {jn} eonverges to j every­
where on E. If 

Entrl = ni=n {x: !/i(X) - j(x) I < ~ 1 ' 
then 

and, since the sequence {jn} converges toj on E, 

for every m = 1, 2, .... Hence lim" p,(E - E n m) = 0, so that 
there exists a positive integer no = noem) such that 
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(To be sure no depends also on E, but E remains fixed throughout 
the entire proof.) If 

F = U:=l (E - Eno(mlm), 

then F is a measurable set, FeE, and 

Since E - F = E n n:=l Eno(m)m, and since, therefore, for n ~ 
noem) and for x in E - F, we have xe Enm, it follows that 

1 
/!n(X) - fex) I < -, which proves uniform convergence on 

m 
E-F. I 

Motivated by Egoroff's theorem we introduce the concept of 
almost uniform convergence. A sequence Un} of a.e. finite 
valued measurable functions will be said to converge to the meas­
urable function falmost uniformly if, for every E > 0, there 
exists a measurable set F such that p,(F) < E and such that the 
sequence Un} converges tof uniformlyon F'. In this language 
Egoroff's theorem asserts that on a set of finite measure con­
vergence a.e. implies almost uniform convergence. The following 
result goes in the converse direction. 

Theorem B. 1f Un} is a sequence of measurable funclions 
which converges 10 f almosl uniformly, Ihen Un} converges 10 f 
a.e. 

1 
Proof. Let Fn be a measurable set such that p,(Fn ) < -

n 
and such that the sequence Un} converges to f uniformlyon 
F n', n = 1, 2, If F = n:=l F n , then 

so that p,(F) = 0, and it is c1ear that, for x in F', Un(X)} con­
verges tof(x). I 

We remark that the phrase "almost uniform convergence" 
is a somewhat confusing (but unfortunately standard) misnomer, 
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which conflicts with the "almost everywhere" terminology. Some 
such phrase as "nearly uniform convergence" might come closer 
to suggesting the true state of affairs; as it stands, some care 
has to be exercised to distinguish between almost uniform con­
vergence and almost everywhere uniform convergence. 

(l) If J is any real valued, Lebesgue measurable function on the real line, 
then there exists a Borel measurable function g such that J(x) = g(x) a.e. 
(Hint: write Er = 1 x: J(x) < r} for every rational number r, and use 13.B to 
express ET in the form Fr t. Nr, where Fr is a Borel set and NT has measure zero. 
Let N be a Borel set of measure zero containing Ur NT and define g by 

Cf. 18.2.) 

if xe N, 
if xe' N. 

(2) If Eis a measurable set of positive finite measure, and if UnI is a sequence 
of a.e. finite valued measurable functions which is fundamental a.e., then there 
exists a positive finite constant c and a measurable subset F of E of positive 
measure such that, for every n = I, 2, .. , and for every x in F, IJn(x) I ~ c. 

(3) If E is a measurable set of u-finite measure, and if UnI is a sequence of 
a.e. finite valued measurable functions wh ich converges a.e. on E to a finite 
valued measurable function J, then there exists a sequence 1 E;} of measurable 
sets such that p.(E - Ui"-l Ei) = 0 and such that the sequence UnI converges 
uniformlyon each Ei, i = I, 2, .... (Hint: it is sufficient to prove the result 
if p.(E) < 00. In this case apply Egoroff's theorem to find Ei so that 

p.(E - U~-l Ei) < ~ 
n 

and so that UnI converges uniformlyon Ei.) 
(4) Let X be the set of positive integers, let S be the class of all subsets of 

X, and, for E in S, let p.(E) be the number of points in E. If Xn is the character­
istic function of the set 11, "', n}, then the sequence IXn\ converges to 1 
everywhere but it is not almost uniformly fundamental. In other words, 
Egoroff's theorem is not true if E is not of finite measure. 

(5) For every essentially bounded function J, write 11 J 11 = ess. sup. IJ I· 
If IJn} is a sequence of essentially bounded measurable functions, then the 
sequence UnI converges to J uniformly a.e. if and only if limn 11 Jn - J 11 = O. 

(6) Is the set ml: of all essentially bounded measurable functions a Banach 
space with respect to the norm described in (5)? 

§ 22. CONVERGENCE IN MEASURE 

In this sec ti on, as in the preceding one, we shall work through, 
out with a fixed measure space (X,S,J,.t). 
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Theorem A. Suppose thatf andf .. , n = 1,2, "', are real 
valued measurable functions on a set E of finite measure, and 
write,for every E > 0, 

E .. (E) = {x: If .. (x) - fex) I ~ E}, n = 1,2, .... 

The sequence {f .. } converges to f a.e. on E ij and only if 

!im .. }L(E n U:-.. Em(E)) = 0 

for every E > O. 

Proof. It follows from the definition of convergence that the 
sequence {f .. (x)} of real numbers fails to converge to the real 
number fex) if and only if there is a positive number E such that 
x belongs to E .. (E) for an infinite number of values of n. In 
other words, if Dis the set of those points x at which {f .. (x)} does 
not converge tof(x), then 

D = U.>o lim sup .. E.,(E) = Uk'_llim sup .. E .. (~)-

Consequently a necessary and sufficient condition that }L(E n D) 
= 0 (i.e. that the sequence {f.,} converge to f a.e. on E) is that 
}L(E n lim sup .. E .. (E)) = 0 for every E > O. The desired conclu­
sion follows from the relations 

}L(E n lim sup., E.,(E)) = }L(E n n:-l U:-.. Em(E)) = 

= lim., }L(E n U:= .. Em(E)). I 

The desire to investigate the result of an obvious weakening 
of the condition of Theorem A motivates the definition of still 
another method of convergence which has frequent application. 
A sequence {f .. } of a.e. finite valued, measurable functions con­
verges in measure to the measurable function f if, for every 
E > 0, lim., }L({x: If .. (x) - fex) I ~ E}) = O. In accordance with 
our general comment on different kinds of convergence in the 
preceding sec ti on, we shall say that a sequence {fn} of a.e. 
finite valued measurable functions is fundamental in measure 
if, for every E > 0, 

}L({x: Ifn(x) - fm (x) I ~ E}) ~ 0 as n and m ~ co. 
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It follows trivially from Theorem A that if a sequence of 
finite valued measurable functions converges a.e. to a finite 
limit [or is fundamental a.e.] on a set E of finite measure, then it 
converges in measure [or is fundamental in measure] on E. The 
following theorem is a slight strengthening of this assertion in 
that it makes no assumptions of finiteness. 

Theorem B. Lilmost uniform convergence implies conver­
gence zn measure. 

Proof. If {fn} converges to f almost uniformly, then, for 
any two positive numbers E and 0, there exists a measurable set 
F such that J.I.(F) < 0 and such that Ifn(x) - fex) I < c:, whenever 
x belongs to F' and n is sufficiently large. I 

Theorem C. 1f {fn} converges in measure to f, then {fn} 
is fundamental in measure. 1f also {fn} converges in measure 
to g, then f = g a.e. 

Proof. The first assertion of the theorem follows from the 
relation 

{x: Ifnex) - fm (x) I ~ c:} C 

C {x: Ifnex) - fex) I ~ ~} U {x: Ifm(x) - fex) I ~ ~}. 

To prove the second assertion, we observe that, similarly, 

{x: If(x) - g(x) I ~ c:} C 

C {x: Ifn(x) - fex) I ~ ~} u {x: Ifn(x) - g(x) I ~ ~} . 

Since, by proper choice of n, the measure of both sets on the 
right can be made arbitrarily small, we have 

,u({x: \J(x) - g(x) I ~ E}) = 0 

for every E > 0; this implies, as asserted, thatf = g a.e. I 
In addition to these comparatively elementary remarks, we 

shall present two slightly deeper properties of convergence in 
measure. 
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Theorem D. If {fn} is a sequence of measurable functions 
which is fundamental in measure, then some subsequence {fnk} 
is alm ost unijormly fundamental. 
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Proof. For any positive integer k we may find an integer nCk) 
such that if n ~ n(k) and m ~ n(k), then 

JL({x: lin(x) -fm(x) I ~ ~,,}) < ;", 
We write 

n1 = n(1), n2 = (n1 + 1) U n(2), na = (n2 + 1) U n(3), "'; 

then n1 < n2 < na < ' , " so that the sequence Unk} is indeed an 
infinite subsequence of UnI. If 

E" = {x: Iink(X) - fnk+l(X) I ~ ~,,} 
and k ~ i ~}, then, for every x which does not belong to E k U 
E"+1 U E"+2 U ' , " we have 

1 
Ii ... (x) - fn/x) I ~ E=-i Ii"",(x) - f""'+l(X) I < 2i - 1 ' 

so that, in other words, the sequence U ... } is uniformly funda­
mental on X - (E" U E"+1 U ' . , ). Since 

1 
JL(E" U E"+1 U,··) ~ E=-" JL(Em) < 2"-1 ' 

the proof of Theorem D is complete. I 
Theorem E. If Un} is a sequence of measurable functions 

which is fundamental in measure, thm there exists a measurable 
function f such that Un} converges in measure to f. 

Proof. By Theorem D we can find a subsequence Unk} which 
is almost uniformly fundamental and therefore fundamental a.e.; 
we writef(x) = lim" fn,,(x) for every x for which the limit exists. 
We observe that, for every E > 0, 

{x: Ifn(x) - fex) I ~ E} C 

C {x: Ii,,(x) - fn,,(x) I ~ ~} U {x: lin,,(x) - fex) I ~ ~}. 
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The measure of the first term on the right is by hypo thesis arbi­
trarily small if n and nk are sufficiently large, and the measure of 
the second term also approaches 0 (as k ---7 00), since almost 
uniform convergence implies convergence in measure. I 

(1) Suppose that the measure space (X,S,!l) is totally finite, and let Un} 
and {gn} be sequences of finite valued measurable functions converging in meas­
ure to land g respectively. 

(la) If a and ß are real constants, then {aln + ßgn} converges in measure to 
al + ßg; {i/n I} converges in measure to 1I I. 

(Ib) Ifl = 0 a.e., then Un2 } converges in measure top. 
(1c) The sequence Ung} converges in measure tolg. (Hint: given a positive 

number 0, find a constant c such that if E = {x: I g(x) I ;:;; cl, then !l(X - E) 
< 0, and consider the situation separatelyon E and X - E.) 

(1d) The sequence Un2 } converges in measure to p. (Hint: apply (1 b) to 
Un - I}·) 

(Ie) The sequence Ungn} converges in measure to Ig. (Hint: apply the 
identity which expresses a product in terms of sums and squares.) 

(lf) Are the statements (la)-(1e) valid for measure spaces which are not 
totally finite? 

(2) Every subsequence of a sequence which is fundamental in measure is 
fundamental in measure. 

(3) If Un} is a sequence of measurable functions which is fundamental in 
measure, and if {In.} and Um;} are subsequences which converge a.e. to the 
limit functionsl and g respectively, thenl = g a.e. 

(4) If Xis the set of positive integers, S is the dass of all subsets of X, and, 
for every E in S, !leE) is the number of points in E, then, for the measure space 
(X,S,!l) , convergence in measure is equivalent to uniform convergence every­
where. 

(5) Is it necessarily true on a set of infinite measure that convergence a.e. 
implies convergence in measure? (Cf. 21.4 and (4).) 

(6) Let the measure space X be the dosed unit interval with Lebesgue meas­
ure. If, for n = I, 2, "', 

E'=--- t=l···n . [i - 1 iJ . 
n n 'n' " , 

and if Xn i is the characteristic function of Eni, then the sequence {XII, X2I, X22, 
X31, X32, X33, ••• } converges in measure to 0, but fails to converge at any point 
of X. 

(7) Let {Enl be a sequence of measurable sets and let Xn be the character­
istic function of En, n = 1,2, .. '. The sequence {Xn} is fundamental in measure 
if and only if p(En,Em) ~ 0 as n and m ~ 00. (For the definition of p see 9.4.) 



Chapter J7 

INTEGRATION 

§ 23. INTEGRABLE SIMPLE FUNCTIONS 

A simple functionf = L;-1 aiXE. on a measure space (X,S,p) 
is integrable if p(Ei ) < 00 for every index i for which ai ;;c o. 
The integral off, in symbols 

jf(x)dp(x) or jfdp 

is defined by jfdp = :2:7-1 aip(Ei). It follows easily from the ad­

dltlvltV of CL that if f is also equal to Li-l ßiXFi , then jfdp = 

Lj'..1 ßiP(Fi ), i.e. that the value of the integral is independent 
of the representation off and is therefore unambiguously defined. 
We observe that the absolute value of an integrable simple func­
tion, a finite, constant multiple of an integrable simple function, 
and the sum of two integrable simple functions are integrable 
simple functions. 

If E is a measurable set andf is an integrable simple function, 
then it is easy to see that the function xEf is an integrable simple 
function also; we define the integral off over E by 

The simplest example of an integrable simple function is the 
characteristic function of a measurable set E of finite measure; 

we have j XEdp = L dp = p(E). 

95 
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In the sequel we shall define the notions of integrability and 
integral on a wider domain than the dass of integrable simple 
funetions. Some useful definitions and the statements of several 
important results (but very few proofs) depend only on sueh 
elementary properties of integration as we have already explieitly 
mentioned. In order to avoid unneeessary duplieation, we shall 
therefore proeeed as folIows. Throughout this seetion we shall 
use the word "function" as an abbreviation for "simple funetion." 
As a eonsequenee of this poliey all our definitions and theorems 
will make sense not only for simple funetions but also for the 
wider dass we shall subsequently eonsider. The proofs in this 
seetion will, however, apply to simple funetions only; we shall 
eomplete the proofs, so that they will apply to the more general 
case also, a little later. 

The proofs of Theorem A and B below are omitted; these 
results are immediate eonsequenees of the definitions and, in the 
ease of Theorem A, an obvious and simple eomputation. 

Theorem A. 1f fand gare integrable functions and a and 
ß are real numbers, then 

I (af + ßg)dp. = a Ifdp. + ß I gdp.. 

Theorem B. 1f an integrable function f is non negative 

a.e., then Ifdp. ~ O. 

Theorem C. 1f fand gare integrable functions such that 
f ~ g a.e., then 

Ifdp. ~ Igdp.. 

Proof. Apply Theorem B tof - gin plaee off. I 
Theorem D. 1f fand gare integrablefunctions, then 

IIJ + g Idp. ~ II1 Idp. + II g Idp.. 

Proof. Apply Theorem C to IJ I + I gl and If + g I in plaee 
of1 and g, respeetively. I 
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Theorem E. 1f f is an integrable funetion, thm 

Proof. Apply Theorem C first to If 1 and fand then to If 1 
and -j. I 

Theorem F. 1f f is an integrable funetion, a and ß are real 
numbers, and E is a measurable set sueh that, for x in E, 
a ~ fex) ~ ß, thm 

aJL(E) ~ LfdJL ~ ßJL(E). 

Proof. Since the principal assumption is equivalent to the 
relation aXE ~ xEf ~ ßXE, the desired result follows from 
Theorem C if JL(E) < 00; the case in which JL(E) = 00 is easily 
treated by direct application of the definition of integrability. I 

The indefinite integral of an integrable function f is the set 

function P, defined for every measurable set E by p(E) = Lfdp,. 

Theorem G. 1f an integrablefunctionf is non negative a.e., 
thm its indefinite integral is monotone. 

Proof. If E and F are measurable sets such that E c F, 
then XEf ~ xFf a.e., and the desired result follows from Theorem 
C. I 

A finite valued set function p defined on the dass of all measur­
able sets of a measure space (X,S,JL) is absolutely continuous if 
for every positive number E there exists a positive number 0 such 
that 1 p(E) 1 < E for every measurable set E for which p,(E) < o. 

Theorem H. The indefinite integral of an integrablefunction 
is absolutely continuous. 

Proof. If c is any positive number greater than all the values 
of If I, then, for every measurable set E, we have 
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Theorem 1. The indefinite integral 01 an integrable 1unc­
tion is countably additive. 

Proof. If 1 is the characteristic function of a measurable set 
E of finite measure, then the assertion of countable additivity for 
the indefinite integral of 1 is just arestatement of the countable 
additivity of p, on measurable subsets of E. The assertion of the 
theorem for arbitrary integrable simple functions is a consequence 
of the fact that every such function is a finite linear combination 
of characteristic functions. I 

If 1 and gare integrable functions, we define the distance, 
p(j,g), between them by the equation 

p(j,g) = fl 1 - g Idp,. 

The function p deserves the name "distance" in every respect but 
one. It is true and trivial that 

p(j']) = 0, p(j,g) = p(g,1), and p(j,g) ~ p(g,h) + p(h,]). 

I t is not true, however, that if p(j,g) = 0, then 1 = g. The dis­
tance between two integrable functions can, for instance, vanish 
if they are equal almost everywhere (but not necessarily every­
where). In a subsequent section we shall study this phenomenon 
in some detail. 

(1) If one of two simple functions is integrable, then so is their product. 
(2) If E and F are measurable sets of finite measure, then P(xE,XF) = 

p.(E ~ F). Cf. 9.4 and 22.7. 
(3) Let (X,S,p.) be the closed unit interval with Lebesgue measure, and, for 

some fixed point Xo in X, write II(E) = XE(XO). Is the set function 11 absolutely 
continuous? 

(4) If 11 is an absolutely continuous set function on the class of all measurable 
sets of a measure space (X,S,p.), then II(E) = 0 for every measurable set E for 
which p.(E) = o. 

(5) If a totally finite measure space X consists of a finite number of points, 
then every real valued measurable function on X is an integrable simple func­
tion, and the theory of integration specializes to the theory of finite sums. 

§ 24. SEQUENCES OF INTEGRABLE SIMPLE FUNCTIONS 

We shall continue in this section to work with a fixed measure 
space (X,S,p,) , and to use the device of abbreviating "simple 
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function" to "function." Since all the methods of this section 
(with only one minor exception, occurring at the end of the proof 
of Theorem D) are based on the general results of the preceding 
section, it will turn out that not only the statements but even the 
proofs of the following theorems will remain unaltered when we 
turn to the general case. 

A sequence {fn} of integrable functions is fundamental in the 
mean, or mean fundamental, if 

p(Jn,Jm) --t 0 as n and m --t 00. 

Theorem A. A meanfundamental sequence {fn} of integra­
ble functions is fundamental in measure. 

Proof. If, for any fixed positive number E, 

E nm = {x: Ifn(x) - fm (x) I ~ E}, 
then 

P(Jn,fm) =flin - fm IdJL ~ r Ifn - fm IdJL ~ EJL(Enm), JEnm 

so that JL(Enm) --t 0 as n and m -+ 00. I 
Theorem B. If {fn} is a mean fundamental sequence of 

integrable functions, and if the indefinite integral of fn is Pn, 
n = 1, 2, .. " then 

p(E) = lim n Pn(E) 

exists for every measurable set E, and the set function P is finite 
valued and countably additive. 

Proof. Since I Pn(E) - Pm(E) 1 ~ flfn - fm IdJL -+ 0 as n and 

m -+ 00, the existence, finiteness, and uniformity of the limit are 
clear, and it follows from the finite additivity of limits that P is 
finitelyadditive. If {En } is a disjoint sequence ofmeasurable sets 
whose union is E, then we have, for every pair of positive integers 
'J1 and k 

I p(E) - L~=l p(Ei ) I ~ 
~ I p(E) - Pn(E) 1 + 1 Pn(E) - L~-l Pn(Ei ) 1 

+ 1 Pn(U~-l Ei) - P(U~-l Ei) I· 
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The first and third terms of the right side of this inequality may 
be made arbitrarily small by choosing n sufficiently large, and, 
for fixed n, the middle term may be made arbitrarily small by 
choosing k sufficiently large. This proves that 

,,(E) = limk L~=l ,,(Ei) = L;'..l ,,(Ei)' I 
If {"n} is a sequence of finite valued set functions defined for 

all measurable sets, we say that the terms of the sequence are 
uniformly absolutely continuous whenever for every positive num­
ber E there exists a positive number ö such that ! "n(E) ! < E for 
every measurable set E for which p.(E) < Ö, and for every positive 
integer n. 

Theorem C. Ij {fn} is a mean jundamental sequence oj 
integrable junctions, and if the indefinite integral oj jn is Vn, 
n = 1, 2, .. " then the set junctions "n are uniformly absolutely 
continuous. 

Proof. If E > 0, let no be a positive integer such that, for 
n ~ no and m ~ no, 

and let ö be a positive number such that 

(!jn !dp. < -=, n = 1, "', no JE 2 

for every measurable set E for which p.(E) < ö; (cf. 23.H). If 
E is a measurable set for which p.(E) < ö and if n ~ no, then 

if, on the other hand, n > no, then 

Since the following theorem is of no particular importance in 
the general case, we shall restrict its statement and proof to the 
case of simple functions only. 
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Theorem D. 1f {fn} and {gn} are mean fundamental 
sequences of integrable simple functions which converge in meas­
ure to the same measurable function f, ij the indefinite integrals 
of fn and gn are Pn and An respectively, and ij,for every measur­
aMe set E, 

p(E) = limn Pn(E) and A(E) = limn An(E), 

then the set functions P and Aare identical. 

Proof. Since, for every E > 0, 

E n = {x: Ifn(x) - gn(X) I ~ E} C 

C {x: Ifn(x) - fex) I ~ ~} u {x: If(x) - gn(X) I ~ ~} , 

it follows that limn p.(En) = O. Hence, if E is a measurable set 
of finite measure, then in the relation 

Llfn - gn Idp. ~ L_Enlfn - gn Idp. + LnE)fn Idp. + LnEnl gn IdJl 

the first term on the right is dominated by Ep.(E), and the last 
two terms can be made arbitrarily small by choosing n sufficiently 
large, because of the uniform absolute continuity proved in 
Theorem C. It follows that 

limn I Pn(E) - An(E) I = 0, 

and hence that p(E) = A(E). Since P and Aare both countably 
additive, it follows that p(E) = A(E) for every measurable set 
E of q-finite measure. 

Since thefn and gn are simple functions, each of them is defined 
in terms of a finite dass of measurable sets of finite measure. 
If Eo is the union of all sets in all these finite dasses, then Eo is 
a measurable set of q-finite measure, and we have, for every 
measurable set E, 

Pn(E - Eo) = An(E - Eo) = 0 

and therefore ,,(E - Eo) = A(E - Eo) = O. Since this implies 
that ,,(E) = ,,(E nEo) and ACE) = ACE nEo), the proof of 
Theorem D is complete. I 
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(1) Is the set of all integrable simple functions a complete metric space with 
respect to the distance p? 

(2) In the notation of Theorem B, if {Enl is a disjoint sequence of measurable 
sets, then the series 2:;;'-1 p(En ) converges absolutely. (Hint: the series con­
verges unconditionally.) 

§ 25. INTEGRABLE FUNCTIONS 

An a.e. finite valued, measurable function f on a measure 
space CX,S,,u) is integrable if there exists a mean fundamental 
sequence {fn} of integrable simple functions which converges in 
measure to f. The integral off, in symbols 

ffCx)d,u(x) or f fd,u 

is defined by f fdJL = limn ffndJL. It folIo ws from 24.D Cwith E 

= UnN(Jn» that the value of the integral of f is uniquely de­
termined by any particular such sequence. We emphasize the 
fact that the value of the integral is always finite. We observe 
that it follows from the known and obvious properties of mean 
convergence and convergence in measure that the absolute value 
of an integrable function, a finite constant multiple of an m­
tegrable function, and the sum of two integrable functions are 
integrable functions. The relations 

f+ = !Clfl +f) and f- = !Clfl-f) 

show also that ifj is integrable, thenf+ andf- are integrable. 
If E is a measurable set and if Un} is a mean fundamental 

sequence of integrable simple functions converging in measure 
to the integrable functionf, then it is easy to see that the sequence 
{xEfn} is me an fundamental and converges in measure to xEf. 
We define the integral off over E by 

LfdJL = f XEfdJL. 

We recall that the theorems of §§ 23 and 24 were stated for 
general integrable functions but were proved for integrable simple 
functions only. We are now in a position to complete their 
proofs. 
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The results 23.A and 23.B follow immediately from elementary 
properties of limits; 23.C-23.G follow from 23.B verbatim as 
before. 

To prove the absolute continuity of an indefinite integral, 
23.H, let Un} be a mean fundamental sequence of integrable 
simple functions which converges in measure to the integrable 
functionj. We have 

for every measurable set E. Since the jn are simple functions, 
the theorem 24.C on uniform absolute continuity may be applied 
to prove that the first term on the right becomes arbitrarily 
small if the measure of Eis taken sufficiently small. The second 
term on the right approaches 0 as n ~ 00, by the definition of 

LjdjJ.; this completes the proof of 23.H. 

The proof of the countable additivity of an indefinite integral 
is even simpler. Indeed, using the notation of the preceding 
paragraph, the fact that the jn are simple functions justifies the 
application of 24.B, which then yields exactly the assertion of 
23.I. 

The proofs of 24.A-24.C were based on the statements, and 
not on the proofs, of the results of § 23, and are therefore valid in 
the general case. This remark completes the proofs of all the 
theorems of the preceding two sections. 

We shall say that a sequence {in} of integrable functions 
converges in the mean, or mean converges, to an integrable 
functionj if 

p(jn,j) = flJn - j !djJ. ~ 0 as n ~ 00. 

Our first result concerning this concept is extremely similar, in 
statement and in proof, to 24.A. 

Theorem A. 1j {in} is a sequence oj integrable junctions 
which converges in the mean to!, then {in} converges to j in 
measure. 
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Proof. If, for any fixed positive number E, 

E7I. = {x: 11n(x) - l(x) I ~ E}, 
then 

so that p.(E7I.) ~ 0 as n ~ 00. I 
Theorem B. 111 is an a.e. non negative integrable lunction, 

then a necessary and suificient condition that fldp. = 0 is that 

1 = 0 a.e. 

Proof. If 1 = 0 a.e., then the sequence each of whose terms 
is identically zero is a mean fundamental sequence of integrable 
simple functions which converges in measure to 1, and it follows 

thatfldp. = O. To prove the converse, we observe that if {fn} 

is a mean fundamental sequence of integrable simple functions 
which converges in measure to 1, then we may assurne that 
In ~ 0, since we may replace eachln by its absolute value. The 

assumption fldp. = 0 implies that limn flndp. = 0, i.e. that 

{fn} mean converges to O. It follows from Theorem A that 
{f .. } converges to 0 in measure and hence the desired result is 
implied by 22.C .. I 

Theorem C. 11 1 is an integrable lunction and E is a set 01 
measure zero, then 

Proof. Since Lldp. = f XEldp., and smce the characteristic 

function of a set of measure zero vanishes a.e., the desired result 
follows from Theorem B. I 

Theorem D. 111 is an integrable lunction which is positive 

a.e. on a measurable set E, and if Lldp. = 0, then p.(E) = o. 
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Proof. We write Fo = {x:f(x) > O} and Fn = {x:f(x) ~ ~} , 
n = 1, 2, ... ; since the assumption of positiveness implies that 
E - Fo is a set of measure zero, we have merely to prove that 
E n Fo is one also. Since 

and since Fo = U: = 1 F n, the desired resul t follows from the 
relation p,(E n Fo) ~ L:=l p,(E n Fn ). I 

Theorem E. 1j j is an integrable junction such that 

Ljdp, = Ofor every measurable set F, thenf = 0 a.e. 

Proof. lf E = {x: j(x) > O}, then, by hypo thesis, Ljdp, = 0, 

and therefore, by Theorem D, E is a set of measure zero. Applying 
the same reasoning to -j shows that {x: j(x) < O} is a set of 
measure zero. I 

Theorem F. 1j j is an integrable junction, then the set 
NU) = {x:j(x) ~ O} has u-finite measure. 

Proof. Let {fn} be a mean fundamental sequence ofintegrable 
simple functions which converges in measure to j. For every 
n = 1, 2, ... , NUn) is a measurable set of finite measure. lf 
E = NU) - U:-l NUn), and if Fis any measurable subset of 
E, then it follows from the relation 

and Theorem E that j = 0 a.e. on E. In view of the definition 
of NU) this im pli es that p,(E) = 0; we have 

NU) c U:-l NUn) U E. I 

It is frequently useful to define the symbol!jdp, for certain 

non integrable functionsj. If, for instance,j is an extended real 
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valued, measurable function such that f ~ 0 a.e. and if f is nol 
integrable, then we write 

!fdp. = 00. 

The most general dass of functions f for which It IS convenient 

to define !fdp. is the dass of all those extended real valued measur­

able functions f for wh ich at least one of the two functions f+ 
andf- is integrable; in that case we write 

Since at most one of the two numbers,!f+dp. and!f-dp., is 

infinite, the value of !fdp. is always +00, - 00, or a finite real 

number-it is never the indeterminate form 00 - 00. We shall 
make free use of this extended notion of integration, but we shall 
continue to apply the adjective "integrable" to such functions 
only as are integrable in the sense of our former definitions. 

(1) If X is the space of positive integers (described, for instance, in 22.4), 
then a functionf is integrable if and only if the series L:;;'-l I f(n) I is convergent, 

and, if this condition is satisfied, then IfdJL = L:;;,- den). 

(2) If fis a non negative integrable function, then its indefinite integral is a 
finite measure on the dass of all measurable sets. 

(3) If fis integrable, then, for every positive number E, 

JL({x: If(x) I ~ E}) < 00. 

(4) If gis a finite, increasing, and continuous function of a real variable, and 
jig is the Lebesgue-Stieltjes measure induced by g (cf. 15.9), and iff is a function 

which is integrable with respect to this measure, then the integraIIf(x)djig(x) 

is called the Lebesgue-Stieltjes integral off with respect to g and is denoted by 

f +oo 
_oof(x)dg(x). If, in particular, g(x) = x, then we obtain the Lebesgue integral, 

f +oo 
denoted by -00 f(x)dx. Iffis a continuou~ function such that NU) is a bounded 

set, then f is Lebesgue in tegrable. 
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§ 26. SEQUENCES OF INTEGRABLE FUNCTIONS 

Theorem A. 1f {fn} is a mean fundamental sequence of 
integrable simple functions which converges in measure to the 
integrable function f, then 

p(j,fn) = JI1 - fn Idlo' ~ 0 as n ~ 00; 

hence, to every integrable function fand to every positive num­
ber E, there corresponds an integrable simple function g such 
that p(j,g) < E. 

Proof. For any fixed positive integer m, {lJn - fm I} is a mean 
fundamental sequence of integrable simple functions which con­
verges in measure to I f - fm I, and, therefore, 

The fact that the sequence {fn} is mean fundamental implies the 
desired result. I 

Theorem B. 1f {fn} is a mean fundamental sequence of 
integrable functions, then there exists an integrable function f 

such that p(jn,f) ~ 0 (and consequently Jfndlo' ~ Jfdlo') as 

n ~ 00. 

Proof. By Theorem A, for each positive integer n there is an 

integrable simple function gn such that p(jn,gn) < ~. It follows 
n 

that {gn} is a mean fundamental sequence of integrable simple 
functions; let f be a measurable (and therefore integrable) func­
ti on such that {gn} converges in measure tof. Since 

o ~ IJfndlo' - Jfdlo' I ~ Jlfn - fldlo' = p(jn,f) ~ 

~ p(jn,gn) + p(gn,f), 

the desired resul t follows from Theorem A. I 
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In order to phrase our next result in a concise and intuitive 
fashion, we recall first the definition of a certain kind of con­
tinuity for set functions. A finite valued set function /I on a class 
E of sets is continuous from above at 0 (cf. § 9) if, for every de­
creasing sequence {En } of sets in E for which lim n En = 0, we 
have lim n /I(En) = O. If {/In} is a sequence of such finite valued 
set functions on E, we shall say that the terms of the sequence 
are equicontinuous from above at 0 if, for every decreasing se­
quence {En } of sets in E for which lim n En = 0, and for every 
positive number E, there exists a positive integer mo such that if 
m ?; mo, then 1 /ln(Em) 1 < E, n = 1, 2, .... 

Theorem C. A sequence {fn} 0] integrable ]unctions con­
verges in the mean to the integrable ]unction ] ij and only ij 
{fn} converges in measure to] and the indefinite integrals 0] 
I]n I, n = 1, 2, "', are unijormly absolutely continuous and 
equicontinuous ]rom above at O. 

Proof. We prove first the necessity of the conditions. Since 
convergence in measure and uniform absolute continuity follow 
from 25.A and 24.C respectively, we have only to prove the as­
serted equicontinuity. 

The mean convergence of {fn} to]implies that to every positive 
number E there corresponds a positive integer no such that if 

n ?; no, thenfl]n -] Id,u < ~. Smce the indefinite integral of 

a non negative integrable function is a finite measure (23.I), it 
follows from 9.E that such an indefinite integral is continuous 
from above at O. Consequently, if {Em } is a decreasing sequence 
of measurable sets with an empty intersection, then there exists 
a positive integer mo such that, for m ~ mo, 

Hence, if m ~ mo, then we have 
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for every positive integer n, and this is exactly the desired equi­
continuity result. 

We turn to the proof of sufficiency. Since a countable union of 
measurable sets of u-finite measure is a measurable set of u-finite 
measure, it follows from 25.F that 

is such a set. If {En } is an increasing sequence of measurable 
sets of finite measure such that limn E n = Eo, and if Fn = 
Eo - En, n = 1, 2, "', then {F n} is a decreasing sequence and 
limn Fn = O. The assumed equicontinuity implies that, for 
every positive number 5, there exists a positive integer k such that 

1:)1n Idj.L < ~, and consequently 

If for any fixed f > 0 we write 

Gmn = {x: Ifm(x) - fn(x) I ~ f}, 

then it follows that 

By convergence in measure and uniform absolute continuity, the 
second term on the dominant side of this chain of inequalities 
may be made arbitrarily small by choosing m and n sufficiently 
large, so that 

Since fis arbitrary, it follows that 
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Since 

flfm - fn IdM = J:)fm - fn IdM = 

= r Ifm - fn IdM +1 Ifm - fn IdM, 
JEk Fk 

we have 

and therefore, since ~ is arbitrary, 

We have proved, in other words, that the sequence {fn} is funda­
mental in the mean; it follows from Theorem B that there exists 
an integrable function g such that {fn} mean converges to g. 
Since mean convergence implies convergence in measure, we must 
havef = g a.e. I 

The following result is known as Lebesgue's bounded con­
vergence theorem. 

Theorem D. 1f {fn} is a sequence of integrable functions 
which converges in measure 10 f [or else converges 10 f a.e.], and 
if g is an inlegrable function such that Ifn(x) I ~ I g(x) I a.e., 
n = 1, 2, "', Ihen f is integrable and the sequence {fn} con­
verges 10 f in Ihe mean. 

Proof. In the case of convergence in measure, the theorem is 
an immediate corollary of Theorem C-the uniformities required 
in that theorem are all consequences of the inequality 

The case of convergence a.e. may be reduced to that of conver­
gence in measure (even though the in tegrals are not necessarily 
over a set of finite measure, cf. 22.4 and 22.5) by making use of 
the existence of g. If we assume, as we may without any loss 
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of generality, that Ifn(X) I ~ I g(X) land If(x) I ~ I g(x) I for 
every x in X, then we have, für every fixed positive number e, 

and therefore p.(En ) < 0:>, n = 1, 2, .. '. Since the assumption of 
convergence a.e. implies that P.Cn:-l E n ) = 0, it follows from 
9.E that 

lim sup" p.({x: Ifn(x) - fex) I ;?; el) ~ limn p.(En) = 

= p.(limn En ) = O. 

In üther würds, convergence a.e., together with being büunded 
by an integrable function, implies convergence in measure, and 
the proüf of the theorem is complete. I 

(1) Is the set of aIl integrable functions a Banach space with respect to the 

norm defined by 11/11 = Jl/ldp.? 
(2) If {fn} is a uniformly fundamental sequence of functions, integrable over 

a measurable set E of finite measure, then the function I, defined by I(x) = 
limn I,,(x), is integrable over E and LI/" - I Idp. ---+ 0 as n ---+ 00. 

(3) If the measure space (X,S,p.) is finite, then Theorem C remains true even 
if the equicontinuity condition is omitted. 

(4) Let (X,S,p.) be the space of positive integers (cf. 22.4). 
(4a) Write 

I,,(k) = I~ if 1 ~ k ~ n, 

o if k> n. 

The sequence {f,,} may be used to show that the equicontinuity condition may 
not, in general, be omitted from Theorem C. 

(4b) The sequence described in (4a) may be used to show also that if {f,,} 
is a uniformly convergent sequence of integrable functions whose limit function 

I is also integrable, then we do not necessarily have lim" Jlndp. = Jldp.; (cf. (2) 

above). 
(4c) Write 

I,,(k) = li if 1 ~ k ~ n, 

o if k> n. 

The sequence {f,,} may be used to show that the limit of a uniformly convergent 
sequence of integrable functions need not be integrable. 
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(5) Let X be the closed unit interval with Lebesgue measure and let {En } 

be a decreasing sequence of open intervals such that J.L(En) = .!:., n = 1, 2, ...• 
n 

The sequence I nXEn! may be used to show that the boundedness condition cannot 
be omitted from Theorem D. 

(6) If Un} is a sequence of integrable functions which converges in the mean 
to the integrable functionf, and if gis an essentially bounded measurable func­
tion, then Ung} mean converges tofg. 

(7) If Un} is a sequence of non negative integrable functions which converges 

a.e. to an integrable functionf, and ifffndJ.L = ffdJ.L, n = 1,2, "', then Un} 

converges to j in the mean. (Hint: write gn = fn - fand observe that the 
trivial inequality Ifn - f I ~ fn + f implies that ° ~ gn - ~ f. The bounded 
convergence theorem may therefore be applied to the sequence I gn -}; the de-

sired result follows from the fact that f gn + dJ.L - f gn -dJ.L = 0, n = 1, 2, .... ) 

§ 27. PROPERTIES OF INTEGRALS 

Theorem A. 1f fis measurable, gis integrable, and If 1 ~ 
1 g 1 a.e., then f is integrable. 

Proof. Consideration of the positive and negative parts of f 
shows that it is sufficient to prove the theorem for non negative 
functions f. If fis a simple function, the result is clear. In the 
general case there is an increasing sequence {fn} of non negative 
simple functions such that lim n fn(x) = fex) for all x in X. Since 
o ~ fn ~ 1 g I, eachfn is integrable and the desired result follows 
from the bounded convergence theorem. I 

Theorem B. 1f {fn} is an increasing sequence of extended 
real valued non negative measurable functions and if limnfn(x) 

= fex) a.e., then lim n ffnd}.! = ffd}.!. 

Proof. If f is integrable, then the result follows from the 
bounded convergence theorem and Theorem A. The only novel 
feature of the present theorem is its application to the not neces-

sarily integrable case; we have to prove that if ffd}.! = 00, then 

limn ffnd}.! = 00, or, in other words, that if limn ffnd}.! < 00, then 



[SEC. 27] INTEGRATION 113 

fis integrable. From the finiteness of the limit we may conclude 
that 

Sincefm - fn is of constant sign for each fixed m and n, we have 

so that the sequence Un} is mean convergent and therefore 
(26.B) me an converges to an integrable function g. Since me an 
convergence implies convergence in measure, and therefore a.e. 
convergence for some subsequence, we havef = g a.e. I 

Theorem C. A measurable ]unction is integrable if and only 
if its absolute value is integrable. 

Proof. The new part of this theorem is the assertion that the 
in tegrabili ty of I f 1 implies that off, and this follows from Theorem 
A with If 1 in place of g. I 

Theorem D. 1f j is integrable and gis an essentially bounded 
measurable fUl1ction, then fg is integrable. 

Proof. If I g! ~ c a.e., then I fg I ~ cl f I a.e. and therefore 
the resul t follows from Theorem C. I 

Theorem E. 1f fis an essentially bounded measurable func­
tion and E is a measurable set of finite measure, then f is 
integrable over E. 

Proof. Since the characteristic function of a measurable set 
of finite measure is an integrable function, the result follows 
from Theorem D with XE andf in place off and g. I 

Our next and final result is known as Fatou's lemma. 

Theorem F. 1] Un} is a sequence 01 non negative integrable 
functions for which 
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Ihm the lunction l, defined by 

l(x) = lim infnln(x), 
is integrable and 

fldfJ. ~ lim infn flndfJ.. 

Proof. If gn(X) = inf {Ji(X): n ~ i < oo}, then gn ~ ln and 

the sequence {g n} is increasing. Since f g ndfJ. ~ fl ndfJ., i t follows 

that 

limn fgndfJ. ~ lim infn flndfJ. < tYJ. 

Since limn gn(X) = lim infn ln(x) = l(x) , it follows from Theorem 
B thatl is integrable and 

fldfJ. = lim n fgndfJ. ~ lim infn flndfJ.. I 

(1) If fis a measurable function, g is an integrable function, and a and ß 
are real numbers such that a ;;a fex) ;;a ß a.e., then there exists areal number 'Y, 

a ;;a 'Y ;;a ß, such thatff I g Id}.l = 'Y. fl g Id}.l. (Hint: 

a· fl g Id}.l ;;a ff I g Id}.l ;;a ß· fl g Id}.l.) 

This result is known as the mean value theorem for integrals. 
(2) If Ifnl is a sequence of integrable functions such that 

then the series 2::;;'- dn(x) converges a.e. to an integrable functionf and 

(Hint: apply Theorem B to the sequence of partial sums of the series 
2::;;'-1 Ifn(X) land recall that absolute convergence implies convergence.) 

(3) Iff andfn are integrable functions, n = 1,2, ... , such that Ifn(x) I ;;a 
I fex) I a.e., then the functions f* and f*, defined by 

f*(x) = !im SUPll fn(x) and f*(x) = !im infn fn(X) , 

are integrable and 
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(Hint: by considering separately the positive and negative parts, reduce the 
general case to the case of non negativej .. , and then apply Fatou's lemma to 
{j + f,,} and {j - j .. }.) 

(4) A measurable function j is integrable over a measurable set E of finite 
measure if and only if the series 

I::'.II'(E n {x: !j(x)! ~ n}) 

converges. (Hint: use Abe!'s method of partial summation.) What can be 
said if I'(E) = co, or if the summation is extended from n = O? 

(5) Suppose that {E .. } is a sequence of measurable sets and m is any fixed 
positive integer, and let G be the set of all those points which belong to E .. 
for at least m values of n. Then G is measurable and 

tnl'(G) ~ I::'.II'(E .. ). 

(Hint: consider I::'.11 XB (x)dl'(x).) 
G " 

(6) Suppose thatj is a finite valued, measurable function on a totally finite 
measure space (X,S,I'), and write 

_ "'+ .. .!:.... ({ . .!:.... j() k+l}) 
Sn - L.k-- .. 2"1' X. 2" < X ~ 2" , n = 1,2, .... 

Then 

in the sense that if f is integrable, then each series s" is absolutely convergent, 
the limit exists, and is equal to the integral, and, conversely, if any one of the 
series s" converges absolutely, then all others do, the limit exists,j is integrable, 
and the equality holds. (Hint: it is sufficient to prove the result for non nega­
tive functions. Write 

I k if 
jn(X) = 02" 

if 

k k + 1 
2" <j(x) ~~, k = 0, 1,2, ... , 

fex) = 0, 

and apply Theorem B. For the converse direction observe that 

so thatf is integrable and therefore the preceding reasoning applies.) 
(7) The following considerations are at the basis of an alternative popular 

approach to integration. Letf be a non negative integrable function on a meas­
ure space (X,S,I'). For every measurable set E we write 

aCE) = inf {j(x): x e EI, 

and for every finite, disjoint dass C = {EI, ... , E,,} of measurable sets we write 

s(C) = I:~.l a(Ei)I'(Ei). 

We assert that the supremum of alI numbers of the form s(C) is equal to Jfdl" 
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Hf is a simple function, the result is cIear. Hg is a non negative simple function 
such that g ~ f, say g = L:~-l aiXEi' we write C = {EI, .•• , E n }. Then 

f gdJ.l. = L:~-l aiJ.l.(Ei) ~ L:~-l a(Ei)J.I.(Ei) = s(C). 

lt follows that if {g,,} is an increasing sequence of non negative simple functions 
converging to f, then 

!im" f g"dJ.l. ~ sup s(C), 

and therefore ffdJ.l. ~ sup s(C). On the other hand, for every C, s(C) ~ ffdJ.l., 

since s(C) is, in fact, the integral of a function such as g. 
(7a) Does the result of the preceding paragraph extend to non integrable, 

non negative functions? 
(7b) Hf is an integrable function on a totally finite measure space (X,S,J.I.), 

and if its distribution function g is continuous, (cf. 18.11), then 

ffdJ.l. = L+ .... xdg(x) 

(cf. 25.4). (Hint: assumef ~ 0, and make use of (7) above by considering the 
"approximating sums" s(C) of both integrals.) 



Chapter VI 

GENERAL SET FUNCTIONS 

§ 28. SIGNED MEASURES 

In this chapter we shall discuss a not too difficult but rather 
useful generalization of the notion of measure; the principal dif­
ference between measures and the set functions we now propose 
to treat is that the latter are not required to be non negative. 

Suppose that J.LI and J.L2 are two measures on a <T-ring S of sub­
sets of a set X. If we define, for every set E in S, J.L(E) = J.LI (E) + 
J.L2(E), then it is clear that J.L is a measure, and this result, on the 
possibility of adding two measures, extends immediately to any 
finite sumo Another way of manufacturing new measures is to 
multiply a given measure by an arbitrary non negative constant. 
Com bining these two methods, we see that if {J.Lb ••• , J.Ln} is a 
finite set of measures and {ab' . " an} is a finite set of non nega­
tive real numbers, then the set function J.L, defined for every set 
Ein S by 

1S a measure. 
The situation is different if we allow negative coefficients. If, 

for instance, J.LI and J.L2 are two measures on Sj and if we define 
J.L by J.L(E) = J.LI(E) - J.L2(E), then we face two new possibilities. 
The first of these, namely that J.L may be negative on some sets, 
is not only not a serious objection but in fact an interesting 
phenomenon worth investigating. The second possibility presents, 
however, a difficulty that has to be overcome before the investiga-

U7 
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tion can begin. It can, namely, happen that J.Ll(E) = J.L2(E) = 00; 

what sense, in this case, can we make of the expression for J.L(E)? 
To avoid the difficulty of indeterminate forms, we shall agree 

to subtract two measures only if at least one of them is finite. 
This convention is analogous to the one we adopted in presenting 

the most general definition of the symbolJfdJ.L. (We recall that 

JfdJ.L is defined for a measurable functionf if and onlv if at least 

one of the two functionsf+ andf- is integrable, i.e. if and only 
if at least one of the two set functions p+ and p-, defined by 

is a finite measure.) The analogy can be carried further: if fis 

a measurable function such thatJfdJ.L is defined, then the set func-

tion p, defined by p(E) = LfdJ.L, is the difference of two measures. 

The definition that we want to make is sufficiently motivated 
by the preceding paragraphs. We define a signed measure as 
an extended real valued, countably additive set function J.L on the 
dass of all measurable sets of a measurable space (X,S), such that 
J.L(O) = 0, and such that J.L assumes at most one of the values 
+00 and -00. 

We observe that implicit in the requirement of countable addi­
tivity is the requirement that if {En } is a disjoint sequence of 
measurable sets, then the series L::=1 J.L(En ) is either convergent 
or definitely divergent (to +00 or -oo)-in any case that the 
symbol L::=1 J.L(En ) makes sense. 

The words "[totally] finite" and "[totally] q-finite" will be 
used for signed measures just as for measures, except that J.L(E) 
has to be replaced by 1 J.L(E) I, or, equivalently, J.L(E) < 00 has to 
be replaced by -00 < J.L(E) < 00. For instance, a signed measure 
J.L is totally finite if X is measurable and 1 J.L(X) 1 < 00. 

One of our objectives in the following study is to prove that 
every signed measure is the difference of two measures. If this 
result is gran ted, it follows that we could have defined the concept 
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of signed measure on a ring and then attempted to copy the ex­
tension procedure for measures; and it follows equally that it 
would have been a waste of time to do so, since we may, instead, 
reduce the discussion of signed measures to that of measures. 

It follows from the definition of signed measures, just as for 
measures, that a signed measure is finitely additive and, there­
fore, subtractive. 

Theorem A. 11 E and F are measurable sets and I-' is a signed 
measure such that 

E c Fand I J.I.(F) I < 00, 

then II-'(E) I < 00. 

Proof. We have J.I.(F) = J.I.(F - E) + J.I.(E). If exactly one 
of the summands is infinite, then so is J.I.(F); if they are both 
infinite, then (since J.I. assurnes at most one of the values +00 and 
-00) they are equal and again J.I.(F) is infinite. Only one pos si­
bility remains, namely that both summands are finite, and this 
proves that every measurable subset of a set of finite signed 
measure has finite signed measure. I 

Theorem B. 11 J.I. is a signed measure and {En } is a disjoint 
sequence 01 measurable sets such that I J.I.(U:~1 E n ) I < 00, then 
the series 2::=1 J.I.(En ) is absolutely convergent. 

Proof. W ri te 

En+ = {~n if J.I.(En) ~ 0, 
if J.I.(En) < 0, 

and 

{~n if J.I.(En) ~ 0, 
E n - = 

if J.I.(En) > O. 
Then 

J.I.(U:=1 En +) = 2::=1 J.I.(En +) 
and 

J.I.(U:=1 En -) = 2::=1 J.I.(En-). 
Since the terms of both the last written series are of constant 
sign, and since J.I. takes on at most one of the values +00 and -00, 
it follows that at least one of these se ries is convergent. Since 
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the sum of the two series is the convergent series 2::=1 J.l(En ), 

it follows that they both converge, and, since the convergence of 
the series of positive terms and the series of negative terms is 
equivalent to absolute convergence, the proof of the theorem is 
complete. I 

Theorem C. 1] J.l is a signed measure, iJ {En } is a monotone 
sequence 0] measurable sets, and iJ, in case {En } is a decreasing 
sequence, I J.l(En ) I < 00 ]or at least one value 0] n, then 

J.l(limn E n ) = limn J.l(En ). 

Proof. The proof of the assertion concerning increasing se­
quences is the same as for measures (replacing {En } by the disjoint 
sequence {Ei - Ei-d of differences, cf. 9.D); the same is true 
for decreasing sequences (reduction to the preceding case by 
complementation, cf. 9.E), except that Theorem A has to be used 
to ensure the finiteness of the subtrahends that occur. I 

(1) The sum of two [totallyJ q-finite measures is a [totally] q-finite measure. 
Is this assertion valid for infini te sums? 

(2) A complex measure on the dass of all measurable sets of a measurable 
space is a set function M such that, for every measurable set E, M(E) = MI(E) + 
iM2(E), where i = vi=!, and where MI and M2 are signed measures in the sense 
of this section. Are Theorems A, B, and C true for complex measures? 

(3) If a signed measure M is the difference of two measures in two ways, 
M = MI - M2 and M = VI - V2, then is it true that MI = VI and M2 = V2? 

(4) The fact that a signed measure assurnes at most one of the values +~ 
and -00 follows from the requirement of additivity. (Hint: if M(E) = +00 and 
M(F) = -00, then the right side of at least one of the relations 

!lnd 

is indeterminate.) 

M(E) = M(E - F) + M(E n F), 

M(F) = M(F - E) + M(E n F), 

M(E A F) = M(E - F) + M(F - E) 

§ 29. HAHN AND JORDAN DECOMPOSITIONS 

1f J.l is a signed measure on the dass of all measurable sets of a 
measurable space (X,S), we shall call a set E positive (with respect 
to J.l) if, for every measurable set F, E n F is measurable and 
p.(E n F) ~ 0; similarly we shall call E negative if, for every 
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measurable set F, E n F is measurable and p,(E n F) ~ O. 
The empty set is both positive and negative in this sense; we do 
not assert that any other, non trivial, positive sets or negative 
sets necessarily exist. 

Theorem A. 11 p, is a signed measure, then there exist two 
disjoint sets A and B whose union is X, such that A is positive 
and B is negative with respect to p,. 

The sets A and Bare said to form a Hahn decomposition of X 
wi th respect to p,. 

Proof. Since p, assumes at most one of the values +00 and 
- 00, we may assume that, say 

-00 < p,(E) ~ 00 

for every measurable set E. Since the difference of two negative 
sets, and a disjoint, countable union of negative sets are obviously 
negative, it follows that every countable union of negative sets 
is negative. We write ß = inf p,(B) for all measurable negative 
sets B. Let {Bi} be a sequence of measurable negative sets such 
that limi p,(Bi) = ß; if B = U::'1 Bi, then B is a measurable 
negative set for which p,(B) is minimal. 

We shall prove that the set A = X - B is a positive set. 
Suppose that, on the contrary, Eo is a measurable subset of A 
for which p,(Eo) < o. The set Eo cannot be a negative set, for 
then B U Eo would be a negative set with a sm aller value of p, 

than p,(B), which is impossible. Let k1 be the smallest positive 
integer with the property that Eo contains a measurable set EI 

for which p,(E1) ~ ;1. (Observe that, since p,(Eo) < 0, p,(Eo) 

and p,(EI ) are both finite.) Since 
1 

p,(Eo - EI) = p,(Eo) - p,(EI ) ~ p,(Eo) - k
1 

< 0, 

the argument just applied to Eo is applicable to Eo - EI also. 
Let k2 be the smallest positive integer with the property that 

Eo - EI contains a measurable subset E2 with p,(E2 ) ~ L, and 

proceed so on ad infinitum. Since p, is finite valued for measurable 
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'$ubsets of Eo (28.A), we must have lim n ~ = O. It follows that, 
kn 

for every measurable subset F of 

Fo = Eo - U7=1 Eh 

we have p.(F) ~ 0, i.e. that Fo is a measurable negative set. 
Since Fo is disjoint from B, and since 

p.(Fo) = p.(Eo) - L;:;l p.(Ej ) ~ p.(Eo) < 0, 
this contradicts the minimality of B, and we conclude that the 
hypo thesis p.(Eo) < 0 is untenable. I 

It is not difficult to construct examples to show that a Hahn 
decomposition is not unique. If, however, 

X = Al U BI and X = A2 U B2 

are two Hahn decompositions of X, then we can prove that, for 
every measurable set E, 

To see this, we observe that 

E n (Al - A 2 ) c E n Al, 

so that p.(E n (Al - A2» ~ 0, and 

E n (Al - A 2 ) cE n B2, 

so that p.(E n (Al - A2» ~ O. Hence p.(E n (Al - A2» = 0 
and, by symmetry, p.(E n (A2 - Al» = 0; it follows that 

p.(E n Al) = p.(E n (Al U A2» = p.(E n A2). 

It follows from this result that the equations 

p.+(E) = p.(E n A) and p.-(E) = -p.(E n B) 

unambiguously define two set functions p.+ and p.- on the dass 
of all measurable sets, called, respectively, the upper variation 
and the lower variation of p.. The set function I p. I, defined 
for every measurable set E by I p.1 (E) = p.+(E) + p.-(E), is the 
total variation of p.. (Observe the important notational distinc­
tion between I p.1 (E) and I p.(E) I·) 
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Theorem B. The upper, lower, and total variations 0/ a 
signed measure p. are measures and p.(E) = p. +(E) - p. -(E) 
/or cvery measurable set E. 1/ p. is [totally] finite or q-finite, 
then so also are p. + and p. -; at least one of the measures p. + and 
p.- is always finite. 

Proof. The variations of p. are clearly non negative; if every 
measurable set is a countable union of measurable sets for which p. 
is finite, it follows from 28.A that the same is true for p.+ and p.-. 
The equation p. = p.+ - p.- follows from the definitions of p.+ 

and p.-; the fact that p. takes on at most one of the values +00 

and - 00 implies that at least one of the set functions p. + and p.­
is always finite. Since the countable additivity of p.+ and p.­

is evident, the proof is complete. I 
It follows from Theorem B that every signed measure is the 

difference of two measures (of which at least one is finite); the 
representation of p. as the difference of its upper and lower varia­
tions is called the Jordan decomposition of p.. 

(1) If p. is a finite signed measure and if {E .. } is a sequence of measurable 
sets such that lim .. E .. exists, (i.e. such that lim sup" E .. = lim inf .. E .. ), then 

p.(lim .. E .. ) = lim .. p.(E .. ). 

(2) A finite signed measure, together with its variations, is bounded. For 
this reason finite signed measures are often said to be of bounded variation. 

(3) If p. is a signed measure and if E is a measurable set, then 

p.+(E) = sup {p.(F): E::J FeS} and p.-(E) = - inf {p.(F): E:::::> FeS}. 

An alternative and frequently used proof of the validity of the Jordan decomposi­
tion may be given by treating these equations as the definitions of p.+ and p.-. 

(4) Does the set of all totally finite signed measures on au-algebra form a 
Banach space with respect to the norm defined by 11 p.1I = I p.1 (X)? 

(5) If (X,S,/l) is a measure space andf is an integrable function on X, then 

the set function P, defined by p(E) = Lf(x)dp.(x), is a finite signed measure, and 

p+(E) = Lf+dp., p-(E) = Lf-dp.. 

What is I p I (E) in terms off? 
(6) If /l and P are totally finite measures on au-algebra Sand if E is a set in 

S, then, corresponding to every real number t, there exists a set A, in S such that 
A, C E and such that, for every set F in S for which Fe A, [or for which 
FeE - All we have pCF) ~ tp.(F), [or p(F) ~ tp.(F»). 
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(7) If I-' is a signed measure and 1 is a measurable function such that 1 is 
integrable with respect to 1 I-' I, then we may write, by definition, 

This integral has many of the essential properties of the "positive" integrals 
discussed in Chapter V. If I-' is a finite signed measure, then, for every measur­
able set E, 

where the supremum is extended over all measurable functions 1 such that 
IJI ~ 1. 

(8) By the separate consideration of real and imaginary parts, integrals such 

as f1dl-' may be defined for complex valued functionsJ and complex measures 1-'; 

(cf. 28.2). Motivated by (7) above, we define the total variation of a finite 

complex measure f.L by 1 f.L 1 (E) = sup 1 r 1dl-' I, where the supremum IS extended JE 
over all (possibly complex valued) measurable functions 1 such that 11 1 ~ 1. 
What is the relation between 1 I-' 1 and the total variations of the real and imagi­
nary parts of I-'? 

§ 30. ABSOLUTE CONTINUITY 

Motivated by the properties of indefinite integrals, we intro­
duced the abstract concept of signed measure, and we showed that 
the abstraction had several of the important properties of the 
concrete concept which it generalized. Indefinite integrals have, 
however, certain additional properties (or, rather, certain rela­
tions to the measures in terms of which they are defined) that are 
not shared by general signed measures. In a special case we have 
already discussed one such property of very great significance 
(absolute continuity, § 23); we propose now to examine a more 
general framework in which the discussion of absolute continuity 
still makes sense. 

If (X,S) is a measurable space and M and v are signed measures 
on S, we say that v is absolutely continuous with respect to M, 

in symbols v «M, if v(E) = 0 for every measurable set E for 
which I MI (E) = O. In a suggestively imprecise phrase, v «M 
means that v is small whenever M is smalI. We call attention, 
however, to the lack of symmetry in the precise form of the defini­
tion; the smallness of M is expressed by a condition on its total 
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varIatIOn. Our first result eoneerning absolute eontinuity asserts 
that this asymmetry is only apparent. 

Theorem A. 1f JL and v are signed measures, then the condi­
tions 

(a) 

(b) 

(e) 

v « JL, 

v+ «JL and v-« JL, 

I v I «I JL I, 
are mutually equivalent. 

Proof. If (a) is valid, then v(E) = 0 whenever I JL I (E) = O. 
If X = A U B is a Hahn deeomposition with respeet to v, then 
we have, whenever I JL I (E) = 0, 

o ~ I JL I (E n A) ~ I JL I (E) = 0 
and 

o ~ I JL I (E n B) ~ I JL I (E) = 0, 

and therefore 

v+(E) = v(E n A) = 0 and v-CE) = v(E n B) = 0; 

this proves the validity of (b). 
The facts that (b) implies (e) and (e) implies (a) follow from 

the relations 

I v I(E) = v+(E) + v-CE) and 0 ~ I v(E) I ~ I v I(E) 

respeetively. I 
The following theorem establishes the relation between our 

present form of the definition of absolute eontinuity and the one 
we used (for finite valued set funetions) in § 23. The theorem 
asserts essentially that another preeise interpretation of "v is 
small whenever JL is smalI," which is apparently quite different 
from the definition of absolute eontinuity, is in the presenee of a 
finiteness eondition equivalent to it. 

Theorem B. 1f v is a finite signed measure and if JL is a 
signed measure such that v «JL, then, corresponding to every 
positive number E, there is a positive number 0 such that 
I v lCE) < Efor every measurable set Efor which I JL I CE) < o. 
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Proof. Suppose that it is possible, for some E > 0, to find a 
1 

sequence {En } of measurable sets such that I JI. I (En ) < 2n and 

I" I (En ) ~ E, n = 1,2, .... If E = lim supn E n, then 

1 
I JI. I(E) ~ L:i:..n I JI. I (Ei) < 2n - 1 ' n = 1,2, "', 

and therefore I JI. I (E) = O. On the other hand (since " is finite) 

I " I (E) = limn I " I (En U E n+1 U···) ~ lim supn I " I (En ) ~ E. 

Since this contradicts the relation" « JI., the proof of the theorem 
is complete. I 

It is easy to verify that the relation "«" is reflexive (i.e. 
JI. «JI.) and transitive (i.e. Jl.l« Jl.2 and Jl.2« Jl.a imply that 
Jl.l «Jl.a). Two signed measures JI. and " for which both " «JI. 

and JI. «" are called equivalent, in symbols JI. == ". 
The anti thesis of the relation of absolute continuity is the rela­

tion of singularity. If (X,S) is a measurable space and JI. and " 
are signed measures on S, we say that JI. and" are mutually singu­
lar, or more simply that JI. and " are singular, in symbols JI. .1. ", 
if there exist two disjoint sets A and B whose union is X such 
that, for every measurable set E, A n E and B n E are measur­
able and I JI. I (A n E) = I 11 I (B n E) = O. Despite the sym­
metry of the relation, it is occasionally more natural to use an 
unsymmetric expression such as "" is singular with respect to JI." 

instead of "JI. and 11 are singular." 
It is dear that singularity is indeed an extreme form of non 

absolute continuity. If 11 is singular with respect to JI., then not 
only is it false that the vanishing of I JI. I implies that of I 11 I) 
but in fact essentially the only sets for which I 11 I does not neces­
sarily vanish are the ones for which I JI. I does. 

We condude this section with the introduction of a new nota­
tion. We have already used the tradition al and suggestive "al­
most everywhere" terminology on measure spaces; this is perfectly 
satisfactory as long as we restrict our attention to one measure 
at a time. Since, however, in the discussion of absolute con­
tinuity and singularity we have necessarily to deal with severai 
measures simultaneously. and since it is dumsy to say "almost 
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everywhere with respect to p." very often, we shall adopt the fol­
lowing convention. If, for each point x of a measurable space 
(X,S), 1I"(x) is a proposition concerning x, and if p. is a signed 
measure on S, then the symbol 

11" (x ) [p.] or 11" [}L] 

shall me an that 1I"(x) is true for alm ost every x with respect to 
the measure 1 p. I. Thus, for instance, ifj and gare two functions 
on X, we shall writej = g [p.] for the statement that {x:j(x) ~ 
g(x)} is a measurable set of measure zero with respect to 1 p. I. 
The symbol [p.] may be read as "modulo p.." 

(1) If p. is a signed measure and f is a function integrable with respect to 

I p.1, and if 11 is defined for every measurable set E by II(E) = Lfdp. (cf. 29.7), 

then II«P.. 
(2) Let the measure space (X,S,p.) be the unit interval with Lebesgue measure. 

Write F = (x: 0 ~ x ~ !l, and leth andh be the functions defined by hex) = 
2XF(X) - 1 andh(x) = x. If the set functions p.. are defined by p..(E) = Lfidp., 

i = 1, 2, then P.2« P.1. It is not, however, true that p.2(E) = 0 whenever 

p.1(E) = o. If P.2 were defined by p.2(E) = L (h - !)dp., then even this stronger 

condition would be satisfied. 
(3) For every signed measure p., the variations p.+ and p.- are mutuaUy 

singular, and they are each absolutely continuous with respect to p.. 
(4) For every signed measure p., p. == I p.1. 
(5) If J.I. is a signed measure and E is a measurable set, then I p. I (E) = 0 

if and only if p.(F) = 0 for every measurable subset F of E. 
(6) If p. and 11 are any two measures on au-ring S, then 11« p. + 11. 

(7) Let hand h be integrable functions on a totally finite measure space 
(X,S,J.I.) and let p.. be the indefinite integral off., i = 1,2. If P.({X:f1(X) = 01 .!l 
(x:h(x) = O\) = 0, then P.l == P.2. 

(8) Let t/! be the Cantor function (cf. 19.3), and let P.o be the Lebesgue­
Stieltjes measure, on the Borel subsets of the unit interval, induced by t/!; 
(cf. 15.9). If p. is Lebesgue measure, then P.o and p. are mutually singular. 

(9) If p. and 11 are signed measures such that 11 is both absolutely continuous 
and singular with respect to p., then 11 = O. 

(10) If 111, 112, and p. are finite signed measures such that both 111 and 112 are 
singular with respect to p., then 11 = 111 + 112 is also singular with respect to p.. 
(Hint: if X = Al U B1 and X = A2 U B2 are decompositions such that I p.1 
is identically zero for measurable subsets of Ai and I IIi I is identically zero for 
measurable subsets of Bi, i = 1, 2, then 

is such a decomposition for p. and 11.) 
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(11) If J.L and 11 are measures on au-algebra S such that J.L is finite and 11« J.L, 
then there exists a measurable set E such that X - Eis of u-finite measure with 
respect to 11, and such that, for every measurable subset F of E, II(F) is either 
o or 00. (Hint: use the method of exhaustion (cf. 17.3), to find a measurable set 
E with the property that, for every measurable subset F of E, II(F) is either 0 
or 00, and such that J.L(E) is maximal; another application of the method of ex­
haustion shows that X - E is of u-finite measure with respect to 11.) 

(12) Theorem B is not necessarily true if 11 is not finite. (Hint: let X be the 
set of all positive integers, and, for every subset E of X, write 

J.L(E) = LneE 2-n, v(E) = LneE 2n.) 

§ 31. THE RADON-NIKODYM THEOREM 

Theorem A. 1/ p, and v are totally finite measures such 
that v « p, and v is not identically zero, thm there exists a posi­
tive number E and a measurable set A such that p,(A) > 0 and 
such that A is a positive set /or the signed measure v - Ep,. 

Proof. Let X = An U Bn be a Hahn decomposition with 
. 1 

respect to the slgned measure p - - p" n = 1, 2, "', and write 
n 

Since Bo c B n , we have 

1 o ~ p(Bo) ~ - p,(Bo), n = 1, 2, "', 
n 

and consequently p(Bo) = O. It follows that v(Ao) > 0 and 
therefore, by absolute continuity, that p,(Ao) > O. Hence we 
must have p,(An ) > 0 for at least one value of n; if, for such a 

1 
value of n, we wrlte A = An and E = -, the requtrements of the 

n 
theorem are all satisfied. I 

We proceed now to 'establish the fundamental result (known 
as the Radon-Nikodym. theorem) concerning absolute continuity. 

Theorem B. 1/ (X,S,p,) is a totally q-finite measure space 
and if a q-finite signed measure v on S is absolutely continuous 
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with respect to p., then there exists a finite valued measurable 
function f on X such that 

lI(E) = Lfdp. 

for every measurable set E. Thefunctionf is unique in the sense 

that if also lI(E) = Lgdp., E eS, thmf = g [p.]. 

We emphasize the fact thatf is not asserted to be integrable; 
it is, in fact, dear that a necessary and sufficient condition that 

f be integrable is that 11 be finite. The use of the symbolJfdp. 

implicitly asserts, however (cf. § 25), that either the positive or 
the negative part off is integrable, corresponding to the fact that 
either the upper or the lower variation of 11 is finite. 

Proof. Since X is a countable, disjoint union of measurable 
sets on which both p. and 11 are finite, there is no loss of generality 
(for both the existence and the uniqueness proofs) in assuming 
finiteness in the first place. Since if 11 is finite, f is integrable, 
uniqueness follows from 25.E. Since, finally, the assumption 
11 « p. is equivalent to the simultaneous validity of the conditions 

11+ « p. and 11-« p., 

it remains only to prove the existence off in the case in which 
both p. and 11 are finite measures. 

Let Je be the dass of all non negative functions f, integrable 

with respect to p., such thatLfdp. ~ 1I(E) for every measurable 

set E, and write 

Let {J .. } be a sequence of functions in Je such that 

lim .. Jf .. dp. = a. 

If E is any fixed measurable set, n is any fixed positive integer, 
and g .. = fl U ... U f .. , then E may be written as a finite, disjoint 
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umon of measurable sets, E = EI U··· U En, so that gn(X) = 
1j(x) for x in Eh} = 1, ... , n. Consequently we have 

If we write 10(x) = sup {Jn(X): n = 1, 2, ... }, then 1o(x) = 

limn gn(X) and it follows from 27.B that 108 Je andf1odJ.! = a. 

Since jo is integrable, there exists a finite valued function 1 such 

that 10 = j [J.!]; we shall prove that if vo(E) = v(E) - L1dJ.!' 

then the measure Vo is identically zero. 
If Vo is not identically zero, then, by Theorem A, there exists a 

positive number fand a measurable set A such that J.!(A) > 0 
and such that 

EJ.!(E n A) ~ vo(E n A) = v(E n A) - r 1dJ.! 
JEn A 

for every measurable set E. If g = 1 + fXA, then 

19dJ.! =ljdJ.! + fJ.!(E n A) ~ r jdJ.! + v(E n A) ~ v(E) 
E E JE-A 

for every measurable set E, so that g 8 Je. Since, however, 

f gdJl = f1dJ.! + fJ.!(A) > a, 

this contradicts the maximality of f1dJ.!' and the proof of the 

theorem is complete. I 

(1) If (X,S,J.!) is a measure space and if v(E) = LfdJ.! for every measuraDle 

set E, then 
x = {x:f(x) > 01 U {x:f(;.;·) ~ 01 

is a Hahn decomposition with respect to v. 
(2a) Suppose that (X,S) is a measurable space and p. and v are totally finite 

measures on S such that v« 1'. If jl = I' -r v and if v(E) = Lfdjl for every 

measurable set E, then 0 ~ fex) < 1 [p.]. 

(2b) If f gdv = ffgdjl for every non negative measurable functlOn g, then 
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v(E) = f. L dp. for every measurable set E. (Rint: rewrite the hypothesis 
EI-f 

in the form J g(I - f)dv = Jfgdp. and, given E, write g = 1 x~ / ) 
(3) Let (X,S,p.) be the unit interval with Lebesgue measure and let M be a 

non measurable set. Let (CXI,ßI) and (CX2,ß2) be two pairs of positive real numbers 
such that CXI + ßI = CX2 + ß2 = 1, and let ili be the extension of p., determined 
by (CXi,ßi), to the q-ring S generated by Sand M, i = 1, 2 (cf. 16.2). There 
exist measurable functionsh andh such that 

for every measurable set E. What are the functionsh andh? 
(4) The Radon-Nikodym theorem remains true even if p. is only a signed 

measure. (Rint: let X = A U B be a Rahn decomposition with respect to 
f.1. and apply the Radon-Nikodym theorem separately to v and p.+ in A and to v 
and p.- in B.) 

(5) Let p. be a totally q-finite signed measure. Since both p.+ and p.- are 
-tbsolutely continuous with respect to both p. and I p. I, we have 

The functions f+, K+, f-, and K- satisfy the relations f+ = K+ Lu] and f- = 
- K- [p.]. What are these functions? 

(6) If p. is a signed measure and if v(E) = Lfdp. and I v I(E) = L Kdl p.1 for 

every measurable set E, then K = If I [p.]. 
(7) The Radon-Nikodym theorem remains true even if v is not q-finite, but, 

in this case, the integrand! is not necessarily finite valued. (Rint: it is sufficient 
to consider the case in which v is a measure and p. is finite; in this case apply 
30.11.) 

(8) The Radon-Nikodym theorem is not necessarily true if p. is not totally 
q-finite, even if v remains finite. (Rint: let X be an uncountable set and let 
S be the dass of all those sets which are either countable or have countable 
complements. For every E in S, let p.(E) be the number of points in E and let 
v(E) be 0 or 1 according as E is countable or not.) 

(9) If (X,S) is a measurable space and p. and v are q-finite measures on S 
such that v« p., then the Radon-Nikodym theorem may be applied to each 
measurable set separately. The question might be raised whether or not a 
functionf may be defined on ce for all on the whole space X so as to serve as a 
suitable integrand simultaneously for every measurable set. The answer is no, 
as the following pathological example shows. 

Let A be any uncountable set (with, say, cardinal number cx), and let B be a 
set of cardinal number ß > cx. Let X be the set of all ordered pairs (a,b) with 
a e A and beB. It is convenient to call a set of the form I (a,bo): a e A} a 
horizontalline, and a set of the form I (ao,b): beB} a verticalline. We shall 
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call a set E full on a horizontal or verticalline L if L - Eis countable; (cf. 12.1). 
Let S be the dass of all sets which may be covered by countably many hori­
zontal and verticallines, and which are such that on every horizontal and vertical 
line they are either countable or full. For every E in S let f.L(E) be the number of 
horizontal and vertical lines on which E is full, and let 1I(E) be the number of 
vertical lines on which E is full. Clearly f.L and 11 are u-finite measures and 

11« p.. Suppose now that there exists a functionJ on X such that 1I(E) = LJdf.L 

for every E in S. It is easy to see that the set {x:J(x) = o} has to be count­
able on every vertical line and full on every horizontal line. The first require­
ment implies that the cardinal number of this set is at most aKo = a, and the 
second requirement implies that the cardinal number of this set is at least 
ß(a - Ko) ~ ß. 

(10) There is a condition on measure spaces, which is more general than 
totalu-finiteness and more restrictive than u-finiteness, in the presence of which 
the Radon-Nikodym theorem is still true. The condition is that the space be 
the union of a disjoint dass D of measurable sets of finite measure with the 
property that every measurable set may be covered by countably many sets of 
D and a set of measure zero. The following is an example of a non totally 
u-finite measure space satisfying this condition. 

Let X be the Eudidean plane, and let S be the dass of all those sets which 
may be covered by countably many horizontal lines and which are Lebesgue 
measurable on each such line. If E is a Lebesgue measurable subset of a hori­
zontal line, define f.L(E) to be the Lebesgue measure of E; for the general E in 
S, p. is thereby uniquely determined by the requirement of countable additivity. 

(11) If, in (9) above, B = A and the cardinal number of this set is Kl (= the 
smalIest uncountable cardinal), then the proof breaks down, i.e. there exists in 
that case a subset E of X which is countable on every vertical and fulI on every 
horizontal line. (Hint: well order A, i.e. assign to every a in A an ordinal 
number Ha) < n( = the smallest uncountable ordinal) so that the correspondence 
is one to one between all points of A and all ordinals less than n, and write 
E = {(a,b): ~(a) > ~(b)}. 

(12) If p. is a totally finite measure and 1I(E) = LJdp. for every measurable 

set E, then the set 

B(/) = {x:J(x) ;:§i; I} 

is a negative set for the signed measure 11 - 1f.L; (cf. (1) above). A proof of the 
Radon-Nikodym theorem may be based on an attempt to reconstruct J from 
the sets B(/); (cf. 18.10). The main complication of this approach is the non 
uniqueness of negative sets. A tool for partially dealing with this complication 
is to select B(/), for each I, so as to maximize the value of p.(B(/». 

§ 32. DERIVATIVES OF SIGNED MEASURES 

There is a special notation for the functions which occur as 
integrands in the Radon-Nikodym theorem, which is frequently 
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very suggestive. If J1, is a totally u-finite measure and if v(E) 

LfdJ1, for every measurable set E, we shall wnte 

dv 
f = - or dv = fdJ1,. 

dJ1, 

All the proper ti es of Radon-Nikodym integrands (which we may 
also call Radon-Nikodym derivatives), which are suggested by 
the well known differential formalism, correspond to true theorems. 

.. ( d(Vl + V2) dVl dV2) . 
Some of these are tnvial e.g. = - + - , whlle 

dJ1, dJ1, dJ1, 
others are more or less deep properties of integration. Examples 
of the latter kind of result are the chain rule for differentiation 
and, as an easy corollary, the substitution rule for the differentials 
occurring under an integral sign; both these results are precisely 
stated and proved below. It is, of course, important to remember 

that a Radon-Nikodym derivative dv is unique only a.e. with 
dJ1, 

respect to J.L, and that, therefore, in the detailed verbal interpreta­
tion of a differential formula, frequent use has to be made of the 
qualifying "almost everywhere." 

Theorem A. 1f X and J.L are totally u-finite measures such 
that J.L « X and if v is a totally u-finite signed measure such that 
v« J1" then 

dv = dv dJ.L [X]. 
dX dJ.LdX 

Proof. Since the validity of the desired equation for the upper 
and lower variations of v implies its validity for v itself, we may 
and do assume that v is a measure; for simplicity of notation we 

. dv dJ.L. . . [' 11 f wnte - = fand - = g. Sm ce VIS non negative, It 10 ows rom 
dJ.L dA 

25.D thatf ~ 0 [J.L] and therefore that there is no loss of generality 
in assuming thatf is everywhere non negative. 

Let Un} be an increasing sequence of non negative simple 
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functions converging at every point to f, (20.B); then, by 27.B, 
we have 

limn LfndJ.l = LfdJ.l and limn LfngdX = LfgdX 

for every measurable set E. Since, for every measurable set F, 

r XFdp. = J.I(E n F) = r gdX = r XFgdX, JE JEnF JE 

It follows thatLfndJ.l = LfngdX, n = 1,2, "', and therefore that 

p(E) = LfdJ.l = LfgdX. I 

Theorem B. 1f A and p. are totally q-finite measures such 
that p. «A, and iJ f is a finite valued measurable function for 

which ffdJ.l is defined, then ffdp. = fi ~ dX. 

Proof. We write p(E) = Lfdp. for every measurable set E, 

and apply Theorem A. It follows that p(E) = r fdJ.l dX for every 
JE dA 

measurable set E; the desired result follows by putting E = X. I 
Our next and final result concerning the relations among signed 

measures treats the Lebesgue decomposition of a totally q-finite 
signed measure into an absolutely continuous part and a singular 
part with respect to another totally q-finite signed measure. 

Theorem C. 1f (X,S) is a measurable space and J.I and p 

are totally q-finite signed measures on S, thm there exist two 
uniquely determined totally q-finite signed measures Po and PI 

whose sum is P, such that Po ..L p. and PI «J.I. 

Proof. As usual we may assume that J.I and p are finite. Since 
Pi(i = 0, 1) will be absolutely continuous or singular with respect 
to J.I according as it is absolutely continuous or singular with 
respect to I J.l1, we may assume that J.I is a measure. Since, finally, 
we may treat p+ and p- separately, we mayaiso assume that 71 

IS a measure. 
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The proof of the theorem for totally finite measures is a useful 
trick, based on the elementary observation that v is absolutely 
continuous with respect to p, + v. There exists, accordingly, a 
measurable functionj such that 

v(E) = Lfdp, + Ljdv 

for every measurable set E. Since 0 ~ v(E) ~ p,(E) + v(E), 
we have 0 ~ j ~ 1 [p, + v] and therefore 0 ~ j ~ 1 [v]. If we 
writeA = {x:j(x) = 1} andB = {x:O ~j(x) < l},then 

v(A) = Idp, + Ldv = p,(A) + v(A) 

and therefore (since v is finite) p,(A) = o. If 

vo(E) = v(E n A) and V1 (E) = v(E n B) 

for every measurable set E, then it is clear that Vo .L p,; it remains 
to prove that V1 «p,. 

If p,(E) = 0, then 

r dv = v(E n B) = r jdv 
JEnB JEnB 

and therefore r (1 - j)dv = O. Since 1 - f ~ 0 [v], it foL 
JEnB 

lows that v1(E) = v(E n B) = 0; this completes the proof of the. 
existence of Vo and V1' 

If v = Vo + V1 and v = jio + ji1 are two Lebesgue decompositiom. 
of v, then Vo - jio = ji1 - V1. Since Vo - jio is singular (cf. 30.10) 
and ji1 - V1 is absolutely continuous with respect to p" it follows 
that Vo = jio and Vt = jit; (cf. 30.9). I 

(1) Using the concept of integration with respect to a signed measure, the 
definition of Radon-Nikodym derivatives may be extended to the case in which 
/I- is a signed measure, and Theorem A remains true if A and /I- are signed measures. 
(Bint: consider a Bahn decomposition with respect to each of the three signed 
measures A, /1-, and 11, and construct the decomposition of X into the eight sets ob­
tained by taking one set from each decomposition and forming the intersection 
of these three sets. On measurable sub sets of each of the eight sets each of the 
functions, A, /1-, and 11, is of constant sign and therefore, after an obvious, slight 
modification, Theorem A applies.) 
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(2) If /.L and v are totally u-finite signed measures such that /.L == v, then 

d/.L = I/v. 
dv d/.L 

(3) If /.L and v are totally u-finite signed measures such that v« /.L, then 

v ( {x: ~: (x) = o} ) = 0. 

(4) If /.Lo, /.LI, and /.L2 are totally finite measures, and if d/.Lo = f1d(JJ-o + /.LI) = 
hdCiJ-o + JJ-2) = fd(JJ-o + JJ-I + J.i2), then we have, almost everywhere with respect 
to /.Lo + /.LI + /.L2, 

I fI(X)h(x) . 
fex) = ]rex) + hex) _ fl(X)h(x) If ]r(x)h(x) ~ 0, 

° if ]rex) = hex) = 0. 

(5) Given two sequences I/.Ln} and Ivn } of totally finite measures, write 

- "n - "n "'" "'" /.Ln = 4.A-I /.Li, Vn = .t ... A= 1 Vi, /.L = .t ... .1-I /.Li, V = ~i-I Vi, 

and assurne that JJ- and V are finite measures. If ii,,« ,an, n = 1, 2, "', then 
V«/.L and 

r dv" _ dv r .. ] 
Im n d,ün - d/.L lJo'. 

The proof of this assertion may be based on the following lemmas. 
(5a) If {En } is a sequence of measurable sets such that ,ü .. (E n ) = 0, n = 1,2, 

... , then JJ-(lim sup" E,,) = 0. (Hint: ,ün(U~-n Ek) ~ 2:~-n,ük(Ek).) 
(5b) If {CPn} and !,pn} are sequences of functions such that CPn = ,pn Lun], 

n = 1, 2, ... , then, for a.e. x [/.L], 

!im sup" cp,,(x) = lim Supn ,pn(X) and !im infn CPn(X) = !im infn ,pn(X). 

(Hint: write E" = I x: CPn(X) ~ ,p,,(x)} and apply (5a).) 
In view of the result (Sb) it is sufficient to prove (5) for any fixed determina ... 

. f h d' . dvn If tlOn 0 t e envatives -d- . 
/.Ln 

~n = fn and ~: = gn, n = 1,2, "', 

then it follows from Theorem A that one such determination is 

dv" = ]r + ... + f" Lu] n = 1, 2, .... 
d,ü" gl + ... + gn n, 

(Sc) E':- rfn = ~: and 2:;:'-1 gn = 1 Lu]. (Hint: since 

E~= 1 /.Li(E) = L (gI + ... + gn)dJJ-

and 

E?-I v;(E) = L UI + ... + fn)dJJ-, n = 1,2, ... , 

the desired result follows from 27.B and 2S.E.) 



Chapter f/II 

PRODUCT SPACES 

§ 33. CARTESIAN PRODUCTS 

If X and Y are any two sets (not necessarily subsets of the 
same space), the Cartesian product X X Y is the set of all ordered 
pairs (x,y), where x (; X andy (; Y. The best known example of a 
Cartesian product is the Euclidean plane, which is most often 
viewed as the product of two coordinate axes. Most of the 
development in the sequel uses the words and concepts suggested 
by this example. Thus, for instance, if A c X and BeY, we 
shall call the set E = A X B (a subset of X X Y) a rectangle 
and we shall refer to the component sets A and B as its sides. 
(Observe that our usage here differs from the classical terminology 
which speaks of rectangles only if the sides are intervals.) 

Theorem A. A rectangle is empty if and only if one 01 its 
sides is empty. 

Proof. IfAx B ;;c 0, say (x,v) (; A X B, then x (; A and 
y (; B, so that A ;;c 0 and B ;;c O. If, on the other hand, neither 
A nor B is empty, then there is a point (x,y) such that (x,y) e 
A X B, so that A X B ;;c O. I 

Theorem B. 11 E1 = Al X B1 and E2 = A2 X B2 are 
non empty rectangles, then E1 c E2 if and only if 

Al C A2 and B1 C B2 • 

Proof. The "if" is obvious. To prove the converse, let (x,y) 
be a point in Al X B1 and suppose that there exists a point Xl 

137 
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in Al such that Xl e' A2• Then 

(XhY) e Al X Bl and (XhY) e' A2 X B2 ; 

it follows that no such point Xl can exist and therefore Al C A 2 • 

The same proof with only notational changes shows that 
Bl c B2 • I 

Theorem C. I] Al X Bl = A 2 X B2 is a non empty rec­
tangle, then Al = A 2 and Bl = B2 • 

Proof. It follows from Theorem B that 

Al c A2 C Al and Bl C B2 C Bl • I 
Theorem D. I] E = A X B, El = Al X Bh and E2 = 

A 2 X B2 are non empty rectangles, then a necessary and suffi­
cient condition that E be the disjoint union 0] El and E2, is 
that either A is the dis joint union 0] Al and A 2, and B = Bl = 
B2, or else B is the disjoint union 0] Bl and B2, and A = Al = 
t12 • 

Proof. We prove first that the condition is necessary. Since 
El c E and E2 c E, it follows from Theorem B that Al c A 
and A2 cA, and therefore that Al U A2 C A; similarly 
Bl U B2 C B. Since 

E l U E2 C (Al U A2 ) X (B l U B2 ), 

it follows that A c Al U A2 and B c BI U B2, and therefore 
A = Al U A2 and B = Bl U B2 • Since, finally, a similar argu­
ment shows that 

o = EI n E2 ::::> (Al n A2 ) X (BI n B2), 

it follows from Theorem A that at least one of the two sets 
Al n A2 and BI n B2 is empty. 

Suppose, for instance, that Al n A 2 = 0; we are to show that 
in this case B = BI = B2• (The case BI n B2 = 0 is treated 
similarly.) Suppose on the contrary that there exists a point 
y in B - BI' Then, if X is any point in Ab we have (x,y) e E, 
but (since y e' BI), (x,y) e' E b and (since X e' A 2 ), (x,y) e' E 2 • 

Since this contradicts the assumption E = EI U E2, it follows 
that B - BI = 0 and also, by a similar argument, B - B2 = O. 



[SEC. 33) PRODUCT SPACES 139 

The sufficiency of the condition is easier. If, for instance, A 
is the disjoint union of Al and A2 and B = BI = B2, then A ::::> Ah 

A::::> A2 , B ::) Bh B ::::> B2, so that E ::::> EI U E2• Also if (x,y) e E, 
then 

(x,y) e EI or (x,y) e E2 

according as x e Al or x e A2 , so that E is indeed the disjoint 
union of EI and E2• I 

Theorem E. 1] Sand T are rings of subsets 0] X and Y 
respectively, Ihen the dass R 0] all finite, disjoint unions 0] 
rectangles 0] Ihe]orm A X B, where A eS and B e T, is a ring. 

Proof. We observe first that the intersection of two sets of 
the form A X B is another set of that form. If either of the two 
given sets, or their intersection, is empty, this result is trivial. If 

EI = Al X Bh E2 = A2 X B2, and (x,y) eEI n E2, 

then x e Al n A2 andy e BI n B2 , so that 

EI n E2 c (Al n A2 ) X (BI n B2). 

On the other hand, by Theorem B, (Al n A2 ) X (BI n B2) lS 

contained in EI and E2 and therefore in EI n E2, so that 

EI n E2 = (Al n A2 ) X (BI n B2). 

Since Sand T are rings, Al n A2 eS and BI n B2 e T. It follows 
immediately that the dass R is dosed under the formation of 
finite intersections. 

Since 

(Al X BI) - (A2 X B2) = 

= [(Al n A2 ) X (BI - B2 )] U [(Al - A2 ) X BI], 

we see that the difference of two sets of the given form is a disjoint 
union of two other sets of that form; since 

U~=l Ei - Ui=l P j = U~=l ni-l (Ei - F j ), 

i t folIows, using the renl t of the preceding paragraph, that the 
dass R is closcd undcr thc: fc'n:l:~tiün of differences. Since R is 
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obviously closed under the formation of finite, disjoint unIOns, 
the proof of the theorem is complete. I 

Suppose now that in addition to the two sets X and Y we are 
also given two O"-rings Sand T of subsets of X and Y respectively. 
We shall denote by S X T the O"-ring of subsets of X X Y gener­
ated by the dass of all sets of the form A X B, where A eS 
and B e T. 

Theorem F. 11 (X,S) and (Y,T) are measurable spaces, 
Ihen (X X Y, S X T) is a measurable space. 

The measurable space (X X Y, S X T) lS the Cartesian 
product of the two given measurable spaces. 

Proof. If (x,y) e X X Y, then there exist sets A and B such 
that x e A eS and y e B e T; it follows that (x,y) e A X B e 
S X T. I 

We observe that this is the first time we ever referred to the 
fact that a measurable space is the union of its measurable sets; 
in the present chapter we shall make essential use of this property 
of measurable spaces. 

We shall frequently use the concept of measurable rectangle. 
Two equally obvious and natural definitions of this phrase suggest 
themselves. According to one, a rectangle in the Cartesian 
product of two measurable spaces (X,S) and (Y,T) is measurable 
if it belongs to S X T, and, according to the other, A X B is 
measurable if A eS and B e T. It is an easy consequence of 
the results we shall obtain that for non empty rectangles the two 
concepts coincide; for the time being we adopt the second of our 
proposed definitions. We may say, accordingly, that the dass 
of measurable sets in the Cartesian product of two measurable 
spaces is the O"-ring genera ted by the dass of all measurable 
rectangles. 

(1) The intersection of any countable dass of [measurablel rectangles is a 
[measurablel rectangle. Does this statement remain true if the word "count­
able" is omitted? 

(2) The "only if" part of Theorem B, Theorem C, and the necessity of the 
condition in Theorem D are all false for empty rectangles. 

(3) Under the hypotheses of Theorem E, the dass P of all sets of the form 
A X B, where A e Sand Be T, is a semiring. Is this statement true if Sand T 
are not necessarily rings, but merely semirings? 
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(4) If the rings Sand T in (3) each contain at least two different non empty 
sets, then P is not a ring. 

(5) A necessary and sufficient condition that S X T be au-algebra is that 
both Sand T be u-algebras. 

(6) If (X,S) and (Y,T) are measurable spaces, then every measurable set in 
X X Y is eontained in a measurable reet angle. (Hint: the dass of all those 
sets which may be eovered by a measurable rectangle is au-ring.) 

§ 34. SECTIONS 

Let (X,S) and (Y,T) be measurable spaces and let (X X Y, 
S X T) be their Cartesian product. If E is any subset of X X Y 
and x is any point of X, we shall call the set Ex = {y: (x,Y) E EI 
a seetion of E, or, more precisely, the section determined by x. 
At times when it is important to call attention not so much to 
the particular point which determines the section as merely to 
the fact that the section is determined by some point of the space 
X (and is therefore a sub set of Y), we shall use the phrase 
X-section. The main point is to distinguish such a section from 
a Y-section determined by a pointy in Y; the latter is defined, of 
course, as the set EY = {x: (x,y) E EI. We emphasize that a 
section of a set in a product space is not a set in that product space 
but a subset of one of the component spaces. 

If j is any function defined on a subset E of the product space 
X X Y and x is any point of X, we shall call the function jx, 
defined on the seetion Ex by 

jx(Y) = j(x,y) , 

a seetion of j, or, more precise1y an X-section of j, or, still 
more precisely, the section determined by x. The concept of a 
Y-section of j, determined by a point y in Y is defined similarly 
by jY(x) = j(x,y). 

Theorem A. Every section of a measurable set is a measur­
able set. 

Proof. Let E be the dass of all those subsets of X X Y which 
have the property that each of their sections is measurable. If 
E = A X B is a measurable rectangle, then every section of E 
is either empty or else equal to one of the si des, (A or B according 
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as the seetion is a Y-section or an X-section) , and therefore 
E e E. Since it is easy to verify that Eis a q-ring, it follows that 
SXT cE. I 

Theorem B. Every section oj a measurable function is a 
measurable function. 

Proof. If fis a measurable function on X X Y, if x is a point 
of X, and if M is any Borel set on the realline, then the measur­
ability of N(fz) n fz -l(M) follows from Theorem A and the 
relations 

{y:/,,(y) eM} = {y:f(x,y) eM} = 

{y: (x,y) ef-l(M)} = (f-l(M))z. 

(Observe that N(fz) = (N(f))z.) The proof of the measurability 
of an arbitrary Y-section off is similar. I 

(1) If x is the characteristic function of a subset E of X X Y, then Xx and X" 
are the characteristic functions of Ex and E7I respectively. If, in particular, X 
is the characteristic function of a rectangle A X B, then 

x(x,y) = XA(X)XB(Y). 

Every section of a simple function is a simple function. 
(2) Let X = Y = any uncountable set, and S = T = the dass of all count­

able sub sets. If D = {(x,y): x = y} is the "diagonal" in X X Y, then every 
section of D is measurable but D is not; in other words the converse of Theorem 
A is not true. 

(3) If an extended real valued functionl defined on the Cartesian product of 
two measurable spaces X and Y has the property that, for every Borel set M on 
the realline,I-1(M) intersects every measurable set in a measurable set, then 
every section of I also has that property. Does this assertion remain valid if 
the definition of measurable space is altered by omitting from it the requirement 
that the space be the union of its measurable sets? What are the implication 
relations between this property and measurability? 

(4) A non empty rectangle is a measurable set if and only if it is a measurable 
rectangle. (Hint: ifAX B is measurable, then every section of A X B is 
measurable.) 

(5) Let (X,S) be a measurable space such that Xe S (i.e. such that S is a 
v-algebra); let Y be the realline, and let T be the dass of all Borel sets. If j is 
areal valued, non negative function on X, then the upper ordinate set '-lf j is 
defined to be the subset 

17*(/) = {(x,y): x e X, 0 ~ y ~/(x)l 

of X X Y, and the lower ordinate set of I is 

V.v) = {(x,y):xeX, 0 ~y </(x)). 
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(Observe that, for instance, the lower ordinate set of the function identically 
equal to zero is empty.) The following considerations are at the basis of an 
alternative treatment of measurable functions. 

(Sa) Iff is a non negative simple function, then P*(f) and P* (f) are measur­
able. (Hint: each of the sets is the union of a finite number of measurable 
rectangles.) 

(Sb) If fand g are non negative functions such that J(x) ~ g(x) for all x, 
then P*(f) C P*(g) and P*(f) C P*(g). 

(Sc) If U .. } is an increasing sequence of non negative functions converging 
at every point tof, then {P*(f .. )} is an increasing sequence of sets whose union 
is P* (f); similarly if U .. } is decreasing to J, then {P*(f .. )} is a decreasing se­
quence of sets whose intersection is P*(f). 

(Sd) If J is a non negative measurable function, then P*(f) and P*(f) are 
measurable sets. (Hint: if J is bounded, then there exist sequences I g .. } and 
Ih .. } of simple functions such that 

o ~ g .. ~ g"+l ~ f ~ h"+ l ~ h .. , n = 1, 2, ... 

and such that lim" g" = Em" h" = J.) 
(Se) If E is any measurable set in X X Y, and if a and ß are real numbers 

such that a > 0, then the set {(x,y): (x,ay + ß) e E} is a measurable subset of 
X X Y. (Hint: the condusion is true if E is a measurable rectangle, and the 
dass of all sets for which the condusion is true is a q-ring.) 

(Sf) IfJis a non negative function such that P*(f) [or P*(f)] is measurable, 
thenf is measurable. (Hint: it is sufficient, for the proof of the unparenthetical 
statement, to show that Ix: f(x) > c} is measurable for every positive real 
number c. If E = P*(f), then 

U:-l {(x,y): (x,;y + c) eE,y > o} = I (x,y):J(x) > c" > o}; 

the desired result follows from the fact that the sides of a measurable rectangle 
are measurable.) 

(Sg) If the graph of a (not necessarily non negative) functionJ is defined as 
the set I (x,y):f(x) = y}, then the graph of a measurable function is a measur­
able set. 

§ 35. PRODUCT MEASURES 

Continuing our study of Cartesian products, we turn now to the 
case where the component spaces are not merely measurahle 
spaces hut measure spaces. 

Theorem A. 1f (X,S,,u) and (Y,T,p) are u-jinite measure 
spaces, and if E is any measurable subset of X X Y, thm the 
functions fand g, defined on X and Y respectively by fex) = 
p(E"J and g(y) = ,u(FJ'), are non negative measurable func-

tions such that ffd,u = f gdll. 
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Proof. If M is the dass of all those sets E for which the con­
dusion of the theorem is true, then it is easy to see that M is 
dosed under the formation of countable, disjoint unions. We 
observe that the u-finiteness of Jl and v implies that every set in 
S X T may be covered by a countable disjoint union of measur­
able rectangles, both si des of each of which have finite measure. 
If, therefore, we could prove that every measurable sub set of 
every measurable rectangle wi th si des of fini te measure belongs 
to M, it would follow (as stated) that every measurable set belongs 
to M. In other words, we have reduced the proof to the case of 
finite measures; we shall complete the proof (for finite measures) 
by showing that every measurable rectangle (and therefore every 
finite, disjoint union of measurable rectangles) belongs to M, 
and that M is a monotone dass. 

If E = A X B is a non empty measurable rectangle, then 
J = v(BhA and g = Jl(AhB' It follows thatJ and gare measur-

able and thatfJdJl = Jl(A) 'v(B) = fgdv. 

The fact that M is a monotone dass is a consequence of the 
standard theorems on the integration of sequences of functions, 
specifically 26.D and 27.B. (The finiteness of the measures Jl 
and v is used in justifying the application of these results.) 

Since the dass of all finite, disjoint unions of measurable rec­
tangles is a ring (33.E), and since, by definition, the dass of 
measurable sets is the u-ring generated by this ring, it follows 
(6.B) that every measurable set is in M, and the proof of the 
theorem is complete. I 

Theorem B. 1j (X,S,Jl) and (Y,T,I') are u-finite measure 
spaces, then the set junction "X, dejined jor every set E in S X T 
by 

is au-finite measure with the property that,Jor every measurable 
rectangle A X B, 

"X(A X B) = p,(A)· v(B). 

The latter condition determines "X uniquely. 
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The measure ). is called the product of the given measures JL 

and JI, in symbols). = JL X JI; the measure space (X X Y, S X T, 
p. X JI) is the Cartesian product of the given measure spaces. 

Proof. The fact that ). is a measure is a consequence ·of the 
theorem on the integration of monotone sequences (27.B; cf. also 
27.2). The q-finiteness of ). follows from the fact that every 
measurable sub set of X X Y may be covered by countably many 
measurable rectangles of finite measure; uniqueness is implied 
by 13.A. I 

(1) Let X = Y be the unit interval, and let S = T be the dass of Borel sets; 
let JL(E) be the Lebesgue measure of E, and let v(E) be the number of points in 
E. If D = {(x,y): x = y}, then D is a measurable subset of X X Y such that 

fv(D.,)dp,(x) = 1 and fp,(DII)dP(Y) = o. In other words, Theorem A is not 

true if the condition of u-finiteness is omitted. 
(2) The Cartesian product of two u-finite and complete measure spaces 

need not be complete. (Hint: let X = Y be the unit intervaI, let M be a non 
measurable subset of X, let y be any point of Y, and consider the set M X {y}; 
cf. 34.4.) 

(3) Suppose that (X,S,p.) is a totally u-finite measure space and that (Y,T,v) 
is the real line with T = the dass of all Borel sets and v = Lebesgue measure; 
let X be the product measure p, X v. We have already seen (34.5) that for any 
non negative, measurable function, and aJortiori for any non negative, integrable 
functionJ on X, the ordinate sets f/*U) and f/*U) are measurable subsets of 

X X Y; we now assert that X(f/*U» = X(f/*U» = fJdp.. (Hint: in view 

of the known results on approximation of functions by simple functions and 
integration of sequences of functions, it is sufficient to establish the equation 
for simple functions J.) This equation is sometimes used, in an alternative 

approach to integration theory, as the definition of fJdp.; it is apreeise formula­

tion of the statement that "the integral is the area under the curve." 
(4) Under the hypotheses of (3), the graph of a measurable function has meas­

ure zero. (Hint: it is sufficient to consider non negative, bounded, mcasurable 
functions on totally finite measure spaces, and to these the result of (3) applies.) 

(5) If (X,S,p,) and (Y,T,v) are u-finite measure spaces, and if X = p, X v, 
then, for every set E in H(S X T), X *(E) is the infimum of sums of the type 
E:'.l}.(En ), where {E,,} is a sequence of measurable rectangles covering E. 
(Hint: cf. 33.3, 10.A, and 8.5.) 

§ 36. FUBINI'S THEOREM 

In this section we shall study the relations between integrals 
on a product space and integrals on the component spaces. 
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Throughout this section we shall assurne that 

(X,S,,u) and (Y,T,p) are q-finite measure spaces and X is the 
product measure ,u X p on S X T. 

If a function h on X X Y is such that its integral is defined 
(i.e. if, for instance, h is an integrable function or a non negative 
measurable function), then the integral is denoted by 

fh(x,y)dA(x,y) or fh(x,y)d(,u X p)(x,y) 

and is called the double integral of h. If hx is such that 

f hx(y)dp(y) = fex) 

is defined, and if it happens thatffd,u is also defined, it is cus­

tomary to write 

The symbolsffh(x,y)d,u(x)dp(y) andfdp(y) fh(x,y)d,u(x) are de­

fined similarly, as the integral (if it exists) of the function g on 

Y, defined by g(y) = f hY (x ) d,u (x ). The integrals ff hd,udv and 

ff hdvd,u are called the iterated integrals of h. To indicate the 

double and iterated integrals of h over a measurable subset E 
of X X Y, i.e. the integrals of xEh, we shall use the symbols 

l hdX, fl hd,udp, and fl hdvd,u. 

Since X-sections (of sets or functions) are determined by points 
in X, it makes sense to assert that a proposition is true for almost 
every X-section, meaning, of course, that the set of those points 
x for which the proposition is not true is a set of measure zero in X. 
The phrase "almost every Y -seetion" is defined similarly; if a 
proposition is true simultaneously for a.e. X-section and a.e. 
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Y-section, we shall simply say that it is true for almost every 
section. 

We begin with an elementary but important result. 

Theorem A. A necessary and sufficient condition that a 
measurable subset E oj X X Y have measure zero is that alm ost 
every X-sec/ion [or alm ost every Y-sectionl have measure zero. 

Proof. By the definition of product measure we have 

If X(E) = 0, then the integrals on the right are in particular 
finite and hence (by 25.B) their non negative integrands must 
vanish a.e. If, on the other hand, either of the integrands 
vanishes a.e., then X(E) = 0. I 

Theorem B. 1f h is a non negative, measurable function on 
X X Y, then 

Proof. If h is the characteristic function of a measurable set 
E, then 

and the desired result follows from 35.B. In the general case we 
may find an increasing sequence {h n } of non negative simple 
functions converging to h everywhere, (20.B). Since a simple 
function is a finite linear combination of characteristic functions, 
the conclusion of the theorem is valid for every hn in pI ace of h. 

By 27.B, limn fhndX = fhdX. If fn(x) = fhn(x,y)dv(y), then 

it follows from the properties of the sequence {hn} that {fn} 
is an increasing sequence of non negative measurable functions 
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converging for every X to](x) = !h(x,Y)dv(y); (cf. 27.B). Hence 

f is measurable (and obviously non negative); one more applica­
tion of 27.B yields the conclusion that 

This proves the equality of the double integral and one of the 
iterated integrals; the truth of the other equality follows simi­
larly. I 

Both Theorems A and Bare sometimes referred to as parts of 
Fubini's theorem; the following result is, however, the one most 
commonly known by that name. 

Theorem C. I] h is an integrable ]unction on X X Y, then 
alm ost every section of h is integrable. I] the ]unctions] and g 

are defined by](x) = !h(x,y)dv(y) andg(y) = !h (x,y) dp,(x) , 

then] and gare integrable and 

Proof. Since areal valued function is integrable if and only 
if its positive and negative parts are integrable, it is sufficient to 
consider only non negative functions h. The asserted identity 
follows in this case from Theorem B. Since, therefore, the non 
negative, measurable functions] and g have finite integrals, it 
follows that they are integrable. Since, finally, this implies that 

] and g are finite valued almost everywhere, the sections of h 
have the desired integrability properties, and the proof is com­
plete. I 

(1) Let X be a set of cardinal number ~l, let S be the dass of aH countable 
sets and their complements, and, for A in S, let p,(A) be 0 or 1 according as A 
is countable or not. If (Y,T,v) = (X,S,IL), if Eis a set in X X Y which is count­
able on every verticalline and fuH on every horizontalline (cf. 31.11), and if h 
is the characteristic function of E, then h is a non negative function such that 

f h (x,y)dp, (x) = 1 and f h(x,y)dv(y) = O. 

Why is this not a counter example to Theorem B? 
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(2) If (X,8,1L) and (Y,T,v) are the unit interval with Lebesgue measure, and 
if Eis a subset of X X Y such that E", and X - Eil are countable for every x 
andy (cf. (1)), then E is not measurable. 

(3) The following considerations indicate an interesting extension of the 
tesults of this section. Let (X,8,1L) be a totally finite measure space and let 
(Y,T) be a measurable space such that Ye T. Suppose that to almost every 
I( in X there corresponds a finite measure v", on T so that if rf>(x) = v",(B), then, 
for each measurable subset B of Y, rf> is a measurable function on X. If v(B) = 

f v",(B)dlL(X), if g is a non negative measurable function on Y, and if j(x) = 

fg~Y)dv",(y), thenjis a non negative measurable function on X and fjdlL = f gdv. 

(4) The proof of Fubini's theorem sometimes appears to be slightly more 
complicated than the one we gave-the complication is caused by completing 
the measure X. In other words, the theorems of this section remain true if X 
is replaced by X. (Hint: every function which is measurable (8 X T) is equal 
a.e. [X] to a function which is measurable (8 X T) j (cf. 21.1)). 

In (5)-(9) below, we shall assurne that the measure spaces (X,8,1L) and 
(Y,T,v) are totally finite. It is easy to verify that the results obtained may be 
extended to totally u-finite measure spaces, and, therefore, to each measurable 
set in the product of two u-finite measure spaces. 

(5) If E and P are measurable subsets of X X Y such that v(E,,) = v(P",) 
for [almost] every x in X, then X(E) = X(P). (Certain usually not rigorously 
stated special cases of this assertion are known as Cavalieri'., principle.) 

(6) If j and gare integrable functions on X and Y respectively, then the 
function h, defined by h(x,y) = j(x)g(y), is an integrable function on X X Y 
and 

f hd(JL X v) = ffdw f gdv. 

(7) Suppose that IL(X) = v(Y) = 1 and that A o and Bo are measurable sub­
sets of X and Y respectively such that IL(Ao) = v(Bo) =!. Let X be the char­
acteristic function of (Ao X Y) ~ (X X Bo) and write j(x,y) = 2X(x,y). If, 
for every measurable set E in X X Y, 

X(E) = Lj(x,y)d"A(x,y) , 

then J\ is a finite measure on 8 X T with the property that X(A X Y) = IL(A) 
and X(X X B) = v(B), whenever A e 8 and Be T. In other words, the product 
measure X is not uniquely determined by its values on such special rectangles. 

(8) The existence of the product measure is often proved by the following 
direct but combinatorially somewhat complicated method. The dass of all 
finite, disjoint unions of measurable rectangles is a ring R, (33.E)j if 

are two representations of the same set in R, then since 
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is another representation of the same set, we have 

""L,f=lJ.l.(Ai)·v(Bi) = ""L,'f'=,lJ.l.(Cj)·v(Dj). 

In other words, a set function A is unambiguously defined on R by 

A(U~=l (Ai X Bi» = ""L,f=lJ.l.(Ai)·v(B i ). 

It can be shown (essentially by proving a weakened form of Fubini's theorem 
for the sets of R) that A is a measure to which the extension theorem (13.A) 
may be applied. 

(9) 1f .1 and Bare arbitrary (not necessarily measurable) subsets of X and Y 
respectively, then 

A*(A X B) = J.I.*(A)·v*(B). 

(Hint: if .1* and B* are measurable covers of .1 and B respectively, then the 
relation .1 X Be .1* X B* implies that A*(A X B) ~ J.I.*(A)·v*(B). The re­
verse inequality may be proved by considering a measurable cover E* of .1 X B. 
Since E* n (.1* X B*) is also a measurable cover of .1 X B, it is permissible to 
assume that E* C .1* X B*. It follows from Fubini's theorem that 

A(E*) ~ r v(Ex *)dJ.l.(x) ~ J.I.(A*) ·v*(B).) JA-

§ 37. FINITE DIMENSIONAL PRODUCT SPACES 

In the preceding sections we have developed the theory of 
product spaces for two factors; our next task is to investigate 
how this theory may be extended to any finite number of factors. 
We suppose that n (> 1) is a positive integer, and that Xl, .. " X n 

are sets; we define the Cartesian product of these sets to be the 
set of all ordered n-tuples of the form (Xl, .. " x n ), where Xi e Xi, 
i = 1, "', n. We shall denote this Cartesian product by 

Xl X··· X X n or X7=l Xi or X {Xi: i = 1, "', n}. 

If Ai is any sub set of Xi, i = 1, "', n, the set X7-l Ai is a 
rectangle. 

It is worth while to ask about Cartesian product, as about 
every algebraic operation, whether or not it is associative. If, 
for instance, XI, X 2, and X 3 are three sets, then, without changing 
the order in which they are presented, we may form the three new 
sets (Xl X X 2 ) X X 3 , Xl X (X2 X X 3), and Xl X X 2 X X 3 • In 
wh at sense may we consider these three Cartesian products to 
be equal? Clearly they do not consist of the same elements; 
it is incorrect to confuse the ordered pair «Xt>X2),X3), whose first 
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element is itself an ordered pair, with the ordered tripie (XbX2,Xa). 
Just as clearly, however, there is a "natural" one to one corre­
spondence between any two of the three Cartesian products 
under discussion, namely the one which makes the points 

((XbX2),Xa), (Xb(X2'XS», and (XbX2,XS) 

correspond to each other. Since it will turn out that this corre­
spondence preserves all those structural properties of product 
spaces which are of interest to us, we shall wilfully fall into the 
trap we just pointed out and we shall consistently treat the three 
products described above as identical. We shall carry this identifi­
cation procedure to its logical conclusion, and in the case, for 
instance, of seven factors, we shall consider the element 

of the set (eXI X X 2) X X a) X ((X4 X X 5 ) X (X6 X X 7» to be 
the same as the element 

of the set Xl X X 2 X X a X X 4 X X 5 X X 6 X X 7• 

The identification just described simplifies the language of 
many proofs. Since, for instance, we may view Xl X ... X X n 

as a repeated product 

of two factors at a time, we may prove the analogs of the theorems 
of § 33 by mathematical induction on n. Some slight care has to 
be exercised in the formulation of the results. The correct version 
of the generalization of 33.D, for example, is the assertion that if 

E = X~=l Ai, F = X?=l Bi, and G = X~-l Ci 

are non empty rectangles, then E is the disjoint union of Fand 
G if and only if there is a j, 1 ~ j ~ n, such that Ai is the dis­
joint union of Bi and Ci and such that 

Ai = Bi = Ci, for i ~ j. 
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The concept of a section (of a set or a function) also requires a 
minor modification; an XJsection, determined by a point Xj 

in Xj, of a set in X7=1 Xi is a subset of 

X I Xi: 1 ~ i ~ n, i 7'" j}. 

If (Xi,Si), i = 1, ... , n, are measurable spaces, we shall denote 
by 

Sl X···X Sn, or X~=l Si, or X lSi: i = 1, ... , n} 

the u-ring generated by the dass of all those rectangles X~=l Ai 
for which Ai e Si, i = 1, ... , n, and we define the Cartesian 
product of the given measurable spaces as the measurable space 
(Xl X· .. X X n, Sl X··· X Sn). It follows that every section 
of a measurable set [or a measurable function] is a measurable 
set [or a measurable function]. Proceeding by mathematical 
induction, it is now trivial to define the Cartesian product of 
u-fini te measure spaces (Xi,Si,,ui), i = 1, ... , n; there is one and 
only one measure ,u (denoted by ,u1 X· .. X ,un) on Sl X· .. X Sn 
such that 

for every measurable rectangle Al X· .. X An. The extension of 
Fubini's theorem is also immediate, so that the integral of any 
integrable function in a product space may be evaluated by form­
ing the iterated integral in any order. 

It is customary to refer to a product space X = X7=1 Xi as 
n-dimensional. This terminology is not meant to define dimen­
sion, nor to assert that n-dimensionality is an intrinsic structural 
property of aspace; it serves merely to remind us of the way in 
which X was built from the components Xi. A measure space 
might appear as three dimensional in one context and two di­
mensional in another; if, for instance, n = 3, then we may view 
X as Xl X X 2 X X a or as X o X X a, (where X o = Xl X X 2 ). 

In (1)-(5) below we shall assume that Xi is the realline, Si is the class of all 
Borel sets, and }Li is Lebesgue measure, i = 1, ... , n; we write 
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(1) Sets of the u-ring S are called the Borel sets of n-dimensional Euclidean 
space. The dass of all Borel sets coincides with the u-ring genera ted by the 
dass of all open sets. 

(2) If cp is a Borel measurable function on X, and if/1, .. ·,fn are real valued, 
measurable functions on a measurable space (Y,T) for which Ye T, then the 
function], defined by](y) = CPUI(Y), •• ·,Jn(Y», is a measurable function on 
Y; (cf. 19.B). 

(3) The completed measure il is called n-dimensional Lebesgue measure j 
most of the results of §§ 15 and 16 are valid for il. If, in particular, U and C 
are the dass of all open sets and the dass of all c10sed sets respectively, then, for 
every set E in X, 

JJ.*(E) = inf {JJ.(U): E C U e U} and JJ.*(E) = sup {JJ.(C): E :::> Ce C}. 

(4) If T is any linear transformation defined by 

then, for every set E in X, 

JJ.*(T(E» = I~I·JJ.*(E) and JJ.*(T(E» = I~I·JJ.*(E), 

where ~ is the determinant of the matrix (aij). (Hint: it is sufficient to prove 
the assertion for measurable rectangles E whose si des are intervals. Treat first 
the following special cases. 

(4a) Yi = Xi + bi, i = 1, ... , n. 
(4b) Yi = Xi if i ,e j and i ,e k; Yi = Xk and Yk = Xj. 
(4c) Yi = Xi if i ,e j; Yj = Xj ± Xk, where k ,e j. 
(4d) Yi = Xi if i ,e j; Yj = CXi. 

The general case follows from the fact that T may be written as the product 
of transformations of the types (4a)-(4d).) 

(5) The function CPi on X, defined by 

CPj(XI, ••• , xn ) = Xj, j = 1, ... , n, 
is measurable. 

(6) There is a way of defining n-dimensional Lebesgue measure which does 
not make use of the general theory of product spaces. To indicate this method, 
we shall consider the space Xl X· .. X X n, where Xi = X = the unit interval. 
For every X in X, let X = .ala~3· .. be a binary expansion of X and write 

Xi = .aian+ia2n+i· .. , i = 1, ... , n. 

(For each X which has two binary expansions, select adefinite one of them, say for 
instance the terminating one.) The transformation T from X to Xl X· .. X X n , 

defined by T(x) = (Xl, ••• , Xn), has the property that if a set E in Xl X· .. X X n 
is measurable, then T-I(E) = {X: T(x) e E} is a measurable subset of X. (For 
the proof, consider the case in which E is a reet angle whose sides are intervals 
with binary rational end points.) The equation (JJ.I X· .. X JJ.n)(E) = JJ.(T-I(E» 
(where JJ. is Lebesgue measure in X) may be used as the definition of the product 
measure JJ.I X· .. X JJ.n; this definition is consistent with our earlier one. 
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(7) By the familiar zig-zag diagonal process, i.e. by writing 

the procedure of (6) may be extended to yield adefinition of product measure 
in an "infinite dimensional" analog of Euclidean space. 

§ 38. INFINITE DIMENSIONAL PRODUCT SPACES 

The first step of an extension of product space 
infinitely many dimensions suggests itself naturally. 
a sequence of sets, the Cartesian product 

theory to 
If {Xii is 

is defined as the set of all sequences of the form (xt, X2, ••• ) where 
Xi E Xi, i = 1, 2, .... If each Xi is a measure space, with a 
u-ring Si of measurable sets and a measure Mi, it is not quite 
clear, however, how the concepts of measurability and measure 
should be defined in X. In this section we shall show how this 
may be done, under the assumption that the spaces Xi are totally 
finite measure spaces such that Mi(Xi) = 1, i = 1, 2, .... We 
observe that the measure on every totally finite measure space 
(X,S,M), for which M(X) ~ 0, may be trivially altered (by divid­
ing the meaSure of every measurable set by M(X)) so that the 
measure of the entire space is 1. We shall see, however, that 
since the number 1 plays a distinguished role in the formation of 
products (particularly of infinite products), the condition Mi(Xi) 
= 1 is not merely an inessential normalization. 

Suppose then that, for each i = 1, 2, "', Xi is a set, Si is a 
u-algebra of subsets of Xi, and Mi is a measure on Si such thaI 
Mi(Xi ) = 1. In this case we define a rectangle as a set of the 
form X::l Ai, where Ai C Xi for all i and Ai = Xi for all but a 
finite number of values of i. We define a measurable rectangle 
as a rectangle X:: 1 Ai for which each Ai is a measurable subset 
of Xi; in view of the preceding definition, this condition is a 
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restncoon on only a finite number of the A's. A subset of 
X;"l Xi will be called measurable if it belongs to the u-ring S 
(which is in fact au-algebra) generated by the dass of all measur­
able rectangles; we shall write S = X;=l Si. 

Suppose that ] is any subset of the set 1 of all positive integers; 
we shall say that two points 

x = (Xl, X2, ... ) and Y = (Yh Y2, ... ) 

agree on ], in symbols x = Y (J), if Xj = Yj for every j in ]. 
A set E in X is called a J-cylinder if x = Y (J) implies that x and 
Y belong or do not belong to E simultaneously. In other words, 
E is a ]-cylinder if altering those coordinates of any point whose 
index is not in ] cannot remove the point from E, nor insert it 
into E if it was not already there (cf. 6.5d). If, for instance, 
] = {I, "', n} and Aj is an arbitrary subset of Xhj = 1, "', n, 
then the rectangle Al X··· X An X X n+l X X n+2 X··· is a 
J-cylinder. 

We shall wri te 

X (n) - X" X - i-n+l i, n = 0, 1,2, "'; 

in view of our identification convention for product spaces, we 
may write X = Xi:.l Xi = (Xl X··· X X n ) X x(n). Since each 
space x(n) is an infinite dimensional product space such as 
X( = X(O»), the considerations applied (above and in the sequel) 
to X, mayaiso be applied to x(n). For every point (Xl, "', xn ) 

in Xl X ... X X 11. and every set E in X, we shall denote by 
E(xl) .. " x n ) the section of E (in x(n») determined by (XI) •• " xn ). 

We observe that every such section of a [measurable] rectangle 
in Xis a [measurable] rectangle in x(n). 

Theorem A. 1f] = {I, "', n} and if a subset E of Xis a 
[measurable] ]-cylinder, thm E = .1 X x(n), where .1 is a 
[measurable] subset of Xl X··· X X n• 

Proof. Let (Xn+h Xn+2' •.. ) be an arbitrary point of Xen) and 
let .1 be the XenLsection (in Xl X ... X X 11.) of E, determined by 
this point. Since both the sets E and .1 X Xen ) are ]-cylinders, 
it follows that if a point (XI) X2, •.• ) of X belongs to either of them, 
then so does the point (Xb "', Xn, Xn+b Xn+2, ... ). It is clear, 
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however, that if a point of this latter form belongs to either one 
of the sets E and A X x(nl, then it belongs also to the other. 
Using once more the fact that both these sets are J-cylinders, 
and hence that if (Xl' ... , X n , Xn+I. X n+2' ••• ) belongs to either 
of them, then so does (XI. ••• , X n , Xn+I. X n +2, ••• ), we condude 
that E and A X x(n) consist of the same points. The fact that 
the measurability of E implies that of A follows from 34.A. I 

If m and n are positive integers, m < n, then it may happen 
that a non empty subset E of Xis simultaneously a 11, ... , m l­
cylinder and a (1, ... , n l-cylinder. By Theorem A we condude 
that 

E = A X x(m) and E = B X x(n), 

where Ac Xl X··· X X m and Be Xl X··· X X n • Since we 
may rewrite the first of these relations in the form 

E = (A X X m+1 X··· X X n ) X x(n), 

it follows from 33.C that B = A X X m+l X· .. X X n • Conse­
quently if Eis measurable, so that both A and Bare measurable, 
then 

(MI X· .. X Mm)(A) = (M1 X· .. X Mn)(B). 

It follows that a set function M is unambiguously defined for 
every measurable 11, ... , nl-cylinder A X x(n) by the equation 

M(A X x(n)) = (M1 X· .. X Mn) (A). 

We shall denote the domain of definition of M, i.e. the dass of all 
measurable sets which are {I, ... , n l-cylinders for some value 
of n, by F; the sets of F may be referred to as the finite dimen­
sional subsets of X. I t is easy to verify that F is an algebra, 
that S(F) = S, and that the set function M on F is finite, non 
negative, and finitely additive. 

We shall denote the analogs of Fand f.L in the space x(n), 

n = 1, 2, ... , by F(n) and M(n) respectively. It follows from our 
results for finite dimensional product spaces that if E belongs to 
F, then every section of the form E(XI. ... , x n ) belongs to F(nl, 
and 
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Theorem B. If {(Xi,Si,J-ti)} is a sequence of totally finite 
measure spaces with JLi(Xi ) = 1, then there exists a unique 
measure JL on the u-algebra S = X;'..l Si with the property 
that,Jor every measurable set E of the form A X x(n), 

JL(E) = (JLl X, .. X JLn)(A). 

The measure JL is called the product of the glven measures 
JLi, JL = X::'l JLi; the measure space 

(X;'..l Xi, X::'l Si, X;'..l JLi) 

is the Carlesian product of the given measure spaces. 
Proof. In view of 9.F and 13.A, all we have to prove is that 

the set function JL on the algebra F of all finite dimensional measur­
able sets is continuous from above at 0, i.e. that if {En } is a 
decreasing sequence of sets in F such that ° < E ~ JL(Ej), j = 1, 
2, .. " then ni-l Ej ;;e 0. 

If Fj = {Xl: JL(I) (Ej(XI» > ~} , then it follows from the relation 

JL(Ej) = f JL(I) (Ej(XI) )dJLI (Xl) = 

= L/,<!) (Ej(xI»dJLl(Xl) + L/(l) (Ej(XI»dJLI (Xl) 

E 
that JL(Ej ) ~ JLI (Fj ) + 2: ' and therefore that 

E 

JLI (Fj ) i?; 2:' 

Since {Fj } is a decreasing sequence of measurable subsets of XI) 
and since JLI (being countably additive) is continuous from above 
at 0, it follows that there exists at least one point Xl in Xl such 

that JL(I) (Ej (X1» i?; i ,j = 1,2, .•.• Since {Ej (X1)} is a decreas­

ing sequence of measurable subsets of X(1), the argument just 
applied to X, {Ej }, and E may be repeated for X(1), {Ej (X1)}, 

and ~. We obtain a point X2 in X 2 such that JL(2) (Ej(xl) X2) i?; ~ , 



158 PRODUCT SPACES [SEC. 38] 

j = 1, 2, .... Continuing in this manner, we obtain a sequence 
{Xl, X2, ... } such that Xn e X n , n = 1,2, ... , and 

E 
It(n) (E-(X-l ... x-» ~ - j. - 1 2 
r- J, ,n - 2n ' -" 

The point (XI, X2, .•. ) belongs to nj:l E j • To prove this 
assertion, we consider any particular Ej and we select the positive 
integer n so that Ej is a {I, ... , n}-cylinder. The fact that 
p.(n) (Ej(XI, ... , xn» > 0 implies that E j contains at least one 
point (XI, X2, ••• ) such that Xi = Xi for i = 1, ... , n. The fact 
that Ej is a {1, .. " n }-cylinder implies then that (XI, X2, ..• ) itself 
belongs to Ei' I 

(1) It is not essential for the results of this section that the index set I is 
the set of positive integers; any countably infinite set may be used for I. (The 
space X = X {Xi: i e I} consists, by definition, of all functions x defined on I 
and such that their value xci) at each index i is a point of Xi.) The proof of this 
assertion may be carried out by an enumeration of I, i.e. by establishing an 
arbitrary but fixed one to one correspondence between the given set land the 
set of positive integers. The case, for instance, in which I is the set of all integers 
has many applications. 

(2) The generalization of product space theory to uncountably many factors 
is surprisingly easy. If I is an arbitrary index set, and if, for each i in I, 
(Xi,Si,JL.) is a totally finite measure space with JLi(Xi ) = 1, then we may define 
X = X {Xi: i e I} as in (1), and the concepts of rectangle, measurable rectangle, 
and measurable set verbatim as in the countable case. Since the dass of all 
those sets which are J-cylinders for a countable subset J of I is au-algebra 
containing all measurable rectangles, it follows that each measurable set E is a 
J-cylinder for a suitable J. If JL(E) is defined to be (Xi eJ JLj)(E), then JL is a 
measure on the dass of all measurable sets and JL has the product property which 
justifies its being denoted by XI e I JLi. 

(3) It is trivial to combine the theories of finite and infinite dimensional 
product spaces and thus to produce a theory of product spaces in which a finite 
number of the factors is not required to be a totally finite measure space but 
allowed to be u-finite. 

(4) If X = X'-l Xi is a product space such as the one described in Theorem 
B, and if, for each i, Ei is a measurable set in Xi, then E = X,= I Ei is a measur­
able set in X and 

(Rint: if Fn = EI X··· X En X x(nl, then {Fnl is a decreasing sequence of 
measurable sets in X such that 
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(5) It is possible to use the theory of product spaces to give a completely non 
topologie al construction of Lebesgue measure on the real line (cf. the proof of 
8.C), and hence on n-dimensional Eudidean space (cf. 37.6). To obtain such a 
construction let (Xo,So,,uo) be the measure space whose points are the two real 
numbers 0 and 1, with So = the dass of all sub sets of X o, and ,uo({O}) = ,uo({ I}) 
=!. For each i = 1,2, .. " write (Xi,Si,,ui) = (Xo,So,,uo), and form the product 
space 

(5a) For each point x = (Xl, X2, ••• ) in X, the set {x} is measurable and 
,u({xl} = O. (Rint: cf. (4).) 

(Sb) The set E of all points X = (Xl, X2, ••• ) in X for which Xi = 1 for all 
but a finite number of values of i is measurable and has measure zero. (Rint: 
E is countable.) We shall write X = X - E, and, in what folIows, we shall 
consider the measure space (X,S,.a), where S = S n X and .a(E n X) = 
,u(E), E e S. 

(Sc) If for each X = (Xl, X2, ••• ) in X we write z(x) = 1:;:'1 xi/2i , then the 
function z establishes a one to one correspondence between X and the interval 
Z = {z: 0 ~ z < I}. (Rint: consider the binary expansion of each z in Z with 
the agreement that, if the expansion is not unique, the terminating expansion 
is selected in preference to the infinite one.) 

(Sd) If A = {z: 0 ~ a ~ z < b;;; I}, and E = {x: z(x) eA}, then E is 
measurable and .a(E) = b - a. (Rint: it is sufficient to consider the case in 
which a and bare binary rational numbers.) 

(Se) If Ais any Borel set in Z and E = {x: z(x) e Al, then E is measurable 
and .a(E) is equal to the Lebesgue measure of A. (Rint: the set function v, 
defined by v(A) = .a(E), is a measure which coincides with Lebesgue measure on 
in tervals.) 

The considerations of (Sa)-(Se) serve to construct Lebesgue measure on the 
interval Z. Lebesgue measure on the entire realline may be obtained by con­
sidering the line as a countable, disjoint union of such intervals. Alternatively 
we may consider the space I of all integers (with the dass of all subsets of I 
playing the role of the dass of measurable sets and the measure of a set defined 
to be the number of its points), and observe the existence of an obvious one to 
one correspondence between the realline and the product space I X Z. 

(6) A construction similar to the one in (5) may be obtained by considering 
the space (Xo,So,,uo), where X o is the set of all positive integers, So is the dass of 
all subsets of X o, and ,uo(E) = LI e E 2-i• We form as be fore the product space 
X = x;'~ 1 Xi, whose points this time are sequences of positive integers. For 
each X = (Xl, X2, ••• ) in X we write 

• ( ) _ "'"'''' 2-(%1+"'+""') zx -.L....n~l • 

By the consideration of binaty expansions it may be proved that the condusions 
of (Sc), (Sd), and (Se) are valid fot this z. 

(7) Suppose that X o = {x: 0 ~ Xo < I} is the semidosed unj,t interval; let 
So be the class of all Bore! sets in X o and let ,uo be Lebesgue measure on So. 
We write 

(Xi,Si,,ui) = (Xo,So,,uo), i = 1, 2, .. '. 
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and we form the product space X = X~ lXi. There exists a one to one corre­
spondence between X and Xo such that every Borel set in Xo corresponds to a 
measurable set (i.e. to a set belonging to X;:'l Si) in X, and such that corre­
sponding sets have equal measures. (Hint: if Yo is the two-point space described 
in (5) and denoted there by Xo, and if Yij = Yo for i = 0, 1,2, ... andj = 1, 
2, "., then Xi = Xi"'..l Yij, i = 0, 1, 2, .... The correspondence is based on 
the usual correspondence between doubly infinite sequences, i.e. elements of 
X = X1"-l Xi = X;:'l Xi"-l Yi;, and simple sequences, i.e. elements of 
X o = XJ"'-l YOi·) 



Chapter 17111 

TRANSFORMATIONS AND FUNCTIONS 

§ 39. MEASURABLE TRANSFORMATIONS 

In every mathematical system it is of interest to investigate 
the transformations that leave some or all structural properties 
of the system invariant. While it is not our intention to study in 
great detail the transformations that occur in measure theory, we 
shall in this section discuss some of their fundamental properties. 

A transformation is a function T defined for every point of a 
set X and taking values in a set Y. The set X is called the 
domain of T; the set of those points of Y which are of the form 
T(x) for some x in Xis the range of T. A transformation whose 
domain is X and whose range is in Y is often described as a 
transformation from X into Y; if the range of T is Y, T is called a 
transformation from X onto Y. For every subset E of X, the 
image of E under T, in symbols T(E), is the range of the trans­
formation T from E into Y; for every subset F of Y, the inverse 
image of Funder T, in symbols T-I(F), is defined to be the 
set of all those points of X whose image is in F; i.e. 

T-I(F) = {x: T(x) e F}. 

A transformation T is one to one if T(XI) = T(X2) occurs when 
and only when Xl = X2. The inverse of a one to onetransforma­
tion T, denoted by T-l, is the transformation which is defined 
for every y = T(x) in the range of T by T-I(y) = x. 

If T is a transformation from X into Y and S is a transformation 
from Y into Z, the product of Sand T, in symbols ST, is the 
transformation from X into Z defined by (ST)(x) = S(T(x)). 

161 
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A transformation T from X into Y assigns in an obvious way 
a functionf on X to every function g on Y;j is defined by fex) = 
g(T(x». It is convenient and natural to writef = gT. 

Theorem A. If T is a transformation from X into Y, ij 
gis afunction on Y, and ij M is any subset of the space in which 
the values of g lie, then 

{x: (gT)(x) 8 M} = T-1(ly:g(y) 8 MD. 

Proof. The following statements are mutually equivalent: (a) 
Xo 8 {x: (gT)(x) 8 MI, (b) g(T(xo» 8 M, (c) if Yo = T(xo) , then 
g(yo) 8 M, and (d) T(xo) 8 (y: g(y) 8 MI. The eqmvalence of 
the first and last ones of these statements is exactly the assertion 
of the theorem. I 

If (X,S) and (Y,T) are measurable spaces and if T is a trans· 
formation from X into Y, how should the concept of measurability 
be defined for T? Motivated by the special case in which Y 
is the realline, we shall say that T is a measurable transformation 
if the inverse image of every measurable set is measurable. We 
observe that this language is inconsistent with our earlier one 
concerning measurable functions; because of the special role of 
the real number 0, a measurable function is not necessarily a 
measurable transformation. This slight inconsistency is amply 
repaid by convenience in applications; confusion can always be 
avoided by use of the proper one of the terms "function" and 
"transformation." In the important case in which X itself be­
longs to Sand Y is the real line, the two concepts, measurable 
transformation and measurable function, coincide. 

If T is a measurable transformation from (X,S) into (Y,T) , 
we shall denote by T-l(T) the dass of all those subsets of X 
which have the form T-1(F) for some F in T; it is dear that 
T-1(T) is au-ring contained in S. 

Theorem B. If T is a measurable transformation from 
(X,S) into (Y,T), and ij gis an extended real valued measurable 

function on Y, then gT is measurable with respect to the u-ring 
T-1(T). 

Proof. Theorem A implies that, for every Borel set M on the 
realline, 
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N(gT) n (gT)-l(M) = {x: (gT)(x) e M - {O}} =-

= T-1({ y: g(y) e M - {O}}) = T-1(N(g) n g-l(M»); 

it follows from the measurability of T that the set on the left 
belongs to T-1(T). I 

A measurable transformation T from (X,S) into (Y,T) assigns 
in an obvious way a set function p on T to every set function 
JL on S; p is defined for every F in T by p(F) = p,(T-1(F». It is 
convenient and natural to write p = p,T-1• 

Theorem C. 1/ T is a measurable transformation from a 
measure space (X,S,p,) into a measurable space (Y,T), and if g 
is an extended real ualued measurable function on Y, then 

in the sense that if either integral exists, then so does the other 
and the two are equal. 

Proof. It is sufficient to treat non negative functions g. If g 
is the characteristic function of a measurable set F in Y, t:len it 
follows from Theorem A that gT is the characteristic function 
of T-1(F) and therefore 

It follows from this relation that the asserted equality is valid 
whenever gis a simple function. In the general case let {gn} be 
an increasing sequence of simple functions converging to g; then 
{gnT} is an increasing sequence of simple functions converging 
to gT and the desired conclusion follows by taking limits. I 

If, in the notation of Theorem C, Fis a measurable subset of 
Y, then an application of Theorem C to the function XF g yields 
the relation 

We observe that either side of this equation may be obtained from 
the other by the formal substitution y = T(x). 
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Theorem D. 1f T is a measurable transformation from a 
measure space (X,S,,u) into a totally a-finite measure space 
(Y,T,v), such that ,uT-1 is absolutely continuous with respect 
to v, then there exists a non negative measurable function cp on 
Y such that 

fg(T(x»d,u(x) = fg(y)cp(Y)dv(y) 

for every measurablefunction g, in the sense that if either integral 
eX1sts, then so does the other and the two are equal. 

The function cp plays the role of the Jacobian (or, rather, the 
absolute value of the Jacobian) in the theory of transformations 
of multiple integrals. 

Proof. Write cp = 

result of Theorem C. 

d(,uT-l) 
dv ' (cf. §32), and apply 32.B to the 

I 
If T is a one to one transformation from a measurable space 

(X,S) onto a measurable space (Y,T) , and if both T and T-1 

are measurable, we shall say that T is measurability preserving. 
A measurability preserving transformation T from a measure 
space (X,S,,u) onto a measure space (Y,T,v) is measure preserving 
if ,uT-1 = v. 

(1) The product of two measurable transformations is measurable. 
(2) If T is a measurable transformation from (X,S) into (Y,T), and if a func­

ti on j on X is measurable with respect to T-I(T), then j(xI) = j(X2) whenever 
T(xI) = T(X2). (Hint: if F I is a measurable set in Y containing T(XI), then 
there exists a measurable set F in Y such that 

{X:j(X) =j(xI)) n T-I(FI) = T-I(F). 

The fact that Xl E T-I(F) implies that X2 e T-I(F).) 
(3) If T is a measurable transformation from (X,S) onto (Y,T), and if areal 

valued functionj on Xis measurable with respect to T-I(T), then there exists a 
unique measurable function g on Y such thatj = gT. (Hint: in view of (2), g 
is unambiguously defined for every y = T(x) by g(y) = j(x). The fact that we 
have, for every Borel set Mon the realline, 

T-I({y: g(y) E M)) = {x:j(x) E MI, 

implies, since T(X) = Y, that N(g) n {y: g(y) E M) E T.) Does this result re­
main true if T maps X into Y? 
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(4) Suppose that X = Y = the unit interval, S = the dass of all Borel sets, 
and T = the dass of all countable sets. If the transformation T is defined by 
T(x) = x, then T is a one to one, measurable transformation from X onto Y, 
but T is not measurability preserving. Is it possible to construct such an exam­
pIe for which (X,S) = (Y,T)? 

(5) If T is a measurable transformation from (X,S) into (Y,T), and if J.L 
and" are two measures on S such that ,,« J.L, then "T-l« J.LT-l. 

§ 40. MEASURE RINGS 

A Boolean ring is a ring in the usual algebraic sense, with the 
property that every element is idempotent. Equivalently, a 
Boolean ring is a set Rand two algebraic operations (called addi­
tion and multiplication) defined for pairs of elements of R, sub­
ject to the following restrictions. (a) Both addition and multipli­
cation are commutative and associative, and multiplication is 
distributive with respect to addition. (b) There exists in R a 
unique element (denoted by 0) such that the result of adding 0 
to any element E is E. (c) The result of adding any element to 
itself is o. (d) The result of multiplying any element E by itself 
is E. 

A typical example of a Boolean ring is a ring of sub sets of a set 
X with E Ll Fand E n F playing the roles of the sum and the 
product of E and F, respectively. Since our introduction of 
Boolean rings is motivated exclusively by rings of sets, we shall 
adopt the mnemonic device of always denoting addition and 
multiplication in Boolean rings by Ll and n. 

Most of the concepts we introduced and results we established 
for rings of sets carry over without change to Boolean rings in 
general. If, in particular, the formation of unions and differences 
is defined by 

E U F = (E Ll F) Ll (E n F) 
and 

E - F = E Ll (E n F), 

then these operations are subject to the same formal identities 
as the corresponding operations on sets. A similar statement is 
true about the inclusion relations E c Fand E :::> F, defined by 

E n F = E and E n F = F 
respectively. 
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We recall that the union of any dass of sets is the smallest set 
containing them all and their intersection is the largest set con­
tained in them; similar statements are true about unions and inter­
sections (as far as they can be formed) in every Boolean ring. 
If, for instance, E and F are elements of a Boolean ring R, then 
E U Fis indeed the smallest element containing both E and F; 
i.e. E c E U F, FeE U F, and, if Gis an element of R for which 
E c G and Fe G, then E U Fe G. For an infinite set of 
elements in a Boolean ring, however, there need not be any ele­
ment that contains them all, and, even if there is one, there need 
not be a smallest one. A Boolean u-ring is a Boolean ring S 
with the property that every countable set of elements in S has 
a union; it is easy to verify that every countable set of elements 
in a Boolean u-ring has an intersection. A typical ex am pie of a 
Boolean u-ring is, of course, au-ring of subsets of a set X. 

A Boolean algebra is a Boolean ring R in which there exists an 
element different from 0 (which, for obvious reasons, we shall 
denote by X), with the property that E c X for every E in R. 
A Boolean u-algebra is a Boolean u-ring which is a Boolean 
algebra. 

The definitions of the concepts of additivity, measure, u-finite­
ness, etc. for functions defined on a Boolean ring are the same 
as the corresponding definitions for set functions on a ring of sets. 
A measure p. on a Boolean ring is positive if it vanishes for the 
zero element only. 

A measure p. on au-ring S of subsets of a set X is usually 
not positive. There are, however, several well known procedures 
which have the effect of making a positive measure out of p.. One 
such procedure is to consider the dass N of measurable sets of 
measure zero and then, after observing that N is an ideal in the 
ring S (these words being used in their customary algebraic 
sense) to replace S by the quotient ring S/N. Another (equiva­
lent) procedure is to write E '" F whenever p.(E .::l F) = 0 and 
then, after observing that the relation ""," is reflexive, sym­
metric, and transitive, to replace S by the set of all equivalence 
dasses with respect to the relation "'. 

The most usual and most convenient procedure in measure 
theory (wh ich is the one we shall adopt) is still another one. 
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We shall not replace S by another system-the elements of the 
Boolean O"-ring that we propose to consider are to be measurable 
sets. We shall, however, redefine the concept of equality; if 
two sets E and F in S are such that J.L(E !!. F) = 0, then we shall 
consider them equal and we shall write E = F [J.L]. If E n = F n [J.L], 
n = 1,2, ... , then 

so that even with the altered concept of equality, S is a Boolean 
O"-ring with respect to the familiar set operations. If E = F [J,L], 
then J.L(E) = J.L(F), so that even with the altered concept of 
equality, the measure J.L is unambiguously defined on S. Since 
the statements J.L(E) = 0 and E = 0 [J.L] are obviouslyequivalent, 
we see that, after the alteration of the concept of equality, J.L 
becomes a positive measure. 

If (X,S,J,L) is a measure space, we shall use the symbol S(J.L) 
to denote the O"-ring S with equality interpreted modulo J.L, as 
described above. 

A measure ring (S,J.L) is a Boolean O"-ring Sand a positive meas­
ure J.L on S. The preceding eonsiderations show that if (X,S,J.L) 
is a measure spaee, then (S(J,L),J,L) is a measure ring; we shall call 
it the measure ring associated with X or simply the measure ring 
of X. A measure algebra is a Boolean algebra which is at the 
same time a measure ring. The phrases [totally] finite and 
O"-finite are used for measure rings and measure algebras in the 
same way as for measure spaees. 

An isomorphism between two measure rings (S,J,L) and (T,v) 
is a one to one transformation T from S onto T such that 

T(E - F) 

and 
J.L(E) = v(T(E), 

whenever E, F, and En are elements of S, n = 1, 2, Two 
measure rings are isomorphie if there exists an isomorphism be­
tween them. Two measure spaees (X,S,J,L) and (Y,T,v) are 
isomorphie if their associated measure rings (S(J.L),J,L) and (T(v ),v) 
are isomorphie. 
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An atom of a measure ring (S,,u) [or of a measure ,u] is an ele­
ment E different from 0 such that if FeE, then either F = 0 
or F = E; a measure ring with no atoms is non atomic. If 
(X,S,,u) is a measure space whose measure ring is non atomic, 
then both the measure space X and the measure ,u are called non 
atomic. 

If (S,,u) is a measure ring, we shall denote by S [or S(,u)] the set 
of elements of finite measure in Sand, for any two elements E 
and F in S, we shall wri te 

p(E,F) = ,u(E.l F). 

It is easy to verify that the function p is ametrie for S; we shall 
call S the metric space associated with (S,,u) , or, simply, the 
metric space of (S,,u). We shall also use the symbol S(,u) for the 
metric space associated with the measure ring (S(,u),,u) of a measure 
space (X,S,,u). A measure ring or a measure space is called 
separable if the associated metric space is separable. 

Theorem A. I] S is the metric space 0] a measure ring (S,,u), 
and ij 

](E,F) = E U Fand g(E,F) = E n F, 

then], g, and also ,u, are all unijormly continuous ]unctions if 
their arguments. 

Proof. The desired results are immediate consequences of the 
relations 

,u((EI U F I) - (E2 U F!)) + ,u((E2 U F2 ) - (EI U F I ))} :::;; 

,u((EI n F I) - (E2 n F2 )) + ,u((E2 n F2 ) - (EI n F I)) -

~ ,u(EI - E 2) + ,u(FI - F2 ) + ,u(E2 - EI) + ,u(F2 - F I) 

and 

l ,u(E) - ,u(F) I I ,u(E - F) - ,u(F - E) I ~ 
~ ,u(E - F) + ,u(F - E). I 

Theorem B. I] (X,S,,u) is a u-jinite measure space such 
that the u-ring S has a countable set 0] generators, then the metric 
space S(,u) 0] measurable sets 0] finite measure is separable. 
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Proof. Let {E n } be a sequence of sets in S such that S 
SerEn}). Because of the q-finiteness of fJ-, there is no loss of 
generality in assuming that fJ-(En ) < 00 for every n = 1, 2, .... 
Since (5.C) the ring generated by {En } is also countable, we 
may assurne that the dass {En : n = 1, 2, ... } is a ring. It 
follows from 13.D that, for every E in S(fJ-) and for every positive 
number E, there exists a positive integer n such that p(E,En ) < E. 

Since this means that a countable set is dense in s(fJ-), the proof 
of the theorem is complete. I 

(1) The metric space S of a measure space (X,S,,u) is complete. (Hint: if 
{En} is a fundamen tal sequence in S, and if Xn is the characteristic function of 
En, n = 1,2, ... , then {Xn} is fundamental in measure and therefore 22.E may 
be applied.) 

(2) Is the metric space of a measure ring complete? 
(3) There is a concept of completeness for Boolean rings which is related to 

but not identical with the concept of the same name for metric spaces. A Boolean 
ring R is complete if every subset E of R has a union. Clearly every complete 
Boolean ring is a Boolean u-algebra; in the converse direction it is true that 
every totally finite measure algebra is complete. (Hint: let E be the set of all 
finite unions of elem~nts of E. Write IX = sup {,u(E): E e EI, find a sequence 
{En } of elements ofE such that limn,u(En ) = IX, and set E = U:'=l E n .) 

(4) The result of (3) remains true for totally u-finite measure algebras. 
(5) If p is the metric on the metric space S of a measure ring (S,,u), then p 

is translation invariant in the sense that p(Eil G, F.l G) = p(E,F) whenever 
E, F, and G are in S. 

(6) If a one to one transformation T from a measure ring (S,,u) onto a measure 
ring (T,v) is such that T(E - F) = T(E) - T(F), T(E U F) = T(E) U T(F), 
and ,u(E) = v(T(E)), whenever E and F are in S, then T is an isomorphism. 

(7) If a one to one transformation T from a measure ring (S,,u) onto a measure 
ring (T,v) is such that ,u(E) = II(T(E)) and E C F if and only if T(E) C T(F), 
then T is an isomorphism. 

(8) A metric space S with metric p is convex if, for any two distinct elements 
E and F in S, there exists an element G, different from both E and Fand such 
that 

p(E,F) = p(E,G) + p(G,F). 

The metric space of au-finite measure ring is convex if and only if the measure 
ring is non atomic. 

(9) An isomorphism between two measure rings is an isometry between their 
metric spaces. 

(10) A totally u-finite measure ring has (at most) countably many atoms. 
(11) If S is the metric space of a measure space (X,S,,u) and if 11 is a finite 

measure on S such that II«,u, then the function 11 is unambiguously defined 
and continuous on S. 

(12) If (X,S,,u) is au-finite measure space and {IIn} is a sequence of finite 
signed measures on S such that each "n is absolutely continuous with respect to 
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f.L and such that !im" v,,(E) exists and is finite for every E in S, then the set 
functions v" are uniformly absolutely continuous with respect to JL. (Hint: 
let S be the metric space of (X,S,JL) and write, for each fixed positive number E, 

Since, by (11), each ek is dosed, and since, by (1), S is a complete metric space, 
the Baire category theorem imp!ies that there exists a positive integer ko, a 
positive number ro, and a set Eo in S such that (E: p(E,Eo) < ro) C eko' Let 

o be a positive number such that 0 < ro and such that Ivn(E) I < i whenever 

JL(E) < 0 and n = 1, .. " ko. Observe that if JL(E) < 0, then 

p(Eo - E,Eo) < ro and p(Eo U E,Eo) < ro, 
and 

Ivn(E) I ~ 
;;; IVko(E) I + Ivn(Eo U E) - vko(Eo U E) I + Ivn(Eo - E) - vko(Eo - E) I.) 

(13) If, in the notation of (12), v(E) = lim n vn(E), then v is a finite signed 
measure and v« JL. 

(14) If (vn) is a sequence of finite signed measures such that !im" vn(E) = 

v(E) exists and is finite for every measurable set E, then v(E) is a signed measure. 

(Hint: if ! vn(E) I;;; Cn, n = 1, 2, "', write JL(E) = 2:;:'~10~ ! v" I(E) and 
.. Cn 

apply (13).) 
(15a) Every Boolean ring R is isomorphie (in the eustomary algebraic sense 

of that word) to a ring of subsets of some set X. (Hint: consider the Boolean 
algebra Ro of two elements ° and 1, and let X be the set of all homomorphisms 
of R into Ro• If, for every E in R, 

T(E) = (x:xeX,x(E) = 1), 

then T is a homomorphism from R into the algebra of all subsets of X; all that 
remains to be proved is that if E e Rand E ;-6 0, then there exists an x in X for 
which x(E) = 1. If R is finite, this result is easy. In the general ease let X* 
be the set of all functions from R into R o; in the eustomary product topologv 
X* is a compaet Hausdorff spaee. If R is any finite subring of R such that 
E eR, and if X*(R) is the set of all those functions x* in X* which are homo­
morphisms on Rand for which x*(E) = 1, then thc relation 

nr= 1 X*(R i ) ::J X*(R) 

(where R is the ring genera ted by R 1, "', Rn) shows that the dass (X*(R») oE 
sets has the finite intersection property.) This result is known as Stone's 
theorem. 

(15b) The proof ofStone's theorem, out!ined above, shows that R is isomorphie 
to a ring of open-dosed sets in a compaet Hausdorff spaee. If R is a Boolean 
algebra, then R is isomorphie to the ring of all open-dosed sets in a compaet 
Hausdorff space. (Rint: chan ging the notation of (ISa) slightly, let X be the 
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set of an those homomorphisms ofR into Ra which map the maximal element of 
R on 1. Then the image of Runder T contains a base for the topology of X. 
If a dass of open-dosed subsets of a compact Hausdorff space is a base and is 
dosed under the formation of finite unions, then it contains every open-dosed 
set.) 

(15c) Every Boolean u-algebra S is isomorphie to au-algebra of subsets of 
some set X modulo au-ideal. (Hint: map S by an algebraic isomorphism T 
on the algebra of an open-dosed sets in a compact Hausdorff space X; let So 
be the u-ring genera ted by the dass of all open-dosed subsets of X and let N~ 
be the dass of an sets of the first category in So. If I Enl is a sequence of open­
dosed sets, write E = T(U;;~l T-l(E n)); it follows that E - U;;=l E n is 
nowhere den se. In other words, the dass of an open-dosed sets is dosed, modulo 
No, under the formation of countable unions. The only essential thing that is 
stilllacking is the fact, which ensures that Tremains an isomorphism even after 
reduction modulo No, that no non empty open-dosed set belongs to No; this 
result is, however, a special case of the Baire category theorem, which is just as 
valid for locally compact spaces as for complete metric spaces.) 

§ 41. THE ISOMORPHISM THEOREM 

The purpose of this section is to prove that the concept of a 
measure ring is not as general as it might appear. We shall show, 
in fact, that every measure ring, subject to certain not too restric­
tive condi tions, is the measure ring of a measure space. Of the 
many theorems of this type we shall discuss only a rather special 
one, which we selected because it is important both historically 
and in current applications. 

In what follows we restrict our attention to totally finite meas­
ure algebras. If (8,M) is a totally finite measure algebra, then, 
unless we explicitly say otherwise, the symbol X will denote the 
maximal element of S; the algebra Sand the measure Mare called 
normalized if M(X) = 1. A partition of an element E of S is a 
finite set P of disjoint elements of S whose union is E. The 
norm of a partition P = {EI, "', Ed, denoted by 1 P I, is the 
maximumofthenumbersM(Et ),·· ·,M(Ek ). IfP = {EI,' ",Ek } 

is a partition of E and if Fis any element of S contained in E, 
we shall wri te P n F for the partition {Et n F, "', Ek n F} 
of F. 

If Pt and P 2 are parti tions, we shall wri te Pt ~ P2 if each 
element of Pt is contained in some element of P2 ; a sequence 
{Pn } of partitions is decreasing if P"+l ~ P" for n = 1, 2, .... 
A sequence {P,,} of partitions is dense if to every element E of S 
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and to every positive number E there corresponds a positive integer 
n and an element Eo of S which is equal to a union of elements of 
P n and is such that p(E,Eo) = p,(E L\ Eo) < E. 

Theorem A. 1] (S,p,) is a totally finite, non atomic measure 
algebra, and ij I P n} is a dense, decreasing sequence of partitions 
0] X, then limn 1 P n 1 = 0. 

Proof. Since I1 P n I} is a decreasing sequence of positive 
numbers, it has a limit; we shall derive a contradiction from the 
assumption that this limit is a positive number o. 

If PI = IEh "', E k }, then at least one of the elements Ei 
must be such that 

1 P n n Ei I ~ 0 for n = 1, 2, .. '. 

Let F I be such an element and consider the sequence Ip n n Fd 
of partitions of FI • By arepetition of the argument just used 
we may find an element F2 of the partition P 2 such that F2 C FI 

and 
IPnnF21~o for n=1,2,···, 

and we may proceed so on ad infinitum. 
If F = n:=1 Fn, then p,(F) ~ 0 > 0, and therefore, since Fis 

not an atom, there exists an element Fo such that Fo c Fand ° < p,(Fo) < p,(F). We observe that the element Fo is either 
contained in or disjoint from every element of each of the parti­
tions P n , n = 1, 2, .... It follows that if e is a number sm aller 
than either of the numbers p,(Fo) and p,(F) - p,(Fo), then no 
element of S which is a union of such partition elements can have 
a distance less than E from Fo• Since this contradicts the density 
of IPn }, the proof of the theorem is complete. I 

Theorem B. 1] Y is the unit interval, T is the class 01 all 
Borel subsets 0] Y, and v is Lebesgue measure on T, and ij 
I Qn} is a sequence 0] partitions into intervals 0] the maximal 
element Y 0] the measure algebra (T,v), such that lim n I Qn I 
= 0, then {Qn} is dense. 

Proof. To every positive number E there corresponds aposi. 

1;ive integer n such that I Qn I < ~. If Eis any subinterval of Y, 
2 
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let EI be the uniquely determined interval of the partition Qn 
with the property that the left end point of Eis contained in EI. 
If EI does not contain the right end point of E, let E2 be the inter­
val of Qn which is adjacent to EI on the right, and proceed so on a 
finite number of times until the process terminates with an 
interval E k of Qn which does contain the right end point of E. 
The union of the intervals Eh ... , E k is at a distance less than E 

from E; this proves that every subinterval of Y may be approxi­
mated by unions of elements of { Qn}. Since the dass of all finite 
unions of intervals is den se, the proof of the theorem is com­
plete. I 

Theorem C. Every separable, non atomic, normalized meas­
ure algebra (S,,u) is isomorphie to the measure algebra (T,v) 01 
the unit interval. 

Proof. Let {En } be a den se sequence in the metric space 
S(,u) of (S,,u). For each n = 1, 2, ... , the set of elements of the 
form n~=l Ai, where, for each i = 1, "', n, Ai is either Ei or 
X - Ei, is a partition Pn of X. It is dear that the sequence 
{Pn } of partitions is decreasing; the density of {En } implies that 
the sequence {Pn } of partitions is dense. It follows from Theorem 
A that limn I P n I = 0. 

To each element E of the partition PI we may make correspond 
a subinterval T(E) of Y so that ,u(E) = v(T(E» and so that 
these intervals constitute a partition of Y. Separately within 
each of these intervals we imitate similarly the behavior of P 2 , 

and we proceed so on by induction. We obtain in this manner a 
sequence {Qn} of partitions of Y into intervals; the fact that the 
transformation T, from partition elements of {Pn } into intervals, 
is measure preserving implies that limn I Qn I = 0, and therefore, 
by Theorem B, that {Qn} is dense. 

If we define T not only for partition elements occurring in 
{Pn } but also for finite unions of such elements by assigning to 
each such finite union the corresponding finite union of partition 
elements of { Qn}, then the transformation T is an isometry from 
a dense subset of the metric space S(,u) onto a dense subset of 
:J(v). It follows that there is a unique isometrie transformation 
T from S(,u) onto :J(v) which coincides with T everywhere that 
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the latter is defined. Since T preserves unions and differences, 
and since these operations are uniformly continuous functions of 
their arguments, it follows that T is an isomorphism. I 

(1) If (S,,u) is a er-finite, non atomic measure ring and if Eo r S, Eo ;;'" 0, 
then, for every positive number E, there exists an element E of S such that 
E C Eo and ° < ,u(E) < E. (Hint: if ,u(Eo) < 00 and if EI is an element of S 
such that EI C Eo and ° < ,u(EI) < ,u(Eo), then either ,u(EI) ~ !p,(Eo) or 
,u(Eo - EI) ~ !p,(Eo).) 

(2) If (S,,u) is a er-finite, non atomic measure ring, and if Eo r S, then, for 
every extended real number ce with ° ~ ce ~ ,u(Eo), there exists an element E 
in S such that E C Eo and ,u(E) = ce. (Hint: since the case ce = 00 is trivial, 
there is no loss of generality in assuming that ,u(Eo) < 00. The desired result 
follows by a transfinite exhaustion process. The method is similar to the one 
used in proving that any two points in a complete, convex metric space may be 
joined by a segment, and in fact the present assertion is a special case of this 
general theorem in metric geometryj (cf. 40.2 and 40.8).) 

(3) If (S,,u) is a totally er-finite, non atomic measure algebra, and if Eo r S, 
then, for every extended real number ce with ,u(Eo) ~ ce ~ ,u(X), there exists an 
element Ein S such that Eo C E and ,u(E) = ce. (Hint: if ce is finite, apply (2) 
to X - Eo and ,u(X) - ce.) 

(4) If (S,,u) is a totally finite measure algebra, then the set of all values of p, 
is a closed set. 

(5) If a er-finite, non atomic measure ring (S,,u) contains at least one element 
different from 0, then its metric space s(p,) has no isolated points. Is it true that, 
conversely, if s(,u) has no isolated points, then (S,,u) is non atomic? 

(6) Every separable, non atomic, totally er-finite measure algebra (S,,u) such 
that ,u(X) = 00, is isomorphie to the measure algebra (T,v) of the real line. 
(Hint: it follows from (2) that there exists a sequence {Xnl of elements in S 
such that X = U;;'~I X n and p,(Xn ) = 1, n = 1, 2, "', and hence such that 
Theorem C is applicable, for each n, to the algebra of subelements of X n .) 

(7) Every measure algebra is isomorphie to the measure algebra of a measure 
spacej (cf. 40.15c). 

§ 42. FUNCTION SPACES 

There are certain metric spaces associated with an arbitrary 
measure space (X,S,j.t) which are similar to the space s(j.t) of 
measurable sets of finite measure. The one lying nearest at hand 
is the dass 0131 (or 0I3 1 (p,» of all (extended real valued) integrable 
functions. If for 1 in 013 1 we write 

11111 = fI1I dp" 

and for 1 and gin 0131 we write p(j,g) = 111 - g 11, (cf. § 23), then 
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the function P has all blJ.t one of the usual properties of a metric. 
The missing property is, of course, the positiveness of P; if p(j,g) 
= 0, it does not necessarily follow that 1 = g. We know what 
does follow: by 25.B, p(j,g) = 0 is equivalent to 1 = g Lu]. We 
adopt again the same attitude as in the case of the space of 
measurable sets of finite measure. Two elements (i.e. functions) 
in .,el are to be regarded as equal if their distance is zero, or, 
equivalently, if they are equal almost everywhere [M]; with this 
understanding .,el becomes a metric space which (cf. 26.B) is 
even known to be complete. 

For some purposes in analysis it is desirable to generalize these 
considerations. If p is areal number, p > 1, we shall denote by 
.,ep (or .,ep(M)) the class of all those measurable functions 1 for 
which 111p is integrable. In analogy with the situation in .,el 
we shall identify two elements of .,ep if they are equal almost 
everywhere [M]; up to a certain point the theory of .,ep imitates 
that of .,el very closely. We define, for instance, for 1 in .,ep, 

and we write, if 1 and g are in .,ep, Pp(j,g) = 111 - g IIp. At this 
stage we run into difficulties. While it is clear that Pp(j,g) = 
pp(g,j) ~ 0, and while it is equally clear that Pp(j,g) = 0 if and 
only ifl = g [M], it is not clear that the tri angle inequality is valid, 
nor yet, and this is much more serious, that Pp is always finite. 
In order to settle these difficulties we proceed now to present 
proofs of two classical results; the following one is known as 
Hölder's inequality. 

Theorem A. 11 P and q are real numbers greater than 1 
1 1 

such that - + - = 1, and if 1 e.,ep and ge .,eq, then jg e .,el 
p q 

and Illg I1 ~ 111 IIp'll g Ilq· 
Proof. We consider an auxiliary function cf> defined for all 

tP t-q 

positive real numbers t by cf>(t) = - + -. Differentiating we 
p q 

obtain 
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so that 1 is (in the domain under consideration) the only critical 
value of </>. Since 

lim t ---> 0 </>(t) = limt---> '" </>(t) = 00, 

it follows that the value of </> at 1 is aminimum, and therefore 
that 

t P t-q 1 1 - + - = </>(t) ~ </>(1) = - + - = 1. 
P q P q 

If a and bare any two positive numbers, and if we write t = 
a1/q/b1/P , it follows that 

aP-1 bq- 1 

1 ~ --+-- or 
- bp aq 

a P bq 

ab;;:; - +-, 
p q 

and it is clear that the latter inequality remains valid even if a 

and bare allowed to be 0. 
We turn now to the proof of the theorem. If either 111 IIp = ° 

or 11 g Ilq = 0, then the result is trivial; in all other cases we may 
write 

111 Igl 
a = 11111p and b =~. 

Applying the last written inequality we obtain 

11gl ;;:;~_ 111 p +~ Iglq 
11111p·lIgllq p !lllPdJl q !lglqdJl 

Since 19 is measurable, this inequality shows already thatlg e J3l; 

by integrating it we obtain the desired result. I 
Our next result is known as Minkowski's inequality. 

Theorem B. 11 P is areal number greater than 1, and if 1 
and g are in J3p , then 1 + g e J3p and 

111 + g IIp ;;:; 111 IIp + 11 g Ilw 

Proof. Hölder's inequality for a measure space containing 
two points, each of measure 1, yields the elementary inequality 

I alb1 + a2b21 ;;:; (I al Ip + I a2Ip)1/p(1 b1 Iq + I b2 Iq)1/q, 
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1 1 
where, as before, - + - = 1. It follows that 

p q 

If+glp ~ lil·li+glp- 1 + Igl·li+glp- 1 ~ 

~ (li Ip + I g Ip)l/p. (21i + g Iq(p-l))l/q, 

and hence that 

177 

Thi5 implies thati + g I:: .,cp; the desired inequality follows from 
the relations 

(Ili + g IIp)p = Ili + g Ipdj.t ~ 

~ Ili 1·li + g IP-1dj.t + II g j·li + g jp-.ldj.t ~ 

+ (Ij g jPdj.t Y/P (Iji + g jPdj.t y/q = 

(Ili IIp + 11 g IIp)(lli + g IIp)p,q· I 
Since it follows from Theorem B that if i, g, and h are in .,cp, 

then 

Pp(j,g) = Ili - g IIp ~ Ili - h IIp + 11 h - g IIp = pp(j,h) + pp(h,g), 

we see that .,cp is indeed ametrie space; the proof that serves to 
establish the completeness of .,cl carries over with only trivial 
changes and establishes the completeness of .,cp. 

(1) The metric space ßp(p.) on a measure space (X,S,p.) is separable if and 
only if the space s(p.) of measurable sets of finite measure is separable. (Hint: 
if a dass of sets is dense in S(p.), then the set of all finite linear combinations with 
rational coefficients of the characteristic functions of these sets is den se in ßp(p.).) 

(2) Another occasionally useful space is the set mL of all essentially bounded 
measurable functions. If we write, for any 1 in mL, 

111/1", = ess. sup. {ij(x) l:xeXI 
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and, for fand g in ~, PooU,g) = 11 f - g 11 00, then mt: (with our by now familiar 
conventions as to what constitutes equality for two elements of a measure 
theoretically defined function space) becomes a complete metric space. 

(3) The space ,c2 is deservedly the most extensively studied of the function 
spaces we described; it is in a legitimate senile the most direct and fruitful 
generalization of ordinary, finite dimensional, Euclidean space. A linear 
functional on ,c2 is areal valued function A on ,c2 such that 

A(af + ßg) = aAU) + ßA(g) 

whenever a and ß are real numbers andf and g are in oC2. A linear functional A 
is bounded if there exists a positive, finite constant c such that I AU) I ;:;; 
cllfll2 for every f in ,c2. It is an elementary geometrie property of oC2 (whose 
proof depends on nothing deeper than that ,c2 is complete) that corresponding 
to every bounded linear functional A there exists an element g of ,c2 such that 

AU) = ffgdjJ. for every f in ,c2. This fact may be used to prove the Radon­

Nikodym theorem (of which, incidentally, it is in turn a reasonably ea!'y conse­
quence). For the sake of simplicity we shaII restriet our outline of this proof 
to the case of finite measures. Suppose then that jJ. and 11 are two finite measures 
such that 11« jJ. and write A = jJ. + 11. 

(3a) If, for every f in ,c2(A), AU) = ffdll, then A is a bounded linear func­

tional on ,c2(A). 

(3b) If AU) = !fgdX, then 0 ;:;; g ;:;; 1 [Al. (Hint: if f is the characteristic 

function of a measurable set E, then AU) = IICE) ~ 'A(E).) 
(3c) If E = {x: g(x) = I}, then A(E) = O. (Hint: A(E) = II(E).) 

(3d) ff(I - g)dll = ffgdjJ. for every non negative measurable functionj. 

(3e) If go = -1 g ,then, for every measurable set E, II(E) = f godjJ.. (Hint: 
-g JE 

writef= ~.) 
l-g 

(4) Suppose that (X,S,jJ.) is a finite measure space and write, for any two real 
valued measurable functions fand g, 

f If-gl 
poU,g) = I + If _ gl djJ.. 

The function Po is ametrie; convergence with respect to po is equivalent to con­
vergence in measure. 

§ 43. SET FUNCTIONS AND POINT FUNCTIONS 

In this seetion we shall study the connection between certain 
functions of a real variable and finite measures on the real line. 
Throughout this section we shall assurne that 
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X is the real line, S is the dass of all Borel sets, and JL is 
Lebesgue measure on S. 

We shall consider monotone, non decreasing functions J on X, 
i.e. functionsJ for whichf(x) ~f(y) whenever x ~ y; for brevity 
of expression we shall simply call such functions monotone. If f 
is a bounded monotone function, then it is easy to see that 

lim:r: .... - .. J(x) and !im:r: .... + .. J(x) 

always exist and are finite; it is customary to denote these limits 
by J( - 00) andJ( +00) respectively. 

Theorem A. Ij v is a finite measure on Sand ij,Jor every 
real number x, 

fv(x) = v({t: -00 < t < x}), 

thm fv is a bounded monotone Junction, continuous on the lcft 
and such thatfv( -00) = o. 
Proof. The boundedness and monotoneness of fv follow from 

the corresponding properties of v. Sincefv( -n) = v(( -00, -n)), 
n = 1,2, ... , it follows that 

f.( -00) = limnfv( -n) = v(n:-o {t: -00 < t < -nD = 

= v(o) = o. 
To prove thatfv is continuous on the left at each x, suppose that 
{xn } is an increasing sequence of numbers such that limn Xn = x; 
we have 

The following result goes in the converse direction. 

Theorem B. 1f fis a bounded monotone function, continuous 
on the lcft and such that f( - 00) = 0, thm there exists a unique 
finite measure v on S such that f = fv. 

Proof. In all details this proof parallels the construction of 
Lebesgue measure. If, in other words, we define v for every 
semiclosed interval by p([a,b» = f(b) - f(a), then the results 01 
§ 8 are valid for v in place of JL and hence the extension theorem 
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13.A may be applied. The only argument which needs modifica­
ti on is the one used to establish 8.C. We are to prove that if 
[ao,bo) is a semiclosed interval contained in the union of a sequence 
{[aiA)} of semiclosed intervals, then 

v([ao,bo)) ~ E;'..l v([ai,bi )). 

If ao = bo, the result is trivial; otherwise let E be a positive number 
such that E < bo - ao. Since J is continuous on the left at ai, 
to every positive number 0 and every positive integer i there 
corresponds a positive number Ei such that 

If Fo = [ao,bo - E] and U i = (ai - ei,bi ), i = 1, 2, "', then 
Po c U;'..l Ui, and therefore, by the Beine-Borel theorem, there 
is a positive integer n such that 

Fo c U~=l Ui. 

From the analog of 8.B for v we obtain 

f(bo - e) - J(ao) ~ E~=l (J(bi) - J(ai - e;)\ = 

= E~=l (J(b i) - J(ai)) + E~=l (J(ai) -- J(ai - Ei)) ~ 

~ E;'=l (J(b i) - J(ai)) + o. 
Since E and 0 are arbitrary, the desired result follows from the 
fact thatJ is continuous on the left at bo• I 

Theorems A and B establish a one to one correspondence be­
tween all finite measures v on Sand some functions Jp of areal 
variable; the following two theorems show how certain measure 
theoretic properties of p may be characterized in terms of the 
corresponding functionJp. 

Theorem C. 1J p is a finite measure on S, then a necessary 
and sufficient condition that Jp be continuous is that p( {x}) = 0 
Jor every point x. 

Proof. If {xn } is a decreasing sequence of numbers such that 
limn Xn = x, then 
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The proof is completed by the observation thati. is continuous 
at x if and only if the last term of this relation vanishes. I 

Areal valued function i of a real variable is called absolutely 
continuous if to every positive number E there corresponds a 
positive number 0 such that 

for every finite, disjoint dass {(ai,bi ): i = 1, ... , n} of bounded 
open intervals for which L~=l (bi - ai) < o. 

Theorem D. 1i v is a finite measure on S, then a necessary 
and sufficient condition that i. be absolutely continuous is that 
v be absolutely continuous with respect to p,. 

Proof. If v «p" then to every positive number E there corre­
sponds a positive number 0 such that v(E) < E for every Borel 
set E for which p,(E) < o. Hence if {(ai,bi): i = 1,"· .. , n} 1S a 
finite, disjoint dass of bounded open intervals for which 

P,(U~=l [ai,bi) = L~~l (bi - ai) < 0, 
then 

L~=l li.(bi) - i.(ai) I = L~=l v([ai,bi)) = 

= V(U7=1 [ai,bi» < E. 

Suppose, conversely, that i. is absolutely continuous. Let E 

be any positive number and let 0 be a positive number such that 
L~=l (bi - ai) < 0 implies L~=l li.(bi) - i.(ai) I < E. If E is a 
Borel set of Lebesgue measure zero, then there exists a disjoint 
sequence {[ai,bi)} of semidosed intervals such that 

E c U::1 [ai,bi ) and L:'l (bi - ai) < o. 
Since it follows that L~=l If.(bi) - i.(ai) I < E for every positive 
integer n, we have 

v(E) ~ L~=l v([ai,bi» = 1::'1 If.(bi ) - i.(ai) I ~ E. 

Since e is arbitrary, we must have v(E) = O. I 
For the statement of the next result (which is an easy but 

frequently useful consequence of the Lebesgue decomposition 
theorem) we need one more definition. We shall say that a finite 



182 TRANSFORMATIONS AND FUNCTIONS [SEC. 43) 

measure v on S is purely atomic if there exists a countable set C 
such that v(X - C) = o. 

Theorem E. 1f v is a finite measure on S, then there exist 
three uniquely determined measures Vb V2, and v3 on S whose 
sum is v and which are such that VI is absolutely continuous 
with respect to p., V2 is purely atomic, and V3 is singular with 
respect to p. but V3 Cl x}) = 0 for every point x. 

Proof. According to the Lebesgue decomposition theorem 
(32.C) there exist two measures Vo and VI on S whose sum is JI 

and which are such that Vo is singular and VI is absolutely con­
tinuous with respect to p.. Let C be the set of those points x 
for which voClx}) ~ 0; the finiteness of V implies that Cis count­
able. If we wri te 

v2(E) = vo(E n C) and v3(E) = vo(E - C), 

then it is clear that the decomposition v = VI + V2 + V3 has all 
the desired properties. Uniqueness follows from the uniqueness 
of the Lebesgue decomposition and the easily verifiable umque­
ness of C. I 

(1) All the results of this section remain true for signed measures vif the condi­
tion that Jv be monotone is replaced by the condition that it be of bounded 
variation. (Hint: every function of bounded variation is the difference of two 
monotone functions.) 

(2) Several of the weil known properties of monotone functions and absolutely 
continuous functions may be proved by using the methods of this section; we 
indicate two examples. 

(2a) A monotone function has (at most) countably many discontinuities. 
(Hint: for bounded monotone functionsJ which are continuous on the left and 
such that J( - 00) = 0, apply Theorem Band the reasoning in the proof of 
Theorem C. The general case can be reduced to this special case by some obvious 
transformations.) 

(2b) If a bounded monotone function J is absolutely continuous and such 
that J( - 00) = 0, then there exists a non negative Lebesgue integrable function 

4> such thatJ(x) = f~"" 4>(t)dJJ.(t). (Hint: apply Theorems Band D.) 

(3) The purpose of the following considerations is to show that the results of 
15.C and 15.1 can be extended to a very wide dass of measures induding the 
ones discussed in this section. 

(3a) If two finite measures JJ. and v on a O'-ring S of subsets of X agree on a 
lattice L of sets in S, then JJ. and v agree on the O'-ring S(L) generated by L. 
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(Hint: if E e L, Fe L, and E C F, then }L(F - E) = v(F - E). App!y 5.2, 8.5, 
and 13.A.) 

(3b) If two finite measures fJ. and v are defined on the dass of Borel subsets 
of a metric space X and agree on the dass U of open subsets of X, then they agree 
for all Borel sets. 

(3c) If}L is a finite measure defined on the dass of Borel subsets of a metric 
space X, and U is the dass of open subsets of X, then fJ.(E) = inf {fJ.(U): E 
C U e U} for every Borel set E. (Hint: the set function v* defined by v*(E) = 
inf {fJ.(U): E C U e U} is a finite metric outer measure which defines a measure 
v on the dass of Borel sets, and v agrees with fJ. on U.) 

(3d) If fJ. is a measure on the dass of Borel subsets of a metric space X, 
and C is the dass of dosed subsets of X that have finite measure, then fJ.(E) = 
sup {fJ.(C): E::> Ce C} for every Borel set E of u-finite measure. (Hint: it is 
sufficient to consider sets E of finite measure. Write v(F) = }L(E n F) and 
apply (3c) to v and X - E.) 

(3e) H fJ. is a measure on the dass of Borel subsets of a separable, complete, 
metric space X, and Co is the dass of compact subsets of X that have finite 
measure, then }L(E) = sup {}L(C): E::> Ce Co} for every Borel set E of u-finite 
measure. (Hint: apply (3d) and 9.10.) 

(4) Hv is a finite measure on Sand if a Borel set E o is an atom ofv, then there 
exists a point Xo in Eo such that v(Eo - {xo}) = O. (Hint~ by means of (3) the 
general case may be reduced to the case in which Eo is dosed and bounded.) 

(5) H v is a finite measure on S, then a necessary and sufficient condit;on that 
f. be continuous is that v be non atomic. 

(6) Most of the results of this section remain true for measures and signed 
measures v which are not necessarily finite; what is essential is that v(E) be 
finite whenever E is a bounded interval. 

(7) In connection with (6) and for the purpose of constructing counter exam­
pIes, it is interesting to observe that there exist u-finite measures v on S which 
are absolutely continuous with respect to }L, but for which v(E) = 00 for every 
interval E with a non empty interior. (Hint: let f be a positive, Lebesgue 

integrable function such thatf_~j2dJ,L = 00 for every positive number E; for 

example writef(x) = (elxl~)-1. If {rl, r2, ... } is an enumeration ofthe 
set of all rational numbers, if, for every x, 

g(x) = L;-1 ;J(x - rn ), 

and if, for every Borel set E, v(E) = L g2dJ,L, then v has all the desired properties. 

Observe that since f gdJ,L = L:'.1 ;n ffdJ,L, the functiongis finite valued a.e. [P).) 



Chapter IX 

PROBABILITY 

§ 44. HEURISTIC INTRODUCTION 

The purpose of this section is to give an intuitive justification 
for the measure theoretic treatment of probability. 

The principal undefined term in the theory of probability is 
"event." Intuitively speaking, an event is one of the possible 
outcomes of some physical experiment. To take a rather popular 
example, consider the experiment of rolling an ordinary six-sided 
die and observing the number x (= 1, 2, 3, 4, 5, or 6) showing 
on the top face of the die. "The number x is even"-"it is less 
than 4"-"it is equal to 6"-each such statement corresponds to 
a possible outcome of the experiment. From this point of view 
there are as many events associated with this particular experi­
ment as there are combinations of the first six positive integers 
taken any number at a time. If, for the sake of aesthetic complete­
ness and later convenience, we consider also the impossible event, 
"the number x is not equal to any of the first six positive integers," 
then there are altogether 26 admissible events associated with the 
experiment of the rolling die. For the purpose of studying this 
example in more detail let us introduce some notation. We write 
{2,4,6} for the event "x is even," {1,2,3} for "x is less than 4," 
and so on. The impossible event and the certain event (= 
{1,2,3,4,5,6}) deserve special names; we reserve for them the 
symbols 0 and X respectively. 

Everyday language concerning events uses such phrases as 
these: "two events E and F are incompatible or mutually exclu-
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sive," "the event E is the opposite of the event F or complemen­
tary to F," "the event E consists of the simultaneous occurrence 
of Fand G," and "the event E consists of the occurrence of at 
least one of the two events Fand G." Such phrases suggest that 
there are relations between events and ways of making new events 
out of old that should certainly be apart of their mathematical 
theory. 

The notion of complementary event is probably dosest to the 
surface. If Eis an event, we denote the complementary event by 
E': an experiment, one of whose outcomes is E, will be said to 
result in E' if and only if it dQes not result in E. Thus if E = 
{2,4,6}, then E' = {1,3,5}. We mayaiso introduce combina­
tions of events suggested by the logical concepts of "and" and 
"or." With any two events E and F we associate their "union" 
E U Fand their "intersection" E n F; here E U F occurs if 
and only if at least one of the two events E and F occurs, while 
E n F occurs if and only if both E and F occur. Thus if E = 

{2,4,6} and F = {1,2,3}, then E U F = {1,2,3,4,6} and E n F 
= {2}. 

The considerations of the preceding paragraphs, and their 
obvious generalizations to more complicated experiments, justify 
the condusion that prob ability theory consists of the study of 
Boolean algebras of sets. An event is a set, and its opposite event 
is the complementary set; mutually exdusive events are disjoint 
sets, and an event consisting of the simultaneous occurrence of 
two other events is a set obtained by intersecting two other sets­
it is dear how this glossary, translating physical terminology into 
set theoretic terminology, may be continued. 

For the traditional theory of prob ability, concerned with simple 
gambling games such as the rolling die, in which the total number 
of possible events is finite, the above heuristic reduction of the 
dass of all pertinent events to a Boolean algebra of sets is ade­
quate. For situations arising in modern theory and practice, 
and even for the more complicated gambling games, it is neces­
sary to make an additional assumption. This assumption is that 
the system of events is closed under the formation of countably 
infinite unions, or, in the technicallanguage we have al ready used, 
that the Boolean algebra is in fact au-algebra. 



186 PROBABILITY [SEc.44J 

Perhaps an example, though a somewhat artificial one, might 
illustrate the need for the added assumption. Suppose that a 
player determines to roll a die repeatedly until the first time that 
the number showing on top is 6. Let E n be the event that the 
first 6 appears only on the nth roll. The event E = U:=l E n 

occurs if and only if the game ends in a finite number of rolls. 
The occurrence of the opposite event E' is at least logically (even 
if not practically) conceivable, and it seems reasonable to want 
to include a discussion of it in a general theory of probability. 
Numerous ex am pIes of this kind, together with some rather deep 
lying technical reasons, justify the statement that the mathemati­
cal theory of probability consists of the study of Boolean u-alge­
bras of sets. 

This is not to say that all Boolean u-algebras of sets are within 
the domain of probability theory. In general, statements con­
cerning such algebras and the relations between their elements 
are merely qualitative; probability theory differs from the general 
theory in that it studies also the quantitative aspects of Boolean 
algebras. We proceed now to describe and motivate the introduc­
tion of numerical probabilities. 

When we ask "what is the probability of a certain event?", 
we expect the answer to be a number, a number associated with 
the event. In other words, probability is a numerically valued 
function J.1. of events E, that is of sets of a Boolean u-algebra. On 
intuitive and practical grounds we demand that the number J.1.(E) 
should give information about the occurrence habits of the event 
E. If, in a large number of repetitions of the experiment which 
may result in the event E, we observe that E actually occurs only 
a quarter of the time (the remaining three quarters of the experi­
ments resulting therefore in E'), we may attempt to summarize 
this fact by saying that J.1.(E) = t. Even this very rough first 
approximation to wh at is desired yields some suggestive clues 
concerning the nature of the function J.1.. 

If, to begin with, J.1.(E) is to represent the proportion of times 
that E is expected to occur, then J.1.(E) must be a non negative 
real number, in fact a number in the unit interval [0,1]. If E 
and F are mutually exclusive events-say E = {I} and F = 
{2,4,6} in the example of the die-then the proportion of times 
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that the union E U F (= {1 ,2,4,6} in the example) occurs is 
clearly the sum of the proportions associated with E and F 
separately. If an ace shows up one sixth of the time and an even 
number half the time, then the proportion of times in which the 
top face is either an ace or an even number is i + t. It follows 
therefore that the function p. cannot be completely arbitrary; 
it is necessary to subject it to the condition of additivity, that is 
to require that if E n F = 0, then p.(E U F) should be equal to 
p,(E) + p.(F). Since the certain event X occurs every time, we 
should also require that p.(X) = 1. 

We are now separated from the final definition of probability 
theory only by a seemingly petty (but in fact very important) 
technicality. If p. is an additive set function on a Boolean 
<T-algebra of sets, and if {En } is an infinite disjoint sequence oi 
sets in the algebra, then it may or may not be true that 
P.(U:-l E n ) = L::=l p.(En ). The general condition of countable 
additivity is a further restriction on p.-a restriction without 
which modern probability theory could not function. It is a 
tenable point of view that our intuition demands infinite additivity 
just as much as finite additivity. At any rate, however, infinite 
additivity does not contradict our intuitive ideas, and the theory 
built on it is sufficiently far developed to assert that the assump­
tion is justified by its success. To sum up: 

numerical prob ability is a measure p. on a Boolean <T-algebra 
S of subsets of a set X, such that p.(X) = 1. 

In our development of measure theory in the preceding chapters, 
the concepts "measurable function," "integral," and "product 
space" played important roles; in the immediately following 
paragraphs we shall introduce the prob ability meaning of these 
concepts. 

We begin with the frequently used term "random variable." 
"A random variable is a quantity whose values are determined 
by chance." Wh at does that mean? The word "quantity" 
suggests magnitude-numerical magnitude. Ever since rigor has 
come to be demanded in mathematical definitions, it has been 
recognized that the word "variable," particularly a variable whose 
values are "determined" somehow or other, me ans in precise 
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language a function. Accordingly a random variable is a func­
tion: a function whose numerical values are determined by chance. 
This means, in other words, that a random variable is a function 
attached to an experiment-once the experiment has been per­
formed the value of the function is known. We have seen that 
the analytic correspondent of an experiment is a measure space 
X; it follows that a function of outcomes is a function of the 
points x of X. A random variable is areal valued function on the 
measure space X. 

The preceding sentence does not yet fully describe the cus­
tomary usage of "random variable." A function] on the measure 
space Xis called a random variäble only if probability questions 
concerning the values of] can be answered. An example of such 
a question is "what is the probability that] lies between (X and 
ß?" In measure theoretic language: "what is the measure of the 
set of those points x for which the inequality (X ~ fex) ~ ß is 
satisfied?" In order for all such questions to be answerable, it 
is necessary and sufficient that the sets that occur in them belong 
to the basic CT-algebra S of X; in other words a random variable 
is a measurable function. 

Let us consider in detail the random variable] associated with 
an honest die by the definition](x) = x. The possible values of 
f are the first six positive integers. The arithmetic mean of these 
values, that is the number ~(1 + 2 + 3 + 4 + 5 + 6), is of con­
siderable interest in probability theory; it is called the average, 
or mean value, or expectation of the random variable J. If the 
die is loaded, so that the probability px associated with x is not 
necessarily ~, then the arithmetic mean is replaced by a weighted 
average; in this case the expectation of f is I·PI + ... + 6·P6' 
The analogs of such weighted sums, in cases where the number of 
values of the function need not be finite, are given by integrals; 
if the measurable function is integrable, then its expectation 
is by definition the value of its integral. 

We see thus that measurable functions and their integrals have 
their probability interpretations; in order to find such an inter­
pretation of product spaces, we continue to study the example of 
the die. For simplicity we make again the classical assumption 
that any two fa ces are equally likely to turn up and that conse-
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quently the probability of any particular face showing is i. 
Consider the events E = {2,4,6} and F = {l,2}. The first 
notion we want to introduce, the notion of conditional probability, 
can be used to answer such questions as these: "what is the 
probability of E when F is known to have occurred?" In the 
case of the example: if we know that x is less than 3, what can 
we say about the prob ability that x is even? The adjective 
"conditional" is clearly called for in the answer to a question of 
this type: we are evaluating probabilities subject to certain 
preassigned conditions. 

To get a clue to the answer, consider first the event G = {2} 
and ask for the conditional probability of E, given that G has 
already occurred. The intuitive answer is perfectly clear in this 
case, and is independent as it happens of any such numerical 
assumptions as the equal likelihood of the faces. If x is known 
to be 2, then x is certainly even, and the probability must be 1. 
What made the answer easy was the fact that G was contained in 
E. The general quest ion of conditional probability asks us to 
evaluate the extent (measured by a numerical probability or 
proportion) to which the given event F is contained in the un­
known event E. Phrased in this way, the question almost sug­
gests its own answer: the extent to which F is contained in E 
can be measured by the extent to which E and F are likely to 
occur simultaneously, that is by p.(E n F). Almost-not quite. 
The trouble is that p.(E n F) may be very small for two reasons: 
one is that not much of F is contained in E, and the other is that 
there is not very much of E altogether. In other words it is not 
merely the absolute size of E n F that matters: it is the relation 
or proportion of this size to the size of F that is relevant. 

We are led therefore to define the conditional probability of 
E, given that F has already occurred, in symbols J.I.F(E), as the 
ratio p.(E n F)/p.(F). For E = {2,4,6} and G = {2}, this gives 
the answer we derived above, J.i.G(E) = 1; for E = {2,4,6} and 
F = {1,2}, we get the rather reasonable figure J.I.F(E) = t. In 
other words if it is known that x is either 1 or 2, then x is odd or 
even (i.e. equal to 1 or equal to 2) each with prob ability t. 

Consider now the following two questions: "F happened, wh at 
\S the chance of E?" and simply "wh at is the chance of E?" 
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The answers of course are JJAE) and p.,(E) respeetively. It might 
happen, and it does happen in the example given above, that 
the two answers are the same, that, in other words, knowledge of 
F eontributes nothing to our knowledge of the prob ability of E. 
I t seems natural in this situation to use the word "independent": 
the probability distribution of E is independent of the knowledge 
of F. This motivates the preeise definition: two events E and F 
are independent if p.,p(E) = p.,(E). The definition is transformed 
into its more usual form and at the same time gains in symmetry 
if we reeall the definition of p.,F(E). In symmetrie form, E and F 
are independent in the sense of probability (statistieally or 
stochastieally independent) if and only if p.,(E n F) = p.,(E)p.,(F). 

Suppose now that we wish to make two independent trials of 
the same experiment-say, for example, to roll an honest die 
twiee in suceession. In a eompound experiment such as this one, 
we do not expeet the reported outeome of the experiment to be a 
number, but rather a pair of numbers (Xt,X2). The points of the 
measure spaee assoeiated with the eompound experiment are, 
in other words, the points of the Cartesian produet of the original 
measure spaee with itself; the problem is to determine how the 
prob ability is distributed among these points. For a clue to the 
answer, eonsider the events E = "Xl< 3" and F = "X2 < 4." 
We have p.,(E) = i and p.,(F) = ~; if we interpret the independence 
of trials to mean the independence of any two events such as E and 
F, we should have p.,(E n F) = i. 

On the basis of the preeeding paragraph we shall say that, if 
the analytic deseription of an experiment is given by a measure 
spaee (X,S,p.,) , then the analytie deseription of the experiment 
consisting of two independent trials of the given one is the 
Cartesian produet of (X,S,p.,) with itself. 

What we can do onee we can do again. Just as two repetitions 
of an experiment give rise to two dimensional Cartesian produets, 
similarly any finite number of repetitions (say n) give rise to 
n-dimensional Cartesian produets. The proeedure can be ex­
tended also to infinity: the analytie model of an infinite sequenee 
of independent repetitions of an experiment is an infinite dimen­
sional Cartesian produet spaee. Even if an actually infinite 
sequenee of repetitions of an experiment is praetieally unthinkable, 
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there is a point in considering infinite dimensional product spaces. 
The point is that many prob ability statements are assertions con­
cerning what happens in the long run-assertions which can be 
made precise only by carefully formulated theorems concerning 
limits. Hence even if practice yields only approximations to 
infinity, it is the infinite sequence space that is the touchstone 
whereby the mathematical theory of probability can be tested 
against our intuitive ideas. 

We leave now these heuristic considerations and, in the next 
section, turn to the detailed investigation of the basic concepts 
and results of probability theory. 

§ 45. INDEPENDENCE 

A probability space is a totally finite measure space (X,S,,u) 
for which ,u(X) = 1; the measure ,u on a prob ability space is 
called a prob ability measure. 

HE is a finite or infinite dass of measurable sets in a probability 
space (X,S,,u), the sets of the dass E are (stochastically) inde­
pendent if 

for every finite dass {Ei: i = 1, ... , n} of distinct sets in E. 
In case the dass E contains only two sets E and F, the condition 
of independence is expressed by the equation 

An illuminating ex am pIe of two independent sets E and F is 
obtained by taking for X the unit square with Lebesgue measure, 
X = {(x,y): 0 ~ x ~ 1, 0 ~ y ~ 1}, and writing E = {(x,y): 
o ~ x ~ 1, a ~ y ~ b} and F = {(x,y): c ~ x ~ d, 0 ~ y ~ 1}, 
where a, b, c, and d are arbitrary numbers in the dosed unit 
interval. We remark that it is not sufficient for the independence 
of the sets of a dass E (even if E is a finite dass) that any two 
distinct sets of E be independent. 

If eis a finite or infinite set of real valued measurable functions 
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on a probability space (X,S,JL) , the functions of the set 8 are 
(stochastically) independent if 

JL(n7=1 {X:fi(X) eMd) = 117=1 JL(lX:fi(X) eMi}) 

for every finite subset {Ji: i = 1, "', n} of distinct functions in 
8 and every finite dass {Mi: i = 1, "', n} of Borel sets on the 
real line. An equivalent way of expressing this condition is to 
say that if, for eachf in 8, M f is a Borel set on the realline, then, 
for every possible choice of the Borel sets Mj, the sets of the dass 
E = {J-1(Mf ):f e 8} are independent. An illuminating example 
of two independent functions fand g is obtained by taking for 
X the unit square, as in the preceding paragraph, and defining 
fand g by f(x,y) = x and g(x,y) = y. 

As our examples of independent sets and functions might 
indicate, there is a very dose connection between the concepts 
of stochastic independence and Cartesian product. Suppose, in 
fact, thatf1 andf2 are two independent functions on a prob ability 
space (X,S,JL) and consider the transformation T from X into the 
Eudidean plane, defined by 

H measurability in the plane is interpreted in the sense of Borei, 
then the facts that Xis a measurable set andf1 andf2 are measur­
able functions imply that T is a measurable transformation; simi­
larly, of course, the functionsf1 andf2 are themselves measurable 
transformations froM X into the real line. A direct comparison 
with the definition of independence shows that the fact that f1 
and f2 are independent can be very simply expressed by the 
equation 

JLT-1 = 41-1 X 42 -1. 

(H the transformation T is denoted, as it may well be, by the 
symbol fl X f2' then the last written equation takes the form of 
an easily remembered distributive law.) H the functions g1 and 
g2 on the plane are defined by 

g1 (YbY2) = Yl and g2(yt,Y2) = Y2, 

then it is easy to verify thatf1 = g1T andf2 = g2T. From these 
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very simple considerations we may already draw a non trivial 
conclusion. 

Theorem A. Ij!t and f2 are independent functions, neither 
of which vanishes a.e., then a necessary and suificient condition 
that both fl and f2 be integrable is that their product fd2 be 
integrable; if this condition is satisfied, then 

Proof. Using the notation established above, we see (by 39.C) 
that the integrability of Ifi 1 is equivalent to the integrability of 
gi, i = 1, 2, and, by Fubini's theorem, the integrability of 1 gl 1 

and 1 g21 implies that of 1 glg21. Conversely, of course, if 1 g1g21 
is integrable, then almost every section of 1 g1g2 I is integrable. 
Since each such section is a constant multiple of 1 gl 1 or of I g2 1 

and since the assumption thatfl andf2 do not vanish a.e. implies 
that these constant factors may be selected to be different from 
zero, it follows that the integrability of 1 g1g2 1 implies that of 
1 gl 1 and I g2 I. Since, finally, another application of 39.C shows 
that 1 g1g2 1 is integrable if and only if Ifd2 I is integrable, the 
assertion concerning integrability is proved. The multiplicative 
relation follows from Fubini's theorem. I 

The use of product spaces in the study of independent functions 
extends far beyond the simple case indicated by the reasoning 
above. Suppose, for instance, that {fn} is a sequence of inde­
pendent functions and let Y be the Cartesian product of a sequence 
of real lines in each of which measurability is interpreted in the 
sense of Borel. If, for every x, 

then T is a measurable transformation from X into Y; a neces­
sary and sufficient condition that the functionsfn be independent 
is that p.T-1 = 41-1 X p,h -1 X, . '. If the functions gn on Y 
are defined to be the coordinate functions, gn(yl, Y2, ... ) = Yn, 
n = 1, 2, "', thenfn = gnT, n = 1, 2, .... Similar results are 
true of course for arbitrary (finite, countable, or uncountable) 
sets of functions. 
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Theorem B. 1] lJij: i = 1, .. " k;j = 1, "', nil is a set 
0] independent ]unctions, if CPi is areal valued, Bore! measurable 
]unction 0] ni real variables, i = 1, "', k, and if 

then the ]unctions]1, ... ,],. are independent. 

Proof. The theorem is an easy application of the relations 
established above between product spaces and independence. 
Suppose tha t Y ij is the real line, i = 1, .. " k, j = 1, ... , 11i, and 
Y = Xij Y ij, If we write 

and 

then]i = giT, i = 1, "', k. Since the independence of the g/s 
is 0 bvious, the independence of the]/ s follows. I 

We conclude this section by introducing a frequently used 
notation of probability theory. If] is areal valued measurable 
function on a prob ability space (X,S,J,L), such thatp is integrable, 
then it follows from Schwarz's inequality (i.e. Hölder's inequality 
with p = 2, cf. 42.A) that] itself is integrable and that, in fact, 

(!]dJ,L Y ~ !]2dJ,L. 

If f]dJ,L = a, then the variance of], denoted by (J'2U), is defined 

by (J'2U) = fU - a)2dJ,L. Since the integral of a constant func­

tion over a probability space is equal to the value of the constant~ 
it follows from the definition of a, by multiplying out the last 
written integrand, that 

it is clear that, for any real constant c, (J'2(cJ) = C2(J'2U). 
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Theorem C. 1f fand g are independent functions with a 
finite variance, then 

q2u + g) 
Proof. We have 

q2u + g) = fU + g)2dp. - (fu + g)dp. Y 

= fPdp. + 2ffgdp. + f g2dp. - (ffdp.Y 

- 2 (ffdp.) (fgdJL) - (fgdJL Y; 
the desired result follows from Theorem A. I 

(1) If F is a measurable set of positive measure in a probability space (X,S,J.L), 
and if, for every measurable set E, J.LF(E) = J.L(F n E)/J.L(F), then J.LF is a proba­
bility measure on S such that J.LF(F) = 1; the sets E and F are independent if 
and only if J.LF(E) = J.L(E). The number J.LF(E) is called the conditional probability 
of E given F. 

(2) If {Ei: i = 1, ... , n} is a finite dass of measurable sets of positive measure, 
then 

J.L(El n···n En) =J.L(El )J.LE\(E2) ···J.LEln ... nEn_l(En). 

This result is known as the multiplication theorem for conditional probabilities. 
(3) If {Ei: i = 1, ... , n} is a finite, disjoint dass of measurable sets of posi­

tive measure whose union is X (i.e. if {Ed is a partition of X), then, for every 
measurable set F, J.L(F) = L~-l J.L(Ei)J.LEi(F), and, if F has positive measure, 

This result is known as Bayes' theorem. 
(4) Two partitions of X, say {Ei: i = 1, ... , n} and {Fi:} = 1, ... , m}, are 

called independent if J.L(Ei n Fj) = J.L(Ei)J.L(Fj) for i = 1, ... , n and j = 1, 
... , m. Two sets E and F are independent if and only if the partitions {E,E'} 
and {F,F'} are independent. 

(5) Let X = {x: 0 ~ x ~ I} be the unit interval with Lebesgue measure. 
For every positive integer n define a functionjn on X by settingjn(x) = +1 

. . . . i-I i . 
or -1 accordmg as the mteger t for whlch ~ ~ x < 2n IS odd or even. 

The functionsjn are called the Rademacher functions. Any two of the functions 
ft,]2, andhh are independent, but the three together are not. 

(6) Hj and g are independent integrable functions, if M is a Borel set on the 

real line, and if E = j-l(M), then LjgdJ.L = LjdJ.L' f gdJ.L. (Hint: observe that 
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xdx) = XM(J(X)) and apply Theorem B to show that the product of] and XM(f) 
is independent of g.) 

(7) Hj and gare measurable functions with finite variances such that q(J)q (g) 
r! 0, their coefficient of correlation is defined by 

fjgdJ1. - fjdJ1.' f gdJ1. 
r(J,g) = q(f)q(g) , 

where q(f) = V q2(J) is the standard deviation of j. The functionsj and gare 
uncorrelated if r(J,g) = O. If J and g are independent, then they are uncor­
related. A necessary and sufficient condition that q2(J + g) = q2(J) + q2(g) 
is thatj and g be uncorrelated. 

(8) Is it true that if j and gare uncorrelated, then they are independent? 
(Hint: let X be the unit interval and writej(x) = sin 27T'x, g(x) = cos 27T'x.) 

(9) H j and g are independent integrable functions such that (J + g)2 is 
integrable, thenj2 and g2 are integrable. 

§ 46. SERIES OF INDEPENDENT FUNCTIONS 

Throughout this section we shall work with a fixed probability 
space (X,S,J1.). Our first result is known as Kolmogoroff's in­
equality. 

Theorem A. 1f fü i = 1, "', n are independent functions 

such that ffidJ..' = 0, and ff/dJ..' < OC), i = 1, "', n, and if 

fex) = Uk=l I ~~=di(X) I (i.e. f is the maximum of the abso­

lute values of the partial sums of thef/s) , then,jor every positive 
number e, 

Proof. We write 

E = {x: If(x) I ~ fl, Sk = ~7=di 
and 

E k = {x: I Sk(X) I ~ f} n nl;>i<k {x: I Si(X) I < e}. 

We have 
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Since E = U~=1 E k and since the sets E" are disjoint, it follows 
that 

:Ei:-l c?(/k) = I(JI + ... + fn)2dp, ~ Lsn2dp, = 

= L:i:=1 r Sn2dp, ~ :Ei: = 1 p,(Ek)E2 = p,(E)E2. I JEk 
Theorem B. Ij {fn} is a sequence of independent functions 

such that Jfnd/-L = 0 and :E:=1 ([2(Jn) < 00, then the series 

:E:=dn(x) converges a.e. 

Pfoof. I f we wri te 

Sn(X) = :E~=di(X), n = 1,2, .. " 

am(x) = sup {I Sm+k(X) - Sm(x) I: k = 1, 2, ... }, 

a(x) = inf{am(x):m = 1,2, ... }, 

then a necessary and sufficient condition for the convergence of 
:E:=dn(x) at x is that a(x) = O. By Kolmogoroff's inequality 
we have, for every positive number E and every pair of positive 
integers m and n, 

1 
p,({x: Ui:=1 I Sm+k(X) - Sm(X) I ~ E}) ~ 2 L:rf':+I c?(J,,), 

E 

It follows that 

p,({x:a(x) ~ E}) ~ 12L:k'=m+I([2(Jk) 
E 

and therefore, using the convergence oE :E:=1 c?(Jn), that 
p,({x: a(x) ~ E}) = O. The desired result is implied by the 
arbitrariness of E. I 

The next result go es in the converse direction. 

Theorem C. If {fn} is a sequence of independent functions 

and cis a positive constant such that Ifndp, = 0 and I!n(X) I ~ c 
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a.e., n = 1,2, "', and ij 'L.:-dnex) eonverges on a set 01 posi-
tive measure, then 

'L.:=I ,rUn) < 00. 
Proof. If so(x) = 0 and sn(x) = 'L.7=di(X), n = 1, 2, "', 

then Egoroff's theorem implies (cf. 21.2) that there exists a posi­
tive number d such that the set 

E = n:=o {x: I sn(X) I ~ dl 
has positive measure. If we write 

E n = n7=1 {x: I Si(X) I ~ d}, n = 0, 1,2, "', 

then {En } is a decreasing sequence of sets whose intersection is E. 

If Fn = E n- I - En, n = 1, 2, "', and an = r sn2dp" n = 0, JEn 
1, 2, "', then 

an - an-I = r sn2dp, -L Sn2dp, - r Sn_12dp, = 
JEn-l Fn JEn_l 

Since 

and since P,(En-I) ~ p,(E) and I Sn(X) I ~ c + d for x in Fn, 
n = 1, 2, "', it follows that 

an - an-l ~ p,(E)u2Un) - (e + d)2p,(Fn), n = 1,2, .. '. 

Summing over n from 1 to k we obtain 

d2 ~ p,(Ek)d2 ~ ak ~ p,(E) 'L.~=l ,rUn) - Ce + d)2. I 

We remark that Theorems Band C imply that if Un} is a 
uniformly bounded sequence of independent functions such that 

flndP, = 0 for n = 1, 2, "', then the series 'L.:=dn(x) either 

converges a.e. or diverges a.e.; the measure of the convergence 
set is always one of the extreme values, 0 or 1. 
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Theorem D. 1f Un} is a sequence of independentfunctions 
and c is a positive constant such that Ifn(x) I ~ c a.e., n = 1, 
2, ... , then 2:.:-dn(x) converges a.e. if and only if both the 

series E:=l ffndJL and E:=l UJ(Jn) are convergent. 

Proof. The "if" follows by applying Theorem B to the se­

quence {gn} defined by gn{x) = fn{x) - ffndIJ, n = 1, 2, .... 

To prove the converse, we consider the Cartesian product of the 
space X with itself and on it the functions hn defined by hn(x,y) = 
fnex) - fn(Y), n = 1, 2, .... Since the convergence a.e. of 
E:-dn(x) implies that E:-l hn(x,y) converges a.e., and since 

it follows from Theorem C that E:-l UJ(hn) < 00. Since, how­
ever, c?(hn) = 2u2 (jn), we see that E:-l U2(jn) < 00. Since 
U2 (gn) = UJ(jn), it follows from Theorem B that E:-l gn(X) 
converges a.e. and therefore the relation 

implies the convergence of E:.lf fl1dp.. I 
All our preceding results on series are included in the following 

very general assertion, known as Kolmogoroff' s three series 
theorem. 

Theorem E. 1f Un} is a sequence of independent functions 
and c is a positive constant, and if En = {x: 11 n (x) I ~ c}, 
n = 1, 2, ... , then a necessary and sujficient condition for the 
convergence a.e. of ~:=dl1{X) is the convergence 01 all three 
senes 

(a) 

(b) 
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(e) E:=1 (L/n2dl-' - (L/ndl-' )). 
Proof. If we write 

( ) _ ff,,(x) 
and hn(x) 

rfn(x) 
if 

rlfn(x) I ~ c, 
gn X - lc 1-c l \Jn(x) I > c, 

then i t is dear that the series 

2::=I!n(X), 2::=1 gn(X), and L::=l hn(x) 

converge at the same points. It follows from Theorem D (applied 
separately to {gnl and 1 hnD that 2::=dn(x) converges a.e. 
if and on1y if all four series 

(d) 2::=1 (L/ndl-' ± CJI.(En'») , 

(e) 2::=1 (L/n2djl - (L/ndJl. Y + c21-'(En)JI.(En') 
=t= 2 CI-' (E,,') i/ndl-' ) 

are convergent. It is readily verified that the convergenee of (d) 
and (e) (with all choiees of the ambiguous signs) is equivalent 
to the convergenee of (a), (b), and (e). All that the verification 
requires, in addition to the obvious additions and subtractions, 
is the remark that, since the terms of a convergent series are 
bounded, the termwise product of two convergent series one of 
which has non negative terms is convergent. I 

(1) The following result, which is implicitly contained in our earlier discus­
si on of the relation between mean convergence and convergence in measure, 
is known as Tchebycheff's inequality. If fis a measurable function with finite 
variance, then, for every positive number E, 

Kolmogoroff's inequality for n = 1 reduces to Tchebycheff's. Since, In the 
notation of Theorem A, 

{x: If(x) I ~ E} = U~= 1 {x: I L~~ d;(x) I ~ El, 
an application of Tchebycheff's inequality separately to each partial sum yields 

1 
#L(tx: If(x) I ~ E}) ~ "2 L~~l (n - k + 1)<T2(fk)' 

E 
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(2) An interesting special case of Theorem D is obtained by considering the 
sequence Un} of Rademacher functions; (cf. 45.5). If {cn} is a sequence of real 
numbers, then E:-l Cn/n(X) converges or diverges a.e. according as the series 
E:-l cn2 converges or diverges. In the language of probability: a necessary 
and sufficient condition for the convergence with probability 1 of the series 
E:-l ± Cn is the convergence of E:-l cn2, it being understood that + and -
are equally likely and that the ambiguous signs are determined independently 
of each other. 

(3) The fact that the convergence set of aseries of independent functions 
must have measure 0 or 1 is a consequence of the following very general princi­
pie, known as the zero-one law. Suppose that the probability space X is the 
Cartesian product of a sequence {Xn } of probability spaces. If, for each positive 
integer n, J n = {n + 1, n + 2, ... }, and if a measurable set E in X is a 
Jn-cylinder for every n, then p.(E) = 0 or 1. (Hint: write, for every measur­
able set F, II(F) = p.(E n F). If F is a J-cylinder for a finite set J, then 
lI(F) = p.(E)p.(F); since a finite measure on the dass of all measurable subsets 
of Xis uniquely determined by its values on such cylinders, this relation remains 
valid for E in place of F.) 

(4) If {Enl is a sequence of independent sets, then 1L(lim Supn En) = 0 if 
and only if E:= 1 p.(En ) < 00; (cf. 9.6). (Hint: let Xn be the characteristic func. 
tion of En, and apply Theorem D to the sequence {Xn}.) This result is known 
as the Borel-Cantelli lemma. 

(5) Two sequences Un) and {gn} are equivalent in the sense of Khintchine if 

E:-IIL({ x:/n(x) ;c gn(X)}) < 00. 

If Un} is a sequence of independent functions, then a necessary and sufficient 
condition for the convergence a.e. of the series E:= l/n(X) is the existence of an 
equivalent sequence {gnl of independent functions with finite vanances such 

that the series E:= 1 f gndlL and E:= 1 (T2(gn) are convergent. 

(6) If UnI is a sequence of integrable functions and if f is a measurable 
function with finite variance such that, for every positive integer n, the functions 

are independent, then each/n has finite variance and the series 

converges a.e. (Hint: apply 45.9 and the three series theorem.) 

§ 47. THE LAW OF LARGE NUMBERS 

There are several limit theorems in the theory of probability 
which are collectively known as the law of large numbers; in this 
section we present two typical ones. The first of these is known 
as Bernoulli's theorem or the weak law of large numbers. 
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Theorem A. If Un} is a sequence of independent functions 

with finite vat·iauces, such that ffndJl = 0, n = 1, 2, ... , and 

lim n ~2 Li~1 (]'2(JJ = 0, then ihe sequence {~ Li=t!i} of aver­

ages converges to 0 in measure. 

Proof. Since ~ is homogeneous of degree 2 and, for inde­
pendent functions, additive, we have 

f (~'23i~diYdJl = (]'2 (~Li=di) = ~; 2":i=1 (]'2(J;). 

In other words, the principal assumption of the theorem is equi­
valent to the assumption that the sequence of averages converges 
to zero in the mean of order two (i.e. converges to zero in the 
space J.',2), and this implies convergence in measure. I 

Two real valued measurable functionsf and gon a probability 
space (X,S,Jl) have the same distributionif Jl(J-1(M») = Jl(g-1(M) 
for all real Borel sets M. It is easy to verify that if fand gare 
two integrable functions with the same distribution and if F = 

t-1(M) and G = g-1(M), for some real Borel set M, then LfdJl = 

L gdJl. An interesting special case of BernmIlli's theorem is the 

one in which every two terms of the sequence {fn} have the same 
distribution. In this case (J'2(Jn) = (]'2(J1) for every positive integer 

n, and hence 12 Li-1 ~(Ji) = ~ (],2(Jl)' so that the assumption on 
n n 

the asymptotic behavior of {a2 (Jn)} is automatically satisfied. 
As auxiliary proposi tions for the proof of a sharper form of 

the law of large numbers we need the following two results from 
elementary analysis. 

Theorem B. Ij {Yn} is a sequence 01 real numbers wh ich 
1 

converges to afinite limit y, then limn -- Li=1Yi = y. 
n 

Proof. Corresponding to every positive number f, there exists 

a positive integer no such that!f n > no, then 'Yn - Y I < ~. Let 
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nl be a positive integer greater than no and such that 

If n > nh then 

I (~ Ei-IYi) - Y I = 1 ~ Ei~1 (Yi - Y) 1 ~ 
1 1 

~ 1- Ei!1 (Yi - Y) 1 + 1- Ei-no+! (Yi - Y) I < 
n n 

1 n-no E 

< - Ei!l I Yi - Y 1 + . -2 < E. I 
ni n 

Theorem C. 1/ {Yn} is a sequence of real numbers such that 
1 1 

the series E:-l - Yn is convergent, then limn - Ei=IYi = O. 
n n 

Proof. We write 

Since Yi = i(Si - Si-I), i = 1, 2, "', and 

n = 1,2, "', 
it follows that 

~= 

n+l 

Since the sequence {Sn} converges to a finite limit, and since, by 

Theorem B, the sequence {~ I:i-I Si} converges to the same limit, 

we have 
. tn+1 hm,,---- = O. I 

JI +- 1 
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Theorem D. 1] {fn} is a sequence 0] independent ]unctions 

with finite variances, such that f]ndp. = 0, n = 1, 2, "', and 

cr(jn) {I 1 E:=l ~ < 00, then the sequence ;; Li'=di f converges to ° 
alm ost evervwhere. 

We remark that the hypothesis and, correspondingly, the con­
clusion of Theorem D are stronger than those of Theorem A. 
The presen t theorem is one form of the strong law of large num­
bers. 

Proof. We write gn(X) = ~ ]n (x) , n = 1, 2, "', and apply 
n 

46.B to the sequence {gn}. Sincefgndp. = 0, n = 1,2, "', and 

it follows that the series 

converges a.e.; the desired result follows from Theorem C. I 

(1) Two measurable functions have the same distribution if and only if they 
have the same distribution function; (cf. 18.11). 

(2) If {ai} is a sequence of non negative real numbers and if m and n are 
positive integers such that m < n, then 

This inequality can be used to show that the assumptions of Theorem D are 
not weaker than those of Theorem A. That they are properly stronger may be 
shown by constructing a sequence Un} of independent functions for which 

2(1) n + I 
U n = log (n + 1)' 

(3) Theorem D is the best possible result of its kind (involving restrictions on 
U 2Un) only) in the following sense: if {un21 is a sequence of non negative real 

2 

numbers such that L::'= 1 U n2 = 00, then there exists a sequence UnI of inde­
n 

pendent functions such thatflndlL = 0, q 2Un) = un2• n = I, 2, ...• and 
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{~ L:?- di} does not converge to ° a.e. (Rint: constructfn so that if Un2 ~ n2, 

then 
U 2 

J4C1x:fn(x) = n}) = J4({x:fn(x) = -n}) = 2:2 ' 

U 2 
1L({x:fn(x) = o}) = 1 - -;-, 

n 

lL({x:fn(x) = Un}) = 1L({x:fn(x) = -Un}) = t. 

Observe that if limn! L:?-lYi = 0, then Iimn! Yn = 0, and apply the Borel-
n n 

Cantelli lemma to (x: Ifn(x) I ~ n}.) 
(4) If Un} is a sequence of independent functions satisfying the conditions 

of Theorem D, then there exists an equivalent sequence I gn} of independent 
functions such that 

in other words, the converse of the strong law of large numbers is not true. 
(5) The following weak converse of the strang law of large numbers is true. 

If Un} is a sequence of independent functions and c is a positive constant, such 

thatJfndlL = ° and I ~fn(x) I ~ c a.e., n = 1,2, ... , and if {~L:~-lfi} con­

verges to ° a.e. then 

for every positive number E. (Rint: if I Yn) is a sequence of real numbers such 

that limn ~ L:?-lYi = 0, or even such that the sequence {~L:?-lYi} is bounded, 

then the series L:;-l ;:. is convergent for every positive number E.) 

(6) The conclusion of Theorem D re~ains true if the assumptionJfndlL = 0, 

n = 1, 2, "', is replaced by limn ~ L:?-l JfidlL = O. 

(7) The following is another theorem which is sometimes known as the strong 
law of large numbers. If Un} is a sequence of independent integrable functions 

with the same distribution, such thatJfndlL = 0, then Iimn ~ L:?-lfi = ° a.e. 

The sequence of assertions below is designed to lead up to a proof of this result. 

(7a) If En = Ix: Ih(x) I ~ n}, then L:;-l ~ r fNIL< co. (Rint: let 
n JEn 

~n be the characteristic function of E n, and write g = L:;= 1 ~ Xnh2• If 
n 

k - 1 < I hex) I ~ k, then Xn(X) = 0 whenever n < k, and this implies by an 
elementary computation that I g(x) I <2Ih(x) land hence that g is integrable.) 
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{7b) If Fn = {X: Ifn(x) I;;;; n} and if gn = XFnfn, then the sequence {gn} 
of independent functions is equivalent to UnI. 

(7c) limn ~ 2:~=lfgid}l = O. (Rint: fgid}l = r fid}l = r hd}l and {Ei} is 
n ~ J~ 

an increasing sequence of measurable sets whose union is X; (cf. Theorem B).) 

(7d) 2::=1 ~CT2(gn) < 00. (Hint:observethatfgn%.t. = r fn2d}l = r h 2djJ. 
n JFn JEn 

and apply (7a). This establishes the convergence of 2::'~ 1 ~ f gn2djJ.; the con-

vergence of 2::,= 1 ~ (f gndjJ. ) 2 follows from the relation 

(8) The following converse of the version of the strong law of large numbers 
stated in (7) is true. If Un} is a sequence of independent functions with the 

same distribution such that lim n ! 2:f~ di = 0 a.e., then fn is integrable. 
n 

(Rint: the relation limn! fn = 0 a.e., together with the Borel-Cantelli lemma, 
n 

implies the convergence of the series 2::'~ 1 jJ.({ X: Ifn(X) I > n}). Observe that 
jJ.({X: Ifn(x) I > n}) = jJ.({X: Ih(x) I> n}) and apply 27.4.) 

(9) Applying the strang law of large numbers to the Rademacher functions 
we obtain the celebrated theorem of Borel on normal numbers: almost every 
number in the unit interval has in its binary expansion an equal number of O's 
and 1 'so Similar considerations are valid with respect to any other radix r in 
place of2 (r ~ 3), and yield the theorem concerning absolutely normal numbers: 
almost every number is normal with respect to every radix simultaneously. 

§ 48. CONDITIONAL PROBABILITIES AND EXPECTATIONS 

If E and F are measurable' subsets of a probability space 
(X,S,}l) such that }l(F) 7"" 0, we have defined the conditional 
probability of E given F by the equation 

Jl.F(E) = }leE n F)/Jl.(F) 

(cf. § 44 and 45.1), and we have investigated slightly its de­
pendence on E. We are now interested in the way in which }lF(E) 

depends on F. If Fis such that both }l(F) and }l(F') are different 
from 0, we introduce a measurable space Y consisting of exactly 
two points Y1 and Y2 (with the understanding that every subset 
of Y is measurable), and a measurable transformation T from X 
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into Y, defined by T(x) = Yl or Y2 according as x e F or x e F. 
If for every subset A of Y we write 

p.E(A) = p,(E n T-1(A» and p(A) = px(A) = p,(T-1(A», 

In other words conditional prob ability may be viewed as a measur­
able function on Y -that function which is, roughly speaking, the 
ratio of the two measures PE and P. 

Generalizing the considerations of the preceding paragraph, we 
may consider a finite, disjoint dass {Fh "', Fn } of measurable 
sets of positive measure such that U~~l F. = X, and correspond­
ingly we may introduce a measurable space Y of n points Yh 
.. " Yn' If T(x) = Yi whenever x e F., i = 1, "', n, then T is a 
measurable transformation from X into Y, and once more we may 
represent conditional probabilities as ratios of two measures on 
Y. These considerations motivate the following general defini­
tion. If T is any measurable transformation from the probability 
space (X,S,p,) into a measurable space (Y,T) , and if we write 
PE(F) = p,(E n T-1(F» whenever E and F are measurable sub­
sets of X and Y respectively, then it is dear that PE and p,T-1 
(= px) are measures on T such that PE «p,T-1. 1t follows from 
the Radon-Nikodym theorem that there exists an integrable func­
ti on PE on Y such that 

p,(E n T-1(F» = tPE(Y)dp,T-1(y) 

for every F in T; the function PE is uniquely determined modulo 
p,T-l. We shall call PE(Y) the conditional prob ability of E given 
y or the conditional probability of E given that T(x) = y. Some­
times we shall use the phrase "the conditional probability of E 
for a given value of T(x)" to refer to the number pE(T(x». We 
shall generally write p(E,y) for PE(Y); on the occasions when it 
is necessary to consider P as a function of its first argument we 
shall write p1I(E) = p(E,y). 
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If Fis such that J.!(T-I(F» r!: 0, we may divide the equation 
which defines p by J.!(T-I(F)) and obtain the relation 

1 (E - J.!(E n T-I(F» - 1 i (E )d -I() J.!r- (F) ) - J.!(T-I(F» - J.!(T-I(F» F P ,y J.!T y. 

Since the extreme left term of this relation is the conditional proba. 
bility of E given T-I(F), it is formally plausible that as "F 
shrinks to y," the left term should tend to the conditional pro ba­
bility of E giveny and the right term should tend to the integrand 
p(E,y). The use of the Radon-Nikodym theorem is a rigorous 
substitute for this rather shaky "difference quotient" approach. 

Theorem A. For eachjixed measurable set E in X, 

o ~ p(E,y) ~ 1 [J.!T-I]; 

jor each jixed disjoint sequence {En } oj measurable sets in X, 

Proof. The inequality is an immediate consequence of the 
fact that 0 ~ J.!(E n T-I(F» ~ J.!(E) for every measurable subset 
F of Y. To prove the equation, observe that 

ip(U:=1 En,y)dJ.!T-I(y) = J.!«U:=I E n) n T-I(F» 

= L::=I J.!(En n T-I(F» = L::=I iP(En,y)dJ.!T-I(y) 

= i (L::=I p(En,y»dJ.!T-I(y), 

and apply the uniqueness assertion of the Radon-Nikodym 
theorem. I 

Theorem A asserts that pY behaves in certain respects like a 
measure. It is easy to obtain more evidence in this direction 
and to prove, for instance, that p(X,y) = 1 [J.!T-I], that if Ei C E 2 , 

then p(E!,y) ~ p(E2,y) [J.!T-I], and that if {E n } is a decreasing 
sequence of measurable sets in X, then 
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It is important, however, to remember that the exceptional sets 
of measure zero depend in each of these cases on the particular 
sets Ei under consideration, and it is in general incorrect to con­
clude that pY is a measure for almost all values of y. 

The defining equation of p(E,y) mayaiso be written in the form 

r XE(x)dp,(x) = 1 P(E,y)dp,T-l(y). If, more generally, j is Jr1(F) F 

any integrable function on X, then we may consider its indefinite 
integral 1', defined by 

p(F) = r j(x) dp, (x) , 
JT-l(F) 

for all measurable sets F in Y, as a signed measure on T. Since 
clearly I' «p,T-1, it follows from the Radon-Nikodym theorem 
that there exists an integrable function ef on Y such that 

for every F in T; the function ef is uniquely determined modulo 
p,T-1• We shall call ef(Y) the conditional expectation ofj given 
y; we shall also write eU,y) instead of ef(Y). 

Since the relation between p and e is similar to the relation 
between a measure and an indefinite integral, it might seem that 
some such equation as 

eU,y) = fj(x) dpY (x) 

ought to hold. Since, however, pY is not in general a measure, 
the right term of this equation is undefined; the misbehavior ot 
1) is reflected, slightly enlarged, in the misbehavior of e. 

Theorem B. 1j j is an integrable junction on Y, then jT 
is an integrable junction on X and eUT,y) = j(y) [p,T-1]. 

Proof. It follows from 39.C that jT is integrable and that 

r j(T(x))dp,(x) =lj (y)dp,T-1(y) for every F in T. I Jr1(F) F 

(1) Suppose that (X,S,,u) and (Y,T,v) are probability spaces and consider 
their Cartesian product (X X Y, S X T, ,u X v). If T(x,y) = x, then T is a 
measurable transformation from X X Y onto X. For every measurable set E 
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in X X Y, p(E,x) = v(Ex) ["'], and hence, in this case, PE may indeed be defined 
for each E so that p" is a measure for every x. 

(2) Suppose that (X,S,,,,) and (Y,T,v) are probability spaccs and let A be a 

probability measure on S X T such that A «", X v, say A(E) = fE/d(J.I. X v). 

If T(x,y) = x, then, for every measurable set E in X X Y, 

p(E,x) = f XB(x,y)f(x,y)dv(y) lJ.I.). 

(3) If T is a measurable transformation from a probability space (X,S,,,,) 
into a measurable space (Y,T), then p(T-l(F),y) = XF(Y) lJ.I.T-lj for every 
measurable set F in Y. 

(4) The purpose of the following considerations is the construction of an exam­
pIe for which the conditional probabilities p(E,y) cannot be determined so that 
pu is a measure for almost every y. Let Y be the dosed unit interval, let T 
be the dass of all Borel subsets of Y, and let" be Lebesgue measure on T. Write 
X = Y and let S be the u-ring genera ted by T and a set M such that both M 
and M' are thick in Y. A probability measure J.I. is unambiguously defined on S 
by writing 

J.I.«A n M) U (B n M'» = ,,(A) 

whenever A and B are in T; we consider the transformation T from X onto Y 
defined by T(x) = x. Suppose that there exists a set Co of measure zero in T 
such that pU is a measure on S whenever y e' Co. 

(4a) If Do = {y:p(M,y).,t. 1}, then ,,(Do) = O. 
(4b) If Eo is the set of those pointsy for which it is not true thatp(T-l(F),y) 

= XF(Y) identically for all F in T, then ,,(Eo) = O. (Hint: let R be a countable 
ring such that S(R) = T. If, for each F in R, 

Eo(F) = {y: p(T-l(F),y) .,t. XF(Y»), 

then ,,(Eo(F» = O. Make use of the fact that if two probability measures 
agree on R, then they agree on Talso.) 

(4c) If y e' Co U Do U Eo, theny e M. (Hint: the relations p(M,y) = 1 and 
p(T-l({y}),y) = 1, together with the fact that pu is a measure, imply that 

p(M n T-l({ y} ),y) = 1.) 

Since (4c) implies that the Borel set Co' n Do' nEo' of measure 1 is con­
tained in the set l'vf, we have derived a contradiction with the assumption that 
M' is thick. 

(5) If X is the real li ne and J.I. is a prob ability measure on the dass S of all 
Borel sets in X, and if T is a measurable transformation from X into a measur­
able space (Y,T), then the conditional probabilities p(E,y) may be determined 
so that pU is a measure for almost every y. (Hint: write q(x,J) = p« -oo,x),y). 
There exists a measurable set Co in Y such that J.l.T-l(CO) = 0 and such that if 
y e' Co, then qU is a monotone function on the set of all rational numbers in X 

and, moreover, lim n q1J (x - ~) = qU(x) for every rational number x. Let q1J 

be a left continuous monotone function on X which agrees with g" for rational 
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values of x and let pll be the measure on S determined by the conditions 
p1l(( -oo,x» = qll(X); write p(E,y) = pll(E).) 

(6) If T is a measurable transformation from a probability space (X,S,~) 
into a measurable space (Y,T), and if it is possible to determine the conditional 
probabilities p(E,y) so that pll is a measure for almost every y, then 

e(j,y) = fJ(x)dplI(x) fJLT-lj 

for every integrable functionJ on X. (Hint: the relation is true ifj is the char­
acteristic function of a measurable set.) 

(7) If T is a measurable transformation from a probability space (X,S,~) into 
a measurable space (Y,T), and if J and gare integrable functions with respect 
to ~ and ~T-l respectively, such that the function h defined by hex) = J(x)g(T(x» 
is integrable on X, then 

e(h,y) = e(j,y)g(y) fJLT-lj. 

§ 49. MEASURES ON PRODUCT SPACES 

Does there exist a sequence of independent random variables 
with prescribed distributions? More precisely, if {,un} is a se­
quence of probability measures on the Borel sets of the real line, 
does there exist a probability space (X,S,,u) and a sequence {in} 
of independent functions on X such that ,u(fn -leE)) = ,un(E) 
for every Borel set E and every positive integer n? More gen­
erally, if {(Xn,Sn,,un)} is a sequence of probability spaces, does 
there exist a probability space (X,S,,u) and, for each positive 
integer n, a measurable transformation T n from X into 
Xl X' .. X X n such that ,uTn -1 = ,u1 X· .. X ,un? The affirma­
tive answers to these questions are given by 38.B. 

It is important for the purposes of probability theory to intro­
duce the concept of independence, and, at the same time, to 
emphasize that it is not the general case. The main purpose of 
this section is to formulate and prove a theorem which does for 
dependent random variables what 38.B did for independent ones­
a theorem, in other words, which asserts that there always exists 
a sequence of random variables with prescribed joint distributions. 
Unlike 38.B, however, the theorem of this section will apply to 
the case of uniformly bounded, real valued functions only; in 
other words, the components of the product space which we shall 
treat are all unit intervals. The result and its proof extend to 
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more general cases, which, however, all have in common the fact 
that they depend on topological concepts. This peculiar and 
somewhat undesirable circumstance appears to be unavoidable; 
it is known that the general measure theoretic analog of Theorem 
A below is not true. 

Suppose that, for each positive integer n, X n is the closed unit 
interval and Sn is the class of all Borel sets in X n, and write 
(X,S) = X:=l (Xn,Sn)' Let F n be the u-ring of all measurable 
{1, "', n}-cylinders in X and let F (= U:=lFn) be the ring of 
all measurable, finite dimensional subsets of X; (cf. § 38). 

Theorem A. 1j p, is a set junction on F such that, jor each 
positive integer n, p, is a probability measure on F n, then p, has a 
unique extension to a probability measure on S. 

Proof. We define a measurable transformation T n , from X onto 
the measurable space Y n = X7=1 Xi, by 

Tn (Xl, "', X n , Xn+h ••• ) = (Xl, "', X n ), n = 1,2, "', 

and we write, for every measurable subset A of Y n, vn(A) 
p,(Tn -l(A)). If {Ei} is a decreasing sequence of sets in F such 
that ° < I: ~ p,(Ei), i = 1, 2, "', then, for each fixed i, there is 
a positive integer n and a Borel set Ai in Y n such that Ei = 
T n -l(Ai). Let Bi be a closed subset of Ai such that vn(Ai - Bi) 

~ .1:+1 , If Pi = Tn-l(B i ), then Pi is a compact sub~et of the 
- 2' 

product space X (in its product topology) and p,(Ei - F i ) ~ 2 i : 1 ' 

If Gk = n~=l Pi, then {Gd is a decreasing sequence of compact 
subsets of X. Since 

Uk Uk I: p,(Ek .- Gk ) = p,( i=l (Ek - Pi)) ~ p,( i=l (Ei - Pi)) ~ 2:' 
it follows that 

.md hence that Gk ~ 0, k = 1,2, .. '. Since a decreasing sequence 
of non empty compact sets has a non empty intersection, it follows 
that p, is continuous from above at ° and hence countably addi­
tive; the desired result follows from 13.A. I 
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Retaining the notation established above we proceed to the 
proof of an interesting property of product spaces of the type 
discussed in Theorem A. 

Theorem B. For every measurable set E in X, 

in other words, the conditional probabilities 0] E, ]or given 
values 0] the first n coordinates 0] a point x, converge (except 
pe1'haps on a set 0] x's 0] measure zero) to 0 or 1 according 
as x e E or x e' E. 

Proof. It is convenient to prove almost uniform convergence 
instead of almost everywhere convergence-it follows, of course, 
from 21.A and 21.B that the two are equivalent. Let E and 0 
be any two positive numbers and suppose that 0 < 1. By 13.D 
there exists a positive integer no and a measurable {1, "', no}-

cvlinder Eo such that p,(E Ll Eo) < ~. We write B = E Ll Eo 

and we observe that if x e' B, then 

XE(X) = XEo(X). 

If Cn = {x: p(B,Tn(x)) ~ O}, Dn = Cn - Ul~i<n Ci, n = 1, 2, 
. , " and C = U:=l Cn = U:=l D n, then, for each n, Cn and D n 
are measurable {1, "', n} -cylinders. I t follows that 

and hence that 

EO "2 > p,(B) ~ p,(B n C) = p,(B n U:=l D n) 

= L:=l p,(B n D n) ~ 0 L:=l p.(Dn) = 

= Op,(U:=l Dn ) = op.(C). 

• EO E 
If we wrlte A = B U C, then p.(A) ~ "2 + 2 < E. Since 

I p(E,Tn(x)) - p(Eo,Tn(x)) I ~ p(E Ll Eo,Tn(x)) [p.], 

n = 1,2, 
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we may assurne that these relations are valid for every x in X. 
If n ~ no, then it follows from 38.A and 48.B that 

I p(E,Tn(x)) - XEo(X) I ~ p(B,Tn(x)). 

If, in addition, x e' A, then, in the first place XEo(X) = XE(X) and, 
in the second pI ace p(B,Tn(x)) < Ö, so that I p(E,Tn(x)) - XE(X) I 
< ö. I 

(1) Suppose that {(X n,Sn,lln)} is a sequence of prob ability spaces, (X,S) = 
X:= 1 (Xn,Sn), and J.l is a set function on F such that, for each positive integer n, 
Il is a probability measure on Fn. If, on each Fn, J.l is absolutely continuous with 
respect to the product measure XJ:..l J.li, then J.l has a unique extension to a 
probability measure on S. (Hint: cf. the proof of 38.B.) The result and the 
method of proof extend to aII cases in which the conditional probabilities 
p(E,Tn(x)) may be determined so that for almost every fixed x they define 
probability measures on each Fk • 

(2) The statement and the proof of Theorem A remain correct if the spaces 
X n are compact metric spaces. It folIows, by a trivial compactification, that 
Theorem A is true if each X n is the real line. Does it remain true for arbitrary 
compact spaces? 

(3) Retaining the notation of (1), we proceed to give an example to show that 
Theorem A is not necessarily true if the spaces X n are not intervals. Let Y 
be the unit interval, T the dass of aII Borel subsets of Y, and p Lebesgue measure 
on T. Let {Xn } be a decreasing sequence of thick subsets of Y such that 
n:= 1 X n = O. Write Sn = T n X n; if E e Sn, so that E = F n X n with F 
in T, then writeJ.ln(E) = p(F). Form the product space (X,S) = X:= 1 (Xn,Sn), 
and, for each positive integer n, let Sn be the measurable transformation from 
X n into Xl X' .. X X n defined by Sn(Xn) = (Zl, "', Zn), Zi = Xn, i = I, .. " n. 

(3a) For each measurable {I, "', n}-cylinder E in X, 

(E = A X Xn+l X X n+2 X",, AeS! X"'X Sn), 

write Il(E) = Iln(Sn -l(A)). The set function J.l is thereby unambiguously de­
fined on Fand, for each fixed positive integer n, Il is a probability measure on F n. 

(3b) If Ei is the set of aII those points (Xl, X2, ••• ) in X whose first i coordi­
nates are all equal to each other, i = 1, 2, "', then Ei e Fi. (Hint: if 

then Di is a measurable subset of the i-dimensional Cartesian product of Y 
with itself, and 

(3c) The set function J.l on Fis not continuous from above at O. (Hint: con­
sider the sets Ei, i = I, 2, "', defined in (3b), and observe that J.l(Ei) = 1 
and nt'-l Ei = 0.) 

(4) The zero-one law (46.3) is a special case of Theorem B. Indeed if E is a 
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Jn-cylinder and if F is a measurable subset of Y n, then T,. -l(F) is a {I, ... , n} ~ 
cylinder and 

p,(E n Tn -l(F)) = p.(E)p.Tn -l(F) = L p.(E)dp.,., 

and therefore p(E,T,.(x)) is a constant (= p.(E)) alm ost everywhere Lul. It 
follows from Theorem B that XE(X) = p.(E) Lul, and hence that p.(E) is either 
o or 1. 



Chapter X 

LOCALLY COMPACT SPACES 

§ 50. TOPOLOGICAL LEMMAS 

In this section we shall derive a few auxiliary topological 
results which, because of their special nature, are usually not dis­
cussed in topology books. 

Throughout this chapter, unless in a special context we explicitly 
say otherwise, we shall assume that X is a locally compact 
Hausdorff space. We shall use the symbol 5' for the class of all 
real valued, continuous functionsf on X such that 0 ;;i:.f(x) ;;i:. I 
for all x in X. 

Theorem A. 1f C is a compact set and U and V are open 
sets such that C c U U V, thm there exist compact sets D and 
E such that D c U, E c V, and C = D U E. 

Proof. Since C - U and C - V are disjoint compact sets, 
there exist two disjoint open sets 0 and P such that C - U c 0 
and C - V c P; we write D = C - 0 and E = C - P. It 
is easy to verify that D c U, E c V, and that D and E are com­
pact; since 0 n P = 0, we have D U E = (C - 0) U (C - p) 
= C - (0 n p) = C. I 

Theorem B. 1f C is a compact set, F is a closed set, and 
C n F = 0, then there exists afunctionf in 5' such thatf(x) = ° 
for x in C andf(x) = Ifor x in F. 

Proof. Since X is completely regular, corresponding to each 
pointy in C there exists a functionfll in 5' such thatfl/(Y) = ° and 
ll/(x) = I for x in F. Since the class of all sets of the form 

216 
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{x:f,,(x) < !},)' in C, is an open covering of C, and since Cis 
compact, there exists a finite subset {Yh "', Yn} of C such that 

Ce U;-l {x:fl/'(x) < !}. 

If we write g(x) = n;-dy,(x), then g e iJ'; since 0 ;;;; fl/(x) ;;;; 1 
for all x in X and all Y in C, it follows that g(x) < ! for x in C 
and g(x) = 1 for x in F. It is easy to verify that iff = (2g - 1) 
U 0, thenf e iJ',f(x) = 0 for x in C, andf(x) = 1 for x in F. I 

It is sometimes relevant to know not only whether or not a 
functionf (in iJ') can be [ound which vanishes on C, as in Theorem 
B, but also whether or not it may be chosen so as not to vanish 
anywhere else. The answer is in general negative; the following 
theorem contains some of the pertinent details. 

Theorem C. 1f f is areal valued continuous function on 
X and c is areal number, then each of the three sets 

{x:f(x) ~ c}, {x:f(x) ~ c}, and {x:f(x) = c} 

is a closed Ga. 1f, conversely, C is a compact Ga, then there 
exists a function f in iJ' such that C = {x: f(x) = O}. 

Proof. Since {x: fex) ~ c} = {x: -f(x);;;; -cl and since 
{x:f(x) = c} = {x:f(x) ~ c} n {x:f(x) ;;;; cl, it is sufficient to 
consider the set {x: fex) ~ c}. The fact that this set is closed 

(and that, for every n = 1, 2, "', the set {x: fex) < c +~} 
is open) follows from the continuity of f; the fact that it is a 
Ga is shown by the relation 

{x:f(x) ~ c} = n:-l {x:f(x) < c + ~}. 

Suppose, conversely, that C = n:-l Un , where C is compact 
and {Un } is a sequence of open sets. For every n = 1, 2, "', 
there exists a functionfn in iJ' (Theorem B) such thatfn(x) = 0 
for x in C and fn(x) = 1 for x in X - Uno If we write fex) = 

1 :E:-l -fn(x), then fe iJ' and fex) = 0 tor x m C. For any 
2n 

x in X - C there exists at least one positive integer n for which 
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X 8 X - Uni it follows that, for X in X - C, j(x) ~ 21njn(x) 

1 
2n > 0, and therefore that C = {x:j(x) = O}. I 

Theorem D. 1j C is compact, U is open, and Ce U, then 
there exist sets Co and Uo such that Co is a compact G~, Uo is 
a u-compact open set, and 

Ce Uo c Co c U. 

Proof. Since there exists a bounded open set V such that 
Ce V c U, there is no loss of generality in assuming that U 
is bounded. Let j be a function in g: such that j(x) = 0 for x 
in C andj(x) = 1 for x in X - U, (Theorem B); write 

Uo = {x:j(x) < tl and Co = {x:j(x) ~ tl. 
Clearly C c Uo c Co c U and, by Theorem C, Co is a dosed 
G~. The fact that Co is compact follows from the boundedness of 
U; the fact that Uo is u-compact is shown by the relation 

Uo = U:=l {x:j(x) ~ ~ - ;n}' I 

Theorem E. 1j X is separable, then every compact subset 
C of Xis aGa. 

Proof. If a point x of X is not in C, then there exist two 
disjoint open sets U(x) and V(x) such that Ce U(x) and x 8 V(x). 
Since Xis separable and since the dass f V(x): x 8' c} is an open 
covering of X - C, there exists a sequence {x n } of points in X. 
such that 

It follows that 

n:-l U(xn) ::) C::) n:=l (X - V(xn» :::> n:-l U(xn). I 

(1) An alternative proof of Theorem B may be given by introducing the one­
point compactification of X and using the known fact that every compact 
Hausdorff space is normal, and that therefore if C and D are two disjoint c10sed 
subsets of a compact Hausdorff space, then there exists a function J in 5' such 
thatJ(x) = 0 for x in C andJ(x) = 1 for X in D. 



[SEC. 51) WCALLY COMPACT SPACES 219 

(2) Theorem C may be applied to prove the result, which is also easy to prove 
directly, that the dass of all compact Ga's is dosed under the formation of finite 
unions and countable intersections. 

(3) If X* is the one-point compactification, by x*, of an uncountable discrete 
space X, then the one-point set {x*} is a compact set which is not aGa. 

(4) Let I be an arbitrary uncountable set; for each i in I, let Xi be the (com­
pact Hausdorff) space consisting of the two real numbers 0 and 1, and let X 
be the Cartesian product Xi Xi. 

(4a) Every one-point set in Xis a compact set which is not aGa. 
(4b) We call a subset E of X an t(o-set if there exists a countable set J in I 

such that E is a J-cylinder; (cf. 38.2). A compact set C in Xis aGa if and only 
if it is an t(o-set. (Hint: if C is compact, U is open, and ce U, then, by the 
definition of topology in X, there exist a finite subset J of I and an open set Uo 
which is a J-cylinder such that C C Uo CU.) 

(4c) If fis any real valued continuous function on X and M is any Borel set 
on the realline, thenf-l(M) is an t(o-set. 

(5) Let X* and y* be the one-point compactifications (by x* and y*) of a 
countably infinite and an uncountable discrete space, respectively. The subsets 

({x*} X Y*) - {(x*,y*)} and (X* X {y*}) - {(x*,y*)} 

of the locally compact Hausdorff space (X* X Y*) - {(x*,y*)} may be used to 
show that Theorem B is false if C is not required to be compact. 

(6) The dass of all q-compact open sets is a base; (cf. Theorem D). 

§ 51. BOREL SETS AND BAIRE SETS 

The relations between measurability and continuity are most 
interesting, and have been studied most, in locally compact 
spaces. We continue with our study of a fixed locally compact 
Hausdorff space X; in the present section we shall introduce the 
basic concepts and results of a theory of measurability in X. 

We shall denote by C the dass of all compact sub sets of X, 
by S the q-ring generated by C, and by U the dass of all open sets 
belonging to S. Weshall call the sets of S the Borel sets of X, 
so that, for instance, U may be described as the dass of all open 
Borel sets. Areal valued function on X is Borel measurable 
(or simply a Borel function) if it is measurable with respect to 
the q-ring S. 

Theorem A. Every Bore! set is q-bounded; every q-bounded 
open set is a Bore! set. 

Proof. Every compact set is trivially bounded and therefore 
q-bounded. The dass of all q-bounded sets is a q-ring; since this 
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<T-ring indudes C, it contains every set of the <T-ring generated 
by C. 

Suppose, conversely, that U is open and that {Cn } is a sequence 
of compact sets such that 

U c U:=l Cn = K. 

Sin.:e, for n = 1,2, ... , Cn - U is compact, it follows that 

D = U:=l (Cn - U) ES; 

since D = K - U, it follows that U = K - (K - U) ES. I 
We shall denote by Co the d~ss of all those compact subsets 

of X which are Gö's, by So the <T-ring genera ted by Co, and by Uo 
the dass of 21.11 open sets belonging to So. We shall call the sets 
of So the Baire sets of X, so that, for instance, Uo may be de­
scribed as the dass of all open Baire sets. Areal valued function 
on X is Baire measurable (or simply a Baire function) if it is 
measurable with respect to the <T-ring So. 

On first glance it might appear that the Borel sets are the 
obvious objects of measure theoretic investigation in locally 
compact spaces. There are, however, several natural reasons 
for the introduction of the apparently artificial concept of Baire 
set. First: the theory of Baire sets is in some respects simpler 
than the theory of Borel sets, and knowledge about Baire sets 
frequently provides a successful tool for dealing with Borel sets; 
(cf. § 63). Second: the study of Baire sets is connected with the 
reasonable requirement that the concept of measurability in X 
should be so defined as to ensure that every continuous function 
(or at least every continuous function which vanishes outside 
some compact set) is measurable; (cf. Theorem B below). Third: 
the dass of all Baire sets plays a distinguished role, in that it is 
the minimal <T-ring which contains sufficiently many sets to de­
scribe the topology of X; (cf. Theorem C below). Fourth: in 
all dassical special cases of the theory of measure in topological 
spaces (e.g. in Eudidean spaces) the concepts of Borel set and 
Baire set coalesce; (cf. 50.E). 

Theorem B. 1j areal valued, continuous junction j on X iJ 
such that the set NU) = {x: j(x) ~ o} 15 <T-bounded, then j is 
Baire measurable. 
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Proof. If a q-bounded open set U is an Fq , then there exists a 
sequence {Cn } of compact sets such that U = U:=l Cn • By 
50.D, for each positive integer n there exists a compact Baire 
set D n such that Cn C Dn C U. It follows that U = U:=l Dn 

and hence that U is a Baire set. The assumptions on j imply 
that, for every real number c, the set NU) n {x:j(x) < c} is a 
q-bounded open set which is an F q • I 

Theorem C. 1j B is a subbase and ij S is a q-ring contain­
ing B, then S => So. 

Proof. If C is a compact set and U is an open set containing 
C, then there exists a set E which is a finite union of finite inter­
sections of sets of B (and which therefore belongs to S) such that 
Ce E c U. Hence, if C = n:=l Un , where each Un is open, 
then, for every n = 1, 2, ... , there exists a set E n in S such that 
Ce E n c Un; it follows that C = n:=l En eS. Since we have 
thus proved that Co C S, the desired result follows from the 
definition of So. I 

The dass of Baire sets was defined to be the q-ring generated 
by the dass of compact Go's; it appears conceivable (though upon 
reflection somewhat improbable) that a compact set may be a 
Baire set without being a Go, i.e. that compact sets other than the 
generating ones manage to get into So. The purpose of the follow­
ing theorem is to show that this does not happen. 

Theorem D. Every compact Baire set is a Go. 

Proof. Let C be a compact set in So; by 5.D, there exists a 
sequence {Cn 1 of sets in Co such that C belongs to the q-ring 
S({ CnD. By 50.C, for every n = 1, 2, ... , there exists a func­
tionjn in ~ such that Cn = {X:jn(X) = O}. If for each pair, x 
and y, of poin ts in X we wri te 

then d(x,x) = 0, d(x,y) = d(y,x), and 0;:2; d(x,y) ;:2; d(x,z) + 
d(z,y). Itfollowsthatifwewritex =ywheneverd(x,y) = O,then 
the relation "=" is reflexive, symmetrie, and transitive, and 
therefore an equivalence relation; we denote the set of all equiv-
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alence classes by 8. For every x in X we write ~ = T(x) for the 
(uniquely determined) equivalence dass which contains x. 

If T(XI) = T(YI) and T(X2) = T(Y2) (i.e. if Xl == Yl and X2 == Y2), 
then 

d(Xt,X2) ~ d(Xt,YI) + d(Yt,Y2) + d(Y2,X2) = d(Yt,Y2)' 

and, by symmetry, d(Yt,Y2) ~ d(Xl,X2), so that d(Xl,X2) = d(Yl,Y2)' 
This means that if h = T(XI) and ~2 = T(X2) are two elements of 
8, then the equation O(~1,~2) = d(Xl,X2) unambiguously defines 
the number O(~1,~2)' Since o(h,b) = 0 implies that ~l = ~2' 
the function 0 is ametrie on 8. If ~o = T(xo) is any point of the 
metric space 8, if ro is any positive number, and if E = {~: o(~o,~) 
< ro}, then T-1(E) = {x: d(xo,x) < rol; since d(xo,x) depends 
continuously on x, this proves that T is a continuous transforma­
tion from X onto 8. 

A subset of X is the inverse image (under T) of a subset of 8 
if and only if it has the property that it contains, along with any 
of its points, all points equivalent to that one (i.e. if and only 
if it is a union of equivalence classes). Since each Cn has this 
property, since the dass of all inverse image sets is au-ring, and 
since Ce S({ CnD, it follows that there exists a subset r of 8 
with T-I(r) = C. Since T(T-1(r» = r, since T is continuous, 
and since Cis compact, it follows that r is compact. Since every 
closed (and therefore every compact) subset of ametrie space is 
aGa, there exists a sequence {ß n l of open sub sets of 8 with 

r = n:~l .:1n • 

1f we write Un = T-1(ß n ), n = 1, 2, ... , then C = n:=l Uni 
since, by the continuity of T, U n is open, it follows that C e Co. I 

Theorem E. 11 X and Y are locally compact Hausdorff 
spaces, and if Ao, Bo, and So are the u-rings of Baire sets in 
X, Y, and X X Y respectively, thm So = Ao X Bo. 

Proof. If A. and Bare compact Baire sets in X and Y respec­
tively, then A. X B is a compact Go, and hence a compact Baire 
set in X X Y. Since Ao X Bo is the u-ring generated by the dass 
of all sets of the form A. X B, it follows that Ao X Bo c So. 
If U and V are open Baire sets in X and Y respectively, then 
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u X V e Ao X Bo• Since the dass of all sets of the form U X 17 
is a base for X X Y, it follows from Theorem C that Ao X Ba => 
80• I 

We condude this section by stating, for the purpose of refer­
ence, an easily verified theorem related to the generation of Borel 
sets and Baire sets; (cf. 5.2 and 5.3). 

Theorem F. The dass of al/finite, dis joint unions of proper 
diJ1erences 0] sets 0] C [or 0] Co] is a ring; the u-ring it generates 
coincides with 8 [or, respectively, with 8 0 ]. 

(1) The definition of Borel set for the real line, when it is eonsidered as a 
loeally eompaet spaee, is equivalent with the definition in § 15. 

(2) The entire spaee X is a Borel set if and only if it is u-eompaet. 
(3) The u-ring genera ted by the dass of all bounded open sets, or, equivalently, 

the u-ring generated by U, coincides with S. (Hint: for every compact set C, 
let U be a bounded open set eontaining C, and consider U - (U - C).) 

(4) If X is the produet spaee of 50.4, then the dass of Baire sets coincides 
with the dass of measurable sets, as defined in § 38. 

(5) The u-ring generated by the dass of all bounded open Baire sets, or, 
equivalently, the u-ring generated by Uo, coineides with So. (Hint: if C is 
compact, U is open, and C C U, then there exists a bounded open Baire set 
Uo such that ce Uo CU.) 

(6) The term "Baire set" is suggested by the term "Baire function" as used 
in analysis. If <B is the smallest dass of funetions which eontains all continuous 
functions and contains the limit of every pointwise (but not neeessarily uni­
formly) convergent sequenee of functions in it, then the functions of<B are ealled 
the Baire functions on X. A necessary and sufficient condition that a set be a 
Baire set is that it be a Borel set and that its eharaeteristic funetion be a Baire 
function. 

(7) Every Boolean u-algebra is isomorphie to the dass of all Baire sets, 
modulo Baire sets of the first category, in a totally diseonnected, compact 
Hausdorff space. (Hint: cf. 40.15c and observe that the u-ring generated by 
the dass of all open-dosed sets in a totally diseonnected, compact Hausdorff 
space coincides with the dass of all Baire sets.) 

§ 52. REGULAR MEASURES 

A Borel measure is a measure }L defined on the dass 8 of all 
Borel sets and such that }LeC) < <Xl for every C in C; a Baire 
measure is a measure }Lo defined on the dass 80 of all Baire sets 
and such that JLo(Co) < <Xl for every Co in Co. 

Several aspects of the theories of Borel measures and Baire 
measures are so similar to each other that it is worth while to 
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develop them simultaneously; for this purpose we adopt the fol­
lowing notational device. Throughout this sec ti on we shall use 
C, U, and S to stand either for C, U, and 8 or else for Co, Uo, 
and 80' respectively, and we shall study a measure {l which is a 
Borel measure if S = 8 and a Baire measure if S = 80' 

A set E in S is outer regular (with respect to the measure (l) if 

(leE) = inf {{l(U): E c U eU}; 

a set E in S is inner regular (with respect to (l) if 

(leE) = Sllp {{l(C): E:J Ce C}. 

A set E in S is regular if it is both inner regular and outer regular; 
a measure {l is regular if every set E in S is regular. 

Loosely speaking, a measure is regular if all its values may be 
calculated from its values on the topologically important com­
pact sets and open sets; if it is desired that the measure theoretic 
structure of X be not completely unrelated to its topologie al 
structure, the condition of regularity is a natural one to impose. 
The measure theoretic behavior of a non regular set is very 
pa thological. 

It is easy to verify that if E eS and (leE) = 00, or if E eU, 
or if E is the intersection of a sequence of sets of finite measure 
in "0, then E is outer regular. Dually, if E eS and (leE) = 0, 
or if E e C, or if E is the union of a sequence of sets in C, then 
E is inner regular. Our first purpose in the sequel is to show that 
the regularity of certain sets implies the regularity of many others. 
The motivation of the particular steps in the proof is furnished 
by 51.F; we progress from compact sets to their differences, and 
from differences to unions of differences. After that we shall show 
that the dass of regular sets has sufficient dosure properties to 
justify the application of the theorem on the monotone dass 
genera ted by a ring, and thus we shall obtain the condusion that 
certain measures are necessarily regular. 

Theorem A. I] every set in e is outer regular, then so is 
every proper dijference 0] two sets 0] e; ij every bounded set in 
U is inner regular, then so is every proper dijference 0] two sets 
o]e. 
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Proof. Let C and D be two sets in C such that C:::J D. If 
Cis outer regular, then, for every € > 0, there is a set U in U such 
that Ce U and {leU) ~ {l(C) + €. Since C - D cU - D EU, 
the relations 

j1(U - D) - j1(C - D) = j1((U - D) - (C - D» = 

= {l(U - C) = j1(U) - j1(C) ~ € 

imply that C - D is outer regular. 
To prove the assertion concerning inner regularity, let U be a 

bounded set in U such that Ce U. If the bounded set U - D 
(in tJ) is inner regular, then, for every € > 0, there is a set E 
in C such that E c U - D and j1(U - D) ~ j1(E) + €. Since 
C - D = C n (U - D) :::J C n E e C, the relations 

j1(C - D) - j1(C n E) = {l((C - D) - (C n E» = 

= {l((C - D) - E) ~ 

~ j1((U - D) - E) = 

= j1(U - D) - j1(E) ~ € 

imply that C - Dis inner regular. I 
Theorem B. A finite, dis joint union oj inner regular sets 01 

finite measure is inner regular. 

Proof. If {Eh···' E n } is a finite, disjoint dass of inner reg­
ular sets of finite measure, then, for every € > ° and for every 
i = 1, ... , n, there exists a set Ci in C such that 

If C = U~-l Ci and E = U~=l Ei, then E:::J Ce C, and the 
relations 

imply that E is inner regular. I 
It is easy, but unnecessary, to prove the analogous result for 

outer regular sets; the following theorem is much more indusive. 
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Theorem C. The union of a sequenee 0/ outer regular sets is 
outer regular; the union of an inereasing sequenee 0/ inner 
regular sets is inner regular. 

Proof. If {Ei} is a sequence of outer regular sets, then, for 
every E > 0 and for every i = 1, 2, "', there exists a set Ui 

in tJ such that 
E 

Ei c Ui ana (J,(Ui ) ~ (J,(Ei) + 2i ; 

we write U = U;=l Ui • If E = U::'l Ei and (J,(E) = 00, then 
E is trivially outer regular; if (leE) < 00, then 

(l(U) - (J,(E) = (leU - E) ~ {l(U::'l (Ui - Ei» ~ 

~ L::'l (l(Ui - Ei) = L::'l ({l(Ui) - (l(Ei» ~ E. 

If {Ei} is an increasing sequence of inner regular sets and 
E = U;'..l Ei, we make use of the relation 

(leE) = limi (l(E.). 

We are to prove that, for every real number e with e < (l(E), there 
is a set E in C such that C c E and e < (l(C). To prove this, we 
need only select a value of i so that e < (l(Ei ), and then, using 
the inner regularity of E., find a set C in C such that Ce Ei 
and c < (l(G). I 

Theorem D. The interseetion of a sequenee 0/ inner regular 
sets 0/ finite measure is inner regular; the intersection 0/ a 
deereasing sequenee 0/ outer regular sets 0/ finite measure is 
outer regular. 

Proof. If {Ei} is a seq uence of inner regular sets of fini te 
measure, then, for every E > 0 and for every i = 1, 2, "', there 
exists a set Ci in C such that 

E 
and (l(E.) ~ (l(Ci) + 2i ; 

we write G = n::'l Ci. If E = n::'l Ei, then E :::> Ce C and 

ME) - (J,(C) = (l(E - C) ~ {l(U::'l (Ei - Ci» ~ 

~ Li"-l (J,(Ei - Ci) = L;:'l ({l(Ei) - (l(C.» ~ E. 
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If {Ei} is a decreasing sequence of outer regular sets of finite 
measure and E = n:'-l Ei, we make use of the relation 

We are to prove that, for every real number c with c > ME), 
there is a set U in "0 such that E c U and c > J1(U). To prove 
this we need only select a value of i so that c > J1(Ei ) and then, 
using the outer regularity of Ei, find a set U in "0 such that 
Ei C U and J1(U) < c. I 

The duality between inner and outer regularity is even more 
thoroughgoing than is indicated by the similarities among the 
above proofs; we proceed to prove that the two kinds of regularity 
are essentially the same. 

Theorem E. A necessary and sufficient condition that euery 
set in C be outer regular is that euery bounded set in "0 be inner 
regular. 

Proof. Suppose that every set in C is outer regular, let U 
be a bounded set in "0, and let E be a positive number. Let C 
be a set in C such that U C C; since C - U is compact and be­
longs to S, it follows from 51.D that C - U e C, and therefore 
that there exists a set V in "0 such that 

C - U c V and J1(V) ~ J1(C - U) + E. 

Since U = C - (C - U) ::::> C - V e C, the relations 

J1(U) - J1(C - V) = J1(U - (C - V)) = J1(U n V) ~ 

~ J1(V - (C - U)) = J1(V) - J1(C - U) ~ E 

imply that U is inner regular. 
Suppose next that every bounded set in "0 is inner regular, let 

C be a set in C, and let E be a positive number. Let U be a bounded 
set in "0 such that Ce U; since U - C is a bounded set in "0, 
there exists a set D in C such that 

D c U - C and J1(U - C) ~ J1(D) + E. 



228 LOCALLY COMPACT SPACES [SEC. 52) 

Since C = U - (U - C) c U - D e -0, the relations 

[leU - D) - [l(C) = [l«U - D) - C) = [l«U - C) - D) = 

= [l( U - C) - [l(D) ~ E 

imply that Cis outer regular. I 
Theorem F. Either the outer regularity of euery set in C or 

the inner regularity 0] euery bounded set in -0 is a necessary and 
sujJicient condition ]or the regularity 0] the measure [l. 

Proof. The necessity of both conditions is trivial. To prove 
sufficiency, it is enough (Theorem C) to prove that every bounded 
set in S is regular, since every set in S is the union of an increas­
ing sequence of bounded sets in S. Let Eo be a bounded set in S 
and let Co be a set in C such that Eo c Co. By 5.E, the O'-ring 
S n Co is generated by the dass of all sets of the form C n Co, 
where Ce C. By 51.F (applied to the compact space Co), this 
O'-ring is genera ted by the ring of all sets of the form E n Co, 
where E is a finite, disjoint union of proper differences of sets of 
C. According as the condition on C or on -0 is assumed, it follows 
from Theorems A, B, and C that every set in this ring is outer 
or inner regular. Since, by Theorems C and D, the dass of outer 
regular subsets of Co and the dass of inner regular subsets of Co 
are both monotone dasses, it follows from 6.B and Theorem E 
that, assuming either of the two conditions, if a subset of Co is 
in S, then it is regular, and hence, in particular, that Eo is 
regular. I 

Theorem G. Euery Baire measure v is regular; if C e C, then 

v*(C) = inf {v(Uo): Ce Uo eUo}, 

and, if U e U, then 

v*(U) = sup {v(Co): U:J Co eCo}. 

Proof. Since every set in Co may be written as the intersection 
of a decreasing sequence of sets of finite measure in Uo, the 
regularity of v follows from Theorem F. Since, by definition of 
outer measure, 

v*( C) = inf {v(Eo): C c Eo e So} ~ inf {v( Uo): C C Uo e Uo}, 
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for every E > 0, there exists a set Eo in So such that C c Eo and 
E 

p(Eo) ~ p*(C) + 2' The outer regularity of E o implies the 

existence of a set Uo in Uo such that 
E 

E o c Uo and p(Uo) ~ p(Eo) + 2 ; 

it follows that Ce Uo and p(Uo) ~ p*(C) + E. The proof of the 
assertion concerning inner measure exploits, in an entirely similar 
way, the inner regularity of every Baire set Eo. I 

Theorem H. Let M be a Bore! measure and let p be the Baire 
contraction 0] M (defined]or every Baire set E by p(E) = M(E)). 
Either 0] the two conditions, . 

M(C) = p*(C) ]or all C in C, 

M(U) = p*(U) ]or all bounded open U in U, 

is necessary and sufficient ]or the regularity 0] M. I] two regular 
Borel measures agree on all Baire sets, then they agree on all 
Bore! sets. 

Proof. If, for some C in C, M(C) = v*(C), then according to 
Theorem G, for every E > 0 there exists a set Uo in Uo such that 

Ce Uo and M(Uo) = v(Uo) ~ v*(C) + E = p,(C) + E; 

this implies that C is outer regular and hence that M is regular. 
The proof of the sufficiency of the condition involving p* exploits, 
in an entirely similar way, the last assertion of Theorem G. 

Suppose next that M is regular and let E be an arbitrary positive 
number. For any C in C, there exists a bounded set U in U such 
that Ce U and M(U) ~ M(C) + E; similarly, for any bounded 
set U in U, there exists a set C in C such that C c U and M(U) ~ 
p,(C) + E. In either case, there exist sets Co in Co and Uo in Uo 
such that Ce Uo c Co c U, (50.D). It follows from Theorem 
G that 

and 
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The arbitrariness of E implies that 

v*(C) ~ p,(C) and p*(U) ~ p,(U); 

the reverse inequality is obvious in both cases. Since it has thus 
been shown that the values of a regular measure on the Baire 
sets uniquely determine its values on the compact sets, the last 
assertion of the theorem follows from 51.F. I 

We conclude this section by introducing a concept which some­
times provides a useful tool for proving regularity. If p, is any 
Borel measure, its Baire contraction p'o, defined for all E in 80 

by P,o(E) = p,(E), is a Baire measure associated with p, in a natural 
way. If it happens that every set in C or every bounded set in U, 
and therefore in either case, every set in 8 is p,o*-measurable 
(i.e. if all compact sets, and therefore all Borel sets, belong to 
the domain of definition of the completion of P,o), then we shall 
say that the Borel measure p, is completion regular. If p, is com­
pletion regular, then to every Borel set E there correspond two 
Baire sets A and B such that 

AcE c Band P,o(B - A) = 0; 

it follows from Theorem H that completion regularity implies 
regulari ty. 

(1) Every Borel measure is u-finite. 
(2) If the space X is compact, then the dass of an regular sets is anormal 

dass; (cf. 6.2). 
(3) If fJ. is a Borel measure and if there exists a countable set Y such that 

fJ.(E) = p.(E n Y) for every Borel set E, then p. is regular. 
(4) If Xis the Eudidean plane and if p. is Lebesgue measure on the dass of an 

Borel sets, then fJ. is a regular Borel measure in the sense of this section. If, 
however, for every Borel set E, p.(E) is defined to be the sum of the linear 
measures of an horizontal sections of E, then p. is not a Borel measure. 

(5) Suppose that Xis compact and x* is a point such that {x*} is not a Gß; 

(cf., for instance, 50.3). If, for every E in S, p.(E) = XE(X*), then fJ. is a regular 
Borel measure which is not completion regular. 

(6) If fJ.l, fJ.2, and fJ. are Borel measures such that p. = fJ.l + fJ.2, then the regu­
larity of any two of them implies that of the third. (Hint: if Ce C, U e Ul 

Ce U, and fJ.(U) ~ fJ.(C) + E, then 
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(7) Suppose that X and Y are compact Hausdorff spaces, T is a continuous 
transformation from X onto Y, and /L is a Borel measure on X. If p = /LT-l, 
and if Dis a compact subset of Y, then D is regular with respect to p if and only 
if C = T-l(D) is regular with respect to /L. (Hint: if Ce U e U, then T(X - U) 
and D are disjoint compaet sets in Y. If V is a neighborhood of D which is 
disjoint from T(X - U), then ce T-l(V) CU.) 

(8) If /L is a regular Borel measure, then, for every q-bounded set E, 

/L*(E) = inf {/L(U): E C U e U} and /L* (E) = sup {/L(C): E :::> Ce Cl. 

(9) If /L and p are Borel measures such that /L is regular and p« /L, then p 

is regular. 
(lOa) Let n be the first uncountable ordinal, and let X be the set of all ordinals 

less than or equal to n. Write X = X - {ni. If the dass of all "intervals" 
of the form {x: a < x & ß} together with the set {O} is taken for a base, then X 
is eompaet. 

(lOb) The dass of all unbounded, dosed subsets of X is dosed under the 
formation of eountable intersections. 

(lOe) If, for every Borel set E in X, /L(E) = 1 or 0 aceording as E does or does 
not contain an unbounded, dosed subset of X, then /L is a Borel measure. 

(IOd) The Borel measure /L is not regular. (Hint: every interval containing 
n has measure 1.) 

§ 53. GENERATION OF BOREL MEASURES 

The purpose of this section is to show how certain (regular) 
Borel measures may be obtained from more primitive set functions. 

We define a content as a non negative, finite, monotone, addi­
tive, and sub additive set function on the dass C of all compact 
sets. In other words, a content is a set function }.. on C which is 
such that (a) 0 ~ }..(C) < 00 for all C in C, (b) if C and D are 
compact sets for which Ce D, then }..(C) ~ }..(D), (c) if C and 
D are disjoint compact sets, then }"(C U D) = }"(C) + }..(D), and 
(d) if C and D are any two compact sets, then MC U D) ~ }"(C) + 
}..(D). We observe that, since }"(O) + }"(O) = }..(O U 0) = }"(O) < 
00, a content must always vanish on the empty set. 

The outline of OUf procedure from now on will be as follows. 
In terms of a given content}.. we shall define a set function }..* 
on the dass of open Borel sets, and in terms of}..* we shall define 
an outer measure p.* on the dass of all cr-bounded sets. Then 
we shall use the already established theory of p.*-measurability 
to obtain from the outer measure p.* a measure p. which will, in 
fact, turn out to be a regular Borel measure. 
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The inner content A*, induced by a content A, is the set func­
tion defined for every U in U by 

A*(U) = sup {A(C): U => C 8 C}. 

Theorem A. The inner content A* induced by a content A 
vanishes at 0, and is monotone, countably subadditive, and 
countably additive. 

Proof. It is obvious that A*(O) = O. If U and V are in U, 
if U c V, and if C is a compact set contained in U, then C c V 
and therefore A(C) ~ A*(V). It follows that 

A*(U) = sup A(C) ~ A*(V). 

If U and V are in U and if C is a compact set such that C c U 
U V, then (50.A) there exist compact sets D and E such that 
D c U, E c V, and C = D U E. Since A( C) ~ A(D) + A(E) 
~ A*(U) + A*(V), it follows that 

A*(U U V) = sup A(C) ~ A*(U) + A*(V), 

i.e. that A* is sub additive. It follows immediate1y, by mathe­
matical induction, that A* is finitely subadditive. If {Ui } is a 
sequence of sets in U and if C is a compact set such that C c 
U;:'l U i , then, by the compactness of C, there is a positive integer 
n such that C c U7=1 Ui • It follows that 

'X(C) ~ A*(U7=1 Ui ) ~ L:7=1 A*(Ui ) ~ L:~=1 A*(Ui), 

and therefore that 

A*CU;:'l U i ) = sup A(C) ~ L:~=1 A*(Ui ), 

i.e. that A* is countably subadditive. 
Suppose next that U and V are two disjoint sets in U and let 

C and D be compact sets such that Ce U and D c V. Since 
C and D are disjoint and since C U D c U U V, we have 

A(C) + A(D) = A(e U D) ~ 'X*(U U V), 

and therefore 

A*(U) + A*(V) = sup A(C) + sup A(D) ~ A*(U U V). 

The subadditivity OfA* implies now that A* is additive and hence, 
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by mathematical induction, that A* is finitely additive. If { Ui} 
is a disjoint sequence of sets in U, then 

A*(U::'l Ui ) ~ A*(U~=l Ui) = ~~-1 A*(Ui); 

since this is true for every n = 1,2, ... , it follows that 

A*(U;-l Ui) ~ ~::'1 A*(Ui ). 

The countable additivity of A* follows from its already proved 
countable subadditivity. I 

If A is a content and A* is the inner content induced by A, 
we define a set function p,* on the hereditary u-ring of all 
u-bounded sets by 

p,*(E) = inf {A*(U): E c U e U}. 

The set function p,* is called the outer measure induced by A; 
the terminology is justified by the following result. 

Theorem B. The auter measure p,* induced by a cantent A 
is an auter measure. 

Proof. The equation p,*(0) = 0 follows from the facts that 
o c 0 e U and A* (0) = O. If E and F are two u-bounded sets 
such that E cF, and if U is a set in U such that Fe U, then 
E c U and therefore p,*(E) ~ A*(U). It follows that 

p,*(E) ~ infA*(U) = p,*(F). 

If {Ei} is a sequence of u-bounded sets, then, for every E > 0 
and for every i = 1, 2, ... , there exists a set U i in U such that 

E· c U· and A*(U·) ~ II*(E-) +~. "t t - r " 2i 

It follows that 

p,*(U;-l Ei) ~ A*(U::'l Ui) ~ ~::'1 A*(Ui) ~ ~;=l p,*(Ei ) + E; 

the arbitrariness of E implies the countable subadditivity of p,*. I 
It might be conjectured that the procedures of Theorems A and 

B actually yield extensions of A and A* respectively, i.e., for 
instance, that p,* is such that p,*(C) = A(C) for every compact 
set C. This is not true in general; the best that can be said is 
contaioed in the following result. 
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Theorem C. If A* is the inner cantent and p,* is the auter 
measure induced by a cantent A, then p,*(U) = A*(U)far every 
U in U and p,*(CO) ~ A(C) ~ p,*(C) far every C in C. 

(We recall that Co denotes the interior of the set c.) 

Proof. If U e U, then the relation U c U eU implies that 
",*(U) ~ A*(U). If V eU and U c V, then A*(U) ~ A*(V) and 
therefore 

A*(U) ~ infA*(V) = p,*(U). 

If Ce C, U e U, and Ce U, then A(C) ~ A*(U), and there­
fore 

ACC) ~ infA*(U) = p,*(C). 

If C e C, D e C, and D c Co (c C), then A(D) ~ A(C), and 
therefore 

p,*(CO) = A*(CO) = sup A(D) ~ A(C). I 
Theorem D. If p,* is the auter measure induced by a cantent 

A, then a u-baunded set E is p,*-measurable iJ and only iJ 
p,*(U) ~ p,*(U n E) + p,*(U n E') 

for every U in U. 

Proof. Let A* be the inner content induced by A, let A be an 
arbitrary u-bounded set, and let U be a set in U such that A c U. 
From the relations 

A*(U) = p,*(U) ~ p,*(U n E) + p,*(U n E') ~ 

~ p,*(A n E) + p,*(A n E') 
it follows that 

p,*(A) = infA*(U) ~ p,*(A n E) + p,*(A n E'); 

the reverse inequality and the converse follow from the subaddi. 
tivity of p,* and the definition of p,*-measurability. I 

Theorem E. If p,* is the outer measure induced by a con­
tent A, then the set function p" defined far every Borel set E by 
p,(E) = p,*(E), is a regular Borel measure. 

We shall call p, the Borel measure induced by the content A. 
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Proof. We shall prove first that every compact set C (and 
therefore every Borel set) is p.*-measurable; it will then follow 
immediately that p. is a measure on the dass of all Borel sets. 
In virtue of Theorem D it is sufficient to prove that 

p.*(U) ~ p.*(U n C) + p.*(U n C') 

for all U in U. Let D be a compact subset of U n C' and let 
E be a compact subset of U n D' ; we observe that both the sets 
U n C' and UnD' belong to U. Since D n E = 0 and 
D U E c U, it follows that 

p.*(U) = X*(U) ~ X(D U E) = X(D) + X(E), 

where X* is, of course, the inner content induced by x. Therefore 

p.*(U) ~ X(D) + sup X(E) = X(D) + X*(U n D') = 

= X(D) + p.*(U n D/) ~ X(D) + p.*(U n C); 

this in turn implies that 

,u.*(U) ~ p.*(U n C) + sup X(D) = p.*(U n C) + X*(U n C') = 

= p.*(U n C) + p.*(U n C'). 

To prove that p.(C) < 00, we observe that there exists a com­
pact set F such that Ce FO; it follows that 

p.(C) = p.*(C) ~ p.*(PO) ~ X(F) < 00. 

The fact that the measure p. is regular follows, finally, from the 
relations 

p.(C) = p.*(C) = inf {X*(U): Ce U e U} = 

= inf {p.*(U): Ce U e U} = inf {p.(U): C c U e U}. I 
We condude with a result wh ich we shall have opportunity to 

\lSe later. 

Theorem F. Suppose that T is a homeomorphism of X 
onto itself and that Xis a content. I], ]or every C in C, X(C) = 
X(T(C)), and if p. and (l are the Bore! measures induced by X 
and X respective!y, then (l(E) = p.(T(E)) ]or every Borel set E. 
I], in particular, X is invariant under T, then the same is true 
of p.. 
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Proof. If X* and X* are the inner contents induced by X and 
X respectively, and if U e U, then the relations 

{ X (C): U :J C e C} {X(T(C»: U:J Ce C} = 

{X(D): D = T(C), U:J Ce C} 

{X(D): U:J T-1(D) eC} 

{X(D): T(U) :J D e C} 

imply that X*(U) = X*(T(U». If JL* and /1* are the outer meas­
ures induced by X and X respectively, then a similar computation 
shows that, for every u-bounded set E, /1*(E) = JL*(T(E», and 
hence that, for every Borel set E, /1(E) = JL(T(E». The last 
assertion of the theorem is an immediate consequence of the 
preceding ones. I 

(1) The following are exampIes of non negative, finite set functions defined 
on the dass C of all compact sub sets of a locally compact Hausdorff space; some 
of them are contents, whiIe others faiI to possess exactly one of the principal 
defining properties (monotoneness, additivity, and subadditivity) of a content. 

(la) X* is the one-point compactification of an infinite discrete space X; 
for every compact set C in X*, A(C) = 0 or 1 aceording as Cis finite or infinite. 

(lb) Xis a diserete space consisting of a finite number of points; A(C) = 1 
for every eompaet set C. 

(1e) Xis the dosed intervaI [-1, + 1]; MC) = 1 or 0 according as 0 e Co or 
Oe' Co. 

(1d) X* = {X,x*l is, as in (1 a), the one-point eompaetifieation of an infinite 
diserete spaee X; MC) = 1 or ° aeeording as x* e C or x* e' C. 

(le) X = {O, ± ~: n = 1, 2, ... }. H C eontains infinitely many nega­

tive numbers, then A(C) = 0; otherwise A(C) = 1 or 0 aeeording as 0 e C or 
Oe' C. 

(lf) Let J..Io be a Baire measure on X, and, for every C in C, write 

A(C) = sup {J..Io(Co): C:J CoeCol. 

(lg) Let J..I be a Borel measure on X, and, for every C in C, write A(C) = J..I(CO). 
(2) HA and ~ are two contents inducing the outer measures J..I* and jJ.* respec­

tively, and if, for every C in C, A(C) ~ ~(C) ~ J..I*(C), then J..I* = fJ.*. (Hint: 
in view of the first part of Theorem C, it is suffieient to prove that J..I*(U) = 
sup {~(C): U::l Ce Cl for every U in U.) 

(3) The resuIt of (2) may be strengthened to the following converse ofTheorem 
C. HA and ~ are two contents, inducing the outer measures J..I* and fJ.* respec-
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tively, and if, for every C in C, p.*(CO) ;§i ~(C) ~ p.*(C), then p.* = jJ.*. (Hint: 
Theorem E implies that 

p.*(U) = sup {p.*(C): U=> CeC) 

for every U in U. It is to be proved that 

p.*(U) = sup {~(C): U=> CeC). 

If E > 0 and U e U, then there exists a set C in C such that C e U and p.*(U) ;§i 
p.*(C) + E, and there exists a set D in C such that ce no c D CU.) 

(4) If p. is the Borel measure induced by a content A, and ifA(C) > 0 whenever 
Co ;t. 0, then p.(U) > 0 for every non empty U in U. 

(5) Independently of any content A we might consider those outec measures 
p.* on the dass of all u-bounded sets which have the property that 

p.*(C) = inf{p.*(U): Ce UeU) < 00 

for every C in C. Are Theorems D and E true for any such outer measure? 

§ 54. REGULAR CONTENTS 

We have remarked before on the fact that the values of a con­
tent need not coincide (on compact sets, of course) with the values 
of the Borel measure it induces. There is, however, an important 
dass of contents which are such that the process of § 53 is actually 
an extension. In this section we shall study such contents and 
use our results to derive an important extension theorem which 
asserts, in fact, the existence of certain Borel measures whose 
uniqueness was established in 52.H. 

A content X is regular if, for every ein C, 

X(C) = inf {X(D): Ce DO cD e Cl. 
This definition of regularity for contents imitates the definition 
of (outer) regularity for measures as dosely as possible in view 
of the restricted domain of definition of a content. 

Theorem A. 1] p. is the Borel measure induced by a regular 
content X, then p.(C) = X(C) ]or every ein C. 

Proof. If C 8 C, then, because of the regularity of X, for every 
E > 0 there exists a set D in C such that 

C c DO and X(D) ~ X(C) + E. 
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It follows from 53.C that 

the desired result follows from the arbitrariness of E. I 
The following result goes in the converse direction. 

[SEC. 54} 

Theorem B. 11 p, is a regular Borel measure and if,Jor euery 
C in C, A(C) = p,(C), then A is a regular content and the Bore! 
measure induced by A coincides with p,. 

Proof. It is clear that A is a content. The regularity of p, 

implies that, for every C in C and for every E > 0, there exists a 
set U in U such that 

Ce U and p,(U) ~ p,(C) + E. 

If D is a set in C such that C c DO c D c U, then 

X(D) = p,(D) ~ p,(U) ~ p,(C) + E = A(C) + E; 

this proves the regularity of A. If (l is the Borel measure induced 
by A, then, by Theorem A, (l(C) = A(C) = p,(C) for every C in C, 
and therefore, indeed, (l = p,. I 

Theorem C. 11 p,o is a Baire measure and if,Jor euery C in 
C, 

then A is a regular content. 

Proof. It is easy to verify that X is non negative, finite, and 
monotone. 

If C and D are sets in C and Uo and Vo are sets in Uo such that 
C c Uo and D c Vo, then C U D c Uo U Vo e Uo, and therefore 

It follows that 

A(C U D) ~ inf J.Lo(Uo) + inf J.Lo(Vo) = )'(C) + A(D), 

i.e. that A is sub additive. 
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If C and D are disjoint sets in C, then there exist disjoint sets 
Uo and Vo in Uo such that C c Uo and D c Vo. If C U D c Wo 
e Uo, then 

and therefore 

"X(C) + "X(D) ~ inf p.o(Wo) = "X(C UD). 

The fact that "X is additive follows from the fact, proved above, 
that "X is subadditive. 

To prove that "X is regular, let C be any compact set and let E 

be any positive number. By the definition of "X, there exists a 
set Uo in Uo such that 

C c Uo and p.o(Uo) ~ }..(C) + E. 

If Dis a compact set such that Ce DO cD c Uo, then 

"X(D) ~ }Lo(Uo) ~ }..(C) + E. I 

Theorem D. 1f}LO is a Baire measure, thm there exists a 
unique, regular Borel measure }L such that }L(E) = p.o(E) for 
every Baire set E. 

Proof. If, for every C in C, 

"X(C) = inf {p.o(Uo): Ce Uo e Uo}, 

then, by Theorem C, "X is a regular content; let }L be the regular 
Borel measure induced by"X. By Theorem A, }L(C) = "X(C) for 
every C in C. Since (52.G) every Baire measure is regular, we 
have "X(C) = p.o(C), and consequently }L(C) = p.o(C) for every C 
in Co. This proves the existence of }Li uniqueness was explicitly 
stated and proved in 52.H. I 

(1) Which of the set functions described in 53.1 are regular? 
(2) H, in the notation of 53.F, }. is a regular content, then so is A. 
(3) H J.I. is a Bord measure and if, for every C in C, MC) = sup {J.I.(Co): 

C:J Co e Co}, then J.I. is completion regular if and only if}' is a regular content; 
(cf. 53.lf). 

(4) A content>. is inner regular if, for every C in C, MC) = sup {MD): 
CO :J D e C}. The following analogs of Theorems A and Bare true. 
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(4a) If J.i. is the Borel measure induced by an inner regular content ~, then 
J.i.(CO) = ACC) for every C in C. 

(4b) If J.i. is a regular Borel measure and if, for every C in C, ~(C) = J.i.«(;fl), 
then ~ is an inner regular content and the Borel measure induced by ~ coincides 
with 11-. 

§ 55. CLASSES OF CONTINUOUS FUNCTIONS 

1f Xis, as usual, a locally compact Hausdorff space, we shall 
denote by "c(X) or simply by "c the dass of all those real valued, 
continuous functions on X which vanish outside a compact set. 
In other words "c is the dass of all those continuous functions j 
on X for which the set 

NU) = {x:j(x) ;;/= O} 

is bounded. 1f X is not compact and if X* is the one-point com­
pactification of X by x*, then the point x* is frequently called 
the point at infinity, and consequently "c may be described as the 
dass of all those continuous functions wh ich vanish in a neighbor­
hood of infinity. We shall denote by "c+(X) or simply by "c+ 

the subclass of all non negative functions in.c. The first of our 
results concerning these function spaces has been implicit in many 
of our preceding constructions. 

Theorem A. Ij C is any compact Baire set, then there exists 
a decreasing sequence {fn} oj junctions in "c+ such that 

jor every x in X. 

Proof. 1f C = n:=l Un , where each Un is a bounded open 
set, then for each positive integer n there exists a function gn 
in 5= (cf. § 50) such that 

{ 1 if 

o if 

xe C, 

xe' Uno 

1f in = gl n··· n gn, then {fn} is a decreasing sequence of non 
negative contin:lOus functions such that 
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for every x in X; the fact that Un is bounded implies thatfn e "c+, 
n = 1, 2, .. o. I 

If 110 is a Baire measure in X, if fe "c, and if {x: fex) ~ O} c 
Ce Co, then the facts that Ilo(C) < CJ:;J and thatf is bounded and 
Baire measurable (51.B) imply that f is integrable with respect 
to 110 and that 

These statements are true, in particular, if IL is a Borel measure 
and 110 is its Baire contractiono 

Theorem B. 1f a Baire measure IL is such that the measure 
of every non empty Baire open set is positive, and if fe "c+, 

then a necessary and sufficient condition that ffdIL = 0 is that 

fex) = 0 for every x in X. 

Proof. The sufficiency of the condition is trivial. To prove 

necessity, suppose thatffdIL = 0 and let U be a bounded open 

Baire set such that {x: fex) ~ O} c U. If E = {x: fex) = O}, 
then, since 

it follows from the fact thatf is non negative that J.l.(U - E) = 0. 
Since U - Eis an open Baire set, we must have U - E = 0, or 
UcE. I 

Theorem C. 1f J.l.o is a Baire measure and E > 0, then, 
corresponding 10 every inlegrable simple Baire function f, there 
exists an integrable simple function g, 

g = 2:7-1 CiiXC" 

such that Ci is a compact Baire set, i = 1, o' 0, n, and 

flf - g Idllo ~ E. 

Proof. Write f = 2:7-1 CiiXEi and let c be a positive number 
such that I fex) I ~ c for every x in X (i.eo such that I Cii I ~ c 



2_4_2 _______ L_O_C_A_L_L_Y_C_O_M_P_A_C_T_S_P_A_C_E_S_. _____ l'---S_EC. 55J 

for i = 1, "', n). The regularity of Mo implies that, for each 
i = 1, ... , n, there exists a compact Baire set Ci such that 

It follows that if g = L~~l (XiXO" then 

Theorem D. I] Mo is a Baire measure, if E > 0, and if 
g = L~-l (XiXO; is a simple ]unction such that Ci is a compact 
Baire set, i = 1, ... , n, thm there exists a]unction h in "c such 
that 

Proof. Since {Cl) ... , Cn } is a finite, disjoint dass of compact 
sets, there exists a finite, disjoint dass {Ul) ... , Un } of bounded 
open Baire sets such that Ci c U i , i = 1, ... , n. Because of the 
regularity of Mo, there is no loss of generality in assuming that 

where c is a positive number such that I g(x) I ;:;; c for every x 
in X. For each i = 1, ... , n, there exists a function hi in 5' 

such that hi(x) = 1 for x in Ci and hi(x) = ° for x in X - Ui; 
we write h = L~=l (Xih i • Since hi e "c+, i = 1, ... , n, it is dear 
that h e "cj the disjointness of the U i implies that I hex) I ;:;; c for 
all x in X. We have 

(1) If J.L is a regular Borel measure, then the dass of all finite linear combina. 
tions of characteristic functions of compact sets is dense in .ßp(J.L), 1 ~ p < 00. 

(2) If J.L is a regular Borel measure, then .ß is dense in .ßp(J.L), 1 ~ P < 00. 

(3) If J.L is a regular Borel measure, E is a Borel set cf finite measure, and j 
is a Borel measurable function on E, then, for every E > O. there exists a compact 
set C in E such that J.L(E - C) ~ E and such thatj is continuous on C. (Hint' 
if fis a simple function, the result may be proved by the t.;;chnique used in the 
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proof of Theorem C. In the general case, there exists a sequence Un} of simple 
functions converging to /; by Egoroff's theorem and the regularity of J.L, there 

exists a compact set Co in E such that J.L(E) ~ J.L(Co) + ~ and such that Un} 

converges to / uniformlyon Co. Let Cn be a compact subset of E such that 

J.L(E) ~ J.L(C,,) + 2nE+1 and such that/" is continuous on C,,; the set 

C = n:-oCn 

satisfies the required conditions.} This result is known as Lusin's theorem. 

§ 56. LINEAR FUNCTIONALS 

A linear functional on .c is areal valued function A of the func­
tions in .c such that 

A(af + ßg) = aA(j) + ßA(g) 

for every pair,f and g, of functions in .c and every pair, a and ß, 
of real numbers. A linear functional A on .c is positive if A(j) ~ 0 
for every f in .c+. We observe that a positive linear functional A 
is monotone in the sense that if fe .c, g e.c, and f ~ g, then 
A(j) ~ A(g). It is easy to verify that if Jlo is a Baire measure in 

X and if A(j) = ffdJlo for every f in .c, then A is a positive linear 

functional; the main purpose of this seetion is to show that every 
positive linear functional may be obtained in this way. 

We shall find it convenient to employ a somewhat unusual but 
very suggestive notation. If E is any subset of X and f is any 
real valued function on X, then we shall write E cf [or E ::> f] 
if XE(X) ~ fCx) [or XE(X) ~ fex)] for every x in X. 

Theorem A. 1f A is a positive linear functional on .c and ij, 
for every C in C, 

ACC) = inf {A(j): C cf e .c+}, 

thm A is a regular content. 1f p, is the Bord measure induced 
by A, then 

p,(U) ~ A(j) 

for every bounded open set U and for every f in .c+ for wh ich 
Ucf· 
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Proof. The fact that A is positive implies that A(C) ~ 0 for 
every C in C. To prove that A is finite, let C be any compact 
set and let U be any bounded open set containing C. Since there 
exists a functionf in "c+ such thatf(x) = 1 for x in C andf(x) = 0 
for x in X - U, it follows that C cf e "c+ and therefore 

X( C) ~ AU) < 00. 

If C and D are compact sets, C::> D, and if C cf e "c+, then 
D cf, and, therefore, X(D) ~ AU). It follows that X(D) ~ 
inf AU) = X(C), i.e. that X is monotone. 

If C and D are compact sets, and if C cf e "c+ and D c g e "c+, 
then 

C U D cf + g e "c+, 

and therefore X(C U D) ~ AU + g) = AU) + A(g). It follows 
that 

A(C U D) ~ inf AU) + inf A(g) = A(C) + X(D), 

i.e. that X is subadditive. 
If C and D are disjoint compact sets, then there exist disjoint 

bounded open sets U and V such that C C U and D c V. Let 
fand g be functions in "c+ such thatf(x) = 1 for x in C,j(x) = 0 
for x in X - U, g(x) = 1 for x in D, and g(x) = 0 for x in X-V. 
If C U D c h e "c+, then 

A(C) + A(D) ~ A(hj) + A(hg) = A(hU + g)) ~ A(h). 

It follows that 

A(C) + X(D) ~ inf ACh) = ACC U D); 

the additivity of A now follows from its subadditivity. 
We have thus proved that X is a content; it remains to prove 

that A is regular. For every C in C and for every E > 0, there 
exists a functionf in "c+ such that 

E 

C cf and AU) ~ XCC) + 2' 
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If 'Y is areal number, 0 < 'Y < 1, and if D = {x:f(x) ~ 'Y}, then 

C C {x:f(x) ~ 1} c {x:f(x) > 'Y} C DO cD eC. 

Since D c ~ fe "c+, lt follows that 
'Y 

1 1 ( E) X(D) ~ ~AU) ~ ~ X(C) + 2 . 

Since 'Y may be chosen so that 

~(X(C) +~) ~ X(C) +~, 

it follows that X(D) ~ X(C) + E; the arbitrariness of E implies 
that X is regular. 

The last assertion of the theorem is an easy consequence of 
the regularity of}.L. Indeed, if C is a compact set contained in U, 
then C cf and therefore 

}.L(C) = X(C) ~ AU); 

it follows that }.L(U) = sup }.L(C) ~ AU). I 
Theorem B. 1f A is a positive linear functional on "c, if, 

for every C in C, 

X(C) = inf {AU): C cf e "c+L 

and if }.L is the Borel measure induced by the content X, then 

for every f in "c+. 

Proof. Since both ffd}.L and AU) depend linearlv on f, it is 

sufficient to prove the inequality for functions f such that 
o ~ fex) ~ 1 for all x in X. 
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Let n be a fixed positive integer and write, for i = 1, ... , n, 

° 
i - 1 

if j(x) < --, 
n 

ji(X) = 

i - 1 
j(x) ---

n i - 1 i 
--1-- = nj(x) - (i - 1) if -- ~j(x) ~-, 

n n 
n 

1 
t 

if - <j(x). 
n 

Since, for i = 1, ... , n, 

ji = ([nj - (i - 1)] U 0) n 1 = ([nj - Ci - 1)] n 1) U 0, 

the functions ji all belong to oC+. Since for any x for which 
j - 1 j 
-- ~j(x) ~ -, we have 

n n 

ji(X) = {01 ~lff 1 ~ i ~j - 1, 
j + 1 ~ i ~ n, 

it follows thatj(x) = ~ L:i=dJx) for every x in X. 
n 

If, for i=O, 1, ... , n, Ui = {x:j(x) >~}, then Ui is a 

bounded open set such that, for i = 1, ... , n, U i Cji, and hence, 
by Theorem A, J.!(Ui ) ~ AUi). Since Uo :J U1 ::::> ••• :J Un = 0, 
we have 

( i i - 1) 
= L:i-l ;; - -n- J.!(Ui ) = 
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The arbitrariness of n and the finiteness of p.(UO) imply the desired 
result. I 

Theorem C. Ij A is a positive linear functional on .c, ij, 
for every C in C, 

~(C) = inf{A(J): C cf e .c+}, 

and ij p. is the Borel measure induced by the content ~, thm, 
corresponding to every compact set C and every positive number 
E, there exists afunctionfo in .c+ such that C cfo,Jo ~ 1, and 

Proof. Let go be a function in .c+ such that 

C c go and A(go) ~ x( C) + E. 

Iffo = go n 1, then it follows that 

A(fo) ~ A(go) ~ p.( C) + E ~ ffodp. + E. I 

Theorem D. Ij Ais a positive linear functional on .c, then 
there exists a Borel measure p. such that,for every f in .c, 

A(f) = ffdp.. 

Proof. Write ~(C) = inf {A(f): C cf e .c+} for every C in C, 
let p. be the Borel measure induced by the content ~, and let f 
be any fixed function in .c. 

Let C be a compact set such that {x:f(x) ~ O} C C, and let E 

be a positive number. According to Theorem C, there exists a 

functionfo in.c+ such that C cfo,Jo ~ 1, andA(jo) ~ ffodp. + E. 
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We observe that since C cjo, it follows that jjo ;:;: j. If c 
is a positive number such that I j(x) I ~ c for all x in X, then the 
function U + c)jo belongs to oC+ and hence, by Theorem B, 

AU) + cAUo) = A(U + c)jo) ~ fU + c)jodp. = 

= fjdp. + c ffOdp.. 

I t follows that 

the arbitrariness of e implies that AU) ~ fjdp., i.e. that Theorem 

B is true for a11j in oc. Applying this inequality to -j yields its 
own reverse. I 

Theorem E. 1j p. is a regular Bore! measure, ij, jor every 

j in oc, AU) = fjdp., and ij,Jor every C in C, 

A(C) = inf {AU): C cj e oC+L 

then p.(C) = A(C) jor every C in C. Hence, in partieular, the 
representation oj a positive linear junctional as an integral with 
respect to a regular Borel measure is unique. 

Proof. It is clear that p.(C) ~ A(C). If C e C and e > 0, 
then, by the regularity of M, there exists a bounded open set U 
containing C such that p.(U) ~ p.(C) + e. Let j be a function 
in g: such thatj(x) = 1 for x in C andj(x) = ° for x in X - U; 
then C cj e oc+ and 

ACC) ~ AU) = fjdp. ~ p.(U) ~ p..(C) + e. 

The arbitrariness of e implies the desired result. I 

(1) If Xo is a point of X and AU) = f(xo) for every f in oe, and if /J.(E) = XE(XO~ 
for every Bore! set E, then AU) = ffd/J.. 

(2) If /J.o is a Baire measure and AU) = ffd/J.Q for every f in oe, and if /J. is a 
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Borel measure such that AU) = ffd/-L' then /-L(E) = /-Lo(E) for every Baire set E. 

(3) If /-LO is a Baire measure and AU) = ffd/-LO for every f in .c, write 

X*(U) = sup {AU): U=>fe.c+l 

for every U in U, and 

/-L*(E) = inf {X*(U): E C UeUI 

for every q-bounded set E; then /-L*(E) = /-Lo(E) for every Baire set E. 
(4) Let X be the one-point compactification, by 00, of the countable discrete 

space of positive integers. A functionfin .c is, in this case, a convergent sequence 
lJ(n)} of real numbers withf(oo) = limnf(n); the most general positive linear 
functional A is defined by 

where ~n An is a convergent series of positive numbers. 
(5) A linear functional A on .c is bounded if there exists a constant k such that 

I AU) I ~ k sup {If(x) I: x e Xl for every f in.c. Every bounded (but not neces­
sarily positive) linear functional is the difference of two bounded positive linear 
functionals. The proof of this assertion is not trivial; it may be achieved by 
imitating the derivation of the Jordan decomposition of a signed measure. 

(6) If X is compact, then every positive linear functional on .c is bounded. 



Chapter XI 

HAAR MEASURE 

§ 57. FULL SUBGROUPS 

Before beginning our investigation of measure theory in 
topological groups, we shaH devote this brief section to the proof 
of two topological results which have important measure theoretic 
applications. The results concern fuH subgroups; a subgroup Z 
of a topological group X is full if it has a non empty interior. 
We shaH show that a fuH subgroup Z of a topological group X 
embraces the entire topological character of X-everything in X 
that goes beyond Z is described by the left coset structure of Z 
which is topologically discrete. We shaH show also that a locaHy 
compact topological group always has sufficiently small fuH sub­
groups-i.e. fuH subgroups in which none of the measure theoretic 
pathology of the infinite can occur. 

Theorem A. Ij Z is a Juli subgroup of a topological group 
X, then every union of lift cosets of Z is both open and closed 
inX. 

Proof. Since the complement of any union of left cosets is 
itself such a union and since a set whose complement is open 
is closed, it is sufficient to prove that every such union is open. 
Since a union of open sets is open, it is sufficient to prove that 
each left co set of Z is open, and for this, in turn, it is sufficient to 
prove that Z is open. 

Since ZO :;" 0, there is an element Zo in Zoo If z is any element 
of Z, then ZZo -1 e Z and therefore ZZo -1 Z = Z. It follows that 

250 
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ZZo -1 Zo = zO and hence that 

Since z is an arbitrary element of Z, we have thereby proved that 
Z c ~ ZO, i.e. that Z is open. I 

Theorem B. IJ E is any Borel set in a locally compact 
topological group X, then there exists a u-compact julI subgroup 
Z of X such that E c Z. 

Proof. 1t is sufficient to prove (cf. 51.A) that if {Cn } is a 
sequence of compact sets in X, then there exists a u-compact full 
subgroup Z of X such that Cn C Z for n = 1, 2, .... 

Let D be a compact set which contains a neighborhood of e. 
We write Do = D and, for n = 0,1,2, ... , 

If Z = u:~o D n , then Z is u-compact, has a non empty interior, 
and contains each Cn ; we shall complete the proof by showing 
that Z-1 Z c Z. 

We show first that if, for any n = 0,1,2, '.', e eDn , then 
Dn C Dn+1• Indeed, if e e Dn, then e e Dn -1; it follows that 
if x e Dn , then 

Since e e Do, it follows by mathematical induction that Dn C Dn+1 

for n = 0, 1, 2, .... 
If x andy are any two elements of Z, then, because of the result 

of the preceding paragraph, bath x and y belong to Dn for same 
positive integer n, and therefore 

§ 58. EXISTENCE 

A Haar measure is a Borel measure 11 in a locally compact 
topological group X, such that Il(U) > ° for every non empty 
Borel open set U, and ll(xE) = Il(E) for every Borel set E. The 
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purpose of this section is to prove, for every locally compact 
topological group, the existence of at least one Haar measure. 

The second defining praperty of a Haar measure may be called 
left invariance (or invariance under left translations); we observe 
that the first property is equivalent to the assertion that M is not 
identically zero. Indeed, if M(U) = 0 for so me non empty Borel 
open set U, and if Cis any compact set, then the dass {xU: x 8 Cl 
is an open covering of C. Since Cis compact, there exists a finite 
subset {Xl) .'., xn } of C such that Ce U7=1 XiU, and the left 
invariance of M implies that M(C) ~ 2:7=1 M(XiU) = nM(U) = O. 
Since the vanishing of M on the dass C of all compact sets implies 
its vanishing on the dass S of all Borel sets, we obtain the desired 
result: a Haar measure is a left invariant Borel measure which is 
not identically zero. 

Before exhibiting the construction ofHaar measures, we remark 
on the asymmetry of their definition. Left translations and right 
translations playa perfectly symmetrical rale in groups; there is 
something unfair about our emphasis on left invariance. The 
concept we defined should really be called "left Haar measure"; 
.an analogous definition of "right Haar measure" should accom­
pany it, and the relations between the two should be thoroughly 
investigated. Indeed in the sequel we shall occasionally make use 
of this modified (and thereby more precise) terminology. In most 
contexts, however, and specifically in connection with the problem 
of the existence ofHaar measures, the perfect left-right symmetry 
justifies an asymmetric treatment; since the mapping which 
sends each x in X into X-I interchanges left and right and preserves 
all other topological and group theoretic praperties, every "left 
theorem" automatically implies and is implied by its correspond­
ing "right theorem." It is, in particular, easy to verify that if M 
is a left Haar measure, and if the set function v is defined, for every 
Borel set E, by v(E) = M(E-1), then v is a right Haar measure, 
and conversely. 

If E is any bounded set and F is any set with a non empty 
interior, we define the "ratio" E:F as the least non negative 
integer n with the property that E may be covered by n left 
translations of F, i.e. that there exists a set {Xl) "', xn } of n 
elements in X such that E c U7=1 xiF. I t is easy to verify 
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that (since E is bounded and FO is not empty) E:F is always 
finite, and that, if A has the properties of both E and F, i.e. if Li 
is a bounded set with a non empty interior, then 

E:F ~ (E:A)(A:F). 

Our construction of Haar measure is motivated by the follow­
ing considerations. In order to construct a Borel measure in a 
locally compact Hausdorff space it is sufficient, in view of the 
results of the preceding chapter, to construct a content >., i.e. 
a set function with certain additivity properties on C. If C is a 
compact set and U is a non empty open set, then the ratio C: U 
serves as a comparison between the sizes of C and U. If we form 
the limit, in a certain sense, of the product of this ratio by a 
suitable factor depending on the size of U, as U becomes sm aller 
and sm aller, the resulting number should serve as the value of 
>. at C. 

The outline in the preceding paragraph is not quite accurate. 
In order to illustrate the inaccuracy and make our procedure 
more intuitive, we mention an example. Suppose that Xis the 
Euclidean plane, p, is Lebesgue measure, and C is an arbitrary 
compact set. If Ur is the interior of a circ1e of radius r, and 
if we write, for every r > 0, n(r) = C: Ur, then, clearly, 
n(r)7rr2 ~ p,(C). It is known that lim r -> 0 n(r)7rr2 exists and is 

27rV3 . 
equal not to p,(C) but to -9- p,(C); In other words, starting 

with the usual notion of measure, which assigns the value 7rr2 to 
Ur, our procedure yields a different measure which is a constant 
multiple of the original one. For this reason, in an attempt to 
eliminate such a factor of proportionality, we shall replace the 
ratio C: U by the ratio of two ratios, i.e. by (C: U)/(A: U), where 
Ais a fixed compact set with a non empty interior. 

Theorem A. For each jixed, non empty open set U and 
compact set A with a non empty interior, the set function >'u, 
dejined for all compact sets C by 

>'u(C) 
C:U 

A:U 
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is non negative,jinite, monotone, subadditive, and left invariant; 
it is additive in the restricted sense that iJ C and D are compact 
sets jor wh ich CU-1 n DU-1 = 0, then 

AU(C U D) = AU(C) + Au(D). 

Proof. The verification of all parts of this theorem, except 
possibly the last, consists of a straightforward examination of the 
definition of ratios such as C: U. To prove the last assertion, let 
xU be a left translation of U and observe that if C n xU =p 0, 
then x e CU-I and if D n xU =p 0, then x e DU-I. It follows 
that no left translation of U can have a non empty intersection 
with both C and D and hence that AU has the stated additivity 
property. I 

Theorem B. In every locally compact topological group X 
there exists at least one regular Haar measure. 

Proof. In view of 53.E and 53.F it is sufficient to construct 
a left invariant content which is not identically zero; 53.C implies 
that the induced measure is not identically zero and hence is a 
regular Haar measure. 

Let A be a fixed compact set with a non empty interior and let 
N be the dass of all neighborhoods of the identity. For each 
U in N, we construct the set function AU, defined for all compact 

sets C by AU(C) = ~~ ~ ; since C: U ~ (C:A)(A: U), it follows 

that ° ~ AU(C) ~ C:A for every C in C. Theorem A shows that 
each AU is alm ost a content; it fails to be a content only because 
it is not necessarily additive. We shall make use of the modern 
form of Cantor's diagonal process, i.e. of Tychonoff's theorem on 
the compactness of product spaces, to pick out a limit of the AU'S 
which has all their properties and is in addition additive. 

If to each set C in C we make correspond the dosed interval 
[O,C: A], and if we denote by <I> the Cartesian product (in the 
topological sense) of all these intervals, then <I> is a compact 
Hausdorff space whose points are real valued functions cp defined 
on C, such that, for each C in C, 0 ~ cjJ(C) ~ C:A. For each 
U in N the function AU is a point in this space. 
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For each U in N we denote by A(U) the set of an those func­
tions >'y for which V c U; i.e. 

A(U) = {>.y: U:::> V e N}. 

H {U1, •• " Un} is any finite dass of neighborhoods of the identity, 
i.e. any finite subdass of N, then ni~l u. is also a neighborhood 
of the identity and, moreover, 

ni-l U i c: Ub j = 1, "', n. 

I t fol1ows tha t 

and hence, since A(U) always contains >'u and is therefore non 
empty, that the dass of an sets of the form A(U), U e N, has the 
finite intersection property. The compactness of<l> implies that 
there is a point>. in the intersection of the closures of an A(U); 

>. e n {A(U): U e N}. 

We shall prove tha t >. is the desired con ten t. 
It is dear that 0 ~ X(C) ~ C:A < 00 for every C in C. To 

prove that >. is monotone, we remark that if, for each fixed C 
in C, ~c(ep) = ep(C), then ~c is a continuous function on <1>, and 
hence, for any two compact sets C and D, the set 

!1 = {ep: ep(C) ~ ep(D)} C <I> 

1S dosed. If Ce D and U e N, then >'u e!1 and consequently 
A(U) c!1. The fact that !1 is dosed implies that >. e A(U) c !1, 
i.e. that >. is monotone. 

The proof of the subadditivity of X is entirely similar to the 
above continuity argument; we omit it and turn instead to the 
proof that >. is additive. If C and D are compact sets such that 
C n D = 0, then there exists a neighborhood U of e such that 
CU-1 n DU-l = O. If V e N and V c U, then CV-l n DV-l 
= 0 and hence (Theorem A) 

>.y(C U D) = >.y(C) + Xy(D). 

This means that, whenever V C U, >'y belongs to the dosed set 
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Ll = I cj>: cj>(C U D) = cj>(C) -1-- cj>(D)}, and hence that A(U) C ß. 

It follows that h e A( U) C ß, i.t'. that h is additive. 
Another application of the continuity argument shows that 

h(A) = 1 (since huC/i) = 1 for every U in N), and hence that the 
set function h (which is already known to be a content) is not 
identically zero. The fact that h is left invariant follows, agam 
by continuity, from the left invariance of each hu. I 

(1) The existence of a right Haar measure follows from the existence of a left 
Haar mcasure by consideration of the group -x dual to X. The group X has, 
by definition, the same elements and the same topology as X; the product 
(in X) of two elements x and y (in that order) is, however, defined to be the 
product (in X) of y and x (in that order). 

(2) Haar measure is obviously not unique, since, for any Haar measure fJ 
and any positive number c, the product CfJ. is also a Haar measure. 

(3) If, for every U in N, AU is the set function described in Theorem A, then, 

for every compact set C with Co ~ 0, 0 < A~C;;::; Au(C). It follows tnar 

A(C) > 0 whenever Co ~ O. 
(4) The following is a weH known example of a group in wh ich the left and 

right Haar measures are essentially different. Let X be the set of all matrices 

of the form (~ ;), where 0 < x < 00 and -0') < Y < +00; it is easy to verify 

that, with respect to ordinary matrix multiplication, X is a group. rIf X is 
topologized in the obvious way as a subset (half plane) of the Eudidean plane, 
then X becomes a locally compact topological group. If we write, for every 
Borel set E in X, 

fJ.(E) = fL ~ dxdy and v(E) = fL ~ dxdy 

(where thc integrals are with respect to Lehesgue measure in the half plane), 
then fJ. and v are, respe'.tivc!y, left and right Haar measures in X. Since fJ.(E-I) 
= v(E), this examp!e shows also that there may exist measurable sets E for which 
fJ.(E) <: 00 and fJ.(E-l) = 00. 

(5) If C and D are two compact sets such that fJ.(C) = fJ.(D) = 0, does it 
follow that fJ.(CD) = O? 

(6) If p. is a Haar measurc in X, then a necessary and sufficient condition 
that X be discrete is that fJ.({x}) ~ 0 for at least one x in X. 

(7) Every 10cally compact topological group with Haar measure satisfies the 
condition of 31.10; (cf. § 57). 

(8) If a Haar measure fJ. in X is finite, then Xis compact. 
(9) Hp. is a Haar measure in X, then the following four assertions are mutually 

equivalent: (a) Xis <T-compact; (b) fJ. is totally <T-finite; (c) every disjoint dass 
of non empty open Borel sets is countable; and (d) for every non empty open 
Borel set U, there exists a sequence {xn } of elements in X such that 

X = U;;'_IXnU. 
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§ 59. MEASURABLE GROUPS 

A topological group is, by definition, a group X with a topology 
satisfying a suitable separation axiom and such that the trans­
formation (from X X X onto X) wh ich takes (x,y) into x-1y 
is continuous. For our present purposes it is convenient to replace 
this definition by an equivalent one which requires that the 
transformation S (from X X X onto itself), defined by S(x,y) = 
(x,xy) be a homeomorphism. If, indeed, Xis a topological group 
in the usual sense, then it follows that S is continuous; since S 
is dearly one to one and S-l(X,V) = (x,x-1y), it follows similarly 
that S-l is continuous, and hence that S is a homeomorphism. 
If, conversely, it is known that S is a homeomorphism, then S-l 
is continuous and, therefore, so is the transformation S-l followed 
by projection on the second coordinate. (In case Xis the realline, 
the transformation S is easy to visualize; its effect is that of a 
shearing which moves every point in the plane vertically by an 
amount equal to its distance from the y-axis.) 

Motivated by the preceding paragraph and the fact that every 
locally compact topological group has a Haar measure, we define 
the following measure theoretic analog of the concept of a topO­
logical group. A measurable group is a er-finite measure space 
(X,S,Jot) such that (a) Jot is not identically zero, (b) Xis a group, 
(c) the er-ring Sand the measure Jot are invariant under left trans­
lations, and (d) the transformation S of X X X onto itself, 
defined by S(x,y) = (x,xy), is measurability preserving. (To say 
that S is invariant under left translations means, of course, that 
xE eS for every x in X and every E in S; by a measurable subset 
of X X X we mean, as always, a set in the er-ring S X S.) 

If X is a locally compact group, S is the dass of all Baire sets 
in X, and Jot is a Haar measure, then the fact that S is a homeo­
morphism (and therefore Baire measurability preserving), to­
gether with the fact (51.E) that the dass of all Baire sets in X X X 
coincides with S X S, implies that (X,S,Jot) is a measurable group. 
The main purpose of the following discussion of measurable groups 
is to see how much one can say about a locally compact topological 
group by exploiting its measure theoretic structure only. 
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If X is any measurable space (and hence, in particular, if X 
is any measurable group) , then the one to one transformation 
R of X X X onto itself, defined by R(x,y) = (y,x), is measura­
bility preserving-the reason for this is the immediately verifiable 
fact that if E is a measurable rectangle, then so also are R(E) 
and R-I(E) ( = R(E». Since the product of measurability preserv­
ing transformations is measurability preserving, this remark gives 
us a large stock of measurability preserving transformations in a 
measurable group-namely all transformations which may be 
obtained by multiplying powers of Sand R. We shall in particu­
lar frequently use, in addition to the shearing transformation S, 
its reflected analog T = R-ISR; we observe that T(x,y) = (yx,y). 

Throughout the remainder of this section we shall assurne that 

p. and v are two measures (possibly but not necessarily iden ti­
cal) such that (X,S,p.) and (X,S,v) are measurable groups, and 
R, S, and T are the measurability preserving transformations 
descri bed in the preceding paragraphs. 

Theorem A. 1j E is any subset oj X X X, then 

(S(E»x = xEx and (T(E»Y = yP 

jor every x and y in X. 

Proof. The result for S follows from the relation 

XS(E)(X,y) = XE(X,X-Iy), 

together with the facts thaty E (S(E»x if and only if XS(E) (x,y) 
1, and x-Iy E Ex if and only if XE(X,X-Iy) = 1. The proof for T 
is similar. I 

Theorem B. The transformations Sand T are measure 
preserving transformations oj the measure space (X X X, 
S X S, p. Xv) onto itselj. 

Proof. If E is a measurable subset of X X X, then, by 
Fubini's theorem and Theorem A, 

(p. X v)(S(E» = fv((S(E»x)dp.(x) = fv(xEx)dp.(x) 

= fv (Ex)dp. (x) = (p. X v)(E); 
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this establishes the measure preserving character of S. The result 
for T follows similarly by considering the sections (T(E»lI. I 

Theorem C. 1f Q = S-lRS, then 

and 
(Q(A X B»z-l = xA n B-l, 

~Q(A X B»1I-1 = {AY ~ y e B, \ ° if y e' B. 

Proof. We observe that Q(x,y) = (xy,y-l) and that Q-l = Q. 
The first conclusion follows from the relation 

XQ(AXB)(X-t,y) = XAXB(X-1y,y-l) = XzA(y)xe(y-l), 

together with the facts that y e (Q(A X B»x-1 if and only if 
XQ(AXB)(X-t,y) = 1, andy e xA n B-1 if and only if XxA(y)xB(y-l) 
= 1. The second conclusion follows from the relation 

XQ(AXB)(X,y-l) = XAXB(XY-t,y) = xAII(x)xe(y), 

together with the facts that xe (Q(A X B»y-l if and only if 
XQ(AXB)(X,y-l) = 1, and that xe Ay and y e B if and only if 
XAlI(X)xe(y) = 1. I 

Theorem D. 1f A is a measurable subset of X [eif positive 
measure], and y e X, then Ay is a measurable set [of positive 
measure] and A-1 is a measurable set [of positive measure]. 
1f f is a measurable function, A is a measurable set of positive 
measure, and,jor every x in X, g(x) = f(x-1)/p,(Ax), then g is 
measurable. 

Proof. The measurability of Ay follows by selecting any 
measurable set B containing y and observing that, according to 
Theorem C, Ay isa section of the measurable set Q(A X B) 
(where Q = S-lRS). For the remainder of the proof we shall 
make use of the fact that Q is a measure preserving transforma­
tion of (X X X, S X S, p, X p,) onto itself. It follows that if 
p.(A) > 0, then, by Theorem C, 

0< (p,(A»2 = (p, X p,)(Q(A X A» = fp,(x-1A n A-1)dp,(x), 
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and hence, in particular, that x-lA n A-1 is a measurable set 
of positive measure for at least one value of x. We have proved, 
in other words, that if Ais a measurable set of positive measure, 
then there exists a measurable set B of positive measure such 
that B CA-I. (This implies, in particular, that as soon as we 
will have proved that A-1 is measurable, the result concerning 
the positiveness of J.I.(A-1) will follow automatically.) Since 
B C A-1 implies that y-1B cy-1A-I, and since J.I.(y-1B) = 
J.I.(B) , another application of our result yields the existence of a 
measurable set C of positive measure such that C c (y -1 B) -1 C 

(y-1A-1)-1 = Ay. This settles all our assertions about Ay. 
To prove the measurability of A-1 we observe that it follows from 
Theorem C and what we have just proved that, if J.I.(A) > 0, then 

{y: J.I.((Q(A X A))Y) > o} = A-1. 

This proves that if J.I.(A) > 0, then A-1 is measurable; if J.I.(A) = 0, 
we may find a measurable set B of positive measure, disjoint from 
A, and deduce the measurability of A-1 from the relation 
A-1 = (A U B)-1 - B-1• 

What we have already proved implies that if j(x) = j(X-i), 
thenj is measurable. 1f A and Bare measurable sets, ifjo(Y) = 
J.I.((Q(A X B))Y), and if jo(Y) = jo(y-1), then both jo and jo are 
measurable, and we have, by Theorem C, 

jo(Y) = J.I.(AY)xB(Y)· 

We have proved, in other words, that if h(y) = J.I.(Ay), then h 

lS measurable on everv measurable set. and it follows that ~ has 
h 

the same property. I 
Theorem E. 1j A and Bare measurable sets oj positive 

measure, then there ex ist measurable sets Cl and C2 oj positive 
measure and elements XI, YI, X2, and Y2, such that 

XICI cA, YICI c B, C2X2 cA, C2Y2 c B. 

Proof. Since }.L(B) > ° implies that J.I.(B-l) > 0, it follows 
that (J.I. X J.I.)(A X B-1) = J.I.(A)J.I.(B-1) > 0. Theorem C implies 
that x-lA n B is measurable for every X in X and of positive 
measure for at least one X in X. 1f Xl is such that J.I.(XI -lA n B) 
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> 0, and if Y1 = e, then, for Cl = Xl-lA n B, we have '{'ICI cA 
andY1C1 c B. 

Applying this result to .1-1 and B-1 we may find Co, Xo, Yo 
so that xoCo C .1-1 andyoCo c B-\ and we may write C2 = Co-I, 

-1 -1 I 
X2 = Xo ,Y2 = Yo • 

Theorem F. 1f .1 and Bare measurable sets and if fex) 
p.(x-IA n B), then f is a measurable function and 

ffdp. = p.(A)p.(B-1). 

1f g(x) = p.(xA.:1 B), and if E < p.(A) + p.(B), then the set 
{x:g(x) < E} ismeasurable. 

The first half of this result is sometimes known as the average 
theorem. 

Proof. The first assertion follows from the fact that if, as 
before, Q = 8-1 R8, then Q is a measure preserving transforma­
tion of (X X X, S X S, p. X p.) onto itself and 

fex) = p.((Q(A X B-1»",). 

IfJ(x) = f(X-I), then it follows thatJ is measurable. The second 
assertion is a consequence of this and the relation 

{x:g(x) < E} = {x:J(x) > tCp.(A) +p.(B) - E)}. I 

(1) Is the Cartesian product of two measurable groups a measurable group? 
(2) If J.I. is a Haar measure in a compact group X of cardinal number greater 

than that of the continuum, then (X,S,J.I.) is not a measurable group. (Hint: 
let D = {(x,y): x = yl = SeX X tel). If D is in S X S, then there exists a 
countable dass R of rectangles such that D e S(R). Let E be the [countablel 
dass of sides of rectangles belonging to R. Since D e SeE) X SeE), it follows 
that every section of D belongs to SeE). Since, however, by 5.9c, SeE) has 
cardinal number not greater than that of the continuum, this contradicts the 
assumption on the cardinal number of X.) 

(3) If J.I. is a Haar measure on a locally compact group X, then, for every 
Baire set E and every x in X, the vanishing of any one of the numbers, 

J.I.(E), J.I.(xE), J.I.(Ex), and J.I.(E-l), 

implies the vanishing of all others. 
(4) If (X,S,J.I.) is a measurable group such that J.I. is totally finite, and if A 

is any measurable set such that J.I.(x.1 - .1) = 0 far every x in X, then either 
J.I.(A) = 0 or J.I.(X - .1) = O. (Bint: apply the average theorem to A and 
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x - A.) Properly formulated, this result remains valid even if JI. is not neces­
sarily finite; in the language of ergodic theory it asserts that a measurable group, 
considered as a group of measure preserving transformations on itself, is metri­
call y transi tive. 

(5) If JI. is a Haar measure on a compact group X, then, for every Baire set 
E and every x in X, 

p.(E) = p.(xE) = p.(Ex) = JI.(E-l). 

§ 60. UNIQUENESS 

Our purpose in this section is to prove that the measure in a 
measurable group is essentially unique. 

Theorem A. 1f}.t and v are two measures such that (X,S,}.t) 
and (X,S,v) are measurable groups, and iJ E in S is such that 
o < v(E) < 00, then,for every non negative measurable function 
fon X, 

f f
f(y-l) 

f(x)d}.tex) = }.t(E) v(Ey) dv(y). 

The important part of this result, as far as it concerns the 
uniqueness proof, is its qualitative aspect, which asserts that 
every }.t-integral may be expressed in terms of a v-integral. 

Proof. If g(y) = f(y-l)/v(Ey), then our results in the preced­
ing section imply that g is a non negative measurable function 
along wi th f. If, as be fore, we wri te 

S(x,y) = (x,xy) and T(x,y) = (yx,y), 

then in the measure space (X X X, S X S, JL Xv) both the trans­
formations Sand T are measure preserving and, therefore, so is 
the transformation S-lT. Since S-lT(x,y) = (yx,x-1), it fol­
lows from Fubini's theorem that 

}.t(E) fg(Y)dv(y) = f XE (x) d}.t (x) fg(Y)dv(y) 

= f XE(x)g(y)d(}.t X v)(x,y) = 

= ff XE(YX)g(x-1)dv(y)d}.t(x) 

= fg(x-1)v(Ex-1)d}.t(x). 
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Since g(x-1)v(Ex-1) = j(x), the desired result follows from a 
comparison of the extreme terms of this chain of equalities. I 

Theorem B. Ij p, and v are two measures such that (X,S,p,) 
and (X,S,v) are measurable groups, and if E in S is such that 
o < v(E) < 00, then,jor every F in S, p,(E)v(F) = v(E)p,(F). 

We remark that this result is indeed a uniqueness theorem; 
it asserts that, for every F in S, p,(F) = cv(F), where c is the non 

. fi· p,(E). h d··d . h· negatIve nlte constant v(E) , l.e. t at p, an v comCI e to Wlt m 

a multiplicative constant. 
Proof. Let j be the characteristic function of F. Since 

Theorem A is true, in particular, if the two measures p, and v 
are both equal to v, we have 

fj(x)dv(X) = v(E) f j;rE~l; dv(y). 

Multiplying by p,(E) and applying Theorem A, we obtain 

p,(E) fj(x)dv(x) = v(E) fj(x)dp,(x). I 

Theorem C. Ij p, and v are regular Haar measures on a 
locally compact topological group X, then there exists a positive 
finite constant c such that p,(E) = cv(E) jor every Bore! set E. 

Proof. If So is the class of all Baire sets in X, then (X,So,p,) 
and (X,So,v) are measurable groups and hence, by Theorem B, 
p,(E) = cv(E) for every Baire set E, with a non negative finite 
constant c; the fact that c is positive may be inferred by choosing 
E to be any bounded open Baire set. Any two regular Borel 
measures (such as p, and cv) which coincide on Baire sets coincide 
also on all Borel sets; (cf. 52.H). I 

(1) The Haar measure of the multiplicative group of all non zero real numbers 
is absolutely continuous with respect to Lebesgue measure; what is its Radon­
Nikodym derivative? 

(2) If X and Y are two locally compact groups with Haar measures JL and v 
respectively, and if}' is a Haar measure in X X Y, then, on the dass of all Baire 
sets in X X Y, }. is a constant multiple of JL Xv. 

(3) The metric transitivity established in 59.4 may be used to prove the 
uniqueness theorem for measurable groups with a finite measure. Suppose 
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first that!L and p are left invariant measures such that p« }L; then there exists a 
non negative integrable functionJ such that 

for every measurable set E. It füllows that 

p(yE) =f J(x)d!L(x) = r J(y-Ix)df.l.(x), 
yE 'E 

and hence, since jJ is left invariant, that J(x) = J(y~lX) lMl. If Nt 
Ix:J(x) < t}, then 

!L(yNt - Nt) = tt({.\':J(y-1x) < t} - {x:J(x) < t)) = 0, 

and hence, for each real number t, either f.I.(Nt ) = ° or !LU.f/) = O. Since this 
implies thatJ is a constant a.e. [!L], it folio ws that p = e!L. To treat the general, 
not necessarily absolutely continuous, case, replace!L by !L + P. J ust as in S9.4, 
these considerations may be extended to apply to not necessarily finite cases 
also. 

(4) If (X,S,!L) is a measurable group and if E and F are measurable sets, then 
there exist two sequences {x,,} and {Yn} of elements of X and a sequence {An) 
of measurable sets such that (a) the sequences {.\"nA,,) and {ynAn} are disjoint 
sequences of subsets of E and F respectively, and (b) at least one of the two 
measurable sets, 

E o = E - u;;'~ 1 xnA" and Fo = F - U;;'- U'"A", 

has measure zero. (Hint: if either E or F has measure zero, the assertion is 
trivial. If both E and F have positive measure, apply S9.E to find x!, Yl, Al 
so that !L(A1) > 0, XIAI C E, y 1A 1 C F. If either E - x1A1 or F - y 1A 1 has 
measure zero, the assertion is true; if not, then S9.E may be applied again, and 
the argument may be repeated by countahle hut possibly transfinite induction.) 

Since this result is valid for all left invariant measures, it may be used to 
give still another prüof of the uniqueness theorem. It may be shown that if 
!L and p are both left invariant measures, then the correspondence which, for 
every measurable set E, assigns !LCE) to p(E), is an unambiguously defined, one 
to olle correspondence between the set of all values of!L and the set of all values 
of P. A more detailed, but not particularly difli.cult, examination of this corre­
spondence yields the uniqueness theorem. 

(S) Let J.L be a regular Haar measure on a locally compact group X. Since, 
for each x in X, the set function !Lx, defined for every Borel set E by !Lx(E) = 
!L(Ex), is also a regular Haar measure, it follows from the uniqueness theorem 
that J.L(Ex) = l1(x)!L(E), where ° < l1(x) < 00. 

(Sa) l1(xy) = l1(x)l1(y); l1(e) = 1. 
(Sb) If x is in the center of X, then l1(x) = 1. 
(Sc) If xis a commutator, and hence, more generally, if x is in the commutator 

subgroup of X, then l1(x) = 1. 
(Sd) The function 11 is continuous. (Hint: let C be a compact set of positive 

measure and let E be any positive number. By regularity, there exists a hounded 
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open set U such that ce U and p.(U) ~ (1 + E)J.I.(C). If V is a neighborhood 
':)f e such that V = V-I and CV C U, and if x e V, then 

!l(x)J.I.(C) = J.I.(Cx) ;;;:; J.I.(U) ;;;:; (1 + E)J.I.(C) 
and 

J.I.(C) 
!lex) = J.I.(Cx-l ) ~ J.I.(U) ~ (l + E)J.I.(C), 

1 
so that 1 + E ~ !lex) ~ 1 + E.) 

(5e) The results (5a) and (5d) yield another proof of the identity of left and 
right invariant measures on a compact group X, since they imply that !leX) 
is a compact subgroup of the multiplicative group of positive real numbcrs. 

(5f) For every Borel set E, J.I.(E-I) = L !l~X) dJ.l.(x). (Hint: by the unique-

ness theorem for right invariant measures, J.I.(E-I) = cL !l~x) dJ.l.(x)'for some 

positive finite constant c. This implies thatff(x-l)dJ.l.(x) = C· f f~~) dJ.l.(x) 

for every integrable f~nction f. Replacing fex) by f(x-I), writing g(x-1) = 
I(x-I)/ !lex), and applying the last written equation to g in place of f, yields 
the result that 

~ f g(x-1)dJ1(x) = C· f g(x-1)dJ.l.(x).) 

(5g) If rex) is the right handed analog of !lex), i.e. if, for a right invariant 

measure v, r is defined by v(xE) = f(x)v(E), then rex) = !l~x) 
(6) A relatively invariant measure on a Joca.Ily compact group Xis a Baire 

measure v, not identically zero, such that fur each fixed x in X thc measure V'" 

defined by v,,(E) = v (xE) , is a constant non zero multiple of v. A necessary 

and sufficient condition that v be relatively invariant is that v(E) = L I/> (Y)dJ.l.(y) • 

where J.I. is Haar measure and I/> is a continuous representation of X in the multi· 
plicative group of positive real numbers. (Hint: if I/> is non negative, continuous, 

and such that I/>(xy) = I/>(>:)</>(y), and if v(E) = L cp(y)dJ.l.(Y), then 

v(:>:E) =J cf>(J)dp,(y) = f cf>(xy)dJ.l.(Y) = 
xE JE 

= f e l/>(x)l/>(y)dJ.l.(Y) = l/>(x)v(E). 

If, conversely, v(xE) = l/>(x)v(E), thl'!n it follows (cf. (5» that I/>(xy) = cf>(x)cj>(y) 

and I/> is continuous. Consequently j1(E) = L I/>(y-l)dv(y) may be formed, 

a!'.d by the uniqueness theorem j1 = j.l.) 
(7) If I' is au-finite, left invariant measure on the dass So of Baire sets in a 

locally compact group X, then J.I. is a constant multiple of the Baire contraction 
of Haar measure, and hence, in part:cular, J.I. is finite on compact sets. (Hint: 
if J.I. is not identically zero, then (X,SO,p.) is a measurable group.) 



Chapter XII 

MEASURE AND TOPOLOGY IN GROUPS 

§ 61. TOPOLOGY IN TERMS OF MEASURE 

In the preceding chapter we showed that in every locally com­
pact group it is possible to introduce a left invariant Baire measure 
(or a left invariant, regular Borel measure) in an essentially 
unique manner. In this chapter we shall show that there are 
very dose connections between the measure theoretic and the 
topological structures of such a group. In particular, in this 
section we shall establish some of the many results whose total 
effect is the assertion that not only is the measure determined by 
the topology, but that, conversely, all topological concepts may 
be described in measure theoretic terms. Throughout this sec­
tion we shall assume that 

X is a locally compact topological group, JL is a regular Haar 
measure on X, and p(E,F) = JL(E Ä F) for any two Borel sets 
E and F. 

Theorem A. 1f E is a Borel set of finite measure and if 
fex) = p(xE,E),jor every x in X, thenf is continuous. 

Proof. If e > 0, then, because of the regularity of JL, there 

exists a compact set C such that p(E,C) < ~ and there exists an 

e 
open Borel set U containing C such that p(U,C) < 4". Let V be 

a neighborhood of e such that V = V-I and VC c U. If y-Ix e V, 
266 
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then x-1y e V and therefore 

p(xC,yC) = p.(xC - yC) + p.(yC - xC) = 

= p.(y-1xC - C) + p.(X-1yC - C) ~ 

E 
~ 2p.(VC - C) ~ 2p.(U - C) < 2' 

It follows that 

I p(xE,E) - p(yE,E) I ~ 
~ p(xE,yE) ~ p(xE,xC) + p(xC,yC) + p(yC,yE) < E. I 

Theorem A implies that for every Borel set E of finite measure, 
and for every positive number E, the set {x: p(xE,E) < E} is 
open. Our next result shows that there are enough open sets of 
this kind. 

Theorem B. 1] U is any neighborhood 0] e, then there exist 
a Baire set E 0] positive, finite measure and a positive number 
E such that {x: p(xE,E) < E} C U. 

Proof. Let V be a neighborhood of e such that VV-l c U 
and let E be a Baire set of positive, finite measure such that 
E c V. If E is such that 0 < E < 2p.(E), then 

{x: p(xE,E) < E} C {x: xE n E =;t. O} = EE-l C VV-1 C U. I 

Theorems A and B together imply that the dass of all sets of 
the form {x: p(xE,E) < E} is a base at e, and hence that it is 
indeed possible to describe all topological concepts in measure 
theoretic terms. To illustrate in detail how such descriptions are 
made, we proceed to give a measure theoretic characterization 
of boundedness. 

Theorem C. A necessary and sujjicient condition that a set 
A be bounded is that there exist a Baire set E 0] positive, finite 
measure and a number E, 0 ~ E < 2p.(E), such that 

A C {x: p(xE,E) ~ E}. 

Proof. In order to prove the sufficiency of the condition, we 
shall show that if E is a Baire set of positive, finite measure, and 
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if 0 ~ e < 2J.l(E), then the set I x: p(xE,E) ~ e} 1S bounded. 
Let 8 be a positive number such that 48 < 2J.l(E) - e, and let 
C be a compact subset of E such that J.l(E) - 8 < J.l(C). It fol­
lows that 

p(xC,C) ~ p(xC,xE) + p(xE,E) + p(E,C) < 20 + p(xE,E) 

and hence that 

{x: p(xE,E) ~ el c Ix: p(xC,C) ~ e + 20}. 

Since e + 20 < 2J.l(C), it follows that 

{x: p(xE,E) ~ e} C {x: J.l(xC n C) ~ o} C CC-l. 

Ta prove the necessity af the condition, let C be a compact set 
such that Li c C and let D be a compact set of positive measure. 
Suppose that the Baire set E of positive, finite measure is selected 
so that E ~ C-1 D U D. Since D c E, and since, for x in C, 
D c xC-1D c xE, it follows that, for x in C, D c xE n E. 
This implies that 

Li c Ce {x: D c xE n E} c {x: p(xE,E) ~ e}, 

where e = 2(J.l(E) - J.l(D)). I 

(1) The analogs ofTheorems A, B, and C with J.l(xE n F) in pi ace of p(xE,E) 
are true, where E and F are Baire sets of positive finite measure. 

(2) If, for a fixed Borel set E of finite measure, fex) = xE, then f is a con­
tinuous function from X to the metric space of measurable sets of finite measure. 

(3) If Eis any Borel set of positive measure, then there exists a neighborhood 
U of e such that U C EE-l. 

(4) Xis separable if and only if the metric space of measurable sets of finite 
measure is separable. 

(5) If Eis any bounded Borel set, and if, for every x in X and every bounded 
neighborhood U of e, 

f ( ) = J.l(E n Ux) 
u x J.l(Ux) , 

then fu converges in the mean (and therefore in measure) to XE as U -> e. 
In other words, for every positive number E there exists a bounded neighborhood 

V of e such that if U c V, then flfu - XE IdJ.l < E. This result may be called 

the density theorem for topological groups. (Bint: let V be a neighborhood of 

~ such that if y E V, then p(yE,E) < ~. If U c Vand if F is any Borel set, then 
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~ > JL(~ fuL 1 XE(YX) - XE(X) IdJL(x)dJL(Y) ~ 

f. i 1 f. i dJ.L(Y) ~ I F dJL(x) u JL(U) XE:r1(y)dJ.L(Y) - F XE(x)dJ.L(x) u J.L(U) 1 = 

= IJ, Uu(x) - XE(x»dJL(x) I· 

JL(A) J.L(Ax) . 
[Recall that J.L(B) = JL(Bx) for any Borel sets A and Band every x In X; cf. 60.5.] 

The desired condusion follows upon applying this result first to 

F = {x:Ju(x) - XE(X) > 0) 

and then to F = {x:Ju(x) - XE(X) < 0).) 
(6) If 11 is any finite signed measure on the dass of all Baire sets in X, then 

(cf. 17.3) there exists a Baire set N. such that II(E) = II(E n N.) for every 
Baire set E. IfX and 11 are any two such finite signed measures, their convolution 
X * 11 is defined, for every Baire set E, by 

(X * II)(E) = f XE(xy)d(X X 1I)(x,y). 
JN)<.XNp 

If X and 11 are the indefinite integrals (with respect to Haar measure J.L) of the 
integrable functionsJ and g respectively, then X * 11 is the indefinite integral of 
h, where 

h(y) = fJ(x)g(x-IY)dJ.L(x). 

(7) IfX and 11 are finite signed measures (cf. (6», then 

(X * II)(E) = f lI(x-1E)d)..(x). 
JN)<. 

If the group X is abelian, then X * 11 = 11 * X. 
(8) If X and 11 are finite measures on the dass of all Baire sets of a Iocally 

compact, O'-compact, abelian group X, then fX(xE)dll(x) = f"(xE-I)dX(x). 

(Hint: if ii(E) = II(E-I), then 

fX(xE)dll(x) = fXCX-IE)dii(x) and f"(xE-I)d)..(X) = fii(x-1E)d)..(x); 

the desired result follows from the relation X * ii = ii * X.) 
(9) If J and gare two bounded, continuous, monotone functions on the real 

line, then (cf. 25.4) 

fJdg + fgdf = J(b)g(b) - J(a)g(a) , 
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i.e. the usual equation for integration by parts is valid. (Hint: let X and v be 
the measures induced by fand g respectively, and apply (8) with E = 
{x: -00 < x < O}.) 

§ 62. WEIL TOPOLOGY 

We have seen that every locally compact group in which measur­
ability is interpreted in the sense of Baire is a measurable group, 
and that, moreover, the topology of the group is uniquely deter­
mined by its measure theoretic structure. In this section we shall 
treat the converse problem: is it possible to introduce a natural 
topology in a measurable group so that it becomes a locally com­
pact topological group? We shall see that the answer is essentially 
affirmative; we proceed to the precise description of the details. 

Throughout this section we shall work with a fixed measurable 
group (X,S,j.L); as usual, we shall write p(E,F) = j.L(E A F) for 
any two measurable sets E and F. We shall denote by A the 
dass of all sets of the form EE-l, where E is a measurable set of 
positive, finite measure, and by N the dass of all sets of the form 
{x: p(xE,E) < E}, where E is a measurable set of positive, finite 
measure and Eis areal number such that 0 < E < 2j.L(E). 

Theorem A. I] N = {x: p(xE,E) < E} e N, then every 
measurable set F 0] positive measure contains a measurable 
subset G 0] positive, finite measure such that GG-l c N. 

Proof. It is sufficient to treat the case in which F has finite 
measure. If T(x,y) = (yx,y), then TeE x F) is a measurable 
set of finite measure in X X X and hence there exists a set A 
in X X X such that Li is a finite union of measurable rectangles 
and 

E 4 j.L(F) > p(T(E X F),A) = 

= ffl XT(EXF)(X,y) - XA(X,y) Idj.L(x)dj.L(Y) ~ 
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If we write C = {y:fl XE(y-1X) - XA(X,y) IdM(X) ~ i}, then 

it follows that M(F n C) ~ i-M(F) and hence that 

M(F - C) ~ tM(F) > 0. 

If y e F - C, then 

p(yE,AII) = fl XE(y-1X) - XA(X,y) IdM(X) < i· 
Since A is a finite union of measurable rectangles, there are only 
a finite number ofdistinct sets of the form .All; we denote them 
by Al, "', An. What we have proved may now be expressed 
by the relation 

F - Ce Uf-1 {Y: p(yE,Ai ) < i}· 
Since ~ < M(E) = M(yE) it follows from 59.F that each of the 

sets {Y: p(yE,Ai ) < i} is measurable, and therefore, since 

M(F - C) > 0, that at least one of them intersects F - C in a 
set of positive measure. We select an index i such that if 

Go = (F- C) n {y:p(yE,Ai) < i}, 
then M(Go) > 0. It is clear that Go is a measurable set of positive, 
fini te measure and that Go c F. If Y1 e Go -1 and Y2 e Go -1, then 

P(Y1Y2 -1 E,E) = P(Y2 -1 E,Y1-1 E) ~ 

~ P(Y2 -1 E,Ai ) + p(Y1 -1 E,Ai ) < E, 

so that Go -1Go C N. We have proved, in other words, the 
existence of a set Go satisfying all the requirements of the theorem 
except that instead of GG-1 c N we have Go -1GO C N. If we 
apply this result to F-1 in place of F, and if we denote the set so 
obtained by G-l, then the set G satisfies all the requirements 
without exception. I 

Theorem A asserts in particular that every set in N contains a 
set in A. We shall also need the following result which goes in 
the opposite direction. 
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Theorem B. I] A = EE-l E A and ° < E < 2J.L(E), and if 
N = {x: p(xE,E) < E}, 

thm N E N and N c A. 

Proof. I t is trivial that N E N; to see that N c A, observe 
that N c {x: xE n E ~ o} = EE-l. I 

Theorem C. I] N = {x: p(xE,E) < E} e N, thm N is a 
measurable set 0] positive measure. I] J.L(E-l) < 00, then 
J.L(N) < 00. 

Proof. Since N = {x: J.L(xE n E) > J.L(E) - ~}, the measur­

ability of N follows from 59.F. To prove that J.L(N) > 0, we 
apply Theorem A. If G is a measurable set of positive measure 
such that GG-l c N, then, in particular, Gy-l c N for any y 
in G. The last assertion of the theorem follows from the relations 

(J.L(E) - ~) J.L(N) ~ LJ.L(xE n E)dJ.L(x) ~ 

~ f J.L(xE n E)dJ.L(x) = J.L(E)J.L(E-1). I 

Theorem D. I] A and Bare any two sets 0] A, then there 
exists a set C in A such that C c A n B. 

Proof. Let E and F be measurable sets of positive, finite 
measure such that A = EE-l and B = FP- I • By 59.E there 
exists a measurable set G of positive, finite measure and there 
exist two elements x and y in X such that 

Gx c E and Gy c F. 

If C = GG-1 , then CE A and 

C = (Gx)(GX)-l cA and C = (Gy)(Gy)-l C B. I 

Before introducing the promised topology in X, we need to 
define one more concept. We recall that our definition of a 
measurable group was motivated by the continuity properties of 
topological groups and ignored entirely the separation axiom 
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which is an essential part of the definition of a topological group. 
One way of phrasing the relevant separation axiom is this: if an 
element x of the group is different from e, then there exists a 
neighborhood U of e such that xe' U. Guided by these con­
siderations and 61.A and 61.B, we shall say that a measurable 
group Xis separated if whenever an element x of the group is 
different from e, then there exists a measurable set E of positive, 
finite measure such that p(xE,E) > O. 

Theorem E. If X is separated, and if the class N is taken 
for a base at e, then, with respect to the induced topology, X 
is a topological group. 

We shall refer to this topology of the measurable group X as 
the Weil topology. 

Proof. We shall verify that N satisfies the conditions Ca), 
(b), (c), (d), and (e) of § O. 

Suppose that Xo is an element of X, Xo =;t. e, and that E is a 
measurable set of positive, finite measure such that p(xoE,E) > O. 
If E is a positive number such that 0 < E < p(xoE,E), then 
E < 2p,(E). It follows that if N = {x: p(xE,E) < E}, then 
Ne N, and, clearly, Xo e' N. 

If N and i'VI are in N, then by Theorem A, there exist sets A 
and B in A such that A c N and B c M. By Theorem D, there 
exists a set C in A such that C c A n B; by an application of 
Theorem B, we obtain a set K in N such that 

KcCcAnBcNnM. 

1f N = {x: p(xE,E) < E}, we write M = {x: p(xE,E) < i}· 
If Xo and Yo are any two elements of M, then 

p(xoYo -lE,E) ~ p(Yo -lE,E) + p(xo -lE,E) = 

= p(YoE,E) + p(xoE,E) < E, 

and therefore MM-I c N. 
If Ne N and x e X, then by Theorem A, there exists a measur­

able set E of positive, finite measure such that EE-l c N. 
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Applying Theorem B to the set (xE) (xE) -1 in A, we may find a 
set M in N such that 

Me (xE)(xE)-1 = xEE-IX -l C xNx-1. 

If, finally, N = {x:p(xE,E) < E} e N and if Xo eN, then 
p(xoE,E) < E. Since E < 2J.l(E), it follows that E - p(xoE,E) < 
2J.l(xoE) and hence that if 

M = {x: p(xxoE,xoE) < E - p(xoE,E)}, 

then M e N. Since 

{x: p(xxoE,E) < E}, 

we have, for every x in M, 

p(xxoE,E) ~ p(xxoE,xoE) + p(xoE,E) < 

< (E - p(xoE,E» + p(xoE,E) = E. 

This implies that x e Nxo -1 and hence that Mxo c N. I 
Theorem F. Ij X is aseparated, measurable group, then X 

is locally bounded with respect to its Weil topology. 11 a 
measurable set E has a non empty interior, then p.(E) > 0; 
if a measurable set E is bounded, then p.(E) < 00. 

Proof. Let No be an arbitrary set of finite measure in N 
(see Theorem C), and let Mo be a set in N such that MoMo -1 C No. 
We shall prove tha t Mo is bounded. If Mo is not bounded, then 
there exists a set N in N and a sequence {xn } of elements in Mo 
such that 

By Theorem A, there exists a measurable set E of positive, finite 
measure such that E c Mo -1 and EE-l C N. Since the condi­
tion on {xn } implies that the sequence {xnE} is disjoint, and 
since xnE c MoMo -1 c No, it follows that J.l(No) = 00. Since 
this contradicts Theorem C, we have proved the first assertion 
of the theorem. 

The fact that a measurable set with a non empty interior has 
positive measure follows from Theorem C; the last assertion is 
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a consequence of Theorem C and the fact that, by definition, a 
bounded set may be covered by a finite number of left transla­
tions of any set in N. I 

Theorem F is in a certain sense the best possible result in this 
direction. If, however, we make use of the fact that every 
locally bounded group may be viewed as a dense subgroup of a 
locally compact group, then we may reformulate our results in 
a somewhat more useful way. We do this in Theorem H; first 
we prove an auxiliary result concerning arbitrary (i.e. not neces­
sarily right or left invariant) Baire measures in locally compact 
groups. 

Theorem G. 1] p, is any Baire measure in a locally compact 
topological group X, and if Y is the set 0] all those elements y]or 
which p,(yE) = p,(E) ]or all Baire sets E, then Y is a closed 
subgroup 0] X. 

Proof. The fact that Y is a subgroup of X is trivial. To prove 
that Y is closed, let yo be any fixed element of Y and let C be 
any compact Baire set. If U is any open Baire set such that 
yoC c U, then there exists a neighborhood V of e such that 
VYoC c U. Since VYo is a neighborhood of Yo, it follows that 
there exists an element y in Y such that y e VYo. Since yC c 
VYoC c U, it follows that 

p,(C) = p,(yC) ~ p,(U), 

and hence, by the regularity of p" that p,(C) ~ p,(YoC). Applying 
this conclusion to Yo -1 and yoC in place of Yo and C we obtain the 
reverse inequality, and hence the identity, p,(C) = p,(YoC) for all 
C. I t follows that p,(E) = p,(YoE) for every Baire set E and hence 
thatyo e Y. I 

By a thick subgroup of a measurable group we mean a sub­
group which is a thick set; (cf. § 17). 

Theorem H. Ij (X,S,p,) is aseparated, measurable group, 
thm there exists a locally compact topological group J? with a 
Haar measure (l on the class S 0] all Baire sets, such that X is a 
thick subgroup 0] J?, S :::> S n X, and p,(E) = (leE) wheneuer 
t eS and E = t n X. 
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Proof. Let g be the completion of X in its Weil topology; 
i.e. gis a locally compact group containing X as a dense subgroup. 
Consider the dass of all those subsets E of g for which E n X 8 s. 
It is dear that this dass is au-ring; in order to show that this 
u-ring contains all Baire sets, we shall show that it contains a base 
for the topology of g. 

Suppose that x is any point of g and -0 is any neighborhood 
of e in g; let V be a neighborhood of e such that V-l V c -0. 
Since V n X is an open set in X, there exists a measurable open set 
W in X such that W c V n X; since the topology of X is (by 
the definition of g) the relative topology it inherits from g, there 
exists an open set W in g such that W = W n X. Since we may 
replace W by W n V, there is no loss of generality in assuming 
that W c V. Since Xis dense in g, there exists a point x in X 
such that x 8 xW-l ; it follows that 

X 8 xW C xW-1W C XP-1P c ,~O. 

If we define jl by writing jl(E) = M(E n X) for every E in S, 
then it is easy to verify that jl is a Baire measure in g. I t follows 
from Theorem G, and the fact that jl(xE) = jl(t) whenever 
x 8 X and E 8 S, that jl is left invariant. The uniqueness theorem 
implies therefore that jl coincides on S with a Haar measure in g. 
I t follows that if E 8 Sand E n X = 0, then jleE) = M(E n X) 
= 0, i.e. that X is thick in g. I 

(1) Let X be any locally compact topological group with a Haar measure J.I. 
on the dass S of all Baire sets. If X = X X X, ifS is the dass of all sets of the 
form E X X, where E e S, and if l1(E X X) = p.(E), then (X,S,l1) is a measur­
able group which is not separated. To wh at extent is this example typical of 
non separated measurable groups in general? 

(2) If Xis aseparated measurable group, then a set E is bounded with respect 
to the Weil topology of X if and only if there exists a measurable set A of posi­
tive, finite measure such that EA is contained in a measurable set of finite 
measure. 

(3) 15 Theorem G true for Borel measures? 
(4) Is the subgroup Y described in Theorem G necessarily invariant? 
(5) Under the hypotheses of Theorem G, write f(x) = J.I.(xE) for every x in 

X and every Baire set E. Isf a continuous function? 
(6) The purpose of the following considerations is to give a non trivial example 

of a thick subgroup. Let X be the real line and consider the locally compact 
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topological group X X X. A subset B of X is linearly independent if the 
conditions :E~-1 riXi = 0, Xi e B, i = 1, ... , n, with rational numbers ri, 
imply that rl = ... = r n = O. 

(6a) If Eis a Borel set of positive measure in X X X and if B is a linearly 
independent set in X, of cardinal number sm aller than that of the continuum, 
then there exists a point (x,y) in E such that B U {xl is a linearly independent 
set. (Hint: there exists a value of y such that Eil has positive measure and 
therefore has the cardinal number of the continuum.) 

(6b) There exists a set C of points in X X X such that (i) C n E ~ 0 for 
every Borel set E of positive measure in X X X, (ii) the set B of first coordinates 
of points of C is linearly independent, and (iii) C intersects every vertical line 
in at most one point. (Hint: weil order the dass of all Borel sets of positive 
measure in X X X and construct C, using (6a), by transfinite induction.) 

(6c) A Harnel basis is a linearly independent set B in X with the property 
that for every x in X there exists a finite subset {Xl, ... , xnl of Band a corre­
sponding finite set {rl, ... , rnl of rational numbers such that x = :E~-1 riXi. 
The expression of x as a rational linear combination of elements of B is unique. 
Every linearly independent set is contained in a Hamel basis. (Hint: use 
transfinite induction or Zorn's lemma.) 

(6d) By (6b) and (6c) there exists a set C of points in X X X having th6 
properties (i), (ii), and (iii) described in (6b) and such that the set B of first 
coordinates of points of C is a Harnel basis. If x = :E~-l riXi, where r. is rational 
and (xi,Yi)eC,i = 1, "',n,write](x) = :E~_lriYi. IfZ= {(x,y):y =](x)) 
(i.e. if Z is the graph off), then Z is a thick subgroup of X XX. 

§ 63. QUOTIENT GROUPS 

Throughout this section we shall assurne that 

X is a locally compact topological group and J.L is a Haar 
measure in X; Y is a compact, invariant subgroup of X, 
." is a Haar measure in Y such that .,,(Y) = 1, and 7r is the pro­
jection from X onto the quotient group g = X/Y. 

While most of the important results of this section are valid for 
closed (but not necessarily compact) subgroups Y, we restrict our 
attention to the compact case because this will be sufficient for 
our purposes and because the proofs in this case are slightly 
simpler. 

Theorem A. 1f a compact set C is a union of cosets of Y 
and ij U is an open set containing C, then there exists an open 
set P in g such thaI 

Ce 7r-1(P) c u. 
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Proof. There is no loss of generality in assuming that U is 
bounded. If we write Xo = UY, then it follows that Xo is com­
pact. We assert that Xo is, just as UY, a union of cosets of Y. 
To prove this, suppose that Xl e Xo and 1I"(XI) = 1I"(X2) (so that 
Xl -IX2 e Y); we are to prove that X2 e X o• If V is any neighbor­
hood of X2, then VX2 -lXI is a neighborhood of Xl and therefore 
UY n VX2 -lXI ~ O. Since Xl -IX2 e Y, it follows that 

UY n V = UYX1-1x2 n VX2 -IXIXI-1X2 = 

= (UY n VX2 -IXI)XI-1X2 ~ 0; 

since V is arbitrary, this implies that X2 e Xo• 

The fact that Cis a union of cosets of Y implies that 1I"(Xo - U) 
n 1I"(C) = 1I"«Xo - U) n C) = o. Since the sets 1I"(Xo - U) and 
1!"(C) are compact, and since 1I"(U) is an open set containing 1I"{C), 
there exists an open set P in g such that 

11"( C) c P C 11"( U) C 1I"(Xo) and P n 1I"(Xo - U) = O. 

If X e 11"-1 (p), so that 1I"(X) e P, then 1I"(x) e' 1I"(Xo - U) and 
therefore X e' Xo - U. Since, however, x e Xo, it follows that 
X e U and therefore that C C 1I"-I(p) C U. I 

Theorem B. I] 6 is a compact subset 0] g, then 11"-1(6) 
is a compact subset 0] X; if E is a Baire set [or a Borel set] in 
g, then 1I"-I(E) is a Baire set [or a Bore! set] in X. 

Proof. Suppose that K is an open covering of 11"-1(6). Since, 
for each x in 6, 11"-1 ( {x}) is a coset of Y, and therefore compact, 
it follows that K contains a finite subclass K(x) such that 
1I"-1({X}) C U(x) = U K(x). By Theorem A there is an open 
set p(x) in g such that 

1I"-1({X}) C V(x) = 1I"-I(p(X» c U(X). 

Since 6 is compact, there exists a finite subset {Xl, ... , xn } of 6 
such that 6 c U~=l P(Xi); it follows that 

11"-1(6) C U~=l V(Xi) C U~-1 U K(Xi), 

and hence that 11"-1(6) is compact. 
The assertion concerning Baire sets and Borel sets follows from 

the preceding paragraph and the additional facts that the inverse 
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image (under '/1") of aGa is aGa, and that the dass of all those sets 
in g whose inverse image lies in a prescribed O"-ring is a O"-ring. I 

Theorem B implies that if measurability in both X and gis 
interpreted in the sense of Baire, or else in the sense of Borel, 
then the transformation '/I" is measurable. In other words, '/1"-1 
maps measurable sets satisfactorily; how does it map their meas­
ures? 

Theorem C. 1] fl = JL'/I"-t, thm fl is a Haar mcasurc in g. 
Proof. The fact that fl is finite on compact sets and positive 

on non empty open Borel sets follows from the fact that the 
inverse image (under '/1") of a compact set or a non empty open set 
is a compact set or a non empty open set, respectively. It remains 
only to prove that fl is left invariant. 

If I. is a Borel set in g and Xo e g, let Xo be an element of X 
such that '/I"(xo) = xo. If x e XO'/l"-l(it), then (since '/I" is a homo­
morphism) '/I"{x) e xoit, so that 

XO'/l"-l(l.) C '/I"-l(xol). 

If, conversely, x e '/1"-1 (Xoit) , then '/I"(X) e xol. and therefore '/I"(xo -lX) 
= Xo -1'/1" (X) e 1.. This implies that Xo -lX e '/I"-l(E) and hence that 
x e XO'/l"-l(it). Since we have thus proved that 

'/I"-l(xoit) C XO'/l"-l(it), 
it follows th8-t-

fl(xoit) = JL'/I"-l(xoit) = JL(XO'/l"-l(it) = JL'/I"-l(l.) = fl{I.). I 

Theorem D. 1] ] e .c+(X) and if 

g(X) = L]{XY)dJl(Y)' 

thm g e .c+{X) and thcrc cxists a (uniqucly dctcrmincd) ]unc­
tion g in .c+(~ such that g = g'/l". 
Proof. If ]z(Y) = ](Xy) , then the continuity of] implies the 

continuity, and hence integrability, of]z on Y. Since] is uni­
formly continuous, to every positive number E there corresponds a 
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neighborhood U of c such that if XlX2 -1 e U, then I j(Xl) - j(X2) ) 
< E. lf XlX2 -1 e U, then 

and therefore 

I g(X1) - g(X2) I ~ LIJ(XlY) - j(X2Y) Idv(y) < E, 

so that g is continuous. Since g is clearly non negative and since 
{x: g(x) :;c O} C {x:j(x) :;c O} . Y, it follows that ge ,c+(X). 

lf 7r(X1) = 7r(X2), then Xl -lX2 e Y and it follows from the left 
invariance of v that 

Consequently writing g(x) = g(x), whenever X = 7r(x), unam­
biguously defines a function g on g; clearly g = g7r. Since 
(39.A), for every open subset M of the realline, 

{x: g(x) e M} = 7r({X: g(x) eMD, 

the continuity of g follows from the openness of 7r. Since 7r maps 
the bounded set {x: g(x) :;c O} on a bounded subset of g, it 
follows that ge ,c+(..f); the uniqueness of g is a consequence of 
the fact that 7r maps X onto g. I 

Theorem E. 1j C is a compact Baire set in X and if 
g(x) = v(x-1C n Y), thm thcrc exists a (uniquely determined) 
Baire mcasurablc and intcgrable junction g on g such that 

g = g7r. 1j C is a union oj coscts 01 Y, thm !gdP- = peC). 

Proof. Let {fn} be a decreasing sequence of functions m 
"c+(X) such that limnjn(x) = xc(x) for every x in X. lf 

gn(x) = LjnexY)dv(y), n == 1,2, ... , 

then {gn} is a decreasing sequence of functions in ,c+eX) (cf. 
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Theorem D), and hence (by, for instance, the bounded con­
vergence theorem) 

lim .. g .. (x) = L xc(xy)dv(y) = i x",-lc(y)dv(y) = 

= v(x-IC n Y) = g(x) 

for every x in X. 
By Theorem D, for each positive integer n there is a function 

g .. in .c+(..f) such that g .. = gn7r. Since the sequence {g .. } is 
decreasing, we may write g(x) = lim .. g .. (X); dearly g = g7r. 
Since (39.C) 

!gdJl = !gdJL = !v(x-IC n y)dJL(x), 

and since {x: v(x-IC n y) ~ o} C {x: x-IC n Y ~ o} = CY, the 
integrability of g follows from the finiteness of v. 

If, finally, Cis a union of cosets of Y, then 

and therefore 

x-IC n Y = {Y if xe C, 
o if xe' C, 

Theorem F. IJ,Jor each Baire set E in X, 

gE(X) = JI(x-1 E n Y), 

thm there exists a (uniquely determined) Baire measurable 
Junction KE on g such that gB = gE7r. 
Proof. We observe first that (by the definition of topology in 

Y) the set X-I E n Y is always a Baire set in Yand, consequently, 
that gE(X) is always defined. 

If we denote by E the dass of all those sets E for which the 
desired condusion is valid, then, by Theorem E, it follows that 
every compact Baire set belongs to E. Since the elementary 
properties of the (finite) measure v imply that E is dosed under 
the formation of proper differences, finite disjoint unions, and 
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monotone unions and intersections, it follows that E contains all 
Baire sets. I 

Theorem G. Ij,jor each Baire set E in X, gE is the unique 
Baire measurable junction on X jor which 

jor every x in X, then 

jor every Baire set E. 

Proof. Write 'A(E) = !gEdJ1 = !v(x-1E n Y)dj.L(x) for every 

Baire set E in X. Since 'A(e) is finite for every compact Baire set C 
(Theorem E) and since 'A is clearly non negative, we see that 'A is a 
Baire measure in X. If Xo e X, then 

so that 'A is left invariant. It follows from the uniqueness theorem 
that 'A(E) = cj.L(E) for a suitable constant c. Since, by Theorem E, 
'A(C) = j.L(C) whenever Cis a compact Baire set which is a union oE 
cosets of Y, and since there exist such sets with j.L(C) > 0, it follows 
that C = 1. I 

§ 64. THE REGULARITY OF HAAR MEASURE 

The purpose of this section is to prove that every Haar measure 
is regular. Throughout this section, up to the statement of the 
final, general result, we shall assume that 
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X is a locally compact and u-compact topological group, 
and J.I. is a left invariant Baire measure in X which is not 
identically zero (and which, therefore, is positive on all non 
empty open Baire sets). 

It is convenient to introduce an auxiliary concept; by an invariant 
o--ring we shall mean au-ring T of Baire sets such that if E e T 
and x e X, then xE e T. Since the dass of all Baire sets is an 
invariant u-ring, and since the intersection of any collection 01 
invariant u-rings is itself an invariant u-ring, we may define the 
invariant u-ring generated by any dass E of Baire sets as the 
intersection of all invariant u-rings containing E. 

Theorem A. 1f E is a dass of Baire sets and T is the 
invariant u-ring generated by E, then T coincides with the 
u-ring To generated by the dass {xE: x e X, E e E}. 

Proof. Since xE e T for every x in X and every E in E, it 
follows that To c T; it is sufficient therefore to prove that To 
is invariant. Let Xo be any fixed element of X. The dass of all 
those Baire sets F for which xoF e To is au-ring; since, for every 
x in X and every E in E, xo(xE) = (xox)E e To, it follows that 
this u-ring contains To• We have proved, in other words, that if 
F e To, then xoF e To• I 

Theorem B. 1f E is a countable dass of Baire sets of finite 
measure and T is the invariant u-ring generated by E, then the 
metric space 3 of all sets of finite measure in T (with the metric 
p defined by p(E,F) = J.I.(E A F)) is separable. 

Proof. Since every subspace of a separable metric space is 
separable, it is sufficient to prove that there exists au-ring To 
of Baire sets such that T c To and such that To has a countable 
set of generators of finite measure; (cf. 40.B). Since Xis a Baire 
set, it follows that X X E is a Baire set in X X X for each E 
in E. If we write, as before, S(x,y) = (x,xy), then SeX X E) is 
also a Baire set in X X X for each Ein E. Consequently there 
exists, for each Ein E, a countable dass RE of rectangles of finite 
measure such that SeX X E) e S(RE ). If we denote by To the 
q-ring generated by the dass of all sides of all rectangles in all 
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RE, E e E, then clearly 

SeX X E) e To X To 

for every E in E. Since every section of a set in To X To belongs 
to To, it follows that, for every x in X and every E in E, 

xE = x(X X E)z = (S(X X E»z e To, 

and hence (by Theorem A) that T c To• I 
Theorem C. 1f T is an invariant er-ring, if f is a function 

in .2 wh ich is measurable (T), and if y in X is such that 
p(yE,E) = 0 for every E in T, then f(y-1x) = fex) for every 
x in X. 

Proof. If Eis any set of finite measure in T, then 

o = p(yE,E) = fl XyE(X) - XE(X) IdM(X) = 

= fl XE(y-1X) - XE(X) IdM(X). 

I t follows that 

for every integrable simple function gwhich is measurable (T), 

and hence, by approximation, that!lf(y-1x) - fex) IdM(X) = o. 
Since the integrand of the last written integral belongs to .2+, 

the desired conclusion follows from 55.B. I 
Theorem D. 1f T is an invariant er-ring generated by its 

sets of finite measure and containing at least one bounded set of 
positive measure, if E is a dass of sets dense in the metric space 
of sets of finite measure in T, and if 

y = {y: p(yE,E) = 0, E e E}, 

then Y is a compact, invariant subgroup of X. 

Proof. If Y o = {y: p(yE,E) = 0, E e Tl, then clearly Y o c Y. 
On the other hand if Eo is a set of finite measure in T and E is a 
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positive number, then there exists a set EinE such that 

p(Eo,E) < ~. I t follows that if y e Y, then 
2 

o ~ p(yEo,Eo) ~ p(yEo,yE) + p(yE,E) + p(E,Eo) < E. 

Since E is arbitrary, this implies that y e Yo, and hence that 
Y = Yo. 

If Y1 and Y2 are in Y and E is in T, then 

o ~ P(Y1 -1y2E,E) ~ P(Y1-1y2E,Y2E) + P(Y2E,E). 

Since Y2E e T and P(Y1-1y2E,Y2E) = p(Y2E,Y1Y2E), it follows 
that Y1-1Y2 e Y, so that Y is indeed a subgroup of X. If y e Y, 
x e X, and E e T, then xE e T and therefore p(x-1yxE,E) = 
p(yxE,xE) = 0, so that Y is invariant. 

If Eo is a bounded set of positive measure in T, then the fact 
that p(yEo,Eo) = 0 for every y in Y implies that yEo n Eo ,t. O. 
It follows that y e EoEo -1 and hence that Y is contained in the 
bounded set EoEo -1. To prove, finally, that Y is dosed (and 
therefore compact) we observe that 

Y = nEeE {y: p(yE,E) = O}; 

the desired result follows from 61.A. I 
Theorem E. 1] E is any Baire set in X, then there exists a 

compact, invariant Baire subgroup Y 0] X such that E is a 
union 0] cosets 0] Y. 

Proof. Let {Ci} be a sequence of compact Baire sets, of which 
at least one has positive measure, such that E e S({ Ci}). For 
each i, let {Jij} be a decreasing sequence of functions in .c+(X) 
such that limdij(x) = xc.Cx) for every x in X. For each positive 
rational number r, the set {X:]ii(X) ~ r} is a compact Baire set; 
let T be the invariant er-ring generated by the dass of all sets of 
this form. It follows from Theorem B that the metric space of 
all sets of finite measure in T is separable; let {En } be a sequence 
which is dense in this metric space. If 

Y = n:-1 {y: p(yEn,En) = O}, 
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then it follows from Theorem D that Y is a compact invariant 
subgroup of X and it follows from 61.A that Y is a Baire set. 

Since each ]ij is measurable (T), Theorem C implies that 
fij(y-IX) = ]ij(X) for every y in Y and every x in X. It follows 
that xc.(y-Ix) = xc,(x), i.e. that yCi = Ci, for every y in Y 
and every i = 1, 2, .... Since, for each y in Y, the class of all 
those sets F for which yF = Fis a (T-ring, it follows that yE = E 
for every y in Y. Hence E = YE = Ux e E Yx; that is, E is a 
union of cosets of the invariant subgroup Y. I 

Theorem F. 1] {e} is a Baire set, then Xis separable. 

Proof. Let {Un } be a sequence of bounded open sets such that 
{e} = n:=l Un; we have seen before that there is no loss of 
generality in assuming that 

Un+l C Un, n = 1, 2, .... 

There exists a sequence {Ci} of compact sets such that X = 
U::l Ci; since each Ci is compact there exists, for each i and n, 
a finite subset {xjn)} of Ci such that Ci C Uj xjn)un. We shall 
prove that the countable dass {Xi/n)un } is a base. 

We prove first that if U is any neighborhood of e, then there 
exists a positive integer n such that e e Un C U. Indeed since 

{e} = nn Un = nn Ün and e e U, 

it follows that nn (Un - U) = (nn Un) - U = O. 

Since {Ün - U} is a decreasing sequence of compact sets with an 
empty intersection, it follows that Un - U( C Un - U) is empty 
for at least one value of n. 

Suppose now that x is any element of X and V is any neighbor­
hood of x. Since X-I V is a neighborhood of e, there exists a 
neighborhood U of e such that U-I U c X-I V, and, by the 
preceding paragraph, there is a positive integer n such that 
e e U n C U. Since x e U::l Ci, there is a value of i such that 
x e Ci and therefore there is a value of j such that x e Xi/ n ) Uno 

Since the last written relation implies that Xi/n ) e xUn -t, we have 

xe Xi/n)Un C xUn -IUn C xU-IU C XX-IV = V. I 
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Theorems E and F together yield the following startling and 
useful result. 

Theorem G. I] Eis any Baire set in X, then there exists a 
compact, invariant subgroup Y 0] X such that E is a union 0] 
cosets 0] Y, and such that the quotient group XjY is separable. 

Proof. By Theorem E, there exists a compact, invariant Baire 
subgroup Y such that E is a union of cosets of Y. If {Un } is a 
sequence of open sets such that Y = n:~l Un, then, for each 
positive integer n, there exists an open set On in the quotient 
group g = XjY such that 

Y C 7r-1(On) C Un, 

where 7r is the projection from X onto g; (cf. 63.A). It follows 
that Y = n:=l7r-l(On) and hence that {c} = n:=l On; the 
separability of gis now implied by Theorem F. I 

Theorem H. Every Haar measure in X is completion 
regular. 

Proof. It is sufficient to prove that if U is any bounded open 
set, then there exists a Baire set E contained in U such that 
U - E may be covered by a Baire set of measure zero. Given 
U, we select the Baire set E (c U) so that p.(E) is maximal; by 
Theorem G there exists a compact invariant subgroup Y of X 
such that E is a union of cosets of Y and such that the quotient 
group g( = XlY) is separable. 

Let 7r be the projection from X onto g, and write 
F = 7r-l 7r(U - E); we shall prove that Fis a Baire set of meas­
ure zero. The fact that E is a union of cosets of Y implies that 
7r(U - E) = 7r(U) - 7r(E); since 7r(U) is an open set in a separa­
ble space, 7r(U) is a Baire set in g; (cf. 50.E). It follows from the 
relation F = 7r- l 7r(U) - E that Fis indeed a Baire set. 

Since the Baire open sets of X form a base, corresponding to 
each point x in U - E there is a Baire open set V(x) such that 
x E V(x) C U. Since {7r(V(x»: x E U - E} is an open covering 
of 7r(U - E), it follows from the separability of g that there 
exists a sequence {Xi} of points in U - E such that 

7r(U - E) C Ui 7r(V(Xi»' 
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Since 7r(U - E) = 7r(U) - 7r(E), we have 

1r(U - E) c (U. 7r(V(Xi») - 7r(E) = U.7r(V(X.) - E). 

It follows from these considerations that it is sufficient, in order 
to complete the proof of the theorem, to prove that 

for every Baire open set V con tained in U; we turn therefore to 
the proof of this result. (Observe that the reasoning, used above 
to show that 7r-I 7r(U - E) is a Baire set, mayaIso be applied to 
V in pI ace of U.) 

If V is a Baire open set contained in U, then it follows from the 
maximal property of E that p.(V - E) = O. If." is a Haar 
measure in Y such that v(Y) = 1, and if we write (l = P.7r-1 and 
g(x) = v(x-I(V - E) n Y), then (63.G) there exists a (non 
negative) Baire measurable function t on g such that g = t7r 
and such that 

o = p.( V - E) = J td(l = 

We have 

If x e V, then e ex-IV n Y and if xe' E, then x-IE n Y = 0, 
so that if x e V - E, then x-I(V - E) n Y is a non empty open 
subset of Y. It follows that if x e 7r-I 7r(V - E), so that 71"(x) = 

?r(xo) for so me Xo in V - E, then 

and therefore, by 25.D, p.(7I"-17l"(V - E» = O. I 
Theorem J. Ij X is an arbitrary (not necessarily u-compact) 

locally compact topological group, and if p. is a Icft invariant 
Borel measure in X, thm p. is completion regular. 
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Proof. Given any Bore! set E in X, there exists a u-compact 
full subgroup Z of X such that E c Z. By Theorem H, p. on Z 
is completion regular and therefore there exist two sets A and B 
in Z which are Baire subsets of Z and for which 

AcE c Band p.(B - A) = o. 
Since Z is both open and closed in X, A and B are also Baire 
subsets of X. I 
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on a set of infinite measure, 90 

Elementary function, 86 
Empty set, 10 
En tire space, 9 
Equal sets, 10 
Equicontinuous, 108 
Equivalent: 

sequences of functions, 201 
signed measures, 126 

Essentially bounded functions, 86 
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in the me an, 99 
sequence, 87 

Generated: 
hereditary dass, 41 
invariant O'-ring, 283 
monotone dass, 27 
ring, 22 
q-ring,24 

Graph, 143 
Group,6 

Haar measure, 251 
Hahn decomposition, 121 
Hamel basis, 277 
Hausdorff: 

measure,53 
space,4 

Hereditary dass, 41 
Hölder's inequali ty, 175 
Homeomorphism, 5 
Homomorphism, 6 
Horizontalline, 131 

Identity,6 
Image, 161 
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Partition, 31, 47, 171 
Point, 9 

at infinity, 240 
Positive: 

linear functional, 243 
measure, 166 
part, 82 
sets, 120 

Principle of duality, 17 
Probability measures and spaces, 

191 
Product: 

measures, 145 
of a sequence of measures, 157 
of partitions, 32, 48 
of transformations, 161 

Projection, 6 
Proper difference, 17 
Purely atomic, 182 

Quotient group, 6 

Rademacher functions, 195 
Radius, 5 

Radon-Nikodym theorem, 128 
counter examples to generaliza-

tions, 131 
Range, 161 
Rectangle, 137, 150, 154 
Regular: 

contents, 237 
measures, 224 
outer measures, 52 
sets, 224 

Relative: 
complement, 17 
topology,3 

Relatively invariant measure, 265 
Residual set of measure zero, 66 
Right: 

Haar measure, 252 
translation, 6 

Ring: 
genera ted by a lattice, 26 
of sets, 19 

Same distribution, 202 
Section, 141 
Semiclosed interval, 32 
Semiring, 22 
Separable: 

measure space, 168 
topological space, 3 

Separated measurable group, 273 
Set, 9 
Set function, 30 
Sides of a rectangle, 137 
Signed measure, 118 
u-algebra, 28 
u-bounded, 4 
u-compact, 4 
u-finite measure, 31 

which is infinite on every inter, 
val, 183 

u-ring, 24 
Simple function, 84 
Singular, 126 
Space,9 
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Sphere,5 
Standard deviation, 196 
Stone's theorem, 170 
Strong law of large numbers, 204, 

205 
Subadditive, 41 
Subbase, 3 
Subgroup,6 
Sum of regular outer measures, 53 
Subpartition, 32, 48 
Subspace, 3 
Subtractive, 37 
Sup, 12 
Superior limit, 16 
Supremum,1 
Symmetrie: 

differenee, 18 
neighborhood,7 

Tchebycheff's inequality, 200 
Thiek: 

sets, 74 
subgroups, 275, 276 

Three series theorem, 199 
Topologieal: 

group, 6 
group with different left and 

right Haar measures, 256 

Topologieal (Cont.): 
spaee,3 

Topology: 
of ametrie spaee, 5 
of the realline, 3 

Totally finite and u-finite, 31 
Total variation, 122 
Transfinite generation of u-rings, 

26 
Transformation, 161 

Uncorrelated, 196 
Uniform: 

absolute eontinuity, 100 
eontinuity, 7 
eonvergenee a.e., 87 

Union, 11 
Upper: 

ordinate set, 142 
variation, 122 

Variance, 194 
Vertiealline, 131 

Weak law of large numbers, 201 
Weil topology, 273 
Whole spaee, 9 

Zero-one law, 201 




