


Graduate Texts in Mathematics 108 
Editorial Board 

F.W. Gehring P.R. Halmos (Managing Editor) 
C.C. Moore 



Graduate Texts in Mathematics 

TAKEUTI/ZARING. Introduction to Axiomatic Set Theory. 2nd ed. 
2 OXTOBY. Measure and Category. 2nd ed. 
3 ScHAEFFER. Topological Vector Spaces. 
4 HILTON/STAMMBACH. A Course in Homological Algebra. 
5 MACLANE. Categories for the Working Mathematician. 
6 HUGHEs/PIPER. Projective Planes. 
7 SERRE. A Course in Arithmetic. 
8 TAKEUTI/ZARING. Axiomatic Set Theory. 
9 HuMPHREYS. Introduction to Lie Algebras and Representation Theory. 

10 CoHEN. A Course in Simple Homotopy Theory. 
11 CoNWAY. Functions of One Complex Variable. 2nd ed. 
12 BEALS. Advanced Mathematical Analysis. 
13 ANDERSON/FULLER. Rings and Categories of Modules. 
14 GoLUBITSKY/GuiLLEMIN. Stable Mappings and Their Singularities. 
15 BERBERIAN. Lectures in Functional Analysis and Operator Theory. 
16 WINTER. The Structure of Fields. 
17 RosENBLATT. Random Processes. 2nd ed. 
18 HALMOS. Measure Theory. 
19 HALMOS. A Hilbert Space Problem Book. 2nd ed., revised. 
20 HusEMOLLER. Fibre Bundles. 2nd ed. 
21 HUMPHREYS. Linear Algebraic Groups. 
22 BARNEs/MACK. An Algebraic Introduction to Mathematical Logic. 
23 GREUB. Linear Algebra. 4th ed. 
24 HoLMES. Geometric Functional Analysis and its Applications. 
25 HEWITT/STROMBERG. Real and Abstract Analysis. 
26 MANES. Algebraic Theories. 
27 KELLEY. General Topology. 
28 ZARISKI!SAMUEL. Commutative Algebra. Vol. I. 
29 ZARISKI!SAMUEL. Commutative Algebra. Vol. II. 
30 JACOBSON. Lectures in Abstract Algebra I: Basic Concepts. 
31 JACOBSON. Lectures in Abstract Algebra II: Linear Algebra. 
32 JACOBSON. Lectures in Abstract Algebra III: Theory of Fields and Galois Theory. 
33 HIRSCH. Differential Topology. 
34 SPITZER. Principles of Random Walk. 2nd ed. 
35 WERMER. Banach Algebras and Several Complex Variables. 2nd ed. 
36 KELLEY/NAMIOKA et al. Linear Topological Spaces. 
37 MoNK. Mathematical Logic. 
38 GRAUERTIFRITZSCHE. Several Complex Variables. 
39 ARVESON. An Invitation to C*-Algebras. 
40 KEMENY/SNELL/KNAPP. Denumerable Markov Chains. 2nd ed. 
41 APOSTOL. Modular Functions and Dirichlet Series in Number Theory. 
42 SERRE. Linear Representations of Finite Groups. 
43 GILLMAN/JERISON. Rings of Continuous Functions. 
44 KENDIG. Elementary Algebraic Geometry. 
45 Lof:vE. Probability Theory I. 4th ed. 
46 Lof:vE. Probability Theory II. 4th ed. 

47 MoiSE. Geometric Topology in Dimensions 2 and 3. 

continued after Index 



R. Michael Range 

Holomorphic Functions 
and Integral Representations 
in Several Complex Variables 

With 7 Illustrations 

Springer Science+ Business Media, LLC 



R. Miehael Range 
Department of Mathematies and Statisties 
State University of New York at Albany 
Albany, NY 12222 
U.S.A. 

Editorial Board 

P.R. Halmos 

Managing Editor 
Department of 

Mathematics 
U niversity of Santa Clara 
Santa Clara, CA 95053 
U.S.A. 

F.W. Gehring 

Department of 
Mathematics 

University of Michigan 
Ann Arbor, MI 48109 
U.S.A. 

AMS Classifications: 32-01,32-02 

Library of Congress Cataloging in Publication Data 
Range, R. Michael. 

Holomorphic functions and integral representations 
in several complex variables. 

(Graduate texts in mathematics; 108) 
Bibliography: p. 
Includes index. 
/. Holomorphic functions. 2. Integral representa

tions. 3. Functions of several complex variables. 
1. Title. II. Series. 
QA33l.R355 1986 515.9'8 85-30309 

© 1986 Springer Scienee+Business Media New York 

e.e. Moore 

Department of 
Mathematics 

University of California 
at Berkeley 

Berkeley, CA 94720 
U.S.A. 

Originally published by Springer-Verlag New York, Ine. in 1986 
Softcover reprint of the hardeover 1 st edition 1986 

AII rights reserved. No part of this book may be translated or reproduced in any farm without 
written permis sion from Springer Science+Business Media, LLC. The use of general descriptive 
names, trade names, trademarks, etc., in this publication, even if the former are not especially 
identified, is not to be taken as a sign that such names, as understood by the Trade Marks and 
Merchandise Marks Act, may accordingly be used freely by anyone. 

Typeset by Asca Trade Typesetting Ltd., Hong Kong. 

98765432 

ISBN 978-1-4419-3078-1 ISBN 978-1-4757-1918-5 (eBook) 
DOI 10.1007/978-1-4757-1918-5 



To my family 
SANDRINA, 

OFELIA, MARISA, AND ROBERTO 



Preface 

The subject of this book is Complex Analysis in Several Variables. This 
text begins at an elementary level with standard local results, followed by 
a thorough discussion of the various fundamental concepts of "complex 
convexity" related to the remarkable extension properties of holomorphic 
functions in more than one variable. It then continues with a comprehensive 
introduction to integral representations, and concludes with complete proofs 
of substantial global results on domains of holomorphy and on strictly 
pseudoconvex domains inC", including, for example, C. Fefferman's famous 
Mapping Theorem. 

The most important new feature of this book is the systematic inclusion of 
many of the developments of the last 20 years which centered around integral 
representations and estimates for the Cauchy-Riemann equations. In particu
lar, integral representations are the principal tool used to develop the global 
theory, in contrast to many earlier books on the subject which involved 
methods from commutative algebra and sheaf theory, and/or partial differ
ential equations. I believe that this approach offers several advantages: (1) it 
uses the several variable version of tools familiar to the analyst in one complex 
variable, and therefore helps to bridge the often perceived gap between com
plex analysis in one and in several variables; (2) it leads quite directly to deep 
global results without introducing a lot of new machinery; and (3) concrete 
integral representations lend themselves to estimations, therefore opening the 
door to applications not accessible by the earlier methods. 

The Contents and the opening paragraphs of each ctmpter will give the 
reader more detailed information about the material in this book. 

A few historical comments might help to put matters in perspective. Already 
by the middle of the 19th century, B. Riemann had recognized that the 
description of all complex structures on a given compact surface involved 
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complex multidimensional "moduli spaces." Before the end of the century, 
K. Weierstrass, H. Poincare, and P. Cousin had laid the foundation of the local 
theory and generalized important global results about holomorphic functions 
from regions in the complex plane to product domains in C2 or in en. In 1906, 
F. Hartogs discovered domains in C2 with the property that all functions 
holomorphic on it necessarily extend holomorphically to a strictly larger 
domain, and it rapidly became clear that an understanding of this new 
phenomenon-which does not appear in one complex variable-would be a 
central problem in multidimensional function theory. But in spite of major 
contributions by Hartogs, E.E. Levi, K. Reinhardt, S. Bergman, H. Behnke, 
H. Cartan, P. Thullen, A. Weil, and others, the principal global problems were 
still unsolved by the mid 1930s. Then K. Oka introduced some brilliant new 
ideas, and from 1936 to 1942 he systematically solved these problems one after 
the other. However, Oka's work had much more far-reaching implications. In 
1940, H. Cartan began to investigate certain algebraic notions implicit in 
Oka's work, and in the years thereafter, he and Oka, independently, began to 
widen and deepen the algebraic foundations of the theory, building upon 
K. Weierstrass' Preparation Theorem. By the time the ideas of Cartan and 
Oka became widely known in the early 1950s, they had been reformulated by 
Cartan and J.P. Serre in the language of sheaves. During the 1950s and early 
1960s, these new methods and tools were used with great success by Cartan, 
Serre, H. Grauert, R. Remmert, and many others in building the foundation 
for the general theory of "complex spaces," i.e., the appropriate higher dimen
sional analogues of Riemann surfaces. The phenomenal progress made in 
those years simply overshadowed the more constructive methods present in 
Oka's work up to 1942, and to the outsider, Several Complex Variables 
seemed to have become a new abstract theory which had little in common 
with classical complex analysis. 

The solution of the 8-Neumann problem by J.J. Kohn in 1963 and the 
publication in 1966 of L. Hormander's book in which Several Complex 
Variables was presented from the point of view of the theory of partial 
differential equations, signaled the beginning of a reapproachment between 
Several Complex Variables and Analysis. Around 1968-69, G.M. Henkin 
and E. Ramirez-in his dissertation written under H. Grauert-introduced 
Cauchy-type integral formulas on strictly pseudoconvex domains. These 
formulas, and their application shortly thereafter by Grauert/Lieb and 
Henkin to solving the Cauchy-Riemann equations with supremum norm 
estimates, set the stage for the solution of"hard analysis" problems during the 
1970s. At the same time, these developments led to a renewed and rapidly 
increasing interest in Several Complex Variables by analysts with widely 
differing backgrounds. 

First plans to write a book on Several Complex Variables reflecting these 
latest developments originated in the late 1970s, but they took concrete form 
only in 1982 after it was discovered how to carry out relevant global construc
tions directly by means of integral representations, thus avoiding the need to 
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introduce other tools at an early stage in the development of the theory. This 
emphasis on integral representations, however, does not at all mean that 
coherent analytic sheaves and methods from partial differential equations are 
no longer needed in Several Complex Variables. On the contrary, these 
methods are and will remain indispensable. Therefore, this book contains a 
long motivational discussion of the theory of coherent analytic sheaves as 
well as numerous references to other topics, including the theory of the 
8-Neumann problem, in order to encourage the reader to deepen his or her 
knowledge of Several Complex Variables. On the other hand, the methods 
presented here allow a rather direct approach to substantial global results in 
en and to applications and problems at the present frontier of knowledge, 
which should be made accessible to the interested reader without requiring 
much additional technical baggage. Furthermore, the fact that integral repre
sentations have led to the solution of major problems which were previously 
inaccessible would suggest that these methods, too, have earned a lasting place 
in complex analysis in several variables. 

In order to limit the size of this book, many important topics-for which 
fortunately excellent references are available-had to be omitted. In particu
lar, the systematic development of global results is limited to regions in IC". 
Of course, Stein manifolds are introduced and mentioned in several places, 
but even though it is possible to extend the approach via integral representa
tions to that level of generality, not much would be gained to compensate for 
the additional technical complications this would entail. Moreover, it is my 
view that the reader who has reached a level at which Stein manifolds (or Stein 
spaces) become important should in any case systematically learn the relevant 
methods from partial differential equations and coherent analytic sheaves by 
studying the appropriate references. 

I have tried to trace the original sources of the major ideas and results 
presented in this book in extensive Notes at the end of each chapter and, 
occasionally, in comments within the text. But it is almost impossible to do 
the same for many Lemmas and Theorems of more special type and for the 
numerous variants of classical arguments which have evolved over the years 
thanks to the contributions of many mathematicians. Under no circumstances 
does the lack of a specific attribution of a result imply that the result is due 
to the author. Still, the expert in the field will perhaps notice here and there 
some simplifications in known proofs, and novelties in the organization of the 
material. The Bibliography reflects a similar philosophy: it is not intended to 
provide a complete encyclopedic listing of all articles and books written on 
topics related to this ·book. I believe, however, that it does adequately docu
ment the material discussed here, and I offer my sincerest apologies for any 
omissions or errors of judgment in this regard. In addition, I have included a 
perhaps somewhat random selection of quite recent articles for the sole 
purpose of guiding the reader to places in the literature from where he or she 
may begin to explore specific topics in more detail, and also find the way back 
to other (earlier) contributions on such topics. Altogether, the references in 
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the Bibliography, along with all the references quoted in them, should give a 
fairly complete picture of the literature on the topics in Several Complex 
Variables which are discussed in this book. 

We all know that one learns best by doing. Consequently, I have included 
numerous exercises. Rather than writing "another book" hidden in the exer
cises, I have mainly included problems which test and reinforce the under
standing of the material discussed in the text. Occasionally the reader is asked 
to provide missing steps of proofs; these are always of a routine nature. A few 
of the exercises are quite a bit more challenging. I have not identified them in 
any special way, since part of the learning process involves being able to 
distinguish the easy problems from the more difficult ones. 

The prerequisites for reading this book are: ( 1) A solid knowledge of calculus 
in several (real) variables, including Taylor's Theorem, Implicit Function 
Theorem, substitution formula for integrals, etc. The calculus of differential 
forms, which should really be part of such a preparation, but too often is 
missing, is discussed systematically, though somewhat compactly, in Chapter 
III. (2) Basic complex analysis in one variable. (3) Lebesgue measure in IR", 
and the elementary theory of Hilbert and Banach spaces as it is needed for an 
understanding of LP spaces and of the orthogonal projection onto a closed 
subspace of L2• (4) The elements of point set topology and algebra. Beyond 
this, we also make crucial use of the Fredholm alternative for perturbations 
of the identity by compact operators in Banach spaces. This result is usually 
covered in a first course in Functional Analysis, and precise references are 
given. 

Before beginning the study of this book, the reader should consult the 
Suggestions for the Reader and the chart showing the interdependence of the 
chapters, on pp. xvii-xix. 

It gives me great pleasure to express my gratitude to the three persons who 
have had the most significant and lasting impact on my training as a mathe
matician. First, I want to mention H. Grauert. His lectures on Several Complex 
Variables, which I was privileged to hear while a student at the University of 
Gottingen, introduced me to the subject and provided the stimulus to study 
it further. His early support and his continued interest in my mathematical 
development, even after I left Gottingen in 1968, is deeply appreciated. I 
discussed my plans for this book with him in 1982, and his encouragement 
contributed to getting the project started. Once I came to the United States, 
I was fortunate to study under T.W. Gamelin at UCLA. He introduced me to 
the Theory of Function Algebras, a fertile ground for applying the new tools 
of integral representations which were becoming known around that time, 
and he took interest in my work and supervised my dissertation. Finally, I 
want to mention Y.T. Siu. It was a great experience for me-while a "green" 
Gibbs Instructor at Yale University-to have been able to continue learning 
from him and to collaborate with him. 

Regarding this book, I am greatly indebted to my friend and collaborator 
on recent research projects, lngo Lie b. He read drafts of virtually the whole 
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book, discussed many aspects of it with me, and made numerous helpful 
suggestions. W. Rudin expressed early interest and support, and he carefully 
read drafts of some chapters, making useful suggestions and catching a number 
of typos. S. Bell, J. Ryczaj, and J. Wermer also read portions of the manuscript 
and provided valuable feedback. Students at SUNY at Albany patiently 
listened to preliminary versions of parts of this book; their interest and 
reactions have been a positive stimulus. My colleague R. O'Neil showed me 
how to prove the real analysis result in Appendix C. 

I thank JoAnna Aveyard, Marilyn Bisgrove, and Ellen Harrington for 
typing portions of the manuscript. Special thanks are due to Mary Blanchard, 
who typed the remaining parts and completed the difficult job of incorporating 
all the final revisions and corrections. B. Tomaszewski helped with the proof
reading. The Department of Mathematics and Statistics of the State Univer
sity of New York at Albany partially supported the preparation of the 
manuscript. 

I would also like to acknowledge the National Science Foundation for 
supporting my research over many years. Several of the results incorporated 
in this book are by-products of projects supported by the N.S.F. 

Finally, I want to express my deepest appreciation to my family, who, for 
the past few years, had to share me with this project. Without the constant 
encouragement and understanding of my wife Sandrina, it would have been 
difficult to bring this work to completion. My children's repeated questioning 
if I would ever finish this book, and the fact that early this past summer my 
6-year-old son Roberto started his own "book" and proudly finished it in one 
month, gave me the necessary final push. 

R. Michael Range 
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Suggestions for the Reader 

This book may be used in many ways as a text for courses and seminars, or 
for independent study, depending on interest, background, and time limita
tions. The following are just intended as a few suggestions. The reader should 
refer to the chart on page xix showing the interdependence of chapters in order 
to visualize matters more clearly. 

(1) The obvious suggestion is to cover the entire book. Typically this will 
require more than two semesters. If time is a factor, certain sections may be 
omitted: natural candidates are §3 in Chapter I, §4, §5 in II, §2 in IV, §2, §3, §6 
in VI, and, if necessary, parts of VII. 
(2) Another possibility is a first course in Several Complex Variables, to be 
followed by a course which will emphasize the general theory, i.e., complex 
spaces, sheaves, etc. Such an introductory course could include I, §2.1, §2.7-
§2.10, and §3 in II, III as needed, §1, §3 in IV, §1, §2 in V, and VI. 
(3) A first course in Several Complex Variables which emphasizes recent 
developments on analytic questions, in preparation for s1 1dying the relevant 
research literature on weakly (or strictly) pseudoconvex domains, could be 
based on the following selection: §1, §2 in I, §1-3 in II, III as needed, §1, §3, §4 
in IV, V, and VII. This could be done comfortably in a year course. 
(4) The more advanced reader who is familiar with the elements of Several 
Complex Variables, and who primarily wants to learn about integral repre
sentations and some of their applications, may concentrate on Chapters IV 
(I advise reading §3 in III byforehand!), V, and VII. 
(5) Finally, I have found the following selection of topics quite effective for 
a one-semester introduction to Several Complex Variables for students with 
limited technical background in several (real) variables: §1 and §2.1-§2.5 in I, 
§1-§3 'in II, §1 (without 1.8), §4, §5, and §6 (if time) in VI. In order to handle 
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Chapter VI, one simply states without proof the vanishing theorem H~(K) = 0, 
i.e., the solvability of the Cauchy-Riemann equations in neighborhoods of K, 
for a compact pseudoconvex compactum Kin C". In case n = 1, this result is 
easily proved by reducing it to the case where the given (0, 1)-form fdz has 
compact support. This procedure, of course, does not work in general because 
multiplication by a cutoff function destroys the necessary integrability condi
tion in case n > 1. Assuming H1J(K) = 0, it is easy to solve the Levi problem 
(cf. §1.4 in V), and one can then proceed directly with Chapter VI. Notice that 
only the vanishing of H1J is required in Chapter VI, so all discussions involving 
(0, q) forms for q > 1 can be omitted! In such a course it is also natural to 
present a proof of the Hartogs Extension Theorem based on the (elementary) 
solution of a with compact supports (see Exercise E.2.4 and E.2.5 in IV for an 
outline, or consult Hormander's book [Hor 2]). 

Within each chapter Theorems, Lemmas, Remarks, etc., are numbered in 
one sequence by double numbers; for example, Lemma 2.1 refers to the first 
such statement in §2 in that same chapter. A parallel sequence identifies 
formulas which are referred to sometime later on; e.g., (4.3) refers to the third 
numbered formula in §4. References to Theorems, formulas, etc., in a different 
chapter are augmented by the Roman numeral identifying that chapter. 
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CHAPTER I 

Elementary Local Properties of 
Holomorphic Functions 

In §1 and §2 of this chapter we present the standard local properties of 
holomorphic functions and maps which are obtained by combining basic 
one complex variable theory with the calculus of several (real) variables. The 
reader should go through this material rapidly, with the goal of familiarizing 
himself with the results, notation, and terminology, and return to the appro
priate sections later on, as needed. The inclusion at this stage of holomorphic 
maps and of complex submanifolds, i.e., the level sets of nonsingular holo
morphic maps, is quite natural in several variables. In particular, it allows us 
to present elementary proofs of two results which distinguish complex analysis 
from real analysis, namely: (i) the only compact complex submanifolds of en are 
finite sets, and (ii) the Jacobian determinant of an injective holomorphic map 
from an open set in en into en is nowhere zero. Section 3, which gives an 
introduction to analytic sets, may be omitted without loss of continuity. We 
have included it mainly to familiarize the reader with a topic which is funda
mental for many aspects of the general theory of several complex variables, 
and in order to show, by means of the Weierstrass Preparation Theorem, how 
algebraic methods become indispensable for a thorough understanding of the 
deeper local properties of holomorphic functions and their zero sets. 

§1. Holomorphic Functions 

1.1. Complex Euclidean Space 

We collect some basic facts, notations, and terminology, which will be used 
throughout this book. 

IR and e denote the field of real, respectively complex numbers; 7L and N 
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denote the integers, respectively nonnegative integers, while we use N + for the 
positive integers. 

For n E N +, the n-dimensional complex number space 

is the Cartesian product of n copies of C. en carries the structure of an 
n-dimensional complex vector space. The standard Hermitian inner product 
on en is defined by 

n 

(1.1) (a, b) = L alii, 
j=l 

The associated norm lal =(a, a)1'2 induces the Euclidean metric in the usual 
way: for a, bEen, dist(a, b)= Ia- bl. 

The (open) ball of radius r > 0 and center a E en is defined by 

(1.2) B(a, r) = {zEen: lz- al < r}. 

The collection of balls { B(a, r): r > 0 and rational} forms a countable neigh
borhood basis at the point a for the topology of en. 

The topology of en is identical with the one arising from the following 
identification of en with IR2 n. Given z = (zl' ... ' Zn) E en, each coordinate zj 
can be written as zi =xi+ iyi, with xi, YiE IR (i is the imaginary unit .j=l). 
The mapping 

(1.3) 

establishes an IR-linear isomorphism between en and IR 2n, which is compatible 
with the metric structures: a ball B(a, r) in en is identified with a Euclidean 
ball in IR2n of equal radius r. Because of this identification, all the usual 
concepts from topology and analysis on real Euclidean spaces IR 2n carry over 
immediately to en. In the following, we shall freely use such standard results 
and terminology. 

In particular, we recall that D c en is open if for every a ED there is a ball 
B(a, r) c D with r > 0, and that an open set D c en is connected if and only 
if Dis pathwise connected. Unless specified otherwise, D will usually denote an 
open set in en; such aD will also be called a domain, or region. Notice that 
we do not require a domain to be connected. We shall say that a subset n of 
D is relatively compact in D, and denote this by Q cc D, if the closure Q of Q 
is a compact subset of D. 

The topological boundary of a set A c en will be denoted by bA (rather than 
the more commonly used oA, as the symbol o generally has "different meaning 
in complex analysis (see §1.2)). 

Given a domain D, c5D(z) = sup{r: B(z, r) c D} denotes the (Euclidean) 
distance from zED to the boundary of D. If D #en, then 0 < c5D(z) < 00 for 
all zED, and c5D extends to a continuous function on i5 by setting c5D(z) = 0 
for zEbD. One has c5D(z) = inf{lz- (1: ( EbD}. The distance between two sets 
A, B is given by dist(A,B) = inf{la- bl: aEA, bEB}. Notice that ifQ cc D, 
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r(B(O, r)) 

Figure 1. Representations of ball and polydisc in absolute space. 

then dist(Q, bD) > 0, or, equivalently, there is y > 0 such that <5v(z) ;;:::: y for all 
z E Q; conversely, if D is bounded (i.e., D c B(O, r) for some r < oo) and y > 0, 
then {zED: <5v(z) > y} cc D. 

Often it is convenient to use another system of neighborhoods: the (open) 
polydisc P(a, r) of multiradius r = (r1 , ... , r.), ri > 0, and center a E C" is the 
product of n open discs in IC: 

(1.4) 

More generally, a polydomain is the product of n planar domains. 
Notice that 

P(a, (r 1 , ... , r.)) c B(a, R) 

whenever I.rJ < R 2 , and that 

B(a, p) c P(a, (rl> ... , r.)) 

for p :$; min { r/ 1 :$; j :$; n}. 
In order to represent certain sets in C" geometrically, it is convenient to 

consider the image r(D) of Din absolute space {(r1 , ... ,r.)E~":ri;:::O for 
j = 1, ... , n}, under the map r: a--+ (la 1 l, ... , la.l). For example, B(O, r) and 
P(O, (r1 , r 2 )) in IC 2 have the representations shown in Figure 1. 

If n > 2, we sometimes write z = (z', z.), where z' = (z 1 , ... , z._1 ) E IC"-1 . 

For example, if 0 < ri < 1, 1 :$; j :$; n, the domain 

H(r) = {z E IC": z' E P'(O, r'), lz.l < 1} U {z E C", z' E P'(O, 1), r. < lz.l < 1} 

can be represented schematically by Figure 2. 
The pair (H(r), P(O, 1)) is called a (Euclidean) Hartogs figure; its significance 

will become clear in Chapter II. 
Notice that 

for 1 :$; j :$; n} 
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• 
r' T(z') 

T(H(r)) 

Figure 2. Representation of H(r) in absolute space. 

is an n-dimensional real torus. So the representation in absolute space is 
reasonable only for sets which are circled in the following sense. 

Definition. A set Q c en is circled (around 0) if for every a E Q the torus 

T-1(r(a)) = {zEe: Z = (alei81 , ... , anei8"), 0 S (}j S 2n} 

lies in Q as well. A Reinhardt domain (centered at 0) is an open circled (around 
0) set in e. A Reinhardt domain D is complete if for every a ED one has 
P(O, r(a)) c D. 

It is clear how to define the corresponding concepts for arbitrary centers. 
B(O, r) and P(O, r) are complete Reinhardt domains, while the domain H(r) 

in Figure 2 is a Reinhardt domain which is not complete. 
Reinhardt domains appear naturally when one considers power series or 

Laurent expansions of holomorphic functions (see §1.5 and Chapter II, §1). 
Observe that a complete Reinhardt domain in C (centered at 0) is an open 
disc with center 0; what are the Reinhardt domains in C? 

1.2. The Cauchy-Riemann Equations 

For D c !Rn, open, and kEN U { oo }, Ck(D) denotes the space of k times 
continuously differentiable complex valued functions on D; we also write 
C(D) instead of C0 (D). We shall use the standard multi-index notation: if 
!X = (rxl, ... ' rxn) E Nn and X =(xu ... ' Xn) E !Rn, one sets 

Ia. I = rxl + ... + rxn, a! = rxl! .... an!, 

x~ = x!'· ... ·x~", rx ~ 0(>0) ifrxj ~ 0(>0) for 1 sj s n, 
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(1.5) 

For f E Ck(D), k < oo, we define the Ck norm off over D by 

(1.6) lflk,D = L sup ID"l'(x)l; 
aeN"xeD 
jaj,;k 
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we write If I» instead of lflo,D• and if Dis clear from the context, we may write 
lflk instead of lflk.D· The space Bk(D) = {! E Ck(D): lflk < oo} is complete in 
the Ck norm l·lk, and hence Bk(D) is a Banach space. Similarly, the space 
Ck(f5): = {! E Ck(D): D'r extends continuously to i5 for all ocE 1\J" with loci :$; k}, 
with the norm l·lk.D• is also a Banach space. 

Turning to C" = IR2" with coordinates zi = xi + j=l Yi• one introduces 
the partial differential operators 

(1.7) a~j = ~(a~j + ~ a:J. 
The following rules are easily verified: 

The multi-index notation (1.5) is extended to the operators (1.7) as follows: for 
oc, {3 E 1\J", 

(1.8) 

We write Da for Dao and Dli for D07i; this should cause no confusion with (1.5). 
Notice that f E Ck(D) if and only if Dalif E C(D) for all oc, f3 with loci + 1/31 :$; k. 
We now introduce the class of functions which is the principal object of 

study in this book. 

Definition. Let D c C" be open. A function f: D-+ Cis called holomorphic 
(on D) iff E C1(D) and f satisfies the system of partial differential equations 

(1.9) a! (z) = 0 
ozj 

for 1 :$;j :$;nand zED. 

The space of holomorphic functions on D is denoted by (!}(D). More gener
ally, if n is an arbitrary subset of C", we denote by (!}(Q) the collection of those 
functions which are defined and holomorphic on some open neighborhood of 
n, with the understanding that two such functions define the same element 
in (!)(Q) if they agree on a neighborhood of Q. 1 A function f is said to be 
hoJomorphic at the point a E C" iff E (!}( {a}). 

The following result is an immediate consequence of the definitions and 
standard calculus. 

1 This identification can be formalized by introducing the language of germs of functions (see 
Chapter VI, §4). 
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Theorem 1.1. For any subset 0 of C", @(Q) is closed under pointwise addition 
and multiplication. Any polynomial in z 1 , ... , z" with complex coefficients 
is holomorphic on IC", and hence, by restriction, is in @(0). Iff, g E @(Q) and 
g(z) # 0 for all zEO, thenfjgE@(Q). 

Equation (1.9) is called the system of (homogeneous) Cauchy-Riemann 
equations. Notice that any function f which satisfies (1.9) satisfies the Cauchy
Riemann equations in the zrcoordinate for any j, and hence is holomorphic 
in each variable separately. It is a remarkable phenomenon of complex analysis 
-discovered by F. Hartogs in 1906 [Har 2]-that conversely, any function 
f: D -..IC which is holomorphic in each variable separately is holomorphic, 
as defined above. This shows that the requirement that f E C1 (D) can be 
dropped in the definition of holomorphic function. The main difficulty in 
Hartogs' Theorem is to show that a function f which satisfies (1.9) is locally 
bounded. Assuming that f is bounded, it is quite elementary to show that (1.9) 
implies f E C00 (D) (see Exercise E.l.3 and Corollary 1.5 below). 

In order to appreciate the strength of Hartogs' Theorem, the reader 
should notice that the function f: IR 2 -.. IR defined by f(O) = 0 and f(x, y) = 
xyj(x4 + y4 ) for (x, y) # 0 is coo (even real analytic) in each variable separately, 
but is not bounded at 0. 

The inhomogeneous system of Cauchy-Riemann equations 

(1.10) 1 ~j ~ n, 

where u1 , ... , u" are given C 1 functions on D, will also be very important for 
the study ofholomorphic functions. For n = 1, the system (1.10) is determined 
(i.e., one equation for one unknown function, or two real equations for the 
two real functions Ref, Imf), while for n > 1 (1.10) is overdetermined (more 
equations than unknowns). This fact makes life in several variables harder, 
and it accounts for many of the differences between the cases n = 1 and n > 1. 
Notice that if there is a solution f E C2 (D) of(l.lO), then the functions u1 , •.• , u" 
must satisfy the necessary integrability conditions 

(1.11) 1 ~j, k ~ n; 

(1.11) always holds in case n = 1, while it is quite restrictive in case n > 1. 
We now give another interpretation for the solutions of the homogeneous 

Cauchy-Riemann equations. Let f E C 1 (D); its differential dfa at a ED is the 
unique IR-linear map IR 2"-.. IR2 which approximates f near a in the sense 
that f(z) = f(a) + dfa(z- a)+ o(lz- al). 1 In terms of the real coordinates 
(x1 , y1 , ..• , Xn, Yn) ofiC", one has 

(1.12) 

1 We use a standard notation from analysis: if A = A(x) is an expression which depends on x e ~·. 
the statements A= O(lxl), and A= o(lxl) mean, respectively, that IA(x)l :S Clxl as lxl-+ 0 for 
some constant C, and limlxl~o IA(x)l/lxl = 0. 
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where dxj, dyj are the differentials of the coordinate functions, i.e., 

Via the identification IR 2 " = IC" and IR 2 = IC, the differential dfa can be 
viewed as a map IC" -+ IC which is IR-linear, though not necessarily IC-linear. 
In particular, the differentials dxj and dyj are not linear over IC; for example, 
if ( = (1, 0, ... , 0) E IR 2", then i( = (0, 1, 0, ... , 0), so that dx 1 (i() = 0, while 
idx 1 (( d = i. In complex analysis one therefore considers the differentials 
dzj = dxj + idyj (this is IC-linear) and ~ = dxj- idyj (this is conjugate IC
linear1) of the complex coordinate functions zj, 1 :s; j :s; n. A simple computa
tion shows that 

(1.13) 

The first sum in (1.13) is denoted by ofa, or of(a), the second sum by fJfa, or 
fJf(a). So one can say that 

(1.14) fEC 1(D) is holomorphic<=>fJf = O<=>df =of. 

Theorem 1.2. AfunctionfEC1 (D) satisfies the Cauchy-Riemann equations at 
the point a ED if and only if its differential dfa at a is IC-linear. In particular, 
f E @(D) if and only if df is IC-linear at every point. 

PROOF. Since ofa is obviously IC-linear for any a ED, one implication is 
trivial. For the other implication, suppose {Jk = ofjozk(a) =1- 0 for some k. Let 
ak = ofjozk(a), and W = (0, ... , 1, 0, ... , 0) E IC", with the 1 in the kth place. 
Then dfa(w) = ak + {Jk> and dfa(iw) = aki- {Jki = i(ak - {Jk) =1- idfa(w), so that 
dfa is not linear over IC. • 

We shall discuss these matters more systematically and in coordinate-free 
form in Chapter III, §2.2; for the present, let us mention though that it is 
Equation (1.13) for the differential of a C1 function which motivates the 
definition of the operators ojozj and a;a~ in (1.7). 

1.3. The Cauchy Integral Formula on Polydiscs 

As in the case of one complex variable, the basic local properties of holo
morphic functions follow from an integral representation formula, which is 
most easily established on polydiscs. Later we will consider an analogous 
formula on the ball and on more general domains (see Chapter IV, §3.2 and 
Chapter VII, §1). 

1 A map 1: V---> W between two complex vector spaces V and W is conjugate ~:>linear if I is linear 
over IR and if l(.!cv) = Il(v) for all .!c E C, v E V. 
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Theorem 1.3. Let P = P(a, r) be a polydisc in IC" with multiradius r = (r 1 , •.. , rn). 
Suppose f E C(P), and f is holomorphic in each variable separately, i.e.,Jor each 
z E fi and 1 ::::;; j ::::;; n, the function fzJA.) = f(z 1, ••• , zi-l, A., zi+l, ... , zn) is holo
morphic on {A.EIC: lA.- ail< ri}. Then 

(1.15) f(z)=(2ni)-n r j(()d( 1 ••• d(n forzEP, 
Jv((l- Z1) ... ((n- Zn) 

where boP= {'EIC": i(i- ail= ri, 1 ::;;j::::;; n}. 

Notice that the region of integration b0 P in (1.15) is strictly smaller than the 
topological boundary bP of P in case n > 1. b0 P is called the distinguished 
boundary of P, and in many situations it plays the same role as the unit circle 
in one complex variable (see Theorem 1.8 below for an example). 

The integral in (1.15) is an example of an n-form integrated over the real 
n-dimensional manifold b0 P (see Chapter III, §1). In terms of the standard 
parametrization 

(i = ai + riei8J, 

of b0 P(a, r), one has 

(1.16) ( g(() d(1 ... d(n = i"r1 ... rn ( g(((O))ei8 ' ••• ei8"d01 ••• dOn J b0 P(a,r) J [0, 21t]" 

for any g E C(b0 P). For the time being, the reader may simply view the left side 
in (1.16) as a shorthand notation for the right side. 

PROOF. We use induction over the number of variables n. For n = 1 one has 
the classical Cauchy integral formula, which we assume as known. Suppose 
n > 1, and that the theorem has been proved for n- 1 variables. For zEP 
fixed, apply the inductive hypothesis with respect to (z 2 , ••• , zn), obtaining 

where a' = (a 2 , ••• , an), r' = (r2 , ••• , rn). For ( 2 , ..• , (n fixed, the case n = 1 
gives 

(1.18) 

Now substitute (1.18) into (1.17) and transform the iterated integral over 
{1(1 - a 1 1 = rt} x b0 P'(a', r') into an integral over b0 P-use the parametriza
tion (1.16). • 

Remark 1.4. The continuity off was used only at the end ofthe proof. Weaker 
conditions on f, for example f bounded and measurable, would work just as 
well by basic results in integration theory. On the other hand, it is important 
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for the applications given below that (1.15) is an integral over b0 P, and not 
just an iterated integral. 

Corollary 1.5. Suppose f E C(D) (or just bounded on D) is holomorphic in each 
variable separately. Then! E C00 (D) and, in particular,/ E l!/(D). For any IX E f\Jn, 
D"f E l!/(D). 

PROOF. Apply Theorem 1.3 to a polydisc P(a, r) cc D; in (1.15) it is legitimate 
to differentiate under the integral sign as often as needed. • 

Theorem 1.6 (Cauchy estimates). Let f E l!I(P(a, r)). Then,for all IX E f\Jn, 

(1.19) 
IX! 

ID"f(a)l ::;; r" 1/IP(a,r); 

(1.20) 
1X!(1X1 + 2) ... (1Xn + 2) 

ID"f(a)l ::;; (2ntra+2 II f IIL'(P(a,r))· 

Note that r" = ri' ... r:n, and for mE Z, IX+ m = (1X1 + m, ... , 1Xn + m); for 
1 ::;; p ::;; oo, U(D) denvtes the space of functions on D with 1/IP Lebesgue 
integrable over D (with respect to Lebesgue measure on IR 2n), and 11/IILP(Dl = 
<J D lfiP)lfp. 

PROOF. Fix 0 < p < r. Apply Theorem 1.3 to P(a, p) cc P(a, r) and differen
tiate under the integral sign, obtaining 

(1.21) D"f(a) = ~ l /(0 d( 1 .•. dCn 
(2nit J b0 P(a,p) (( - a)"+1 

(see (1.5) for the multi-index notation used). After an obvious estimation of 
(1.21) and taking the limit p--+ r, (1.19) follows. For (1.20), use (1.16) in (1.21), 
multiply by p"+1 and estimate, obtaining 

(1.22) ID"f(a)lp"+1 ::;; (21X!)n l 1/(((0))Ipl ... Pn d01 ... dOn. 
1t J[0,21t]n 

The desired inequality follows after integrating (1.22) over 0 ::;; Pi ::;; ri, 
1 ::;; j ::;; n, and transforming the n-fold integral in polar coordinates into a 
volume integral. • 

The estimate (1.20) is often used in the following form. 

Corollary 1.7. For each IXE f\Jn, 1 ::;; p::;; oo, and Q cc D there is a constant 
C = C{IX, p, n, D) such that 

(1.23) ID"/In::;; CII/IILP(Dl for all fel!I(D)nU(D). 

The space l!/(D) n U(D) of holomorphic U functions on D will be denoted 
by l!IU(D). 



10 I. Elementary Local Properties of Holomorphic Functions 

PRooF. Fix 0 < () < dist(n, bD) and let r = b/Jn. Then (1.20) holds for each 
a En, and since II fllu<P<a.r)) :5: constant· II f IILP(P(a,r))• (1.23) follows. • 

Another consequence of the Cauchy integral formula is the following ver
sion of the maximum principle. A different form of the maximum principle is 
discussed in §1.6., Corollaries 1.22 and 1.23. 

Theorem 1.8. For P = P(a, r) and zEP one has 

(1.24) 

The space of functions C(P) n (I)(P) is known as the polydisc algebra, and is 
denoted by A(P). It is a subalgebra of C(P) which is closed in the norm I·IP 
(this follows from Theorem 1.9. below). We re-emphasize that b0 P is strictly 
smaller than the topological boundary if n > 1. In the language of Uniform 
Algebras, (1.24) says that b0 P is a boundary for the polydisc algebra A(P); in 
fact, b0 P is the smallest closed boundary, the so-called Shilov boundary, of A(P). 

PROOF. It is enough to prove (1.24) for z E P. From (1.15) it follows by an 
obvious estimate that there is a constant Cz such that lf(z)l :5: Czlflb P for all 
f E A(P). Hence, fork = 1, 2, ... , since fk E A(P) for f E A(P), one obtains 

lf(zW = lfk(z)l :5: Czlfklb0 P :5: Cz{lflb0 P)k; 

this implies lf(z)l :5: c;fklflboP' and (1.24) follOWS by letting k--+ 00. • 

1.4. Sequences and Compactness in Spaces of Holomorphic 
Functions 

As in the case of functions of one complex variable, the Cauchy integral 
formula implies strong convergence theorems. We say that a sequence {jj: 
j = 1, 2, ... ,} c C(D) converges compactly in D if {Jj} converges uniformly on 
each compact subset of D. It is well known that C(D) is closed under compact 
convergence. 

Theorem 1.9. Suppose { jj: j = 1, 2, ... , } c (I)(D) converges compactly in D to 
the function f: D --+ <C. Then f E (I)(D), and for each a E Nn, 

lim Dafj = D'1 
j-+oo 

compactly in D. 

The proof of Theorem 1.9 is the same as in the classical case n = 1 and will 
be omitted. Combined with Corollary 1.7, Theorem 1.9 implies the following 
result. 
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Corollary 1.10. For any 1 :o;; p :o;; oo the space ((}U(D) is a closed subspace of 
U(D), and hence ((} U(D) is a Banach space. 

Unless stated otherwise, we will always consider ((}(D) equipped with the 
natural topology in which convergent sequences are precisely those which 
converge compactly. This topology is, in fact, metrizable, as follows. Fix an 
increasing sequence of compact sets { Kv}, such that 

(i) K 1 cc int K 2 cc ... Kv cc int Kv+l cc ... c D 

(1.25) OCJ 

(ii) U Kv =D. 
v=l 

A sequence { Kv} which satisfies (1.25) is called a normal exhaustion of D. It is 
obvious that lim i~oo jj = f compactly in D if and only if lim Jj = f uniformly 
on each Kv. For f, g E C(D), one then defines 

(1.26) 1J(f, g)= f rv If- giK, . 
v=l 1 + If- giK, 

Lemma 1.11. The function 1J defined by (1.26) is a metric on C(D). A sequence 
{Jj} c C(D) converges compactly to f if and only if limi~oo b(Jj,f) = 0. The 
topology on C(D) defined by 1J is independent of the choice of the normal 
exhaustion { Kv}· 

The proof is left to the reader. 
Theorem 1.9 can now be restated: ((}(D) is a closed subspace of C(D), and 

every partial differentiation Da: ((}(D)--> ((}(D), rx EN", is continuous. 
The spaces C(D) and ((}(D) are important examples of so-called Frechet 

spaces. These are vector spaces V which are complete metrizable topological 
spaces, so that the vector space operations in V are continuous. 

A subset S in a Frechet space, or more generally, in a topological vector 
space V, is called bounded if for every neighborhood U of 0 in V there is A, > 0 
such that S c A.U. The reader should convince himself that this definition of 
a bounded set is equivalent to the familiar one in normed linear spaces. 

Lemma 1.12. A subsetS c C(D) (or c((}(D)) is bounded if and only iffor every 
compact K c D one has 

The proof is left to the reader. 
The following characterization of compact sets in ((}(D) is of fundamental 

importance; it should be compared to the analogous characterization in finite 
dimensional vector spaces (i.e., for ~" or IC"). 
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Theorem 1.13. A subset S c lD(D) is compact if and only if S is closed and 
bounded. 

PROOF. As the classical proof for n = 1 generalizes to n > 1, we only give an 
outline. Since lD(D) is complete metrizable, a closed set S c lD(D) is compact 
if and only if every sequence {.fj} c S has a convergent subsequence. The 
essential part of the theorem thus involves showing that every bounded 
sequence {.fj} c lD(D) has a convergent subsequence (i.e., lD(D) has the 
Bolzano-Weierstrass property). 

Fix a normal exhaustion {K.} of D. If {.fj} c lD(D) is bounded, Lemma 1.12 
and Corollary 1.7 imply that {.fj} has uniformly bounded first order derivatives 
on each K., and hence, via the Mean Value Theorem, one sees that {.fJIK,• 
j = 1, 2, ... ,} is uniformly equicontinuous for each v. The theorem of Ascoli
Arzela, combined with a Cantor diagonal sequence argument, then gives a 
subsequence {.fj,, l = 1, 2, ... ,} which converges uniformJy on each K., v = 1, 
2, ... ; thus {.fj,, l = 1, 2, ... ,} converges compactly in D. • 

By Corollary 1.7, any subsetS c lDU(D), 1 :::;; p :::;; oo, which is bounded in 
U-norm, is also bounded in lD(D). By Theorem 1.13, S has compact closure 
in lD(D), but not necessarily in U(D). In order to obtaip. a relatively compact 
subset of LP we must restrict to some n cc D, as compact convergence in D 
implies convergence in U(Q) for any n cc D and i :::;; p:::;; oo. One thus 
obtains the following result. 

Theorem 1.14. Let n cc D, and suppose 1 ::;; p, q ::;; oo. Then the restriction of 
f E lD(D) to n defines a compact linear map 

lDU(D)---+ lDU(Q). 

Recall that a linear map B1 ---+ B 2 between two Banach spaces is called 
compact if the image of a bounded set in B1 is relatively compact in B2 • See 
also Exercise E.l.7 for a related statement. 

1.5. Power Series 

We briefly recall first the basic facts about multiple series; that is, formal 
expressions 

(1.27) 

If n > 1, the index set 1\ln does not carry any natural ordering, so that there 
is no canonical way to consider Lb. as a sequence of (finite) partial sums as 
in case n = 1. The ambiguity is avoided if one considers (absolutely) con
vergent series, defined as follows. 
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Definition. The multiple series Ivel'll"b• is called convergent1 if 

I lb. I =sup {I lb. I: A finite}< oo. 
veN" veA 

13 

It is well known that the convergence of I b., as defined above, is necessary 
and sufficient for the following to hold. 

Given any bijection a: N--+ Nn, the ordinary series 

converges in the usual sense to a limit LEe which is independent of a. This 
number Lis called the limit (or sum) of the multiple series, and one writes 

L= I b •. 
vel\!" 

In particular, if I b, converges, its limit can be computed from the homo
geneous expansion 

(1.28) CXJ ( ) L= I I b • . 
k=O l•l=k 

Furthermore, for any permutation r of { 1, ... , n }, the iterated series 

(1.29) 

converges to L as well. Conversely, if b, ~ 0, the convergence of any one of 
the iterated series (1.29) implies the convergence of I b •. 2 

A power series in n complex variables z 1' ... ' Zn centered at the point a E en 
is a multiple series I.e~'~~" b, with terms 

b, = c,(z- a)"= c., ...• .(z1 - a 1)"' .•• (zn- an)"", 

where c. E e for v E Nn. To simplify notation we will only consider power series 
centered at a = 0 in this section. 

Definition. The domain of convergence n = Q( { c,}) of the power series 

(1.30) 

is the interior of the set of points z E en for which (1.30) converges. 

1 Since functions f are defined to be (Lebesgue) integrable if III is integrable, we take the liberty 
to drop the word "absolutely". In fact, convergent series are precisely the elements in L 1 (N", Jl.), 
where Jl. is counting measure. 

2 These results can be viewed as special cases of the Fubini-Tonelli theorem in integration theory. 



14 I. Elementary Local Properties of Holomorphic Functions 

Notice that (1.30) always converges for z = 0, but if n > 1, il({cv}) may be 
empty even if (1.30) converges at some point z ¥- 0. For example, the power 
series 

I v1!zilz? 
v 1 :2:0 
v:i>O 

converges for z = (z 1, 0), but not for z = (z 1, z 2) if z 1, z2 ¥- 0; hence its domain 
of convergence is empty. 

The following result, known as Abel's Lemma, gives the basic general result 
about convergence of power series. 

Lemma 1.15. Suppose Cv E c for v E ~n and that for some wE en 

(1.31) sup lcvwvl = M < 00. 

Let r = r(w) = (lw1 l, ... , lwnl). Then the power series Icvzv converges on the 
polydisc P(O, r). Moreover, the convergence is normal in the following sense: 
if K c P(O, r) is compact and e > 0 is arbitrary, there is a finite set A = 
A(K, e) c ~n, such that 

for all zEK. 

PROOF. Given K cc P(O, r), choose 0 < il < 1, such that K c P(O, ilr). For 
zEP(O, ilr) one obtains from (1.31) that 

lcvzvl ::5; lcvwvlillvl ::5; Millvl for VE ~n. 

Since Lve ~">~" A.lvl = (LJ'=o A. it < oo, the result follows. • 

Corollary 1.16. The domain of convergence n of the power series Icvzv is a 
(possibly empty) complete Reinhardt domain, and n is the interior of the set of 
points wEen which satisfy (1.31). The convergence is normal inn. 

Theorem 1.17. A power series f(z) = Icvzv with nonempty domain of con
vergence n defines a holomorphic function f E (!)(Q). M oreover,for oc E ~n, the 
series of derivatives L cv(Daz v) converges compactly to D".f on n, and 

(1.32) D".f(O) = oc! Ca. 

PROOF. We fix a bijection cr: ~ --+ ~n. Then 

k 

f(z) = lim L Ca(j)zaU) 
k-+Oj=O 

compactly on n. Since the partial sums are holomorphic, Theorem 1.9 implies 
fE(!)(D) and 

k 

D".f(z) = lim L Ca(J!(DazaUl) 
k-+oo j=O 
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on n. Thus, for fixed IX E N" and wEn, 

Corollary 1.16 implies that 0 is contained in the domain of convergence of 
the power series L:Cv(D"zv). Equation (1.32) follows by evaluating D"f(z) = 
L cv(D"z v) at z = 0. • 

In fact, L cvzv and L cv(D"zv) have the same domain of convergence (see 
Exercise E.l.8). 

The domains of convergence of power series in several variables exhibit a 
much greater variety than in one variable. We give some examples in Figure 3 
(the reader should verify the statements made). 

Clearly a Hartogs domain H(r) (see Figure 2) is not the domain of con
vergence of a power series; every power series which converges on H(r) must 
necessarily converge on the polydisc P(O, 1) (use Lemma 1.15). We will show 
in Chapter II, §1, that every f E (!)(H(r)) can be represented on H(r) by a 
convergent power series, which therefore defines a holomorphic extension of 
f to P(O, 1)! 

Not every complete Reinhardt domain is the precise domain of convergence 
of some power series (except in case n = 1, of course). We will discuss the 
characterization of domains of convergence of power series in Chapter II, §3.8. 

r(.Q) 

(1.33) 

(1.34) 

(1.35) 

Figure 3. Domains of convergence of some power series. 
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1.6. Taylor Expansion and Identity Theorems 

We now show that every holomorphic function can be represented locally by 
a convergent power series. Together with Theorem 1.17, this shows that the 
space (!}(D) can also be defined in terms of power series. This is the approach 
taken, for example, in [GuRo] or [Nar 3]. 

Theorem 1.18. Let f E (!}(P(a, r)). Then the Taylor series off at a converges to f 
on P(a, r), that is, 

D1(a) 
f(z) = L - 1-(z- a)" 

VE f\)n V. 
for z E P(a, r). 

PROOF. In the Cauchy integral formula (1.15), applied to z E P(a, p) cc P(a, r), 
one expands ((- zf1 = ((1 - zd-1 ... ((n- znf1 into a multiple geometric 
series 

(1.36) 
-1 (z- a)" 

(( - z) = I (( r+l , 
VEf\J" -a 

which converges uniformly for ( E b0 P(a, p), since lzi- ail/l'i- ail s 
lzi- ail/Pi< 1 for such ( and all 1 sj s n. It is therefore legitimate to 
substitute (1.36) into (1.15) and to interchange summation and integration, 
leading to 

(1.37) f(z) = L [(2ni)-n ( f(() d(1·:~~(n](z- a)v 
vef\J" Jb 0 P(a.p) ((-a) 

for z E P(a, p). By (1.21), or by Theorem 1.17, the coefficient of(z- a)" in (1.37) 
equals D1(a)jv!. • 

Theorem 1.19. Let D c en be connected. Iff E (!}(D) and there is a ED, such that 
Daf(a) = 0 for all a E Nn, then f(z) = 0 for zED. In particular, if there is a 
nonempty open set U c D, such that f(z) = 0 for z E U, then f = 0 on D. 

PROOF. Theorem 1.18 implies that the set Q = {zED: Daf(z) = 0 for all a E Nn} 
is open. By continuity of D"f, Q is also closed, and since the hypothesis says 
that Q i= 0, the connectedness of D implies Q =D. • 

Remark 1.20. The hypothesis in Theorem 1.19 will hold iff vanishes on a set 
E which is "thick" enough. For example, in C 1 it suffices that E has an 
accumulation point in D, but this is clearly not enough if n > 1. The function 
f(z 1 , z2 ) = z 1 is zero on { (0, z2): z2 E C}, but f =/= 0. An obvious necessary and 
sufficient condition is that E not be contained in the zero set of a nontrivial 
holomorphic function; but this is really a tautology, unless one has more 
precise geometric information about such zero sets. We will consider this 
question in §3. Here we mention one case which shows that more than 
topological or measure theoretic properties are involved: Suppose f E (!}(D), 
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a ED, andf(a + x) = Ofor all x in a neighborhood ofO in IR"; then Da_f(a) = 0 
for all IX, and hence f = 0 on D. 

Theorem 1.20. Let D be connected. Then (!)(D) is an integral domain. 

PROOF. Suppose f, g E (!)(D) and f(z) · g(z) = 0 for zED. Iff =f. 0, there is a ED 

with f(a) #- 0, and hence f(z) #- 0 in a neighborhood U of a. But then g(z) = 0 
for z E U, which implies g(z) = 0 for all zED by Theorem 1.19. • 

The following result is an easy generalization of the corresponding classical 
one variable result. 

Theorem 1.21. Let D be connected and suppose f E (!)(D) is not constant. Then 
j(Q) is open for any open set Q c D. 

PROOF. It is enough to show that for any ball B(a, r) c D, f(B(a, r)) is a 
neighborhood of f(a). Theorem 1.19 implies that fiB(a,rJ is not constant, 
otherwise f would have to be constant on D. Choose p E B(a, r) such that 
f(p) =1- f(a), and define h(A.) = f(a + A.p) for A.EA = {A.EC: IA.I ~ 1}. Then h 
is nonconstant on A and holomorphic-just compute ohjoi = 0, or see 
Theorem 2.3. By the known one variable result (cf. [Ah1], p. 132), h(A) c 

f(B(a, r)) is a neighborhood of h(O) = f(a). • 

Corollary 1.22. Suppose! E (!)(D) and that 1!1 has a local maximum at the point 
a ED. Then f is constant on the connected component of D containing a. 

Corollary 1.23. Suppose D cc C" and f E A(D) = C(D) n (!)(D). Then 

lf(z)l ~ lfibD for all z E 15. 

EXERCISES 

E.1.1. Show that an open set D in C" is connected if and only if D is pathwise connected. 
(i.e., if P, QED, there is a continuous map qJ: [0, 1] --> D with qJ(O) = P, 
({1(1) = Q.) 

E.1.2. Let D be open inC". For j = 1, 2, ... define 

Ki ={zeD: 150 (z) ~ 1/j and lzl :5;j}. 

Show that Ki is compact, Ki c interior Ki+t and D = U~1 Ki. (This shows 
that every open set D in C" has a normal exhaustion.) 

E.l.3. Show that if Dis open in C" and f: D--> Cis holomorphic in each variable 
separately and locally bounded (i.e., for all a ED there is a neighborhood 
u. c D of a such that flu. is bounded), then f is continuous on D. 

E.1.4. Show that (l)U(C") = {0} for 1 :5; p < oo and that (l)L"'(C") =C. 

E.1.5. Let C(D) be the space of continuous functions on D c C", with the topology of 
compact convergence. 
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(i) For K c D, compact, e > 0, and g E C(D), set U(g; K, e) = {f E C(D): 
If- giK < e}. Show that if {KJ is a normal exhaustion of D, then 
{ U(g; Ki, 1/1): j, I = 1, 2, ... } is a neighborhood basis for g. 

(ii) Prove in detail that C(D) is metrizable. 

E.1.6. Prove Lemma 1.12. 

E.1.7. Show that if Q cc D c IC" are open, then the restnction of fE(!!(D) to 
finE (!!(Q) defines a compact map (!!(D)-+ (!!(Q). (This means that there is a 
neighborhood V c (!!(D) ofO, such that its image in (!!(Q) has compact closure.) 

E.1.8. Prove that a power series L>vzv and the derived series ~::Cv(D"zv) have equal 
domain of convergence for every multi-index rx EN". 

E.1.9. Let D be open inC" and let L'1 = {zE C: lzl < 1 }. Show that for N EN+, every 
f E (!!(D x f1N) has a power series representation 

f(z, w) = L a.(z)wv 
vet\JN 

with coefficients avE (!!(D), which converges compactly on D x f1N. 

E.l.lO. A domain Din IC" is called a Hartogs domain if z = (z', z.)ED implies that 
(z', e;8z.) ED for all 0 ::::; () ::::; 2n. Show that every function f holomorphic on a 
Hartogs domain D has a Laurent series expansion with respect to z., 

00 

f(z) = L ai(z')z~, 
which converges compactly on D, and whose coefficients are holomorphic in z'. 

E.l.ll. Let P = P(O, (r 1 , .•• , r.)) c C" be a poly disc. If ( E bP satisfies 1(11 = r1 for some 
I, the set 

P'(l, 0 = {zEP: z1 = (1, lzil < riforj =F I} 

can be viewed as a polydisc in e-1• Show that iff E A(P), then f restricts to 
a holomorphic function on P'(l, 0 in n - 1 variables. 

E.1.12. Let P be a bounded polydisc in IC". Show that if S c bP satisfies lflz)l ::::; lfls 
for all zEP and fEA(P), then S contains the distinguished boundary b0 P of 
P. (Together with Theorem 1.8, this shows that b.P is the Shilov boundary of 
A(P).) 

E.1.13. Let D c IC" be connected and suppose f: D x D-+ Cis holomorphic in the 2n 
complex variables (z, w) ED x D. Show that if there is a point p ED with p ED, 
such that f(z, z) = 0 for all z in a neighborhood of p, then f(z, w) = 0 for all 
(z, w) ED x D. (Hint: Introduce new coordinates u = z + w, v = z - w.) 

§2. Holomorphic Maps 

2.1. The Derivative of a Holomorphic Map 

Let D c C" be open and consider a map F: D ~ em. By writing F = (f1 , ... , fm) 
and .h = uk + j=lvk, where uk, vk are real valued functions on D, we can 
view F = (u1 , v1 , ... , um, vm) as a map from D c IR 2" into IR 2m. IfF is differen-
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tiable at a ED, its differential dF(a): !R2n -+ IR2m is a linear transformation with 
matrix representation given by the (real) Jacobian matrix 

aul aul ... aul 
axl ayl ayn 

avl 

avm avm 
-········-
axl ayn 

evaluated at a. 
The map F: D-+ em is called holomorphic if its (complex) components 

f 1 , ..• .!mare holomorphic functions on D. IfF is holomorphic, its differential 
dF(a) at a ED is a complex linear map en -+ em (this follows from Theorem 
1.2), with complex matrix representation 

F'(a) = 

ajm(a)··· afm(a) 
azl azn 

We call F'(a) the derivative (or complex Jacobian matrix) of the holomorphic 
map Fat a. 

Lemma 2.1.If D c en and F: D-+ en is holomorphic, then 

det JIRF(z) = ldet F'(zW ~ 0 
for zeD. 

PROOF. After a permutation of the rows and columns one can write 

( auk) ~ (auk) 
axj : ayj 

det JIRF = det · · · · · · · · · · · · · · · · · · · 

(!~) l (~~) 
where the four blocks on the right are real n x n matrices. Adding i = J=l 
times the bottom blocks to the top and using the Cauchy-Riemann equations 
aJ,.;a~ = 0, i.e., aukjaxj = av,.;ayj and aukjayj = -avkjaxj, one obtains 
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Now subtract i = f-1 times the left blocks from the right side; it follows that 

det JIRF = det 

(ixk.) ~ 0 
J : 

* 
: (aJ,) 
~ a~ 

= det F' · det F', 

where we have used that ofjozj = offoxj for holomorphic f. • 

2.2. Composition and the Chain Rule 

We now discuss the important result that the composition of holomorphic 
maps is again holomorphic; in particular, this implies that the definition of 
holomorphic functions is independent of the Euclidean coordinates of C". 

Lemma 2.2. Let D c C" and Q c em be open sets. If F = (!1 , •.. Jm): D --.. Q 
is holomorphic and g e @(Q), then go Fe @(D); moreover, for a e D and 1 ::::;; j ::::;; n, 

(2.1) o(g oF) (a) = f: ~(F(a)) ofk (a). 
ozj k=1 owk ozj 

PROOF. We give two proofs of this result. The first one is based on power series, 
while the second uses a complex version of the real chain rule, which is useful 
in other contexts as well. 

Suppose a ED, F(a) = bEn. Choose a polydisc P(b, e) cc n, such that 

v•g 
g(w) = g(b) + L -, (b}(w - b)", 

1·1~1 v. 

with normal convergence on P(b, e). By continuity of F, there is a polydisc 
P(a, b) c D, such that F(z) e P(b, e) for z e P(a, b). Hence, for z e P(a, b), 

v•g 
g(F(z)) = g(F(a)) + L -, (b)(F(z) - b)V, 

1•1:?:1 v. 

with normal convergence on P(a, b). Since the terms of the series are holo
morphic, it follows that go Fe @(P(a, b)); moreover, for any 1 ::::;; j ::::;; n, 

o(~ 0 F) (a) = L v·,g (b) [aa (F(z) - w] (a). 
zi l•l~1 v. zi 

In the latter series, the terms with I vi > 1 are 0, and (2.1) follows. 
For the second proof, if F and g are only differentiable, then go F is 

differentiable on D, and the (real) chain rule implies (use (1.13)!) that 

(2.2) o(goF) = f: [(~oF)oJ;. + (~oF)oh], 
ozj k=1 owk ozj awk OZj 
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(2.3) o(goF) = f [(~oF)of, + (~oF)oftc] 
Ozj k=l owk ozj owk ozj ' 

for any 1 ::;;; j ::;;; n. If, in addition, F and g are holomorphic, then (2.3) implies 
B(g oF)= 0, i.e., go FE (!)(D), and (2.2) implies (2.1). • 

By applying Lemma 2.2 to each component of a holomorphic map G, one 
immediately obtains the following result. 

Theorem 2.3. Suppose F: D-+ Q c em and G: Q-+ e 1 are holomorphic maps. 
Then Go F: D-+ e1 is holomorphic and 

(GoF)'(z) = G'(F(z))·F'(z) for zED. 

2.3. The Implicit Mapping Theorem 

The study of solution sets of analytic equations, that is, the common zero set 
of one or several holomorphic functions, is of fundamental importance in the 
theory of several complex variables. A brief introduction into the more elemen
tary properties of such sets, called analytic sets, will be presented in §3. Here 
we first deal with the easier case of nonsingular equations. 

Theorem 2.4. Let D c en and let F = (!1 , •.. Jm): D -+ em be holomorphic. 
Suppose m ::;;; n, F(a) = 0 for some a ED, and 

[ of, J det oz. (a) ~_""l ••.. ,m =F 0. 
1 J-n-m+l, ... ,n 

(2.4) 

Thentherearee' > O,e" > O,andaholomorphicmaph = (h1 , ... ,hm):B'(a',e')-+ 
B"(a", e"), where a'= (a1 , .•. , an-m), a"= (an-m+l• ... ,an), with the following 
property: 

(2.5) 
if z = (z', z")EB'(a', e') x B"(a", e"), then 

F(z', z") = 0 if and only if z" = h(z'). 

In case m = n, the theorem means that h is constant, and hence z = a is the 
only solution of F(z) = 0 in a neighborhood of a. If m < n, the theorem means 
geometrically that the set {zED: F(z) = 0} is, near a, the graph of a holo
morphic map h in n - m variables (see Figure 4). 

PROOF. Lemma 2.1, applied to the map F, defined by F(z") = F(a', z") in a 
neighborhood of a", shows that det J~F(a") =F 0. Hence the implicit mapping 
theorem from real calculus (see [Nar 4], §1.3) can be applied, yielding e', e" > 0 
and a C1 map h = (h1 , ... , hm): B'(a', e')-+ B"(a", e"), such that (2.5) holds. To 
complete the proof we must show that h is holomorphic near a. 
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z" 

B"(a", e"){ 

'-v--J 
B'(a', e') 

z' 

Figure 4. Local representation of the solution set of F(z) = 0 as the graph of the 
holomorphic function h. 

Since his holomorphic and fk(z', h(z')) = 0 for z' E B'(a', e') and 1 ::;; k ::;; m, 
one obtains, by applying ojoz1, 1 ::;; 1 ::;; n - m, and using (2.3), that 

(2.6) f ofk (z', h(z')). a~ (z') = 0, 
j=l ozn-m+ j oz, 

1 ::;; k ::;; m. 

By (2.4), the matrix of the system of linear equations (2.6) is nonsingular at 
z' = a',andhenceonB'(a', e')forsufficientlysmalle'. Therefore(ohi/oz1)(z') = 0 
for 1 :s;j::;; m and 1::;; 1::;; n- m, so that his holomorphic on B'(a', e'). • 

The hypotheses (2.4) in the theorem is equivalent, except for a renumbering 
of the components ofF, to the statement that the derivative F' has maximal 
rank = min(n, m) at the point a. We say that F is nonsingular at a if F'(a) has 
maximal rank; F is nonsingular (on D), ifF is nonsingular at every a ED. 

It is easy to see that in case F: D-+ em is nonsingular at a ED and m > n, 
the conclusion is the same as in Theorem 2.4 for m = n, namely z = a is an 
isolated zero of F. In fact, even more is true: F is injective on a neighborhood 
of a (see Corollary 2.6 below). 

2.4. Biholomorphic Maps 

We now consider in more detail the equidimensional case m = n. 

Theorem 2.5. Suppose D c en and the holomorphic map F: D -+ en is non
singular at a (i.e., det F'(a) =I= 0). Then there are open neighborhoods U of a and 
W of b = F(a), such that Flu: U-+ W is a homeomorphism with holomorphic 
inverse H: W-+ U. 

PROOF. We introduce the map G(w, z) = F(z) - w from en X D into en. By 
hypothesis, G(b, a) = 0 and 
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de{!~;l-;;·t:::::~(b, a)= det F'(a) -:10. 

Therefore Theorem 2.4 gives a holomorphic map H from a neighborhood.W 
of b into a ball B(a, e) c D, such that for (w, z)E W x Bone has G(w, z) = 0, 
i.e. w = F(z), if and only if z = H(w). It follows that H: W--+ U = F-1(W) is 
the desired holomorphic inverse of Flu· • 

Corollary 2.6. Suppose D c en and F: D --+ em is holomorphic and nonsingular 
at a ED. If m ~ n, then there is a neighborhood U of a, such that Flu is injective. 

PROOF. Since rank F'(a) = n, after renumbering the components of F = 
(f1 , ... .!m), one can assume that F = (f1 , ... ,J,) is nonsingular at a. Theorem 
2.5 now implies that F, and hence also F, is injective on some neighborhood 
U of a. • 

Let D1 , D2 be open sets in en, resp. em; we say that the map F: D1 --+ D2 is 
biholomorphic if F is a holomorphic homeomorphism with holomorphic 
inverse F-1 : D2 --+ D1 . IfF is biholomorphic, it follows from the chain rule 
that (F-1 )'(F(z)) is the inverse matrix of F'(z); in particular, F is nonsingular, 
and m = n. The open sets D1 and D2 are called biholomorphically equivalent if 
there is a biholomorphic map F: D1 --+ D2 • F: D1 --+ D2 is called biholomorphic 
at a E D1 if there is a neighborhood U of a, such that Flu: U--+ F(U) is 
biholomorphic. Theorem 2.5 can now be reformulated: If D c en and 
F: D --+ en is holomorphic and nonsingular at a ED, then F is biholomorphic at a. 

IfF: U--+ W is biholomorphic, with F(z) = w = (w1, ... , wn), we also say 
that (w1 , ... , wn) is a holomorphic, or complex coordinate system on U. A 
function h(z) on U can then be expressed in terms of the w-coordinates, i.e., 
by considering h o (F-1 )(w), and the analytic properties of h do not depend on 
the choice of coordinates. It will often be useful to introduce special holo
morphic coordinates in order to simplify the geometry. We will see this 
technique at work in the following sections. 

Remark. The results discussed here and in the preceding section are the 
obvious analogues of well known theorems in real calculus. More surprising 
is the fact that an injective holomorphic map F from D c en into en is 
necessarily nonsingular, and hence biholomorphic from D onto F(D). No 
comparable result exists in real calculus: consider the map f: IR--+ IR given by 
f(x) = x 3 ! In case n = 1, this result is an easy consequence of the residue 
theorem, but for n > 1 the proof is more subtle. We will discuss it in §2.8, after 
we have introduced the concept of complex submanifold in §2.6. 

Example. It is well known that every biholomorphic map F: e--+ e is neces
sarily linear, i.e., of the form F(z) = az + b for some constants a, bE C. In 
contrast, the group of automorphisms Aut(e2 ) = {F: e 2 --+ e 2, biholomor-
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phic} is much larger: every entire function h: C -+ C defines a biholomorphic 
map Fh: C2 -+ C2 by setting Fh(z, w) = (z + h(w), w). 

2.5. The Biholomorphic Inequivalence of Ball and Polydisc 

The Riemann Mapping Theorem states that a connected, simply connected 
domain in the complex plane is either C itself or else it is biholomorphic to 
the open unit disc. The following result shows that it is impossible to find 
a higher dimensional analog of Riemann's Theorem which involves only 
topological conditions. 

Theorem 2.7. There exists no biholomorphic map 

F: P(O, 1)-+ B(O, 1) 

between polydisc and ball in en if n > 1. 

This fact was discovered by H. Poincare in 1907 ("Les fonctions analytiques 
de deux variables et la representation conforme," Rend. Circ. Mat. Palermo 
23(1907), 185-220). Poincare's original proof was based on a computation 
and comparison of the groups of holomorphic automorphisms of ball and 
bidisc which fix the origin. The proof given below is more direct and elemen
tary, and its basic idea is applicable in much more general settings (see Exercise 
E.II.2.12). 

PROOF. For simplicity, we consider the case n = 2; the argument easily gener
alizes to arbitrary n ~ 2. Let d = g E C: I( I < 1} be the open unit disc in C. 
Suppose F = (f1,f2 ): d x d-+ B = B(O, 1) c C2 is biholomorphic. We will 
show that for each fixed wEd the holomorphic map Fw: d-+ B defined by 

satisfies 

lim Fw(z) = 0. 
z-+b4 

This immediately gives a contradiction, as follows:(*) implies that Fw extends 
continuously to X, with boundary values 0. Since Fw is holomorphic on d, it 
follows that Fw = 0 on d, i.e., F(z, w) is independent of w, and F could not be 
one-to-one. 

To prove(*) it is enough to show that every sequence {zv} c d with lzvl-+ 1 
has a subsequence {zvi} with limj-+oo Fw(zv) = 0. Given such a sequence {zv}, 
an application of Mantel's Theorem to the bounded sequence { F(z., · ), 
v = 1, 2, ... } ofholomorphic maps F(z., · ): d-+ Bin the second variable gives 
a subsequence { zvJ, su~h that { F(zvi' ·)} converges compactly in d to a holo
morphic map cp: d-+ B. Since F is biholomorphic, we must have F(z., w)-+ 
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bB for every wE~ as z.--+ b~; hence cp(~) c bB, i.e., if q> = (cp1 , q>2), then 
IIPl(wW + IIP2(wW = 1 for all WE~. By applying 82 /oWow to this equation 
one obtains IIP~(w)l 2 + lcp;(wW = 0, so cp' = 0 on~- Since 

Fw(z.i, w)--+ tp'(w) 

the desired conclusion follows. • 

as j--+ oo, 

Theorem 2.7 shows that simply connected domains in dimension two or 
higher are much more "analytically rigid" than in the plane. Related to this 
theme, it has long been known that in C2 there exist simply connected 
domains whose only holomorphic automorphism is the identity (cf. [BeTh], 
p. 169). In 1935 W. Rothstein ("Zur Theorie der analytischen Abbildungen im 
Raum zweier komplexer Vedinderlichen," Diss. Univ. Munster, 1935) found 
the first domain of holomorphy with these properties. (See Chapter II, §2.1, for 
the definition of this concept.) More recently, D. Burns and S. Shnider [BuSh] 
showed that "almost every" sufficiently small coo perturbation of the unit ball 
in C2 has no holomorphic automorphism besides the identity, and hence, in 
particular, is not biholomorphically equivalent to the ball. 1 The situation in 
higher dimensions is thus considerably more complicated than in the plane, 
and a great deal of progress has been made in this area during the last decade. 
The result of Burns and Shnider mentioned above makes use of Fefferman's 
Mapping Theorem, a fundamental result dealing with the coo extension to the 
boundary ofbiholomorphic maps, which was proved in 1974 by C. FetTerman 
[Fef]. This theorem made it possible to apply some classical results of E. 
Cartan on biholomorphic invariants of hypersurfaces in C2 . We will prove 
FetTerman's Theorem in Chapter VII, §8. 

2.6. Complex Submanifolds 

We now introduce a (local) generalization of the concept of complex linear 
subspace ofC" which is invariant under complex coordinate changes. Usually 
there is no need to introduce this concept in function theory in one complex 
variable, as the relevant sets are either open subsets of C or discrete, but in 
several variables these so-called complex submanifolds appear naturally as 
the solution sets of nonsingular systems of holomorphic equations, and, 
together with the more general concept of analytic set, they are a very important 
tool for proofs by induction over the number of variables. 

Definition. A set M c C" is called a complex submanifold (of C"), if for every 
point PEM there are a holomorphic coordinate system (w1, •.• , wn) on a 

1 It is known that-just as in case n = !-all holomorphic automorphisms of the unit ball Bin 
IC" are rational, and that the group Aut(B) is transitive. This was proved by K. Reinhardt [Rei] 
in case n = 2 (see also [BeTh], p. 162); the reader may find a proof for arbitrary n in [Rud 3]. 
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neighborhood U of P, and an integer k, 0 ::; k ::; n, such that 

(2.7) M n U = { z E U: wj(z) = 0 for j > k}. 

The integer k appearing in (2.7) is called the (complex) dimension of Mat 
P, and it is denoted by k = dimcMp, or simply dim Mp. dim Mp is indepen
dent of the holomorphic coordinate system appearing in the definition. In fact, 
if w# is another such coordinate system on U, with M n U = { z E U: w/ (z) = 
0 for j > k# }, then w# a w-1 : w(U)--+ w# (U) is biholomorphic. The sets Q = 
w(U)n {wj = 0 for j > k} and Q# = w#(U)n {w/ = 0 for j > k#} can be 
viewed as open subsets ofek, respectively ek#, and the restriction w# o w-1 1n: 
Q--+ Q# is biholomorphic; this implies k = k#. 

Notice that dim Mp is locally constant on M, and hence is constant on each 
connected component of M. The dimension of M is defined by 

dim M = sup dimcMp. 
PeM 

Every open set D c C" is a complex submanifold of dimension n at every 
point. Conversely, if dim Mp = n, there is a neighborhood U of Pin C", such 
that M n U = U. If E is a k-dimensional complex affine subset of en, then E 
and EnD are complex submanifolds of dimension k at every point. Also, a 
set S c C" is discrete (i.e., every point is isolated) if and only if S is a complex 
submanifold of dimension 0. The details are left to the reader. 

The following characterization gives more interesting examples. 

Theorem 2.8. A subset M of en is a complex submanifold if and only if for every 
P EM there are a neighborhood U of P, an open ball B<kl(a, e) c ek, and a non
singular holomorphic map H: B<kl(a, e)--+ en, such that 

(2.8) H(Bk(a, e))= M n U. 

A map H which satisfies all the conditions in Theorem 2.8 is called a local 
parametrization of M at P. 

PRooF. Suppose first that M is a complex submanifold, and let w = (w1 , ... , 

wn): U--+ W be a coordinate system on the neighborhood U of P which 
satisfies (2.7), with k =dim Mp. By shrinking Wand U we may assume that 
W = B(a, e), where a = w(P) and e > 0. Let a' = (a 1 , ... , ak) and set fi = w-1 ; 

the map H: B<kl(a', e)--+ C" defined by H(w1 , ... , wk) = fi(w1 , ... , wk> 0, ... , 0) 
has all the required properties. 

Conversely, if H: B<kl(a, e)--+ C" is a local parametrization of M at P, we 
may assume that H(a) = P. Since His nonsingular, there are vectors uk+ 1 , ... , 

un E C" which, together with the vectors oHjow1 (a), ... , oHjowk(a), form a basis 
for C". Define the map fi for wEB(a, e) c C", a= (a 1 , ... , ak, 0, ... , 0), by 

fi(w) = H(w1 , ... , wd + wk+1 uk+ 1 + · · · + wnun-

Then fi is biholomorphic at a, and w = fi- 1 is a coordinate system on a 
neighborhood U of P which satisfies (2. 7). • 
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Theorem 2.9. Let D c en and suppose F: D..._. em is nonsingular. Then for every 
a ED the level set 

La(F) ={zED: F(z) = F(a)} 

is a complex submanifold of dimension max(O, n - m) at every point. 

PROOF. Let P E La (F). If m ~ n, then P is isolated in La (F) by Corollary 2.6, 
and the theorem is proved. We now assume m < n. After replacing F by 
p# = F- F(a) and renumbering the coordinates, the hypotheses of Theorem 
2.4 are satisfied for F#. It follows that in a neighborhood U of P, {zE U: 
F#(z) = 0} is the graph of a holomorphic map h: B<k>(P', e)..._. em, with k = 
n- m. The graph map H(w) = (w, h(w)): B<kl(P', e)..._. en then defines a local 
parametrization of {zE U: F#(z) = 0} = La(F) n U. The result now follows 
from Theorem 2.8. • 

Example. In the theory of one complex variable the Riemann surface S of 
f(z) = Jz is typically described as a "branched" covering of e or of the closed 
Riemann sphere. Only after a deeper investigation of the "branching point" 0 
does one realize that in a more abstract sense the complex structure of S near 
0 is the same as near every other point on S. Now consider M = {(z, w)Ee 2 : 

w2 - z = 0}; M is a complex submanifold of e 2 of dimension 1 (use Theorem 
2.9!), and M gives a concrete representation of S (without the point at oo ). The 
projection n 1 : M ..._. e onto the first coordinate exhibits the familiar branched 
covering of M = S over e, and the projection n2 : M ..._. e onto the second 

coordinate represents the function "Jz" on M. There is an obvious way, made 
precise in the following section, in which these functions are "holomorphic on 
M". 

2.7. Function Theory on Complex Submanifolds 

The local parametrizations of a complex submanifold M c en can be used to 
define the concept of a holomorphic function on M. 

Definition. The function f: M ..._. e is holomorphic at P EM if fa H- 1 is 
holomorphic at H- 1 (P) for a local parametrization H of Mat P. f is holo
morphic on M iff is holomorphic at P for every P EM. 

The definition is independent of the particular local parametrization H. (see 
Exercise E.2.10). Holomorphic maps F: M ..._.em are now defined in the obvi
ous way. We leave it to the reader to verify the following results. 

Theorem 2.10. Afunctionf: M ..._. e is holomorphic at PEM if and only if there 
are a neighborhood U of P (in en) and J E lD(U), such that JiMnu = fiMnu· 

Theorem 2.11. Let H be a local parametrization of M at P, with image M n U. 
Then H-1 : M n u ..... cdim Mp is holomorphic. 
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The reader should convince himself that all the results in §1 which do not 
involve explicitly the Euclidean coordinates will remain true if the open set 
D c en is replaced by a complex submanifold of en. All the other results still 
apply locally once a local parametrization has been fixed. 

Remark. The reader familiar with differentiable submanifolds of IRn, i.e., curves, 
surfaces, etc., will have recognized the obvious formal similarities between 
those concepts and the theory of complex submanifolds. But there are some 
surprising differences as well, as evidenced by the following result, which has 
no counterpart for differentiable or even real analytic submanifolds of IRn. 

Theorem 2.12. Let M c en be a complex submanifold and suppose that M is 
compact. Then M consists of finitely many points. 

PRooF. It is enough to show: if the given M is also connected, then M is a 
single point. For each j = 1, ... , n, the restriction to M of the coordinate 
function zi is a holomorphic function on M. Since z)M) c C is compact, the 
open mapping theorem (Theorem 1.21) implies that ziiM is a constant h 
Hence M = { (Pu ... , Pn) }. • 

2.8. Injective Holomorphic Maps 

We now prove the result announced in the Remark at the end of §2.4. For 
this, we will need the following information about the zero set Z(f, U) = 
{z E U:f(z) = 0} of a holomorphic function f defined on U. 

Lemma 2.13. Let f be a holomorphic function on the connected region D in en. 
Suppose Z(f, D) =f. 0 and f =/= 0. Then there exists an open set U c D such that 
Z(f, U) is a nonempty complex submanifold of U of dimension n- 1. 

PROOF. In case there is a point P E Z (f, D) with df(P) =f. 0, the statement 
follows immediately from Theorem 2.9. In order to apply this result in the 
general case, we consider higher order derivatives off as follows. Let 

for all zEZ(f, D) and lo:l::::; A-}. 

Since f =!= 0, the Identity Theorem 1.19 implies that A is finite. So there is 
[3E Nn with 1/31 =max A, such that the differential d(DPf)(P) =f. 0 for some 
P E Z(f, D), and such that 

(2.9) Z(f, D) c Z(DPf, D). 

By Theorem 2.9, for every sufficiently small neighborhood U of P, the set 
Z(DPf, U) is an (n- 1) dimensional complex submanifold of U. We now 
complete the proof by showing that U can be chosen so that Z(f, U) = 
Z(DPf, U). 
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After a holomorphic change of coordinates near P, we may assume that 
P = 0 and that 

(2.10) 

for some neighborhood W of 0. Choose (jn > 0 sufficiently small so that 
f(O', wn) has a zero of some positive order k at wn = 0, and no other zero on 
A= {lwnl:::;; bn}· By continuity off and Rouche's Theorem ([Ahl], p. 153), 
there is (j' > 0 such that the number of zeroes of f(w', ·)in A is constant for 
w' E P(O', {>'),i.e., equals k > 0. We clearly may assume that U = P(O, ({>', {>n)) c 

W. Thus, for each w' E P(O', {>')there is at least one wn E A with (w', wn) E Z(f, U). 
Moreover, by (2.9) and (2.10), if(w', wn)EZ(f, U), then wn = 0. Hence we have 
shown that Z(f, U) ={wE U: wn = 0} = Z(DPJ, U). • 

Remark. In §3 we will refine some of the arguments used in the preceding proof 
in order to obtain more precise local information about the zero set of a holo
morphic function. 

Theorem 2.14. Let D c C" and suppose that the holomorphic map F: D--+ C" is 
injective. Then det F'(z) =1= 0 for all zED, and hence F is biholomorphic from D 
onto F(D). 

The proof of Theorem 2.14 will involve induction over the number of 
variables n. We assume as known the classical case n = 1 (see [Ahl], Theorem 
4.11). Given the induction hypotheses that the theorem has been proved for 
n - 1 > 0 variables, we first prove the following technical lemma. 

Lemma 2.15. Under the above assumption, ifF is as in Theorem 2.14, then 
F'(a) =1- 0 at a point a ED implies det F'(a) =1- 0. 

PROOF OF LEMMA 2.15. After renumbering we may assume thatF = (/1, ... ,/,) 
and ofnfozn(a) =f. 0. If w(z) = (z 1, ... , Zn-1, /,(z)}, then det(owkjozj}(a) =/= 0, SO 

that w = (w1, ... , wn) defines holomorphic coordinates in a neighborhood of 
a. In these coordinates, P = F o w-1 is given by 

(2.11) F(w) = (g1 (w), ... , 9n-1 (w}, wn) 

with g1, ... , 9n-1 holomorphic at b = w(a). We write w = (w', wn), where w' = 
(w1, ... ,wn_1), and define G(w')=(g1(w',bn), ... ,gn_1(w',bn)). Then G is an 
injective holomorphic map in (n- 1) variables in a neighborhood of b' = (b1, 
... , bn_1) so that, by inductive assumption, det G'(b') =1= 0. But this and (2.11) 
imply that det F'(b) =I= 0, and hence det F'(a) =1= 0, as well. • 

Returning to the proof of the theorem, notice that h = det F' E (!}(D). Suppose 
Z(h) ={zED: h(z) = 0} =I= 0. It then follows from Lemma 2.13 that Z(h) 
contains a complex submanifold M =I= 0 of dimension = n - 1 > 0. By 
Lemma 2.15, F'(z) = Ofor allzEZ(h), and hence F' = OonM. But this implies 
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that F is locally constant on M -just express Fin terms of local parametriza
tions of M -and since dim M > 0, F could not be injective. This contradiction 
shows that Z(h) must be empty. 

Remark 2.16. It is crucial in Theorem 2.14 that we are in the equidimensional 
case. For example, the map f(z) = (z 2, z 3 ) from C into C2 is injective, but f is 
singular at 0. 

ExERCISES 

E.2.1. 

E.2.2. 

Let D c C" be open and suppose F = (f1 , .•. ,f.): D--+ C" has components in 
C1(D). Show that 

Suppose D1 c C" is open and F = D1 --+ D2 c em is biholomorphic. Show that 
n=m. 

E.2.3. Let S c C" be a subset. Show that S is discrete if and only if S is a complex 
submanifold of dimension 0. 

E.2.4. Let ~2 be the unit bidisc in IC 2• Show that every f E Aut(~2 ) is of the form 
f = (f1 ,f2 ), where ! 1 and ! 2 depend each on only one variable and f~> ! 2 E 
Aut(~). (Hint: By using an automorphism of the above simple type, reduce the 
general case to the case where f(O) = 0.) 

E.2.5. Carry out the proof of Theorem 2. 7 for arbitrary n. 

E.2.6. Prove Cartan's Uniqueness Theorem: If D c C" is a bounded connected region 
in C" with OED, and F: D--+ D is a holomorphic map with F(O) = 0 and 
F'(O) =identity matrix, then F is the identity map. (Hint: Let F(z) = z + 
Pdz) + O(lzlk+ 1 ) be the beginning of the Taylor series ofF, where Pk is homo
geneous of degree k ~ 2, and apply Cauchy estimates to the iterates pi = 
F o ···oF (j times)). 

E.2.7. Let B. c C" be the unit ball and set G.= {(w', w.)EIC": Imw. > lw'l2 }. G. is 
called the Siegel upper half-space. Define cp(z) = (w1, •.. , w.) by wi = zA1 + z.) 
for 1 ~j ~ n- 1 and w. = i(1- z.)/(1 + z.). 

(i) Show that cp: B.--+ G. is biholomorphic. (cp is called the Cayley transform.) 
(ii) The boundary bG. = {(z', t + ilz'l2 ): z' EC"-1, tE IR} is naturally identified 

with c•-l X IR = { (z', t)}. Show that the multiplication 

(z', t)·(,', -r) = (z' + C t + 't" + 2 Im(z', 0) 

turns bG. into a group which is non-abelian if n > 1. (This group is called 
the Heisenberg group of order n- 1.) 

E.2.8. Generalize the example after Theorem 2.9 to find a concrete realization of the 
Riemann surface of the inverse of a polynomial p(z) = LJ=o aizi with a. * 0. 
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E.2.9. (i) Show that M = {(z, w)E IC 2 : z 2 = w 3 } is not a complex submanifold ofiC 2. 

(Hint: Consider a local "parametrization" H = (h 1 , hJ of M near 0 and 
show that H'(O) = 0.) 

(ii) Show that M defined in (i) is homeomorphic to IC. 

E.2.10. Let M c D c IC" be a complex submanifold near the point P EM. Suppose H 1 

and H2 are local parametrizations of M near P. Show that for a function 
f: M--> IC the function f o H!1 is holomorphic at H1- 1 (P) if and only iff o H2- 1 

is holomorphic at H2- 1 (P). 

E.2.11. Prove Theorem 2.10. 

E.2.12. Prove Theorem 2.11. 

E.2.13. Let M1 and M 2 be closed, connected complex submanifolds of the region 
D c IC". Suppose there is an open neighborhood U of P EM 1 n M 2 such that 
U n M1 = U n M2 • Show that M 1 = M2 . 

E.2.14. Let f E d!(D). Prove that the set of regular points in the zero set Z(f) off in D 
is dense in Z (f). 

§3. Zero Sets of Holomorphic Functions 

3.1. The Riemann Removable Singularity Theorem 

We first discuss an elementary result~Lemma 3.2 below~about the struc
ture of the zero set of a holomorphic function which, nevertheless, has several 
interesting applications, including the generalization of the classical one vari
able theorem of Riemann on removable singularities. For this purpose, it is 
necessary to single out one of the coordinates. 

Definition. A function f holomorphic at a = (a', an) E IC", with f(a) = 0, is said 
to be zn-regular of order kEN+ at a, if g(zn) = f(a', zn), has a zero of order k 
at Zn = an, i.e., if 

(3.1) 

Lemma 3.1. Suppose f E (I)(B(a, B)), f(a) = 0, but f is not identically zero. Then, 
after a suitable complex linear coordinate change, f is zn-regular of some order 
k 2: 1 at a. 

PROOF. By hypothesis there is p E B(a, B), p i= a, such that f(p) i= 0. After 
applying an affine complex linear coordinate change, one may assume that 
p - a lies in the Zn-axis, i.e., p = (a', Pn), Pn - an i= 0. Then g(zn) = f(a', zn) is 
holomorphic and nonconstant on {lzn- a.l < B}. By the Identity Theorem 
1.19 there is kEN, such that (3.1) holds, and k 2: 1, since g(a.) = 0. • 
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Example. The function f(z 1 , z2 ) = z1 · z2 + zf satisfies f(O, z2 ) = 0, so it is 
not z2-regular at 0. Introducing the coordinates w1 = z2 , w2 = z1 , f becomes 
w2-regular of order 6. On the other hand, in the coordinates u 1 = z1 - z2 , 

u2 = z2 , f becomes u2-regular of order 2. See Exercise E.3.1 for a precise 
statement involving the choice of a minimal order of regularity. 

Without loss of generality we will limit ourselves to the case a = 0. 

Lemma 3.2. Suppose f is holomorphic at 0, f(O) = 0, and f is zn-regular of order 
k ;:::.: 1 at 0. Then for each sufficiently small bn > 0 there is b' > 0, such that for 
each fixed z' E P(O', b') the equation f(z', zn) = 0 has precisely k solutions (counted 

with multiplicities) in the disc {lznl:::;; bn}· 

PROOF. By hypothesis, for each sufficiently small bn > 0, g(zJ = f(O', zn) is 
holomorphic on lznl :::;; bn, g has a zero of order k at 0, and g(zn) # 0 for 
0 < lznl :::;; bn. By continuity off and Rouche's Theorem, there is b' > 0 such 
that the conclusion of the Lemma holds for all z' E P(O', b'). • 

We see that, locally near 0, the zero setoff consists of a "branched covering" 
over P(O', b') with at most k sheets which are glued together at some points. 
We will see later, as a consequence of the Weierstrass Preparation Theorem, 
that under suitable hypothesis there will be k distinct sheets over "most" 
z' E P(O', b'), each of which will be an (n - i)-dimensional complex submani
fold at the k points lying over z'. 

Corollary 3.3. The zeroes of a function holomorphic in 2 or more variables are 
never isolated. 

In order to deal with a somewhat more general situation we say that a subset 
E of D c en is thin, if for every point p ED there are a ball B(p, c:) and a function 
f E (IJ(B(p, c:)), f not constant, such that f(z) = 0 for z E En B. Notice that if 
E c D is thin, its closure (in D) is thin, and, by the Identity Theorem, E is 
nowhere dense. 

Theorem 3.4. Let E be a thin subset of D c en. Let hE (IJ(D - E) and suppose 

h is locally bounded on D (i.e., for all Q cc D, h is bounded on Q - E). Then 

there is HE (I)( D) such that H = h on D - E. 

PROOF. Since E is nowhere dense, the extension H -if it exists-is determined 
uniquely by h. Therefore it is enough to construct a holomorphic extension 
of h to a neighborhood of an arbitrary point pEE. Without loss of generality 
we may assume p = 0 and E = {z:f(z) = 0}, where f is holomorphic at 0, 
and-in view of Lemma 3.1-fis zn-regular of some order k. With b = (b', bn) 
as in Lemma 3.2, so that P(O, b) cc D, the function 

(3.2) H(z', zn) = (2nir1 I h(z', () d( 
J l~l=~n Zn - ( 
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clearly is defined and holomorphic on P(O, o). Now, for z' fixed, the function 
h(z', ·)is holomorphic on lznl ::;; on, with the possible exception of finitely many 
points, namely the k zeroes off lying over z'. By the classical one variable 
theorem of Riemann (see [Ahl], p. 124), h(z', ·) extends holomorphically to 
I Zn I ::;; On, and therefore the integral in (3.2) equals h(z', zn) if (z', Zn) ¢E. Thus 
H = h on P(O, o) - E. • 

This proof is based on the following general principle: in order to find an 
extension of h, assume the existence of the required extension and apply an 
appropriate integral representation formula-the Cauchy integral formula 
(3.2) in the case just discussed. The main difficulty then involves proving that 
the integral indeed defines an extension of the given function. We will see much 
more striking applications of this principle in Chapter II, §1, and in Chapter 
IV, Theorem 2.1. 

Remark 3.5. As in case n = 1, weaker growth conditions for h are sufficient 
for the existence of a holomorphic extension across thin sets. For example, 
the conclusion of Theorem 3.4 holds if hE (!)(D - E) is only assumed to be 
locally in U (see Exercise E.3.2). On the other hand, the function h(z) = z;;- 1 

is holomorphic on en- E, E = {z: Zn = 0}, his locally in u for any p < 2 (but 
not in U!), and clearly h has no holomorphic extension across E. 

Corollary 3.6. Let E be a thin subset of D c: en. If D is connected, so is D - E. 

PRooF. Since D - E will be connected if D - E is, we may assume that E is 
closed. Suppose U =I= 0 is an open and closed subset of D -E. We must show 
that U =D-E. Define the function h by setting h(z) = 0 for zE U and 
h(z) = 1 for z E (D - E) - U. Then h is bounded and holomorphic on D - E, 
so by Theorem 3.4 there is HE (!)(D) with H = h on D - E. As D is connected, 
the Identity Theorem implies H = 0 on D, and hence (D-E)- U = 0. • 

Finally, we state another property of thin sets which follows from the 
geometric information contained in Lemma 3.2. 

Theorem 3.7. Let E be a thin subset of D c: en. Then the 2n-dimensional 
Lebesgue measure of E is zero. In particular, if D is connected and f E (!)(D) 
vanishes on a set of positive measure, then f = 0 on D. 

The proof is left to the reader. 

3.2. Analytic Sets 

In several complex variables it is important to study not just the zero set of 
one holomorphic function, but also of several functions, i.e., of holomorphic 
maps. In §2 we already studied the case of regular maps, which led us to the 
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concept of a complex submanifold. The general case is quite a bit more 
complicated. Here we briefly discuss some of the relevant concepts and some 
simple examples, mainly in order to familiarize the reader with the basic 
terminology. For further studies the interested reader should consult some of 
the specialized literature, for example R. Gunning [Gun] and R. Narasimhan 
[Nar 2]. 

Definition. A subset A of the region D c en is called analytic in D if A is closed 
in D and if for every pEA there are an open neighborhood UP of p in D and 
a holomorphic map Hp: up--+ C1P, such that 

(3.3) 

Stated differently, (3.3) means that UP n A is the common zero set of the 
components h<[l, ... , h!:l of HP. 

It readily follows from the definition that A 1 U A 2 and A 1 n A 2 are analytic 
sets in D whenever A 1 and A 2 are analytic in D. An analytic set A c Dis said 
to be reducible if A can be written as A= A 1 U A 2 , where A 1 , A 2 are analytic 
in D and A 1 -:f. A, A2 -:f. A. A is said to be irreducible if A is not reducible. 

A point pEA of an analytic set A is called a regular point of A -or A is said 
to be regular at p-if there is a neighborhood U of p, such that An U is a 
complex submanifold of U, and a singular point otherwise. The set of regular 
points is denoted by ~(A); it is the maximal complex submanifold contained 
in A. The set 9'(A) = A - 9l(A) is called the singular set of A. 

We discuss some examples: (1) Every closed (in D) submanifold M of D c C" 
is analytic in D, with ~(M) = M; in particular, D itself is analytic in D. (2) The 
set A 1 = {(z, w)EC 2 : z2 - w3 = 0} is analytic in C2 , (0, 0) is a singular point 
of A 1 , and 9l(Ad = A 1 - {0} (see Exercise E.2.9). The map t--+ (t\ t 2 ) estab
lishes a homeomorphism between C and A 1 , so the topological structure of 
A 1 is still very simple, even near the singular set. (3) The analytic set A 2 = 
{(z1 ,z2 ):z1 ·z2 =0} in C2 also has (0,0) as its only singular point, but in 
contrast to the previous example, no neighborhood of (0, 0) in A 2 is homeo
morphic to an open set inC; in fact U n A 2 - {0} is disconnected for any such 
neighborhood U. Still, the singularity of A 2 arises in a simple way: A 2 is 
reducible. In fact A 2 = C1 U C2 , where Ci = {(z1 , z2 ): zi = 0}, i = 1, 2 are 
complex submanifolds, and {0} = C1 n C2 • (4) Let B = {zEC3 : z~- z1 z2 = 
0}; we leave it to the reader to check that B- {0} is a connected complex 
submanifold of dimension 2, and that B is irreducible (see Exercise E.3.5). We 
claim that B is not locally Euclidean at 0, that is, no neighborhood U of 0 in 
B has the topological structure of an open ball (in IR4 ). 1 In fact, if U c B is 
such a locally Euclidean neighborhood, then U- {0} would have to be simply 
connected. But this is not possible, as the map n:: C2 - {0}--+ B- {0}, given 
by n(t1 , t 2 ) = (tf, ti, t 1 t2 ) is a two-sheeted covering map. So 9'(B) = {0}. 

1 The reader unfamiliar with covering spaces may omit the argument which follows. 
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Theorem 3.8. Let A be an analytic set in the connected region D in en. If A # D, 
then A is thin, and hence D - A is connected. 

PROOF. Since the second statement in the conclusion follows from the first, by 
Corollary 3.6, it is enough to show that if A is not thin, then A = D. For each 
pEA we choose a connected neighborhood UP and a holomorphic map 
HP: UP~ e 1P such that (3.3) holds. If A is not thin, there must be at least one 
pEA, such that all the components of HP are identically zero on UP" Hence, 
A n UP = UP, and the interior A of A is not empty. If we can show that A is 
closed in D, the connectedness of D will imply that A = D, and we are done. 
So, take q E bA n D. Then A n Uq is open and nonempty, and the components 
of Hq are zero on An Uq. By the Identity Theorem, they must be zero on all 
of Uq. This implies Uq c A, so q E A and A is closed in D. • 

Remark. It is natural to ask whether one obtains a more general notion of 
analytic set by considering solution sets of an infinite (rather than finite) 
collection of holomorphic equations. The following theorem, whose proof 
requires more detailed information about local properties of rings of holo
morphic functions, shows that this is not the case (see [GuRo], Theorem 
II.E.3). 

Theorem 3.9. If ff c (!}(D) and A= {zED:f(z) = 0 for all jEff}, then A is 
analytic in D. 

3.3. The Weierstrass Preparation Theorem 

Iff is holomorphic at 0 E en, f(O) = 0, and f is zn-regular of order k ~ 1, it 
follows from Lemma 3.2 that for each z' E P(O', £5') there is a unique normalized 
polynomial in zn of degree k, 

(3.4) w(z', Zn) = z! + ak-1 (z')z!-1 + · · · + a0 (z'), 

such that f(z', ·)and w(z', ·)have the same zeroes (counting multiplicities) in 
lznl < bn: w(z', Zn) is simply the product fl~= 1 (zn - tpj{z')), where tp1 (z'), ... , 
lfJk(z') are the zeroes of f(z', ·)in lznl < Jn. Therefore f = w · u for some non
vanishing function u on P(O, £5). It is a remarkable fact, first proved by 
K. Weierstrass, that both w and u are holomorphic (Theorem 3.10 below). 
This result, for which several different proofs are now known (see [Nar 2]), is 
one of the cornerstones of local function theory in several variables. 

A very interesting account of the history of the Weierstrass Preparation 
Theorem and of its far-reaching consequences was given by H. Cartan ([Car], 
875-888). The proof given here follows classical arguments of Simart, first 
presented in E. Picard's 1893 Traite d'Analyse, Vol. II, and later in [Osg], 
83-89. 
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We first introduce some terminology. A function w as in (3.4) is called a 
pseudopolynomial (in zn) at 0 if the coefficients a0 , ..• , ak_1 are holomorphic 
functions in z' at 0'; w is called a distinguished pseudopolynomial, or Weierstrass 
polynomial at 0, if, in addition, a0 (0') = · · · = ak- 1 (0') = 0. 

Theorem 3.10. Let f be holomorphic at 0, f(O) = 0, and suppose f is zn-regular 
of order k ;;::>: 1. Then there is a unique factorization 

(3.5) f=w·u 

on some polydisc P(O, <5), where wE @(P(O', ()')) [znr is a distinguished pseudo
polynomial of degree kat 0, u E @(P(O, <5)), and u # 0 on P(O, <5). 

PRooF. The uniqueness of the factorization (3.5) is obvious in view of the 
preceding remarks. In order to prove that the coefficients of w are holomorphic, 
we choose P(O, <5) as in Lemma 3.2. Notice that a0 (z'), ... , ak_1 (z') are the 
elementary symmetric functions of the zeroes qJ1 (z'), ... , ({Jk(z') of f(z', ·) in 
lznl < <>n· The ({J/s will, in general, not be holomorphic. However, it is a well 
known consequence of the residue theorem that for any mEN, 

(3.6) Sm(z') = ± ({Jj(z') = ~ l (m(ofjo(~(z', () d(, z' E P(O', <5') 
j=1 2m J l'l=~n f(z, () 

(see [Ahl], p. 153-154). Since f(z', () # 0 for 1(1 = ()"' (3.6) implies that 
sm E (D(P(O', ()')).Finally, it is known from algebra that any symmetric function 
of qJ1 , ••. , ({Jk, and therefore also ai, 0 :-=:;; j :-=:;; k - 1, is a polynomial in S0 , S1 , •••• 

It follows that ai E @(P(O', <'i')), and since f(O', zn) = z~ · g(zn), with g(O) # 0, one 
must have aiO) = 0 forj = 0, ... , k- 1. Thus w(z', z") is indeed a distinguished 
pseudopolynomial at 0. 

It remains to be shown that u = f/w is holomorphic. From the construction 
of w it is clear that u(z', ·) is holomorphic on lznl :-=:;; <>n for each fixed z'. 
Therefore 

(3.7) u(z', Zn) = ~ ~ . (fjw)(z', () d(. 
2m J l'l=~n ( - Zn 

The function (fjw)(z', () is holomorphic in z' for 1(1 = <>n, since w(z', () # 0 
and w is holomorphic. It then readily follows from (3.7) that u E @(P(O, <5)). • 

Theorem 3.10 can be viewed as a generalization of the Implicit Function 
Theorem 2.4 in the case of one equation (m = 1). In fact, if ofjozn(O) # 0, f is 
z"-regular of order 1, and the theorem implies that for z E P(O, <5), f(z', z") = 0 
if and only if w(z', zn) = Zn - a 0 (z') = 0, i.e., zn = a0 (z'), where a0 is holo
morphic. The reader should consult [GuRo ], Chapter I.B, for a "complex 
variable proof" of the general Implicit Function Theorem. 

1 If R is a ring, R[z.] denotes the polynomial ring with coefficients in R. 
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3.4. The Zero Set of a Single Function 

The Weierstrass Preparation Theorem reduces the local study of analytic sets 
to certain pseudopolynomial equations which can be handled by a sophis
ticated combination of algebraic and analytic techniques. As an introduction 
we discuss some of the simpler results in the case of a single equation, a case 
which is considerably easier than, but still quite representative of, the general 
case. 

We consider a pseudopolynomial wE R[X], where R = l'9(P(O, D)) for some 
polydisc P(O, D) c C", and we denote its zero set by 

Z(ro) = { (z, w) E P(O, D) x C: w(z, w) = 0}. 

Notice that R is an integral domain (Theorem 1.20), and therefore R has a 
well defined quotient field which we denote by Q. 

By Theorem 2.9, every point p in Z(ro) at which (owjoX)(p) =ft 0 will be a 
regular point of Z(ro). We therefore analyze the common zero set of w and 
ow/oX. 

Lemma 3.11. Suppose wER[X] is irreducible in Q[X]. Let E c P(O, D) be the 
set of points z, such that w(z, ·) has at least one zero of multiplicity greater than 
one. Then E is thin. 

PROOF. The Euclidean algorithm being valid in Q [X], the polynomials w and 
owjoX have a greatest common divisor, which must be 1, since w is irreducible. 
Hence there are cp, 1/1 E Q [X], such that 

(3.8) cpw + 1/JowjoX = 1. 

LethE R, h =ft 0 be a common denominator for all the coefficients of cp and 1/J. 
Equation (3.8) implies 

(3.9) (hcp)w + (h ·1/J)ow/oX = h, 

where h · cp and h ·1/J E R[X]. 
We now interpret (3.9) as an equation for functions on P(O, D) x C. Notice 

that if z E E, i.e., there is wE C such that w(z, w) = ow/oX (z, w) = 0, then (3.9) 
implies that h(z) = 0. Since h =ft 0 in R, h is not identically zero on P(O, D) and 
the lemma is proved. • 

We summarize the main consequences. 

Theorem 3.12. Let wER[X] be a Weierstrass polynomial of degree k which is 
irreducible in Q[X], and let n: en X c--+ C" be the projection. Then there is a 
thin subset E c P(O, D), such that the following statements hold. 

(i) Z(ro)-n-1(£) is ann-dimensional complex submanifold of(P(O, D)-E) x C; 
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(ii) Z(w)- n-1 (E) is dense in Z(w); 
(iii) nlz(w)-x-'<E>: Z(w)- n-1(E)- P(O, c5)- Eisa k-sheeted covering; 
(iv) Z(w)- n-1(E) is connected. 

PRooF. Let E c P(O, c5) be the thin set given by Lemma 3.11. Part (i) is a direct 
consequence of Lemma 3.11 and Theorem 2.9. For (ii), let pEZ(w) with 
a = n(p) E E. Then w is zn+1-regular at p. Let U be an arbitrary neighborhood 
of p. By Lemma 3.2 there is y > 0, such that for each z E P(a, y), w(z, ·) will 
have at least one zero A. with (z, A.) E U. Any sucp z which is not in $ gives a 
point q = (z, A.)E(Z(w)- n-1 (E))n U. (iii) and (iv) require some familiarity 
with covering spaces; the details are left to the interested reader (see Exercise 
E.3.7). • 

Remark 3.13. The reader may be tempted to conclude that Z(w) n n-1(E) is 
the singular set of Z(w). Unfortunately, the situation is more complicated. 
Even when this set is the exact "branch locus" of the covering exhibited by 
Theorem 3.12, it may still contain regular points. For example, consider 
w = zi- z 1 z2 , so that Z(w) is the analytic set B discussed in §3.2; notice that 
owjoz3 = 2z3, and hence 

Z(w) n n-1 (E) = {z EZ(w): z1 · z2 = 0}. 

But we had seen that Z(w) is regular at every poiqt p "# 0. 
In order to apply Theorem 3.12 in case of arbitrary Weierstrass polynomials, 

one needs a factorization into irreducible pseudopolynomials. 

Lemma 3.14. Suppose w1, w 2 E Q [X] are monic po{ynomials such that w1 · w 2 E 

R[X]. Then w 1 and w 2 are in R[X]. 

PROOF. Write w = w1·w2 = xk + ak-1xk-1 + ... + ao, where ajER = 
(9(P(O, c5), 0 5;, j 5;, k - 1. Since the coefficients of w(z, X) are locally bounded 
on P(O, c5), so are its roots cp1 (z), ... , cpk(z). If wi = Xk, + b~]- 1 Xk,-1 + · · · + 
bg>, i = 1, 2, with bY> E Q, 0 5;, j 5;, ki - 1, let hER, h "# 0, be a common de
nominator for all the coefficients b)il. Then E = { z E P(O, c5): h(z) = 0} is thin, 
and b)il E (9(P(O, c5) - E), since the quotient of holomorphic functions is holo
morphic wherever the denominator is "# 0. 

For z fl. E, the zeroes of w 1 (z, ·) respectively w2 (z, ·) are among the zeroes 
of w(z, · ); hence the coefficients bjil(z) are elementary symmetric functions of 
certain subsets of { cp1 (z), ... , cpk(z) }. In view of the remark at the beginning of 
the proof, it follows th~t all coefficients b)il are locally bounded on D. There
fore, by Theorem 3.4, each bji> has a holomorphic extension across the thin 

E . b<i> R set , t.e., i E . • 

Theorem 3.15. Let wER[X] be a pseudopolynomial. Then 
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where each W; E R [X] is a pseudo polynomial which is irreducible in Q [X]. If w 
is distinguished, so are w 1 , ••• , w,. 

PROOF. Let w = w 1 · • • • · w, be the factorization of w into irreducible monic 
polynomials in Q[X] of degree ~ 1. Repeated application of Lemma 3.14 gives 
W; E R [X], 1 ~ i ~ r. Finally, if w(O, X) = X\ one must have w;(O, X) = 
Xk•, k1 + · · · + k, = k, i.e., each W; is distinguished as well. • 

By combining Theorem 3.12 and Theorem 3.15 one can now show that 
Theorem 3.12 remains true for arbitrary Weierstrass polynomials wER[X], 

except for part (iv). Unless w is irreducible, Z(w)- n-1 (E) need not be con
nected. Also, the number of sheets of the covering may now be smaller than 
the degree of w. The reader may find more details in Exercise E.3.7. 

To conclude this brief introduction into analytic sets, let us mention that 
the local description of the zero set Z(w) of an irreducible Weierstrass poly
nomial given in Theorem 3.12 remains true for arbitrary analytic sets in the 
following form. Suppose A is an analytic set in IC" with 0 E A, which is 
irreducible at 0 (this means that An P(O, s) is irreducible for all small s > 0). 

Then, after a suitable complex linear change of coordinates, there are an 
integer k with 0 ~ k ~ n, a neighborhood U ofO, and a thin set E c n(U) c C\ 
where n = en --+ ck is the projection onto the first k coordinates, such that the 
following holds: 

(i) An U- n-1 (£) is a k-dimensional complex submanifold of U, which is 

dense in A n U; 
(ii) n: An U- n-1 (E)--+ n(U)- Eisa finitely sheeted covering map; 

(iii) An U - n-1(E) is connected. 

The integer k is called the dimension of A at 0; it clearly depends only on A 
and not on the choice of coordinates, and it is known to agree with the 
topological dimension of the set A at 0. For more details about this so-called 
Local Parametrization Theorem the reader may consult [Gun] and [Nar 2]. 

EXERCISES 

E.3.1. Letfbe holomorphic at OEC". 

(i) Show that f has a unique homogeneous expansion 

00 

f(z) = I pdz), 
k=O 

where Pk is a homogeneous polynomial of order k (i.e., Pk(Jcz) = Jckpk(z) for 
AEC, ZEC"). 

(ii) The minimal k in (i) such that Pk =/= 0 is called the order off at 0. Show that 
iff has order k at zero, then after a suitable linear change of coordinates, f 
is z"-regular of order k. 
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E.3.2. Let D be open in en and let E c D be thin. Show that every f e l1J(D - E) which 
is locally in L2 (i.e., every a ED has a neighborhood Ua c D, such that fiu.-E E 

L 2(Ua- E)) has a holomorphic extension across E. 

E.3.3. Show that a thin set in en has zero 2n-dimensional Lebesgue measure. 

E.3.4. Let M be a complex submanifold of D c en. Show that M is irreducible (as an 
analytic set) if and only if M is connected. 

E.3.5. Let A be an analytic set and let Bi!(A) be the set of regular points of A. 

(i) Show that if Bi!(A) is dense in A (this is true for every analytic set), then A is 
irreducible if BI!(A) is connected. (The converse is true also, but is much 
deeper.) 

(ii) Show that the analytic set 

B = {zeC3 : z1 z2 - zj = 0} 

is irreducible. 

E.3.6. Continuity of roots. Let f be holomorphic at 0 and z.-regular of some finite 
order. Show that there is b > 0, such that if cp: U' --+ C defined in a neighborhood 
U' of 0' e en- 1 satisfies I cp(z')l < b and f(z', cp(z')) = 0 for z' e U', then cp is 
continuous at 0'. 

E.3.7. Consider the setup in Theorem 3.12. 

(i) Show that if OJ is irreducible, then Z(OJ)- n-1 (E) is connected. 
(ii) Show by an example that Z(OJ)- n-1 (E) need not be connected for an 

arbitrary Weierstrass polynomial OJ. 

E.3.8. Suppose A1 and A 2 are analytic sets and let P e A1 n A2 • Suppose that for every 
neighborhood U of Pone has U n A1 =P U n A 2 • Show that Pis a singular point 
of A= A 1 UA2 • (Hint: Use E.2.13.) 

E.3.9. Let f be holomorphic at 0. Show that there is a polydisc P(O, b) such that 
A = { z e P(O, b): f(z) = 0} is a finite union A = Ul=1 A; of irreducible analytic 
sets A1 , ••. , A1 in P(O, b). 

Notes for Chapter I 

The origins of much of the material in this chapter are "lost in antiquity"; 
certainly most of it was known to K. Weierstrass. One ofthe earliest systematic 
presentations is in the 1924 edition of the book by W.F. Osgood [Osg]. The 
first investigations of holomorphic maps between domains invariant under 
rotations in the coordinate axis (i.e., Reinhardt domains in the present termi
nology) are due to K. Reinhardt [Rei]; major progress in the theory of holo
morphic maps was made in the early 1930s by H. Cartan (see, for example, 
[Car], 141-254,255-275, and 336-369). A very readable account ofCartan's 
fundamental results is given by R. Narasimhan [Nar 3]. As noted in the text, 
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the nonequivalence of ball and polydisc in more than one variable was 
discovered by H. Poincare. Many other proofs of this result are now known; 
in particular, it is a special case of the general results of H. Cartan. The proof 
given here is based on ideas of R. Remmert and K. Stein [ReSt 2], as presented 
in [Nar 3]. The regularity of injective holomorphic maps in the equidimen
sional case (Theorem 2.14) is due to Clements (Bull. Amer. Math. Soc. 18(1912), 
451-456) (cf. [Osg], p. 149). Osgood's presentation ([Osg], 141-149) is rather 
difficult to follow; later proofs (for example, [Nar 3], 86-89) were still quite 
involved. The simple proof given here is due to J.P. Rosay [Ros]; the com
pletely elementary proof of Lemma 2.13, which usually is obtained as a 
consequence of the Weierstrass Preparation Theorem (see Theorem 3.12), 
simplifies matters even further. The systematic investigation of analytic sets 
was begun by R. Remmert and K. Stein [ReSt 1]. Their deeper properties are 
now incorporated in the theory of coherent analytic sheaves [GrRe 2]. 



CHAPTER II 

Domains of Holomorphy and 
Pseudoconvexity 

In 1906 F. Hartogs discovered the first example exhibiting the remarkable 
extension properties of holomorphic functions in more than one variable. It 
is this phenomenon, more than anything else, which distinguishes function 
theory in several variables from the classical one-variable theory. Hartogs' 
discovery marks the beginning of a genuine several-variable theory, in which 
fundamental new concepts like domains of holomorphy and the various notions 
of convexity used to characterize them have become indispensable. In particu
lar, the property now generally referred to as "pseudoconvexity" originates 
with Hartogs, and even today it still is one of the richest sources of intriguing 
phenomena and deep questions in complex analysis. (See, for example, the 
remarks at the end of §2.8.) We will say more about this in Chapter VII. 

In this chapter, after an introduction to some of the elementary extension 
phenomena in §1, we give a rather detailed discussion of pseudoconvexity by 
first following-ifnot in detail, at least in spirit-the early work ofF. Hartogs 
and E.E. Levi, then by introducing the fundamental concept of a strictly 
pseudoconvex domain, and finally ending up with a general definition of 
pseudoconvexity involving the existence of a C2 strictly plurisubharmonic 
exhaustion function. This latter version of pseudoconvexity, even though it 
lacks the intuitive geometric appeal of Hartogs' original version, is very 
convenient for extending function theoretic results from relatively compact 
subsets of a domain D to the domain D itself, as we shall see in Chapter VI. 
In §3 we discuss holomorphic convexity, an intrinsic global characterization of 
domains of holomorphy which was introduced in 1932 by H. Cartan and 
P. Thullen, and which has since taken a central place in the modern theory of 
several complex variables. By constructing a real analytic strictly plurisub
harmonic exhaustion function on a holomorphically convex domain, one 
easily sees directly that such a domain is pseudoconvex. The converse of 
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this-the so-called Levi problem-is much harder. We will prove it for strictly 
pseudoconvex domains in Chapter V, and for the general case in Chapter VI. 

The discussion of pseudoconvexity is completed in §5 by showing the 
equivalence of the various notions of pseudoconvexity introduced earlier, and 
of several other notions which are useful in various contexts. The principal 
tool here is the class of general plurisubharmonic functions introduced, inde
pendently, by K. Oka and P. Lelong in the early 1940s, whose basic properties 
we collect in §4. In fact, one may well say that the study of pseudoconvexity 
is equivalent to the study of plurisubharmonic functions. Let us mention 
though that this book has been arranged in such a way that the later chapters 
(except for §1.8 in Chapter VI) are independent of §4 and §5 of this chapter. 

§1. Elementary Extension Phenomena 

We begin by presenting some of the basic elementary techniques which are 
used to construct holomorphic extensions of all holomorphic functions on 
certain domains to a larger domain. 

1.1. Extensions by Means of the Cauchy Integral Formula 

The starting point is the following fundamental fact discovered by F. Hartogs 
in 1906 [Har 1]. 

Theorem 1.1. Let n be :2: 2 and suppose that 0 < ri < 1 for 1 ::;; j ::;; n. Then 
every function f holomorphic on the domain 

H(r) = {zEcn: lzjl < 1 for j < n, r" < lznl < 1} 

U {zEcn: lz) < ri for j < n, lznl < 1} 

(see Figure 2.) has a unique holomorphic extension J to the polydisc P(O, 1). 

PROOF. The uniqueness of the extension is an immediate consequence of the 
Identity Theorem. In order to obtain the desired extension J we will write 
down an integral formula for j Fix r" < b < 1; then 

(1.1) J(z', zn) = (2nir 1 r f(z', () d( 
Jr,t=~ (- z" 

defines a function on P(O, (1', b)). It is easy to see that J is continuous on 
P(O, (1', b)) and holomorphic in each variable separately. By Corollary 1.1.5, 
J is holomorphic. Since for z' E P(O, r') the function f(z', ·)is holomorphic on 
lznl < 1, (1.1) implies /(z', zn) = f(z', zn) for (z', Zn)EP(O, (r', b)). The Identity 
Theorem now implies J = f on H(r) n P(O, (1', b)), so that J does indeed ex
tend f to the polydisc P(O, 1). • 
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The kind of argument used in the preceding proof can be adapted to a 
variety of situations; for example, the reader should prove the following result. 

Theorem 1.2. Let n ~ 2 and suppose U is a neighborhood of the boundary bP 
of a polydisc P c en, such that U n P is connected. Then every f E (!)(U) has a 
holomorphic extension to P. 

Corollary 1.3. Let U be open in en and a E U. If n ~ 2, then every f E (!)(U - {a}) 
extends holomorphically across a. 

We see that holomorphic functions in two or more variables, in contrast to 
the situation in one variable, cannot have isolated singularities. The reader 
should check Exercise E.l.3 for a result which generalizes Corollary 1.3 to 
extension across complex submanifolds of dimension :::;; n - 2. 

1.2. Laurent Series 

The extension of holomorphic functions can often be obtained by first ex
panding into a Laurent series and then showing that, under suitable geometric 
hypothesis, the Laurent series is actually a power series which converges on 
a larger domain. 

Proposition 1.4. Suppose 0 < Ri < oo and 0 :::;; ri :::;; Ri for 1 ~ j ~ n, and let 
K(r, R) = { z E C": ri ~ lzil ~ Ri, 1 :::;; j :::;; n }. Then every f E (!)(K), has a unique 
representation 

(1.2) for z E K(r, R). 
V E 7L11 

The series (1.2) converges uniformly and absolutely on K(r, R). Moreover, for 
any p = (p1, ... , Pn) > 0 with r :::;; p :::;; R, 

(1.3) c.= (2nif" i f(oc•-l d(l ... d(n for v E zn, 
b0 P(O,p) 

and 

(1.4) if r1 = 0 for some l, then c. = 0 whenever v1 < 0. 

Remarks. The series (1.2) is called the Laurent series off on K(r, R). It is a 
particular type of multiple series, with index set zn rather than 1\J"; the remarks 
made in 1.§1.5 apply to the present situation as well. The integral in (1.3) is 
defined as in I. ( 1.16). 

PROOF. We first prove that uniform convergence in (1.2) implies (1.3) and (1.4); 
in particular, this implies the uniqueness of the Laurent expansion. Given p 
as in the Theorem, the uniform convergence of (1.2) implies that 
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(1.5) 
ifv +a= (-1, ... , -1) 

otherwise. 
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Thus (1.3) follows. Furthermore, if r1 = 0 for some 1 :::;; l :::;; nand if v1 < 0, the 
integrand in (1.3) is holomorphic in (1 for 0 :::;; i(d :::;; R1; so integration in (1 

gives zero by Cauchy's Theorem, and (1.4) holds. 
In order to prove the existence part we use induction on the number of 

variables n. The classical case n = 1 is known (see [Ahl], p. 184), so we assume 
that n ~ 2 and that the theorem holds for n - 1 > 0 variables. Given f E 
cP(K (r, R)) we choose A E IR with 0 < A < 1, so that f is defined and holomor
phic on the larger set K;. = K(Ar, R/A). Define K~ = {z' E cn- 1 : Ari:::;; lzil :::;; 
Ri/A for 1 ::;;j:::;; n- 1} and Kn,;. = {znEC: Arn:::;; lznl:::;; Rn/A}, and set M = 
1/IK, < oo. For each ZnEKn,;. one has f(", zn)EcP(K~); so, by inductive hy
pothesis, 

(1.6) f(z', zn) = L cAzn)(zT for(z',zn)EK~ x Kn,'-• 
v'eZ"- 1 

and, according to (1.3) in case of n- 1 variables, 

(1.7) Cv·(Zn) = (2nir 1 I f((', znHn-v'- 1 d(1 ... dCn-1 J b0 P(O,p') 

for any p' E IR"- 1 with p' > 0 and Ar':::;; p':::;; R'/A. Equation (1.7) implies that 
cv' E cP(Kn,;.); so the case n = 1 gives 

(1.8) 

and 

(1.9) 

for Zn E Kn, ;_, 

Cv',vn = (2ni)- 1 I cAOCv"- 1 d( J I(I=Pn 

for Pn > 0 with Arn:::;; Pn:::;; Rn/A. Substituting (1.8) into (1.6) and writing 
(v', vn) = vEZ", one obtains 

(1.10) f(z) = L ( L Cvzv) for zEK;_. 
v'e.zn-1 v,..e?L 

We now claim that 

(1.11) for zEK(r, R). 

Since A< 1, (1.11) readily implies that the series Icvzv converges uniformly 
and absolutely on K(r, R), and hence its limit agrees with the iterated series 
(1.10), i.e., with f(z). This will complete the proof of the theorem. 

In order to prove (1.11), notice that by estimating (1.7) and (1.9) it follows 
that 
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(1.12) 

for all p E !Rn, p > 0, with Ar ::;; p ::;; R/ A. Given z E K(r, R) with zi # 0 for 
1 ::;; j ::;; n and v E 7Ln, we choose p1, ... , Pn as follows: for j with vi ~ 0, set 
Pi = lzil/ A, and if vi < 0, set Pi = Alzil· Then (1.12) implies 

lz lv' · · ·lz lv" lcvzvl::;; M 1 n = MAiv,l+···+lvnl. 
pv 

Finally, if z E K(r, R) satisfies z1 = 0 for some 1, then one must have r1 = 0; so, 
by letting p1 --. 0 in (1.12), it follows that cv = 0 if v1 < 0, and if v1 ~ 0, (1.11) is 
obvious. So (1.11) holds for all z E K(r, R). • 

Theorem 1.5. Let D be a connected Reinhardt domain with center 0. Then every 
f E @(D) has a Laurent series representation 

(1.13) for zED, 
vel" 

which converges normally on D. Moreover, if D n {zE en: z1 = 0} # 0 for some 
1 ::;; 1::;; n, then Cv = 0 for v1 < 0. 

PROOF. Suppose f E @(D). For a ED, we choose K(r, R) c D so that a lies in 
the interior of K(r, R). By Proposition 1.4, f(z) = L cv(a)zv uniformly and 
absolutely on K(r, R), and the coefficients cv(a), v E 7Ln, are independent of the 
particular choice of rand R. Moreover, if a and a* are two points in the interior 
of K(r, R), then cv(a) = cv(a*). So, for each v E 7Ln, a--. cv(a) is locally constant 
on D, and hence globally constant, since D is connected. This proves the 
existence of the representation (1.13) valid on D. The uniform absolute conver
gence on each K(r, R) and a standard compactness argument show that (1.13) 
converges normally in D. Finally, if for some l, 1 ::;; l ::;; n, there is a ED with 
a1 = 0, then we can choose rand R with r1 = 0, so that a E K (r, R) c D; hence, 
by Proposition 1.4, cv = cv(a) = 0 for v1 < 0. • 

1.3. Extension by Power Series 

Theorem 1.5 has some very striking consequences. 

Theorem 1.6. Let D be a connected Reinhardt domain with center 0, and suppose 
that D n {z E en: z1 = 0} # 0 for all[= 1, 2, ... , n (this holds, in particular, if 
0 ED). Then every f E @(D) has a convergent power series expansion on D. 
Moreover, this power series defines a holomorphic extension off to the smallest 
complete Reinhardt domain UweDP(O, r(w)) which contains D. 

PROOF. Let f E @(D). Theorem 1.5 gives a Laurent expansion f(z) = Lvel" cvzv 
on D, and the hypotheses on D imply that cv = 0 unless v ~ 0. Hence f(z) = 
LveN"cvzv for zED, and the Theorem now follows from the results in 
Chapter I, §1.5. • 
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Corollary 1.7. Let D be a complete Reinhardt domain. Then the Taylor series 
off E (!}(D) at the center of D converges on D. 

In case n = 1, the hypothesis in Theorem 1.6 implies that D is a disc, and 
hence the theorem does not give any new information. But as soon as n ~ 2, 
there obvioulsy exist many noncomplete Reinhardt domains for which the 
Theorem gives a nontrivial conclusion. For example, both Theorems 1.1 and 
1.2 are immediate consequences of Theorem 1.6. Another example is given by 
a spherical shell G(r, R) = {zeC": r < lzl < R}, where 0 ~ r < R: if n > 1, 
Theorem 1.6 applies, and every holomorphic function on G(r, R) extends to a 
holomorphic function on B(O, R)! Thus, if n > 1, every function holomorphic 
on the boundary of a ball (or polydisc, by Theorem 1.2) extends holomor
phically to the interior. It is remarkable that this sort of result remains true 
for arbitrary domains with connected boundary! This was already known to 
Hartogs, who used the techniques discussed in this paragraph combined with 
some rather complicated and obscure geometric arguments. Simpler proofs 
are now available which make use of more powerful global methods. We shall 
return to these matters in Chapter IV. (In fact, none of the material in the rest 
of this chapter is needed for Chapter IV.) 

EXERCISES 

E.l.l. Let P c C" be a polydisc and suppose n ~ 2. Show that every f e {!)(bP) has a 
holomorphic extension to P. 

E.l.2. Let B = B(O, R) be a ball of radius R inC", n ~ 2, and suppose U is a neighbor
hood of a point PebB. Show that if Q = {ze U: lzl > R}, then there is a 
neighborhood W c U of P, such that every f e {!)(Q) has a holomorphic exten
sion to WUQ. 

E.l.3. Let M be a closed complex submanifold of the region Din C". Suppose n ~ 2 
and that dimp M ::; n - 2 for all P eM. Show that every f e {!)(D - M) extends 
holomorphically across M. 

E.l.4. Let B = B(O, R) be a ball in C" and n ~ 2. Let A(B) = C(B) n {!)(B). 

(i) Show that iff e A(B) satisfies f(a) = 0 for some a e B, then there is p EbB, 
such that f(p) = 0. 

(ii) Iff e A(B) satisfies If I = 1 on bB, then f is constant. 

Remark. It has recently been shown by A.B. Alexsandrov [Ale] and E. L0w 
[L0w] that there are many nonconstant inner functions on B, that is, functions 
feH""(B) = {!)L""(B), whose boundary values f*eL""(bB) satisfy 1!*1 = 1 al
most everywhere on bB - f*(O := lim,~ 1 f(r') exists for almost all 'EbB by a 
generalization of Fatou's Theorem (see [Rud 3], Chapter 5). This solved the 
long outstanding Inner Function Problem. 

E.l.5. Let n ~ 2 and suppose K c C" is compact and C"- K is connected. Show that 
every f e {!)(C" - K) with 

lim sup lf(z)l < oo 
lzl~oo 

is constant. 
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§2. Natural Boundaries and Pseudoconvexity 

En 1906, F. Hartogs a decouvert une restriction tn':s curieuse, a la queUe sont 
SOumis les domaines d'holomorphie, et par cette decouverte meme, je pense, a 
commence le developpement recent de la theorie des fonctions analytiques de 
plusieurs variables. 

K. Oka, 1941 (from the introduction to "Domaines Pseudoconvexes"; English 
transl.: [Oka], p. 48) 

The phenomenon of simultaneous extension of all holomorphic functions 
from one domain to a strictly larger one raises the question of characterizing 
those domains for which this phenomenon does not occur: these are the 
so-called domains of holomorphy. Since Hartogs' pioneering work in 1906, 
this question has been the motivation for many ofthe most important develop
ments in the theory of several complex variables. In this paragraph we intro
duce the reader to the "curious restriction" referred to by Oka, and which is 
known as pseudoconvexity, by first following the early work of Hartogs and 
Levi; we shall then present those definitions of pseudoconvexity which will be 
used in later chapters. A more complete discussion of pseudoconvexity, based 
on plurisubharmonic functions, will be given in §5. 

2.1. Domains ofHolomorphy 

In order to formulate precisely the statement that a holomorphic function 
f E lP(D) has no holomorphic extension across a boundary point p E bD, one 
must take into account the fact familiar in one complex variable that the 
process of analytic continuation may lead to different function elements at p, 
depending on the particular approach to p chosen. 

Definition. A holomorphic function f on D is completely singular at p E bD if 
for every connected neighborhood U of p there is no hE lP(U) which agrees 
with f on some connected component of U n D. D is called a weak domain of 
holomorphy if for every p E bD there is fP E lP(D) which is completely singular 
at p. D is called a domain of holomorphy if there exists f E lP(D) which is 
completely singular at every boundary point p E bD. 

The concept of weak domain of holomorphy is not standard; it is, in fact, 
equivalent to the concept of domain of holomorphy (see §3.6), but this result 
is not elementary. On the other hand, it is usually much easier to verify that 
certain domains are weak domains of holomorphy, and this property is 
obviously sufficient to prevent the simultaneous extension of all holomorphic 
functions. This (formally) weaker concept of domain of holomorphy thus 
provides a convenient terminology at the introductory level. Notice, for 
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example, that every open set D in the complex plane is obviously a weak 
domain of holomorphy (for pEbD, take fP = (z- p)- 1), but that such Dis a 
domain of holomorphy is a rather deep result in classical complex analysis. 

This observation, combined with the results in §1, shows that there is no 
several-variable analog of the function (z- p)- 1• However, in special cases, 
there is a reasonable substitute. For example, if pis a boundary point of the 
ball B(O, R), the function fp(z) = [R 2 - (z, p)r 1 is holomorphic on B(O, R) 
and completely singular at p. More generally, the following holds. 

Lemma 2.1. Every convex domain in en is a weak domain of holomorphy. 

The notion of convexity used here is the usual one in (real) linear spaces: 
Q c ~n is convex if Q contains every line segment whose endpoints lie in Q. This 
condition is equivalent to saying that for every pfj:Q there is a hyperplane H 
through p, so that Q lies on one side of H (see Exercise E.2.2.). 

PROOF. Let p E bD. Since D is convex, one can find an ~-linear function 
1 = lP: en-+ ~'such that the hyperplane { z: l(z) = l(p)} separates D and p, i.e., 
we may assume l(z) < l(p) for zED. We can write l(z) = Li= 1 aizi + Li= 1 Pi~' 
with ai, PiE e, and since 1 is real valued, one must have pi = ai for j = 1, ... , 
n. Hence l(z) = Re h(z), where h(z) = 2 L}= 1 aizi is complex linear. It follows 
that fP = [h- h(p)r 1 is holomorphic on D and completely singular at p. • 

2.2. Hartogs Pseudoconvexity 

The extension property described in Theorem 1.1leads directly to the formu
lation of a geometric condition which must be satisfied by weak domains of 
holomorphy. We first remove the dependence on the Euclidean coordinates 
in Theorem 1.1, and, for convenience, we specialize to compact sets. We set 

r = {zEen: zi = 0 forj < n, lznl::;; 1} 

U {zEcn: zi = 0 forj < n- 1, lzn- 1 1::;; 1, lznl = 1}, 

and 

f' = {zEen: zi = 0 forj < n- 1, lzn- 1 1::;; 1, lznl::;; 1}; 

we call the pair (r, f') the (standard) Hartogs frame in en. Note that r = f' for 
n = 1. A pair (r*, f'*) of compact sets in en is called a Hartogs figure if there 
is a biholomorphic map F: f'-+ f'*, such that F(r) = r*. 

Lemma 2.2. Let (r*, f'*) be a Hartogs figure. Then every f E C?(r*) has a 
holomorphic extension J E C?(f'*). 

PROOF. Let F: f' -+ f'* be the biholomorphic map given by the hypothesis. If 
f E C?(r*), then g = fa FE C?(r), and just as in the proof of Theorem 1.1, one 
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F 

Figure 5. D is not Hartogs pseudoconvex. 

sees that for e > 0 sufficiently small, 

A( I ) - 1 i g(z', 0 dY gz z -- --, 
' n 2ni l~l=l+e C- Zn 

defines a holomorphic extension of g to a neighborhood oft, i.e., g E C9(f) and 
g =gin a neighborhood ofr.Itfollows that/= go (F- 1) E C9(f*)is the desired 
extension off • 

Definition. A domain D c en is called Hartogs pseudoconvex ( =H-pseudo
convex) if for every Hartogs figure (r*, f*) with r* c D one has f* c D as 
well. 

Figure 5 illustrates a region D c C2 which is not Hartogs pseudoconvex. 
Every function f E C9(D) extends holomorphically to a neighborhood off*. 

Notice that every domain D c Cis trivially H-pseudoconvex. The following 
statements are also immediate consequences of the definition. 

(2.1) The intersection of finitely many H-pseudoconvex domains isH-pseudo
convex. 

(2.2) If D1 c D2 c ... is an increasing sequence of H-pseudoconvex domains, 
then UJ:= 1 Di is H-pseudoconvex. 

Theorem 2.3. A weak domain of holomorphy is Hartogs pseudoconvex. 

PROOF. Suppose that D c en is not H-pseudoconvex. We will show that there 
is p E bD such that no f E C9(D) is completely singular at p, and therefore D 
cannot be a weak domain of holomorphy. Let (r*, f*) be a Hartogs figure 
with r* c D but f* ¢ D. Iff E C9(D), then f E C9(r*), and by Lemma 2.2, there 
is a holomorphic extension J E C9(f*) of f Let U be an open, connected 
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neighborhood of f'*, such that .f E @(U). Since U n D i= 0 and U ¢ D, it 
follows that U n bD i= 0. Since j = .fin a neighborhood of r* c U n D, the 
Identity Theorem implies that j = .f on the connected component of U n D 
which contains r*. Hence .f is not completely singular at every point p E 

unbD . • 

Corollary 2.4. Every convex domain inC" is Hartogs pseudoconvex. 

2.3. Differentiable Boundaries 

In 1910, E. E. Levi discovered anothet pseudoconvexity condition for domains 
of holomorphy with differentiable boundary. We shall discuss it in §2.6 after 
we have reviewed the relevant concepts from real calculus and some of their 
complex analogues. 

Definition. The open set D c IR" is said to have differentiable boundary bD of 
class Ck, 1 .::::; k .::::; oo, at the point p E bD if there are an open neighborhood U 
of p and a real valued function r E Ck(U) with the following properties: 

(2.3) 

(2.4) 

UnD={xEU:r(x)<O}; 

dr(x) i= 0 for xE U. 

bD is of class Ck if it is of class ck at every p E bD. 

Notice that (2.3) and (2.4) imply 

(2.5) unbD={xEU:r(x)=O} and U-D={xEU:r(x)>O}. 

Any function r E Ck(U) which satisfies (2.3) and (2.4) is called a (local) defining 
function forD at p. If U is a neighborhood of bD, a function rE Ck(U) with 
(2.3) and (2.4) is called a global defining function, or simply a defining function, 
for D. 

The relationship between different defining functions is clarified by the 
following lemma. 

Lemma 2.5. Suppose r 1 and r2 are two local defining functions forD of class 

ck in a neighborhood u of p E bD. Then there exists a positive function hE 
ck-l (U) such that 

(2.6) 

(2.7) for XE UnbD. 

PROOF. Clearly the conditions imposed on h determine h uniquely, and h = 

r 1 /r 2 is Ck and positive on U- bD. Now fix q E U n bD. After a local change 
of coordinates of class Ck near q, one may assume that q = 0, U n bD = { x E U: 
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Xn = 0} and r2(x) = Xn. For x' = (x1, ... , xn_ 1) near 0, we have r1(x', 0) = 0. 
By the fundamental theorem of calculus, 

r1(x', Xn) = r1(x', Xn)- r1(x', 0) = Xn ~ 1 ~r 1 (x', txn) dt, Jo uXn 

and the integral on the right is clearly a function of class ck- 1 near x = 0. As 
the latter statement is independent of the particular choice of Ck-coordinates, 
(2.6) holds with hE ck- 1 near q. Equation (2.7) is now obvious if k- 1 ~ 1, 
and if k = 1, (2.7) follows from (2.8) below, which is an easy consequence of 
the definitions. 

(2.8) 
Iff is differentiable at 0 E IR", f(O) = 0, and h is continuous 
at 0, then h f is differentiable at 0 and d(hf)0 = h(O) df0 • 

Finally, Equation (2. 7) combined with (2.4), implies that h(x) =F 0 for x E U n 
bD; since h > 0 on U - bD, continuity implies that his positive on U. • 

Remark. To say that D c IR" has Ck boundary at p E bD according to the 
definition above, is equivalent to the statement that for some neighborhood 
U of p, bD n U is a closed, real Ck submanifold of U of dimension n - 1. 

Lemma 2.5 implies that the space 

does not depend on the choice of the defining function r; Tp(bD) is called 
the tangent space to bD at p. After a translation and rotation, one can 
always achieve that p = 0 and that (grad r)(p) = (0, ... , 0, (orjoxn)(p)), with 
(orjoxn)(p) > 0, so that Tp(bD) = { x E IR": xn = 0}. In this situation we say that 
x' = (x1, ... , xn_ 1) are tangential coordinates at pEbD, while xn is the (outer) 
normal coordinate. It follows from the Implicit Function Theorem that if bD 
is of class Ck near p = 0 and x 1, ... , xn_ 1 are tangential coordinates, one can 
choose a local defining function r of the form 

(2.9) 

where qJ is of class Ck on a neighborhood of 0 in T0 (bD), and dqJ0 = 0. 

Lemma 2.6. If D cc IR" has Ck boundary, then there is a global Ck defining 
function r for D. 

PRooF. By compactness of bD there are finitely many open sets U1, ... , U1 and 
local defining functions r v E Ck(Uv), v = 1, ... , l, so that bD c U~= 1 Uv and (2.3) 
and (2.4) hold for each r v· Choose functions (/Jv E C0(Uv) so that 0 ~ (/Jv ~ 1 
and L~= 1 (/Jv(x) = 1 in a neighborhood U c U~=l Uv of bD, and define 
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r = L CfVv· Then r E Ck(IRn and for x E bD one has r(x) = 0 and drx =/= 0. (This 
follows from (ar v!axn)(p) > 0 for all v if xn is the normal coordinate at p.) After 
shrinking U, we may assume that dr x =/= 0 for all x E U. Finally, we verify that 
u n D = {xE U: r(x) < 0}. In fact, ifxE u n D, then XE uv nD for some v with 
qJv(x) > 0, and hence r(x) :-::;; qJv(x)r v(x) < 0. Conversely, if r(x) < 0 for some 
XE U, then there is v with rv(x) < 0, and hence XE Uv n D c u n D. • 

Remark 2.7. We leave it to the reader to verify that one can modify the defining 
function r E Ck(IR") for D given by Lemma 2.6, so that 

D = {xEIR": r(x) < 0}. 

Of course, it is not possible to also achieve dr x =/= 0 for all x E IR". 

2.4. The Complex Tangent Space 

If D c IC" has Ck boundary at p E bD (for this we of course think of D as a 
subset of IR 2"), the complex structure of C" induces an additional structure on 
the (real) tangent space TP(bD) as follows. Under the usual identification of 
IR2 " and IC", Tp(bD) is a subset of IC". Multiplication by i = j=1 defines a 
linear isomorphism IC"-+ IC"; TP(bD) and its image iTP(bD) under this map are 
real subspaces of C" of dimension 2n- 1, and hence 

(2.1 0) 

is a real (2n - 2)-dimensional subspace of Tp(bD) which is closed under multi
plication by i. Thus Tpc(bD) is a complex subspace of IC", of complex dimension 
n- 1. TPc(bD) is called the complex tangent space to bD at p. Notice that 
Tpc(bD) is nontrivial only if n ~ 2. 

The following Lemma gives an algebraic characterization of TPc(bD). 

Lemma 2.8. If r is a local defining function forD c IC" at p E bD, then 

PROOF. Since r is real valued, we have dr p = ar p + apr = 2 Re ar p• According 
to (2.10), 

TPc(bD) = {tEIC": drp(t) = drp(it) = 0}. 

Since ar p is C-linear, 

Re[arp(it)] = Re[iarp(t)] = -1m arv(t). 

So 
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2.5. Convexity with Respect to Holomorphic Curves 

If D c IW is convex and p E bD, then clearly there is no line segment L through 
p such that L- {p} c D. We now show that Hartogs pseudoconvex domains 
satisfy an analogous condition obtained by replacing line segments with 
complex !-dimensional submanifolds. This is the first of a number of results 
which exhibit pseudoconvexity as a complex version of (linear) convexity. 

Theorem 2.9. SupposeD c en is Hartogs pseudoconvex and has C 1 boundary 
near p E bD. Then there is no complex one-dimensional submanifold M with p 
in its interior, and with M- {p} c D. 

PRooF. The result is clearly true if n = 1, so we will assume n ;?: 2. We will 
show that the existence of M with the properties stated in the theorem implies 
that there is a Hartogs figure (r*, f'*) with r* c D but f'* ¢D. Given such 
an M, after applying a holomorphic coordinate change in a neighborhood U 
of p we may assume that p = 0, U n M = { (z1, 0, ... , 0): lz11 < 215}, and that 
the local defining function forD is of the form r = Xn- cp(z', Yn), with dcp0 = 0 
(see (2.9)). Since we assume that M n U - {0} c D, we have r(z 1 , 0, ... , 0) < 0 
for 0 < I z 11 < 215, and therefore cp(z 1, 0, ... , 0) ;?: 0 for I z 11 < 215. By continuity 
of r it follows that for sufficiently small 17 > 0, r(z) remains negative for 
ZEK1 = {z = (z1, 0, ... ' Zn): lz11 = 15, lzn + 171 :$; 17}, i.e., K1 c D n U. Further
more r(z1, 0, ... , 0, -17) = -17- cp(z1, 0, ... ) < 0 for lz11 :$; 15, i.e., K 2 = 
{(z1, 0, ... , -17): lz11 :$; 15} c D n U as well. We set r* = K 1 U K 2 and f'* = 
{(z1, 0, ... , zn): lz11:::;; f>, lzn + 171:::;; ry}. Then r* c Dn U, while f'* ¢ D, since 
0 E f'*. The situation is illustrated in Figure 6. 

Finally, notice that (r*, f'*) is a Hartogs figure in U (this property is 
independent of the particular holomorphic coordinates on U!). In fact, the 
map z = F(t) given by z 1 = 15tn, zi = ti_ 1 for 2 :$; j :$; n - 1, and Zn = 17tn- 1 - 17 

bD 

Figure 6. The Hartogs figure (r*, f'*). 
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establishes the required biholomorphic correspondence between the standard 
Hartogs frame and (r*, f*). • 

2.6. Levi Pseudoconvexity 

For a domain D c !Rn with C2 boundary, convexity is characterized by a 
differential condition in terms of a defining function r, as follows (see Exercise 
E.2.5): 

(2.11) If Dis convex near pEbD, then 

n azr 
j,~l axjaxk (p)~A;;::: 0 

(2.12) If pEbD and 

(2.13) 
n azr 

j,~l oxjoxk (p)~j~k > 0 

for all ~ E TP(bD). 

for all ~ E Tp(bD), ~ # 0, 

then there is a (convex) neighborhood U of p, such that D n U is convex. 

One says that Dis strictly convex at p E bD if(2.13) holds. The statements (2.11) 
and (2.12) are independent of the choice of defining function. 

In 1910, E.E. Levi [Lev 1] discovered that domains ofholomorphy with C2 

boundary satisfy a complex analogue of(2.11). This condition turns out to be 
extremely useful; not only is it easily computable, but its "strict" version
correponding to (2.13)-is, at least locally, also sufficient for (weak) domains 
of holomorphy. In order to gain a better geometric understanding of Levi's 
condition, we shall first examine what part of(2.11) is invariant under biholo
morphic coordinate changes. After all, even though (linear) convexity is not 
preserved under biholomorphic maps, complex analytic properties like do
main of holomorphy or Hartogs pseudoconvexity certainly should be in
variant under such maps, and this must then also hold for any differential 
characterization of pseudoconvexity. 

Suppose r E C2 (U) is a defining function forD c q:::n near p E bD. Let us write 
the Taylor expansion of r at p in complex form: 

(2.14) r(p + t) = r(p) + 2 Re(or p(t) + QP(r; t)) + LP(r, t) + o(ltl 2), 

and 

(2.16) 
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The real Hessian of r at ~ E IR 2n is given by 

(2.17) 
1 2n a2r 
"2 i.~ 1 0~ia~k (p)~i~k = 2 Re Qp(r; t) + Lp(r; t), 

where tis related to~ by ti = ~2i_ 1 + .j=1~2i, 1 ~j ~ n. Ifr satisfies (2.11), 
(2.17) implies 

(2.18) for all t E TP(bD). 

Since QP(r; .j=1 t) = - Qp(r; t) and LP(r; .j=1 t) = LP(r; t), it follows from 

(2.18), applied tot and .j=lt, that 

(2.19) Lp(r; t) ~ 0 for all t E TPc(bD). 

We shall see shortly (Lemma 2.12, below), that condition (2.19) is invariant 
under biholomorphic coordinate changes in a neighborhood of p. It is precisely 
this condition which Levi found for domains of holomorphy. Equation (2.19) 
is usually referred to as the Levi condition. Note that (2.19) is independent of 
the particular defining function r for D. In fact, if r 1 is another C2 defining 
function forD near p then, by Lemma 2.5, r 1 = h · r, where h > 0 is of class C1 

near p. A straightforward computation (use (2.8) for the second order deriva
tives!) gives 

(2.20) Lp(r1 ; t) = 2 Re[ohp(t) ·or p(t)] + h(p)Lp(r; t). 

Thus Lp(r1 ; t) = h(p)Lp(r; t) fortE Tpc(bD), and since h(p) > 0, (2.19) holds for 
r 1 if and only if it holds for r. 

Definition. A domain Din en with C2 boundary is said to be Levi pseudoconvex 
at pEbD if the Levi condition (2.19) holds for some (and hence all) C2 defining 
function r for D near p. D is said to be Levi pseudoconvex if the Levi condition 
holds at all points p E bD. D is said to be strictly Levi pseudoconvex at p, if 
Lp(r, t) > 0 for all t E Tpc(bD), t "# 0. The Hermitian form LP(r; t) defined by 
(2.16) is called the Levi form, or complex Hessian of the C2 function r at the 
point p. 

The results of the computations we just carried out can now be summarized 
as follows. 

Lemma 2.10. A convex domain in en with C2 boundary is Levi pseudoconvex. 

The converse is, of course, false. Notice that every domain in C 1 with C2 

boundary is (strictly) Levi pseudoconvex! The remarkable fact discovered by 
Levi is that every domain of holomorphy with C2 boundary is Levi pseudo
convex. This is a consequence of Theorem 2.3 and the following result. 

Theorem 2.11. If D c en is Hartogs pseudoconvex and D has C2 boundary, then 
D is Levi pseudoconvex. 
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In the proof we will make use of the invariance of Levi pseudoconvexity 
under holomorphic coordinate changes. 

Lemma 2.12. Suppose D c IC" has C2 boundary near p E bD and w = F(z) is a 
biholomorphic map on a neighborhood U of p. Let Q = F(U n D). Then Q is 
Levi pseudoconvex at q = F(p) if and only if Dis Levi pseudoconvex at p. 

PROOF. Let r be a C2 defining function for D near p; then p = r o F- 1 is a C2 

defining function for Q near q. From r(z) = p o F(z) one obtains by a straight
forward calculation that for all t E ICn 

(2.21) 

and 

(2.22) Lp(r; t) = Lq(p; F'(p)t). 

Since F'(p) is a nonsingular matrix, (2.21) shows that multiplication by F'(p) 
defines an isomorphism from TPc(bD) onto TF~p>(bQ). Equation (2.22) then 
implies the desired conclusion. • 

PROOF OF THEOREM 2.11. We will show that if the Levi condition does not 
hold at some point p E bD, then one can find a one-dimensional complex 
submanifold M through p with M n B(p, t:)- {p} c D fort: sufficiently small. 
According to Theorem 2.9, this would contradict the H-pseudoconvexity of 
D, and Theorem 2.11 will be proved. 

So suppose there are p E bD and t E TPc(bD) such that LP(r; t) < 0, where 
r is a defining function near p. After a holomorphic change of coordi
nates we can assume that p = 0, t = (1, 0, ... , 0) and that or0 = dzn. Then 
(o 2r/oz 1 ozd(O) = L 0 (r; (1, 0, ... , 0)) < 0, so 11 = -(o2rjoz 1 oz1)(0) > 0. From 
the Taylor expansion of r at 0 (see (2.14)) we obtain 

r(z1, 0, ... , 0, zn) = 2 Re h(z) -1Jiz11
2 + O(lz1llznl) + O(lznl 2) 

(2.23) 
+ o(lz1l 2 + lznl 2), 

where h(z) = Zn + Qo(r; (z 1' 0, ... ' 0, zn)) is holomorphic. Since ohjozn(O) =I 0, 
the set M = {zEIC": h(z) = 0, z2 = ··· = zn_ 1 = 0} is a complex one-dimen
sional submanifold at 0 EM. For z EM one has IQ0 (r; z)l = O(lz112 + lznl 2 ); it 
follows that if t: > 0 is sufficiently small, then lzn I = O(lz 1 12 ) for z EM n B(O, c:). 
This implies that 0 is the only point in M n B(O, c:) with z 1 = 0, and from (2.23) 
one then obtains 

(2.24) for ZE M n B(O, t:). 

After shrinking t: further, (2.24) implies that r(z) < 0 for z EM n B(O, t:) and 

z =I 0, i.e., MnB(O, t:)- {0} c D. • 

Even though the Levi condition at a point p E bD is independent of the 
defining function, the behavior of the Levi form off the boundary bD depends 
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very much on the chosen defining function. For example, if D = {z E e: x" < 0} 
with defining function r(z) = Xn, then clearly Lp(r; t) = 0 for all p, tEe; 
however, the function p = x"(l - xnlzl 2 ) is also a defining function forD near 
0, and LAp; t) < 0 for t # 0 and all points z close to 0 with Re z" # 0 and 
zj = 0 for 1 ::::; j ::::; n - 1. The following result is therefore of some interest. 

Lemma 2.13. SupposeD has C2 boundary and is Levi pseudoconvex near p E bD. 
Then there is a C2 defining function r for D on a neighborhood U of p such 
that at all points z E U one has 

(2.25) for all t with 8rAt) = 0. 

PROOF. Without loss of generality we may assume that p = 0 and that Re z 1 , 

Im z 1 , ... , Re zn- 1 , Im zn- 1 , and Yn = Im zn are tangential coordinates for bD 
at 0. Thus there is a local C2 defining function r forD on a product neighbor

hood U = U' x ( -y, y) x ( -y, y) of the form r(z) = x"- <p(z', Yn) (see (2.9)). 
By hypothesis, if U is sufficiently small, the Levi condition (2.25) for this 
defining function r holds for z E U with xn = <p(z', Yn). But (2.25) is now obvi
ously independent of xn, hence (2.25) holds at all points z E U. • 

Remark. We must emphasize that Lemma 2.13 is a local result. If D cc IC" is 
Levi pseudoconvex, it is in general not possible to find a global defining 
function r on some neighborhood U of bD, so that (2.25) holds at all points 
z E U. This question had remained unresolved for quite some time; an inter
esting and quite nontrivial counterexample was discovered only recently by 
K. Diederich and J.E. Fornaess [DiFo 2]. 

2.7. Strictly Plurisubharmonic Functions 

The Levi condition involves the complex Hessian (or Levi form) of a defining 
function forD restricted to the complex tangent space of bD. We now single 

out those functions r whose complex Hessian LP(r; ·)is positive definite on all 
of e; these functions turn out to be of fundamental importance in several 
complex variables. 

Definition. A real valued C2 function r defined on an open set D c IC" is said 
to be strictly plurisubharmonic at p ED, if 

for tEe, t =1 o. 
r is said to be strictly plurisubharmonic on D if r is strictly plurisubharmonic 
at every point p ED. 

Example. If r(z) = lzl 2 = LJ=1 zjzj, then 82r/8zja.zk = Jjk• so L.(r; t) = ltl 2 for 
all Z E e, and we see that r is strictly plurisubharmonic on e. 
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The reader may wonder at this point about the terminology. The connection 
with subharmonic and harmonic functions will become clear in §4, where the 
concept of plurisubharmonic function will be discussed systematically. 

Ifr is strictly plurisubharmonic at p, then y = min{Lp(r, t): ltl = 1} is posi
tive, and hence Lp(r; t);;::: yltl 2 for teen, by bilinearity. IfO < c < y, the con
tinuity of the second order derivatives of r implies 

(2.26) for teen and all ze U, 

where U is some neighborhood of p, i.e., r is strictly plurisubharmonic at all 
points near p as well. 

It easily follows from the definition that if r1 and r2 are strictly plurisub
harmonic, so are r 1 + r2 and cr1 if c > 0. Also, the proof of Lemma 2.12 (in 
particular, formula (2.22)) shows that the definition of strictly plurisub
harmonic function is invariant under holomorphic coordinate changes. This 
allows to define strictly plurisubharmonic functions on complex submanifolds 
(see Exercise E.2.9). 

Proposition 2.14. SupposeD cc en has C2 boundary and is strictly Levi pseudo
convex. Then one can find a defining function r for D on a neighborhood U of 
bD which is strictly plurisubharmonic on U. 

Remark. It is possible to take for U a neighborhood of i5 (see Exercise E.2.8). 

PROOF. By Lemma 2.6 there is a global C2 defining function qJ for D. We will 
show that for A > 0 sufficiently large, the function rA = exp(A({J) - 1 will do. 
In fact, it is obvious that rA is a defining function for D. A straightforward 
computation gives 

(2.27) 

LetS= bD x {teen: ltl = 1}. SinceLz(qJ; t)iscontinuouson the compact set 
S, the subset K = {(z, t)eS: Lz(qJ; t)::;; 0} is compact as well. The strict Levi 
pseudoconvexity of D implies that lo({Jz(t)l 2 > 0 whenever (z, t)eK. Let C = 
min{lo({Jz(t)IZ: (z, t)eK} > 0 and M = min{Lz(({J; t): (z, t)eS}. If A is so large 
that A· C + M > 0, it then follows from (2.27) that Lz(rA; t) > 0 on S. Thus rA 
is strictly plurisubharmonic on bD, and hence also on a neighborhood U of 
bD. (See (2.26) and the statements preceding it.) • 

2.8. Strictly Pseudoconvex Domains 

We now use strictly plurisubharmonic functions to define another important 
class of domains. 

Definition. A bounded domain D in C" is called strictly pseudoconvex if 
there are a neighborhood U of bD and a strictly plurisubharmonic function 
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rE C2 (U) such that 

(2.28) D n U = {zE U: r(z) < 0}. 

Notice that we do not require that drz =f. 0 for zEbD, so that a strictly 
pseudoconvex domain does not necessarily have a C2 boundary. Proposition 
2.14 shows that a bounded strictly Levi pseudoconvex domain is strictly 
pseudoconvex. Conversely, it is easy to see that every strictly pseudoconvex 
domain with C2 boundary is strictly Levi pseudoconvex (see Exercise E.2.8). 
The simplest example of a strictly pseudoconvex domain is a ball B(p, e). 
The function r(z) = lz- pl 2 - e2 is strictly plurisubharmonic, and B(p, e) = 
{zEen: r(z) < 0}. Other examples are found in the Exercises. 

We now prove a partial converse to the fact that domains of holomorphy 
with C2 boundary are Levi pseudoconvex (Theorem 2.11 combined with 
Theorem 2.3). This result is, essentially, due to E.E. Levi [Lev 2]. 

Theorem 2.15. Let D be strictly pseudoconvex. Then every point p E bD has a 
neighborhood Q such that Q n Dis a (weak) domain ofholomorphy. 

For the proof of Theorem 2.15 we will use the following technical result, 
which is of fundamental importance for many constructions on strictly 
pseudoconvex domains. 

Proposition 2.16. Let u be open in en and suppose r E C 2 (U) is strictly pluri
subharmonic on U. Given W cc U, there are positive constants c > 0 and e > 0, 
such that the function F(rl((, z) defined on u X en by 

n ar 1 n 82r 
(2.29) F<r>((, z) = i~t a(i (()((i- zi)- :2 i.~t a(ia(k (()((i- zi)((k- zk) 

satisfies the estimate 

(2.30) 2 Re F<rl((, z) ?: r(() - r(z) + clz- (1 2 for ( E W and I z - (I < e. 

PROOF. From formula (2.14), with p = ( E U and t = z - (, we see that the 
Taylor expansion of r(z) at (is given by 

(2.31) r(z) = r(()- 2 Re F(rl((, z) + L~(r; z- 0 + o(l(- zl 2). 

By (2.26), if W c U is compact, there is c > 0, such that L~(r; z - () ?: 
2cl(- zl 2 for ( E Wand z E en. Taylor's Theorem and the uniform continuity 
on W of the derivatives ofr up to order 2 imply that the error term o(l(- zl 2 ) 

in (2.31) is uniform in ( E W, that is, there is e > 0, so that lo(l(- zl 2 )1 s 
cl(- zl 2 for ( E Wand lz - (I <e. Equation (2.30) now follows by using these 
estimates in (2.31) and rearranging. • 

The function F<r>((, z) is called the Levi polynomial ofr at(; it is a quadratic 
holomorphic polynomial in z. Notice that it may happen that F<r>((, ·) = 0 for 
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certain points (; from (2.30) it then follows that r(z) ~ r(O + clz- (1 2 for z 

near (, i.e., r(z) has a strict local minimum at such a point (. 

PROOF oF THEOREM 2.15. Suppose r E C2 (U) is strictly plurisubharmonic in 
a neighborhood U of bD, so that (2.28) holds. Choose c, e as in Proposition 
2.16, so that (2.30) holds for ( E bD. For ( E bD one has r(O = 0, and r(z) 
cannnot have a local minimum at (, so p<r>((, ·) =f. 0, and (2.30) implies that 
Re p<r>((, z) > 0 for zED with lz- (I< e (choose e so small that B((, e) c U 
for ( E bD). If p E bD is fixed, let Q = B(p, e/2). We claim that Q n D is a weak 
domain of holomorphy. In fact, for' E!l n bD, !r, = [F(rl((, . n-l is holomor
phic on n n D and completely singular at(; for any of the remaining boundary 
points 'E b!l n i5 of n n D, the convexity of n implies that there is !r, E CD(Q) 
which is completely singular at (. (See Lemma 2.1 or the remarks preceding 
it.) • 

Another application of the Levi polynomial leads to the following charac
terization of strict Levi pseudoconvexity. 

Theorem 2.17. Let D c en have C2 boundary near pEbD. Then Dis strictly 
Levi pseudoconvex at p if and only if there is a holomorphic coordinate system 
w = w(z) in a neighborhood of p, so that D is strictly convex with respect to the 
w-coordinates. 

In other words, strict Levi pseudoconvexity is precisely the locally biholo
morphically invariant formulation of strict (Euclidean) convexity! 

PRooF. If there are holomorphic coordinates w = w(z) near p E bD, so that 
D is strictly convex with respect to w at w(p), then the same computations 
which proved Lemma 2.10 imply that Dis strictly Levi pseudoconvex in the 
w-coordinates, and hence also in the original z-coordinates (see Lemma 2.12). 
For the other implication, let r be a C2 strictly plurisubharmonic defining 
function forD near p (use Proposition 2.14, which clearly holds locally as well). 
Let h(z) = p<r>(p, z) be the Levi polynomial of r at p. From (2.29) it follows 
that dhP = -orP-# 0 (D has a C2 boundary!), and hence we can find a holo
morphic coordinate system w = (w', wn) near p with w(p) = 0 and wn(z) = 
-h(z). With respect tow, D has a defining function p(w) which is related to 
r(z) by p(w(z)) = r(z). From (2.31) and (2.22) one obtains 

(2.32) p(w) = 2 Re wn + L 0 (p; w) + o(lwl 2 ). 

Clearly (2.32) is the Taylor expansion of p up to order 2; this implies that the 
(real) Hessian of p in the w-coordinates agrees precisely with the Levi form of 
p, which is positive definite. Thus { w: p(w) < 0} is strictly convex at w = 0. • 

Theorem 2.17 does not hold without the assumption that bD is of class C2 

(see Exercise E.2.10). More significant is the fact that, even in case of C2 
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boundary, the analogous characterization of Levi pseudoconvexity (without 
the strictness condition) as a biholomorphically invariant version of convexity 
is false. The discovery of the relevant counterexample by J.J. Kohn and 
L. Nirenberg in 1972 ([KoNi]; see also Exercise E.2.6) was quite a suprise; it 
made it clear that pseudoconvexity was understood very little up to that time. 
Since then, a great deal of progress has been made in the study of smoothly 
bounded (Levi) pseudoconvex domains, especially in the case of real analytic 
boundaries (see, for example, [DiFo 3], [BeFo]). But a complete under
standing of the geometric and analytic properties of Levi pseudoconvexity has 
not yet been achieved. For example, it is not known how to characterize (by 
a differential condition, or some other verifiable condition) those Levi pseudo
convex domains which are locally biholomorphic to a (linearly) convex do
main. (See [Ran 3] and [Blo] for some partial results.) 

2.9. The Levi Problem 

The fact that strictly Levi pseudoconvex domains are locally (weak) domains 
of holomorphy (Theorem 2.15) gives strong evidence that the Levi condi
tion comes very close to characterizing smoothly bounded domains of holo
morphy. Besides the mainly technical matter of bridging the gap between Levi 
pseudoconvexity and strict Levi pseudoconvexity-something that can be 
handled by "approximation and exhaustion" techniques (see, for example, 
Lemma 2.19 below)-the major problem is of course to show that a strictly 
pseudoconvex domain D is globally a (weak) domain of holomorphy. That is, 
one must find a function holomorphic on D which is completely singular at 
( e bD, not just one which is holomorphic only on 0 n D for some neighbor
hood 0 of (. This problem, which has become known as the Levi problem, 
involves the construction of global holomorphic functions with some specific 
local properties. Questions of this sort are among the most difficult ones in 
complex analysis, as one cannot just construct global holomorphic functions 
by gluing together local functions with smooth cutoff functions or partitions 
of unity. The Levi problem was first solved by K. Oka [Oka, VI] in 1942 
in C2, and, in arbitrary dimension, it was solved independently by Oka 
[Oka, IX], H. Bremermann [Bre 1], and F. Norguet [Nor 1] in the early 
1950s. The solution of the Levi problem in en, and later in more abstract 
settings, has involved the development of many powerful methods such 
as plurisubharmonic functions, the algebraic "coherence theory" of local 
rings of holomorphic functions, the cohomology theory of coherent analytic 
sheaves, and global solutions and estimates for the inhomogeneous Cauchy
Riemann equations. In this book, the Levi problem will be solved in Chapter V 
by means of integral representations. The reader interested in getting quickly 
to that result may skip the remainder of this chapter and proceed directly to 
Chapter III (as needed) and Chapter IV. 
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2.10. Pseudoconvex Domains 

The special properties enjoyed by strictly pseudoconvex domains are very 
important for establishing many fundamental global results, but these do
mains are not sufficiently general for dealing with even rather simple domains 
of holomorphy. For example, a polydisc is a (weak) domain of holomorphy, 
and hence Hartogs pseudoconvex, but it is not strictly pseudoconvex (Exercise 
E.2.11). However, it turns out that every Hartogs pseudoconvex domain is the 
increasing union of strictly pseudoconvex domains (see §5). The following 
definition of pseudoconvexity, even though formally stronger than the latter 
property, is, in fact, equivalent to it. It is particularly suitable for extending 
function theoretic results from the strictly pseudoconvex case to the general 
case. 

A function cp: D--+ ~on the open set Dis said to be an exhaustion function 
forD if for every cE~ the set De= {zED: cp(z) < c} is relatively compact in 
D. An exhaustion function cp satisfies cp(z) --+ oo as z --+ bD; this is also sufficient 
if D is bounded. 

Definition. An open set D in en is called pseudoconvex if there is an exhaustion 
function cp E C2 (D) for D which is strictly plurisubharmonic on D. 

In §5 we will show that an open set D is pseudoconvex if and only if it is 
Hartogs pseudoconvex, but we shall not use this result in later chapters. 
Instead, in §3.7, we will prove directly that every domain of holomorphy 
is pseudoconvex as defined above. We now present some simple sufficient 
conditions for pseudoconvexity. 

Lemma 2.18. A bounded strictly pseudoconvex domain D in C" is pseudoconvex. 

PROOF. Let r be strictly plurisubharmonic in a neighborhood U of bD, so 
that D n U = {zE U: r(z) < 0}. Without loss of generality we may assume 
that r E C2 (D) and r < 0 on D. A straightforward computation shows that 
p = -log( -r) is strictly plurisubharmonic on D n U. Let m = inf{Lz{p; t): 
zED- U and ltl = 1} > -oo. Then cp = p + (m + 1)1zl2 is a strictly pluri
subharmonic exhaustion function for D. • 

Lemma 2.19. A bounded Levi pseudoconvex domain D with C3 boundary is 
pseudoconvex. 

PROOF. Given a defining function r for D on a neighborhood of i5, we try to 
imitate the proof of Lemma 2.18. Unfortunately, p = -log( -r) will no longer 
be strictly plurisubharmonic near bD, but if r E C3, we can use the Levi 
condition on bD to control the Levi form of r and p near bD, as follows. Let 
u beaneighborhoodofbD, so that orz # Ofor ZE U. 1fT;= {tEC",orz(t) = 0}, 
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we let T;' be the orthogonal complement of r; in en. So, for each z E U, a 
vector tEen has a corresponding decomposition t = t~ + t; which depends 
differentiably on z. The Levi pseudoconvexity of D says that Lz(r; t~);;::: 0 for 
z E bD. As this expression is C1 in z (this is where we use that r E C3}, it follows 
that, after shrinking U, there is a constant C > 0, so that 

(2.33) for ZED n u. 

The bilinearity of the Levi form implies 

Lz(r; t) = Lz(r; t~) + O(lt~llt;l) + O(lt;l 2}, 

and since lt;l = O(lorz(t)l for zE U, one obtains from (2.33) that 

(2.34) Lz(r; t) 2:: -Cir(z)lltl 2 - Cllorz(t)lltl 

for z E U n D, where C1 > 0 is another constant. For p = -log(- r) one now 
computes 

for zED; 

hence, by (2.34), 

L ( . t) > -Citlz- (lorz(t)l)(c ltl) + lorz(tW 
(2.35) z p, - lr(z)l 1 lr(zW 

for zE unD, 
where we have used the inequality ab :::;:; (a/2}2 + b2 in order to estimate the 
middle term on the right side of(2.35). It now follows as in the proof of Lemma 
2.18 that for sufficiently large A, the function cp = p + Alzl 2 is strictly pluri
subharmonic on D, and cp is obviously an exhaustion function. • 

Remark 2.20. The hypothesis that bD is of class C3 was used only in the proof 
of (2.33). Whenever one has (2.33) for some C2 defining function r (notice that 
Lemma 2.13 gives such a function locally), the rest of the proof of Lemma 2.19 
goes through unchanged. In §5.6 we shall combine these observations with 
some deeper properties of pseudoconvex domains in order to prove Lemma 
2.19 in the case of C2 boundaries. 

The following technical result will allow us to approximate strictly pseudo
convex domains by domains with C2 boundary. This will be important 
in order to consider integration of functions or differential forms over the 
boundary. 

Proposition 2.21. If D c C" is pseudoconvex, then there is a strictly pluri
subharmonic exhaustion function r for D such that the set of critical points 
{zED: drz = 0} of r is discrete in D. 

The proof is based on the following real variable lemma which is a special 
case of general results in Morse theory. For the reader's convenience we have 
included a self-contained proof in Appendix A. 
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Lemma 2.22. Let D be an open set in ~· and suppose g E C 2(D) is real valued. 
Then there is a set E c ~· of measure 0, such that for all u E ~· - E the set of 
critical points of gu(x) = g(x) + (u, x) is discrete in D. 

PROOF oF PROPOSITION 2.21. Let cp E C2(D) be a strictly plurisubharmonic 
exhaustion function forD and set g(z) = cp(z) + lzl 2• By Lemma 2.22 there is 
an ~-linear function l(z), so that r(z) = g(z) + l(z) has only isolated critical 
points. It is obvious that r is strictly plurisubharmonic on D, and one easily 
checks that r is an exhaustion function. • 

We say that a compact set K c C" is pseudoconvex if K has a neighborhood 
basis of open pseudoconvex sets. 

Corollary 2.23. Let K be a compact pseudoconvex set in C". Then K has a 
neighborhood basis of strictly pseudoconvex domains with C2 boundary. 

PROOF. Let W be a neighborhood of K. By hypothesis, there is an open 
pseudoconvex neighborhood U of K with U c W. Let r be a C2 strictly 
plurisubharmonic exhaustion function for U whose set S of critical points is 
discrete in U, and hence countable. If c E ~- r(S) is larger than M = lriK, then 
K c De = { z E U: r(z) < c} cc W, De is strictly pseudoconvex, and drz #- 0 for 
ZEbDc. • 

EXERCISES 

E.2.1. Show that an open set D in IC" is a domain of holomorphy if and only if each 
connected component of D is a domain of holomorphy. 

E.2.2. Show that an open set n in IR" is (Euclidean) convex if and only if for each 
p ¢ n there is a linear functional 1: IR" --> IR, such that l(x) < l(p) for all X En. 

(Geometrically speaking, n lies on one side of the hyperplane { x: /(x) = /(p)}; 
see also E.3.1.) 

E.2.3. Prove in detail the statements made in (2.1) and (2.2). 

E.2.4. Suppose D cc IR" has differentiable boundary of class Ck. Show that there is 
a function r E Ck(IR") such that D = { x E IR": r(x) < 0} and dr(x) -=1- 0 for x E bD. 

E.2.5. Prove the characterizations of convexity stated in (2.11) and (2.12). 

E.2.6. Define r(z) for z E IC 2 by 

r(z) = Re z2 + lz1 18 + 15/71z d2 Re (z~) 

and set D = {zeiC2 : r(z) < 0}. 

(i) Show that D is Levi pseudoconvex. 
(ii) Find all points p E bD at which D is strictly Levi pseudoconvex. 

(iii) J.J. Kohn and L. Nirenberg [KoNi] proved that iff is any holomorphic 
function on a neighborhood U of 0 with f(O) = 0, then the zero set off 
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meets both D n U and U - D. Show that this implies that there is no 
holomorphic change of coordinates in some neighborhood of 0 which 
makes D linearly convex near 0 in the new coordinates. 

(iv) Try to prove the result of Kohn and Nirenberg stated in (iii). (This is quite 
nontrivial!) 

E.2. 7. Let m1, m2 be positive integers. Discuss the Levi pseudoconvexity and strictly 
Levi pseudoconvexity at the boundary points of 

D(m,,mz) = {zEIC2: lz112m, + lz212mz < 1}. 

E.2.8. Let D be a bounded strictly pseudoconvex domain in IC" (see the Definition in 
§2.8). 

(i) Show that if D has C2 boundary at a point p E bD, then D is strictly Levi 
pseudoconvex at p. 

(ii) Show that there are a neighborhood U of D and a strictly plurisubharmonic 
function r on U such that 

D = {zE U: r(z) < 0}. 

If D has C2 boundary, then r can be found so that dr =F 0 on bD. (Hint: If D 
is defined by the strictly plurisubharmonic function cp on a neighborhood W 
of bD, there are e1 < e2 < 0 such that { z E W: e1 < cp(z) < e2} cc W n D. 
Choose x E C2(~) such that x(t) is constant for t ~ e1, x(t) = t for t ~ e2 , 

and x'(t), x"(t) > 0 for e1 < t < e2 • Then consider r = x o cp + llzl2 for a 
suitable cutoff function A.) 

E.2.9. Let M be a complex submanifold of IC". A function cp: M--> ~ is said to be 
strictly plurisubharmonic at P EM if there is a local parametrization H for M 
near P such that cp o His strictly plurisubharmonic near H- 1 (P). 

(i) Show that the above definition does not depend on the particular choice 
of H. 

(ii) Show that cp is strictly plurisubharmonic at P if and only if there are a 
neighborhood U of Pin IC" and a strictly plurisubharmonic function ip on 
U, such that cp = ip on U n M. 

E.2.10. Show that if D = {xE!l: r(x) < 0} for some C2 function ron a neighborhood 
Q of i5, which is strictly convex near bD (i.e, the (real) Hessian of r is positive 
definite at all points in bD), then dr =F 0 on bD; that is, D has necessarily a C2 

boundary. 

E.2.11. Show that a polydisc in IC" is strictly pseudoconvex if and only if n = 1. 

E.2.12. Let P be a polydisc in IC". Show that if n ~ 2, then Pis not biholomorphic 
to any strictly pseudoconvex domain in IC". (Hint: Generalize the proof of 
Theorem 1.2.7.) 

E.2.13. Let cp: Q--> IR be strictly plurisubharmonic and set D ={zEn: cp(z) < 0}. 
Suppose p E Q and cp(p) = 0. Show that there are a neighborhood U of p 
and a holomorphic function hE (!}(U), with h(p) = 1 and lh(z)l < 1 for all 
z E U n D- 1 p}. (Note that it is not assumed that dcpP =F 0!) Remark: It is 
not necessary for D to be strictly pseudoconvex at p. Show that the above 
conclusion holds at every boundary point of D(m,,m2) (see E.2.7). 
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E.2.14. (i) Let D cc C" have C2 boundary. Show that the set of strictly Levi pseudo
convex boundary points of D is not empty. (Hint: Fix a ED and consider 
a point P E bD at maximal distance from a.) 

(ii) More generally, let D be as in (i), P E bD and let U be a neighborhood of 
P. Suppose v E C2 ( U) is strictly plurisubharmonic, v(P) = 0 and v(z) < 0 for 
z E U n D. Show that D is strictly Levi pseudoconvex at P. 

§3. The Convexity Theory of Cartan and Thullen 

The statement that a region D in IC" is a domain of holomorphy (see §2.1) 
involves the surrounding space C", and thus it is not clear whether it describes 
an intrinsic property of D. It was a major achievement when in 1932, H. Cartan 
and P. Thullen [CaTh] discovered an intrinsic characterization of domains 
of holomorphy in terms of convexity conditions with respect to the algebra 
of holomorphic functions (!)(D). This "holomorphic convexity" is one of the 
most fundamental concepts in several complex variables. We will now present 
a detailed discussion of holomorphic convexity. 

3.1. Convexity with Respect to Linear Functions 

In order to exhibit the formal analogies between holomorphic convexity and 
linear convexity, we reformulate the latter condition so as to emphasize the 
role of the space of linear functions on D. 

If K c ~n is compact, its convex hull gc is usually defined to be the smallest 
closed convex set which contains K, i.e., J?C = n {0 c ~": 0 closed convex 
and K c 0}. An alternate description of the convex hull involves the hull 
K.!l'<IH"J of K with respect to the family 2(~") of real valued linear functions on 
~", defined as follows: 

It is easy to check that gc = K.!l'<IH"J• and that an open set D c ~n is convex 
if and only if K..!l'<IH"J c D for every compact set K c D (see Exercise E.3.1). For 
K c D we now consider 

for all q; E 2}. 
By definition, K.!l'<DJ c D; but if D is convex, then K.!l'<DJ is a compact subset 
of D, or, equivalently, K.!l'<DJ cc D. Conversely, if K..!l'<DJ cc D for every K c 

D, then K..!l'<IH"J = K.!l'<DJ U (K.!l'<IH"J - D) is a decomposition of the connected 
set K..!l'<IH"J into two disjoint closed sets, and hence K..!l'<IH"J = K.!l'<DJ• i.e., it 
follows that Dis convex. We thus see that D c ~n is (Euclidean convex) if and 
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only if D is convex with respect to the family .P(D) of linear functions on D in 
the following general sense. 

Definition. Let fii be a family of real valued functions on the topological space 
X. The space X is called fii -convex if for every compact subset K c X the 
fii -hull of K, 

K~ = {xEX: cp(x) ::5: s~pcp 
is relatively compact in X. 

for all cp E fii} 

We shall see that many important function theoretic properties of domains 
in C" are characterized by convexity with respect to an appropriate family of 
functions. 

3.2. Holomorphic Convexity 

For a subset K of D c C", its holomorphically convex hull Km<D> in Dis defined 
by 

(3.1) Km<D> ={zED: lf(z)l ::5: lfiK foralljECD(D)}. 

Km<D> is also called the CD(D)-hull of K, and we will simply write K instead of 
Km<D> when the region Dis clear from the context. K c Dis called CD(D)-convex 
if Km<D> = K. . 

We now state some simple properties of CD(D)-hulls. 

Lemma 3.1. ForK c D the following hold: 

(i) K c K and f. = K; 
(ii) if K 1 c K, then K 1 c: K; 

(iii) ifO. is open and D c n, then Km(D) c K(!)(Q); 

(iv) K is closed in D, and if K is bounded, so is K; 
(v) given M, e > 0 and p ED - K, there is f E CD(D) with lfiK < e and 

lf(p)l > M. 

PRooF. (i), (ii), and (iii) are straightforward. For (iv), notice that iff E CD(D), the 
set AI= {zED: lf(z)l ::5: lfiK} is closed in D (AI= D if lfiK = oo), and K = n {AI:fECD(D)}. Furthermore, since the coordinate functions Z;, 1 :5:j ::5: n, 
are holomorphic on D, if K is bounded, it follows that K c P(O, (r 1 , ••• , r.)), 
where ri = lziiK < oo; so K is bounded as well. To prove (v), observe that p ¢ K 
implies that there is hECD(D) with lhiK < lh(p)l. After multiplying with a 
suitable constant, one may assume that lhiK < 1 < lh(p)l; now take f = h1 

with l sufficiently large. • 
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By considering .? -convexity with respect to the family .? of moduli of 
holomorphic functions, one now obtains a very important class of domains. 

Definition. The region D c en is called holomorphically convex if K0 <DJ is 
relatively compact in D for every compact set K c D. 

We will see shortly that every open set inC is holomorphically convex, but 
the situation is different in higher dimensions. For example, if Q = {zEe: 
! < izl < 2} and K = {z: izl = 1}, then one easily checks that K0 (n) = K if 
n = 1; but if n > 1, Theorem 1.6 implies that every f E (I)(Q) extends to a 
holomorphic function J on B(O, 2). It then follows from the maximum prin
ciple applied to J that for z with!< lzl :S: 1, one has lf(z)i = i](z)i :S: iJiK = 
lfiK, and therefore {zEQ: lzl::;; 1} c K0 (n)· So clearly K0 (n) is not compact, 
and hence Q is not holomorphically convex if n > 1. 

Lemma 3.2. Let D c C" be holomorphically convex. Then there is a normal 
exhaustion { KJ of D by (i1(D)-convex sets Ki. 

PROOF. The sequence { Ki} will be constructed inductively. Let { Qv} be some 
normal exhaustion. The hypothesis on D implies that Qv is compact for all v. 
We set K 1 = Q 1 ; then K 1 is compact and K 1 = K 1 . Suppose the compact sets 
K 1 , ... , Ki with the desired properties have already been constructed. Choose 
vi?. j such that Ki c int Qv, and set Ki+ 1 = Qv. The sequence { Ki,j = 1, 
2, ... } gives the desired exha~stion. • 1 

The following Lemma shows how holomorphic convexity is used to con
struct unbounded holomorphic functions. 

Lemma 3.3. Let { Ki} be a normal exhaustion of D by (!)(D)-convex sets. 
Suppose PiE Ki+ 1 - Ki for j = 1, 2, . . . . Then there is f E (I)(D) such that 
limj~oo lf(pJI = 00. 

PROOF. We construct f as the limit of a series 2:~ 1 fv, where Uv} c (I)(D) is 
chosen to satisfy 

(3.2) v = 1, 2, ... 

and 

j-1 

(3.3) IJ}(pJj > j + 1 + L lfv(PJI, j = 2, 3, .... 
v~l 

Assuming the existence of such a sequence Uv}, (3.2) implies that f = Lfv 
converges compactly in D, hence f E (I)( D), and (3.3) implies 

lf(pJj ?. IJ}(pj)l - L lfv(Pj)l > j + 1 - L lfv(PJI for j?. 2. 
vr j v> j 
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It then follows from (3.2) that Lv> i lf.(pi)l < L 2-• :::; 1, and hence lf(pi)l > j. 
This shows that limi .... oo lf(pi)l = oo. Finally, the required sequence {!.} is 
constructed inductively as follows. Set / 1 = 0, and, if l ~ 2, suppose that 
/ 1 , •.• , f,_ 1 have already been found so that (3.2) and (3.3) hold. By Lemma 
3.1(v), since p1 ¢ K1, there is J, e CP(D) with 1/,IK, < z-1 and such that (3.3) holds 
for j = l. • 

We now present a simple characterizatioq ofholomorphic convexity which 
is very useful for finding examples. 

Proposition 3.4. The region D c C" is holomorphically convex if and only if for 
every sequence {p.: v = 1, 2, 3, ... } c D without accumulation point in D there 
is f E CP(D) with sup.lf(p.)l = oo. 

PRooF. We first show that the given condition is sufficient. Let K c D be 
compact. We prove that K(I)<D> is compact by showing that every sequence 
{p.} c K has an accumulation point p E K. In fact, if {p.} c K and f E l9(D), 
(3.1) implies sup.lf(p.)l ::;; lflK < oo; therefore the condition stated in the 
Proposition implies that {p.} must have an accumulation point p ED. Since 
K is closed in D, we must have p E K. 

For the converse, we choose a normal exhaustion {K.} of D with K.. = K. 
(use Lemma 3.2). If {P.} c D has no accumulation point in D, it is straight
forward to find sequences {vi} and {.uJ c N, such that p.1 eK~'J+l- K~'; for 
j = 1, 2, .... The existence of the function f e CP(D) with the required property 
now follows from Lemma 3.3. • 

3.3. Examples 

We first settle the case of regions in the complex plane. 

Lemma 3.5. Every D c C1 is holomorphically convex. 

PROOF. Suppose {p.} c D has no accumulation point in D. If {p.} is un
bounded, the function f(z) = z will be unboundeij on {p.}. Otherwise {P.} has 
an accumulation point p e bD, and the function f(z) = (z - pr1 E CP(D) is 
unbounded on {p.}. • · 

The same kind of argument shows that D c C" is holomorphicaJly convex 
if for every pebD there is fve@(D) with limzep,z ... vlfv(z)i = oo. This latter 
condition holds, in particular, for convex domains in C" (see the proof of 
Lemma 2.1). Therefore we have: 

Lemma 3.6. Every convex domain in C" is holomorphically convex. 
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Lemma 3.7. The intersection of finitely many holomorphically convex open sets 
is holomorphically convex. 

The proof is obvious. We shall see below that the finiteness condition can 
be removed. It is also true that·an increasing union ofholomorphically convex 
domains is holomorphically convex, but this result is far from elementary 
(H. Behnke and K. Stein [BeSt]). We will obtain it in Chapter VI as a 
consequence of the solution of the Levi problem. 

Proposition 3.8. The product D = D1 x D2 of two holomorphically convex re
gions D; c en,, i = 1, 2, is holomorphically convex. In particular, every poly
domain n = n1 X ... X nn, nj c IC, is holomorphically convex. 

PROOF. For the first statement it is clearly enough to show that Q = 
~ 

(K 1 x K 2 )(1}c», xD,) cc D1 x D2 for every pair of compact sets K; c D;, i = 1, 
2. Since every function f E @(D;) defines a function in @(D1 x D2), one ob
t~ns Q c (K 1 )(1}c»t> x D2 and Q c D1 x (K 2 )(1}(D,)· Thus Q c (Kd(l}c»t> x 
(K 2 )(1}cv,) cc D1 x D2 • The second statement now follows by induction and 
Lemma 3.5. • 

Next we introduce a class of domains which generalize the polydiscs. 

Definition. An open set Q cc en is called an analytic polyhedron if there are 
a neighborhood U of Q and finitely many functions f 1, ... ,fz E @(U), such that 

(3.4) Q = {zE U: lf1(z)l < 1, ... , lfz(z)l < 1}. 

The collection of functions f 1, •.. , fz is called a frame for n. 

Proposition 3.9. Every analytic polyhedron is holomorphically convex. 

PROOF. Suppose {!1' ... ,fz} c (!)(U) is a frame for the analytic polyhedron n. 
If K c n is compact, then rj = 1./jiK < 1 for j = 1, ... ' l. Clearly 

K(l}cn> c {zE U: lf1(z)l ::5; r1, ... , lfz(z)l ::5; r,}, 

and the latter set is relatively compact in n. • 

The following two results show that analytic polyhedra are sufficiently 
general to approximate arbitrary holomorphically convex sets. 

Proposition 3.10. If K c D is compact and @(D)-convex, then K has a neigh
borhood basis consisting of analytic polyhedra defined by frames of functions 
holomorphic on D. 

PROOF. Let U cc D be an open neighborhood of K = K(I}(D)· Since K(I}(D) and 
bU are disjoint, by using (3.1) and a compactness argument, one can find 
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finitely many open sets W1 , ... , "'I and functions f 1 , ... ,ft E (!)(D), so that 
bU c U}= 1 ltf, l.fjiK < 1 and 1./j(z)l > lfor zE lfj,j = 1, ... , l. Then Q = {z E U: 
1./j(z)l < 1 for j = 1, ... , I} is an analytic polyhedron with K c Q cc U. • 

Corollary 3.11. Let D c en be holomorphica/ly convex. Then there is a normal 
exhaustion {OJ ofD, where each Qi is an analytic polyhedron defined by aframe 
offunctions in @(D). 

PROOF. Combine Lemma 3.2 and Proposition 3.10. • 

3.4. The Construction of Singular Functions 

We now show that a holomorphically convex domain D is a domain of 
holomorphy by constructing a holomorphic function on D which is unbounded 
near every point p E bD. The reader may already guess how to obtain such a 
function: We must apply Lemma 3.3 to a carefully chosen sequence {pJ which 
accumulates at every boundary point. In fact, in order to preclude analytic 
extension from all possible "sides" of bD, one needs a little bit more, as follows. 

Lemma 3.12. Let { K v} be a normal exhaustion of the region D. Then there are 
a subsequence { v) of N and a sequence {pi} of points in D such that 

(3.5) for j = 1, 2, ... , 

and 

for every p E bD and every connected neighborhood U 
(3.6) of p, each component Q of U n D contains infinitely 

many points from {pJ. 

In the proof we will require the following elementary topological fact. 

Lemma 3.13. Suppose U is a connected neighborhood of p E bD and let Q c 

U n D be a nonempty connected component ofU n D. Then bQ n (U n bD) # 0. 

PROOF OF 3.13. Since Q is a component of the open set U n D, Q is open (in 
t:n) and closed in U n D. Since U is connected and clearly Q # U, Q cannot 
be closed in U. Hence there is q E (bQ n U) - Q. Since Q c D and Q is closed 
in U n D, we must have qEbD, i.e., qEbO nUn bD. • 

PROOF OF LEMMA 3.12. Let { av: v = 1, 2, ... } be an enumeration of the points 
of D with rational coordinates. Let rv = dist(av, bD) < oo; then Bv = B(av, rv) 
is contained in D. Let { Qi: j = 1, 2, ... } be a sequence of such balls Bv which 
contains each Bv infinitely many times; for example, we may choose the 
sequence Bu B1 , B 2 , B1 , B 2 , B3 , B1 , .... Now take Kv, = K 1 . Proceeding 
inductively, assume that l > 1 and p1 , ... , p1_ 1 and Kv,, ... , Kv, have been 
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found so that (3.5) holds for j = 1, ... , I - 1; since Q1 is not contained in any 
compact subset of D, we may choose p1 E Q1 - K., and then vl+ 1 so that 
p1 E K.,+,. Then (3.5) holds for allj = 1, 2, .... We now verify that {pi} satisfies 
(3.6). Given 0 as stated in (3.6), by Lemma 3.13 there is a point q E bOn u n bD; 
thus there is all E 0 with rational coordinates sufficiently close to q, so that 
BP. c 0. Since BP. occurs infinitely many times in the sequence {QJ, and piE Qi 

forj = 1, 2, ... , BP. contains infinitely many points of {Pi}, and we are done. • 

It is now very easy to prove the principal result of this section. 

Theorem 3.14. A holomorphically convex domain D in C" is a domain of 
holomorphy. 

PROOF. By Lemma 3.2 we can choose a normal exhaustion {K.} of D with 
K. = K •. We then apply Lemma 3.3 to the sequences {Pi} and {K.J given by 
Lemma 3.12 to obtainfECD(D) with limi-+oo lf(pi)l = oo. The proof is completed 
by showing that f is completely singular at every point p E bD. In fact, if 0 is 
a component of U n D, where U is a connected neighborhood of p, suppose 
there is hE CD(U) with flo= hl0 . After replacing U by U'(p) cc U and 0 by 
a component 0' of U' n D which meets 0, we may assume that lhlo· ::5; lhlu· < oo. 
Hence f would have to be bounded on 0', and this contradicts (3.6) and 
lim lf(pJI = oo. • 

Remark. The reader should notice that Theorem 3.14 is a rather elementary 
consequence of the definition of @(D)-convexity. The only property of holo
morphic functions which was used is that CD( D) is an algebra of functions closed 
under compact convergence; thus these arguments could be used for many 
other classes of functions as well. When combined with Corollary 3.4, Theorem 
3.14 gives an elementary proof of the classical result that every domain in the 
complex plane is a domain of holomorphy. The proof given here produces a 
function which is unbounded everywhere near the boundary; however, analytic 
continuation may already fail for functions which are smooth up to the 
boundary. More precisely, the following result was recently proved by 
D. Catlin [Cat]. Let D cc C" be holomorphically convex with boundary of 
class coo. Then there is a function f E CD( D) which is the restriction to D of a coo 
function on a neighborhood of 15, and which, nevertheless, is completely singular 
at every point p E bD. The proof requires some deep results about boundary 
regularity of solutions to the Cauchy-Riemann equations. 

3.5. A Geometric Property of @(D)-Hulls 

We shall now discuss the converse of Theorem 3.14, i.e., we show that domains 
ofholomorphy are holomorphically convex. This fact is much deeper than the 
results of the preceding section, as its proof makes crucial use of the power 
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series expansion of holomorphic functions. The heart of the matter is the 
following important geometric property of the holomorphically convex hull. 

Theorem 3.15. Let D be a weak domain of holomorphy inC". Then 

(3.7) dist(Km<D>• bD) = dist(K, bD) 

for every compact set K c D. In particular, Dis holomorphically convex. 

Here, dist(K, bD) = inf{ bv(a): a E K} is the Euclidean distance from K to 
bD. As the proof of Theorem 3.15 involves the Cauchy estimates for deriva
tives on polydiscs, we shall express bv(a) in terms of "polydisc distance 
functions," as follows. 

For a given multiradius r = (rl' ... ' rn) > 0 we define, for a ED c en, 

b~>(a) = sup{A, > 0: a+ A.P(O, r) c D}. 

Then b~>(a) > 0, and, if D i= C", b~>(a) < oo for all a ED. Clearly a number 
A. > 0 satisfies A. ~ b~>(a) if and only if P(a, A.r) c D. 

Lemma 3.16. If D i= en, then b~> is continuous on D. Moreover, for a ED, 

(3.8) bv(a) = inf{b~>(a): r > 0 and lrl 2 = I,rJ = 1}. 

PROOF. Fix a ED. One easily checks that for 0 < 8 < b~>(a) one has b~>(a) - 8 
~ b~>(z) ~ b~>(a) + 8 for all z E P(a, 8r); this implies the continuity of <5~> at 
a. In order to prove (3.8), let Y/ denote the infimum on the right side of (3.8). 
For any multiradius r > 0 with lrl = 1 one has P(a, A.r) c B(a, A.), and hence 
b~l 2: bv(a); thus 1J 2: bv(a). For the reverse inequality, let 8 > 0 be arbitrary 
and choose A. with bv(a) <A.< bv(a) + 8. Then B(a, A.) c D, and hence there 
is r = (r1 , ... , rn) > 0 with lrl = 1, so that P(a, A.r) ¢ D, i.e., b~>(a) ~A.. This 
implies 1J < bv(a) + 8 for every 8 > 0, and we are done. • 

We can now formulate and prove the key step in the proof of Theorem 3.15. 

Proposition 3.17. Let K c D be a compact subset of the open set D c en, and 
fix a positive multiradius r > 0. Suppose 1J > 0 satisfies b~l(z) 2: 1J for all z E K. 
Then for every a E Km<D> and f E @(D), the Taylor series off at a converges on 
the polydisc P(a, 1Jr). 

PRooF. We fix a function f E @(D). We shall estimate the coefficients of the 
Taylor series off by means of Cauchy estimates for derivatives off For this 
one needs a uniform bound for lfl. We therefore fix 0 < 11' < 1]; then Q = 
UaEKP(a, 1J'r) is a compact subset of D, and M = lfiQ < oo. The Cauchy 
estimates (Theorem 1.1.6) applied to P(a, 11' r) for a E K now imply that IDaflx ~ 
od M (1J' r)-a for all rx E Nn. Since Daf E @(D), it follows that 

(3.9) 
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Equation (3.9) and Abel's Lemma imply the convergence of the Taylor series 
off at a E Kf!!<D> on the poly disc P(a, rf' r), and, since 17' < 17 is arbitrary, on 
P(a, 17r) as well. • 

PROOF OF THEOREM 3.15. Clearly one has dist(Kf!J(D)• bD)::;; dist(K, bD). We 
will show that if this inequality is strict, then D is not a weak domain of 
holomorphy; this obviously will prove the Theorem. 

So suppose 17 = dist(K, bD) > dist(Kf!!<D>• bD), and choose a E Kf!!<D> with 
bv(a) < '1· By Lemma 3.16, Equation (3.8), there is a positive multiradius r 
with lrl = 1, so that c5g>(a) < 17 ::;; c5g>(z) for all z E K. We now use Proposition 
3.17 to find a holomorphic extension of f E (!)(D) across bD. In fact, since 
c5g>(a) < 17, P(a, 17r) ¢D. Given f E (!)(D), Proposition 3.17 shows that the 
Taylor series u1 off at the point a defines a holomorphic function on P(a, 17r), 
which agrees with f in a neighborhood of a and hence on the connected 
component of P(a, 17r) n D which contains a. Thus every f E (!)(D) fails to be 
completely singular at every boundary point ( E bD n P(a, 17r). • 

3.6. Characterizations of Domains of Holomorphy 

We now summarize the principal results obtained in the preceding sections. 

Theorem 3.18. The following are equivalent for an open set Din C". 

(i) Dis a weak domain of holomorphy. 
(ii) dis(Kf!!<D>• bD) = dist(K, bD) for every compact set K c D. 

(iii) D is holomorphically convex. 
(iv) D is a domain of holomorphy. 

PROOF. Theorem 3.15 proves (i) => (ii); (ii) =>(iii) is obvious; (iii)=> (iv) is proved 
in Theorem 3.14, and (iv) => (i) is trivial. • 

We can now generalize Lemma 3.7. 

Corollary 3.19. The interior n of the intersection of an arbitrary collection 
{ Da: ex E J} of holomorphically convex domains is holomorphically convex. 

PRooF. We assume that n ¥- 0. If K c n is compact, 0 < d = dist(K, b!l) ::;; 
dist(K, bDa) for each ex, and by Theorem 3.18, d ::;; dist(Kf!!<D >• bD~~.) as well. 
Since Kf!!<n> c K@<D.>• we obtain dist(K@cm• bDa) ~ d for all ex: which implies 
dist(K@cn>• b!l) ~ d. • 

Notice that if D is not a domain of holomorphy, the best one could say
based on just the definition in §1.1-is that every f E (!)(D) extends holomor
phically to some larger set, which will depend on f. The following consequence 
of Theorem 3.18 and the proof of Theorem 3.15 is thus of some interest. 
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Corollary 3.20. If D c en is not a domain of holomorphy, then there are an open 
connected set Q with Q n D # 0 and Q ¢ D, and a nonempty component W of 
Q n D, such that every f E (!)(D) has a holomorphic extension from W to Q. 

It is natural to ask at this point if there is a "maximal" region E(D) to which 
every f E (!)(D) extends holomorphically. For example, the polydisc P(O, 1) 
clearly is such a maximal region for the Hartogs domain H(r). If one limits 
oneself to regions in en, the answer is, in general, negative (see Exercise E.3.13). 
The situation is analogous to the problem of finding a "maximal" domain of 
definition for a single function like f(z) = Jz, zEe- {0}, which can only 
be handled adequately by introducing more abstract spaces (i.e., Riemann 
surfaces). Similarly, in several variables, one is led to consider domains which 
have different layers spread over en-these are called Riemann domains. One 
can then show that for every domain D c en, there is a Riemann domain 
E(D), called the envelope of holomorphy of D, so that every f E (!)(D) has a 
holomorphic extension to E(D), and E(D) is "maximal" with respect to this 
property. The interested reader may find more details in [Nar 3] or [GrFr]. 

3.7. Stein Domains and Stein Compacta 

The remarks made at the end of the preceding section suggest that in order 
to deal with certain global questions it is necessary to extend function theory 
from domains in en to more abstract spaces. In a pioneering paper publjshed 
in 1951, Karl Stein [SteK 2] discovered a class of abstract complex manifolds 
that enjoy complex analytic properties similar to those of domains of holo
morphy. The fundamental importance of these manifolds for global complex 
analysis was soon recognized, and already in 1952 H. Cartan [Car 1] referred 
to them as Stein manifolds (varietes de Stein). Among the axioms which define 
a Stein manifold X is the requirement that X be holomorphically convex (this 
is defined as in §3.2, once one knows what is meant by the algebra (!)(X) of 
holomorphic functions on X. The other axioms are more technical and they 
are trivially satisfied for any open set D c en, or even for any (not necessarily 
closed) complex submanifold of en. Consequently, a domain D c en is a Stein 
manifold precisely when Dis holomorphically convex. We shall therefore refer 
to holomorphically convex open sets (in en) as Stein domains, and we shall 
say that a compact set K c en is Stein, or that K is a Stein compactum, if K 
has a neighborhood basis of Stein domains. 

Let us give some examples of Stein compacta. IfQ is an analytic polyhedron 
with frame {!1, ... , .ft} c (!J(U), where U is a neighborhood of 0, then Q = 
{zE U: l.fj(z)l ~ 1 for 1 ~j ~ l} is a Stein compactum. We shall call Q a com
pact analytic polyhedron. In general, the closure i5 of a bounded Stein domain 
D is not necessarily a Stein compactum (see Exercise E.3.9). If K is compact 
and K@<U> = K for some open neighborhood U of K, then K is Stein; this 
follows from Proposition 3.10. The converse is, in general, false (see Exercise 
E.3.6). 
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For future reference it is convenient to reformulate some of the earlier 
results for compact instead of open sets. 

Proposition 3.21. A Stein compactum K has a neighborhood basis of analytic 
polyhedra. 

PROOF. If U is an open neighborhood of K, there is a Stein domain D with 
K cDc U. Then K{i)WJ is compact, and (!)(D)-convex, so, by Proposition 3.10, 
there is an analytic polyhedron n with K(i)(D) c n c D. Thus K c n c u. • 

Lemma 3.22. If K is a Stein compactum and h1, ... , h1 E (I)(K), then 

for 1 :S::j :<:::: 1} 

is Stein. 

The proof involves a straightforward application of Proposition 3.9 and 
Exercise E.3.3, and is left to the reader. 

Given a compact set K, the (I)(K)-hull of a set L c K is defined by 

(3.10) L(i)(K) = {zEK: jf(z)j :<:::: ifiL for all fE(I)(K)}. 

In analogy to Proposition 3.10 we have: 

Proposition 3.23. Suppose L c K and L{I)(Kl = L. If U is a neighborhood of L, 
then there are finitely many functions h1, ... , h1 E (I)(K) such that 

(3.11) L c {zEK: lhi(z)i :<:::: 1 for 1 :S::j :<:::: 1} cU. 

If K is Stein, so is L. 

PROOF. Since K-U is compact and disjoint from L(i)<Kl• a simple compactness 
argument, as in the proof of Proposition 3.10, gives functions h1 , ... , h1E 

(I)(K) which satisfy (3.11). The other statement then follows easily from 
Lemma 3.22. • 

Since a Stein domain D is a domain of holomorphy, D is Hartogs pseudo
convex (Theorem 2.3). According to results discussed later in §5, this implies 
that D is pseudoconvex, as defined in §2.10. We shall now prove this fact 
directly in the following strengthened form. 

Theorem 3.24. Let D be a Stein domain. Then there is a real analytic strictly 

plurisubharmonic exhaustion function for D. In particular, Dis pseudoconvex. 

PROOF. Let { Ki} be a normal exhaustion of D by (!)(D)-convex sets. By 
arguments as those used in the proof of Proposition 3.10, for eachj = 1, 2, ... 
we can find an open set Qi with Ki c Qi c Ki+l and functions jj1 , .•. , jj11 E (I)( D), 

such that ljj1IK1 < 1 for l = 1, ... , li and max1 ljj1(z)l > 1 for z E Ki+l - Qi. By 
replacing jj1 with jj1 raised to a sufficiently high power, we can achieve that 
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Equation (3.12) then implies that t/1 = I~1 hi is a continuous exhaustion 
function for D. We now show that t/1 is, in fact, real analytic on D. Notice that 
Jjz(z)Jjz(w) is holomorphic in (z, w) on D X jj = { (z, w): z, wED} c e 2n. Equa
tion (3.12) implies that 

H(z, w) = i~ (~ Jj1(z)Jj1(w)) 

converges compactly on D x 15, thus His holomorphic on D x i5 and t/J(z) = 
H(z, :Z) is real analytic. Moreover, the series t/1 = I hi may be differentiated 
term by term; therefore the Levi form of t/1 satisfies 

00 

LzCtjJ; t) = I LzChi; t) =I 18Jj1(z)(tW 2 0. 
j=l j,l 

So cp = t/1 + lzl 2 is the desired strictly plurisubharmonic exhaustion function 
for D. • 

Corollary 3.25. Every Stein compactum in en is pseudoconvex. 

3.8. Complete Reinhardt Domains 

We now discuss a characterization of regions of convergence of power series 
in terms of a simple geometric condition which, for complete Reinhardt 
domains, is equivalent to holomorphic convexity. If D c en is a Reinhardt 
domain with center 0, we define log r(D) = g E IW: ~ = (loglz 1 1, ... , loglznl) 
for some z = (z 1 , ... , zn)ED}. Obviously, if Dis complete, then 

(3.13) ~ E log r(D) implies { '1 E !Rn: '1i ~ ~i for 1 ~ j ~ n} c log r(D). 

Lemma 3.26. If D c en is the region of convergence of a power series Lve Nn cvzv, 
then log r(D) is a convex subset of !Rn. 

PROOF. Suppose ~ and '1 are points in log r(D); we must show that t~ + 
(1- t)IJElog r(D)forO ~ t ~ l.Choosep,qED,and.A. > 1,sothat~i = loglpil 
and '1i = loglqil for 1 ~j ~ n, and .A.p, .A.qED. Since Icvzv converges at .A.p and 
.A.q, there is M < oo such that 

lcvi.A.1v11Pvl ~ M and I cvi.A.1v11qvl ~ M 

for all v E Nn. It follows that 

lcvi.A.Ivllpvltlqvll-t ~ M for 0 ~ t ~ 1. 

According to Lemma 1.1.15, this implies that Icvzv converges in a neighbor
hood of 
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at= (IPlltlqlll-t, ... , 1Pnltlqnl 1 -t), 

i.e., atE D. So t~ + (1 - t)17 E log -r:(D) for all 0 :::;; t :::;; 1. • 
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Lemma 3.27. Let D be a complete Reinhardt domain. If log -r:(D) is convex, then 
Dis convex with respect to the family .A= {z', VENn} of holomorphic mono
mials on en. 

PROOF. We must show that K..~~ n D cc D for every compact set K c D, where 
K.11 = {zEen: lm(z)l:::;; lmiK for all mE.A}. Since K..~~ is obviously compact, 
this will follow once we show that K..~~ n bD = 0. Given a compact set K c D, 
we cover K by finitely many polydiscs P(O, -r:(q0>)) c D, l = 1, ... , k, where 
q<I)ED and qj'> # 0 for 1 :::;;j:::;; n. Let Q = {q(l>, ... , q<k>}. Then K..~~ c ~.It• 
and we shall show that ~.It n bD = 0, completing the proof of the Lemma. 

Let p E bD. Assume first that Pi # 0 for 1 :::;; j :::;; n. Then p* = (loglp1 l, ... , 
loglpni)Eb[log -r:(D)], and since log -r:(D) is assumed convex, there is a linear 
function L(~) = LJ=l Jl.i~i• Jl.i E IR, so that L(~) < L(p*) for all~ E log -r:(D). Since 
log -r:(D) satisfies (3.13), we must have Jl.i ;::::: 0. Let Q* be the finite set of points 
in log -r:(D) which corresponds to Q. One can find rational numbers rxi > Jl.i ;::::: 0 
sufficiently close to Jl.i• 1 :::;; j :::;; n, so that for [( ~) = L rxi~i one has 

(3.14) [(~) < [(p*) for all ~ E Q*. 

Equation (3.14) remains true after multiplication with the (positive) common 
denominator of rx 1 , .•• , an, so we may assume that rxi EN+. The monomial 
m"'(z) = z~' ... z!" then satisfies lmaiQ < lma(P)I, i.e., we have shown that 
Pi~.H· For any of the remaining points pEbD, we may renumber the coor-
dinates so that for some 1 :::;; l < n one has p1 · ... • p1 # 0, while Pi+l = · · · = 
Pn = 0. If n1: en--+ e' is the projection z ~ (z 1 , ... , z1), then log -r:(n1(D)) c IR1 

is convex and satisfies (3.13). The preceding argument applied to n1(p) now 
gives a monomial min z1 , .•. , z1 with lmiQ < lm(p}l, so pi~.H in this case 
also. • 

We now have all the necessary ingredients for the principal result of this 
section. 

Theorem 3.28. The following are equivalent for a complete Reinhardt domain 
D in en with center 0. 

(i) D is the region of convergence of a power series. 
(ii) log -r:(D) c IR" is convex. 

(iii) D is .A -convex. 
(iv) Dis holomorphically convex. 
(v) Dis a domain of holomorphy. 

PROOF. The implications (i) => (ii) =>(iii) are proved in Lemma 3.26 and Lemma 
3.27. (iii)=> (iv) is trivial, since .A c f9(D), and (iv) => (v) was proved in §3.4 
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~2 
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2 ~] 

r(D) 

log r(D) 

Figure 7. A complete Reinhardt domain which is not logarithmically convex. 

(Theorem 3.14). To see that (v) implies (i), let f E CO( D) be completely singular 
at every boundary point of D. By Corollary 1.7, the Taylor series off con
verges on D, and it obviously cannot converge on any region strictly larger 
than D. • 

We leave it to the reader to verify that an open set D c en is the region of 
convergence of a power series I cvz v if and only if D is A -convex. 

Remark. The equivalence between (ii) and (v) solves the Levi problem for 
complete Reinhardt domains, in the sense that it gives a local geometric 
characterization for the boundary of domains of holomorphy. A Reinhardt 
domain D such that log r(D) is convex is said to be logarithmically convex. 

Figure 7 below shows a simple example of a complete Reinhardt domain 
D which is not logarithmically convex. 

Every function holomorphic on D extends holomorphically to a region 
containing the torus r -l ( 1 ); the envelope of holomorphy of D, i.e., the "largest" 
region with that property can be described easily (see Exercise E.3.10). 

ExERCISEs 

E.3.1. Let K c !Rn be compact. Show that the convex hull J?..c is equal to the inter
section of all closed half spaces H which contain K. 

E.3.2. In §3.1 we defined the concept of the ff -hull K_cy; of a set K c X. Show: 

(i) K c Ky, and if L = K.¥• then f.'F = L; 
(ii) if Q c K, then Q.'F c K.'F; 

(iii) if .?1 c ff, then K.'F c K.'F,· Hence, if X is .?1-convex, then it is also 
.?-convex. 
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E.3.3. Suppose D is holomorphically convex and f 1 , ... , ft E @(D). 

(i) Show that {zED: l.fj(z)l < 1 for 1 ~j ~/}is holomorphically convex. 
(ii) Show that (i) is not necessarily true if D is not holomorphically convex. 
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E.3.4. Show that ifF: D 1 --+ D2 is holomorphic and proper (i.e., F-1 (K) is compact 
for every compact set K c D2 ), and if D2 is holomorphically convex, then so 
is D1 • 

E.3.5. Let D = {zEil:::": I< izi < 3} and K ={zED: izi = 2}. Find KI'!!DJ· 

E.3.6. Let { ~/} = 1, 2, ... } be a sequence of disjoint open discs in~ = {zE C: izl < 1 }, 
whose centers converge to 0, and set K = ~- U~ 1 ~j· Show that K is a Stein 
compactum with K =/= KI'!!Ul for every open neighborhood U of K. 

E.3.7. For a set A c C" and r > 0 define 

A(r) = U P(a, r). 
aeA 

Show that if Dis holomorphically convex and K c Dis compact with K(r) c D, 
then 

~ 

(K010l)(r) c [K(r)]I'!!DJ· 

E.3.8. Let D c C" be a connected Stein domain in C" and suppose Q c D is an open 
subset such that the restriction map R: (()(D)--+ (()(Q) is onto. 

(i) Show that f(Q) = f(D) for all f E (()(D). 
(ii) Show that for every compact set K c D there is a compact set L c Q such 

that K c fi'!(DJ· 

(iii) Show that a sequence {.fj} c (()(D) converges compactly in D if and only 
if it converges compactly in Q. (This is also a consequence of the open 
mapping theorem for Frechet spaces.) 

E.3.9. Let D = {(z, w)EIC 2 : 0 < izl < lwl < 1}. 

(i) Show that D is Stein. 
(ii) Show that the closure i5 of D is not a Stein compactum. 

E.3.10. For 1 ~j ~ nsetDi = {zEC": iz.l < 2forv =/=jandlzil < 1} andD = Ui~ 1 Di. 

(i) Prove that if n > 1, then every f E (()(D) has a holomorphic extension to 
the torus T = {zEC": izil = 1, 1 ~j ~ n}. (Hint: Consider the region of 
convergence of the Taylor series off E (()(D).) 

(ii) Show that there is a maximal region E(D) c C" (the envelope of holo
morphy of D), such that every f E @(D) extends holomorphically to E(D), 
and describe E(D). 

(iii) Use(i)toshow:IfUisaneighborhoodofOinC",n ~ 2,and/E@(U- IR"), 
then f extends holomorphically to 0. 

E.3.11. Show that every closed complex submanifold M of C" has the following three 
properties. (These properties are the defining axioms for a Stein manifold; so 
this shows that every closed complex submanifold of IC" is Stein.) 

(i) M is (()(M)-convex. 
(ii) Given two distinct points P, Q EM, there is f E (()(M) with f(P) =/= f(Q). 
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(iii) For every PEM there is a holomorphic coordinate system in a neigh
borhood of P which is given by global holomorphic functions in (I)(M). 

E.3.12. SupposeD is open in IC" and let Jt be the set ofholomorphic monomials. Show 
that if Dis J/-convex, then Dis a complete Reinhardt domain with center 0 
(and hence is the region of convergence of some power series, by Theorem 3.28). 

E.3.13. Let r = (i, tl and consider the domain H(r) c C2 (see I, Figure 2). Let W1 

be the polydisc with center (1, 0) and radius tin C2 , and W2 = {zEC 2 : 

dist(z, y) < t}, where y is the curve in the z 1 plane given by 

y = {x: 1 :::; x:::; 2} U {2ei9 : 0:::; 8:::; n} U {x: -2:::; x:::; 0}. 

Set D = H(r)U W1 U W2 . Show that Dis an open connected set which has no 
envelope of holomorphy in C2 • (Hint: Consider the function f E (I)( D) defined 
by a branch of~ on H(r) and use Theorem 1.1 !) 

§4. Plurisubharmonic Functions 

In this paragraph we discuss the generalization to several complex variables 
of the classical concept of subharmonic function in the complex plane. These 
so-called plurisubharmonic functions play a fundamental role in many areas 
of complex analysis. Strictly plurisubharmonic functions, introduced in §2.7, 
are a particularly useful class of plurisubharmonic functions. In §5 we shall 
see how plurisubharmonic functions unify the various notions of pseudocon
vexity introduced in §2. For the convenience of the reader we include a review 
of harmonic functions in §4.1 and a detailed discussion of the elementary 
properties of sub harmonic functions in the plane in §4.2-§4.4. 

4.1. Harmonic Functions in the Complex Plane 

Recall that the Laplace operator ~ in C is defined by 

a2 a2 a2 
~ = Jx2 + Jy2 = 4 azaz' 

where z = x + iy. A C2 function u on a region D c C is called harmonic if 
~u = 0 on D. We state some of the well-known elementary properties of 
harmonic functions (see [Ahl], for example). 

(4.1) A real valued function u is harmonic if and only if u is locally the real 
part of a holomorphic function. In particular, harmonic functions are coo, and 
even real analytic. 
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(4.2) The Mean Value Property. If u is harmonic on D c C, then 

u(a) = _!__f 2
" u(a + rei6) d8 

2n 0 

whenever {z: lz- al ::::;; r} c D. 
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(4.3) The Maximum Principle. If u is real valued and harmonic on D c C, then: 

(Strong version) If u has a local maximum at the point a ED, then u is constant 
in a neighborhood of a (and hence on the connected component of D which 
contains a). 

(Weak version) If D cc C and u extends continuously to 15, then u(z) ::::;; maxbD u 
for zED. 

Notice that the strong version of the maximum principle implies the weak 
version. 

(4.4) The Dirichlet Problem. If A = { z: I z - a I < r} and g E C(M), then there 
is a unique continuous function u on ~ which is harmonic in A, such that 
u(z) = g(z) for z E bA. This harmonic extension u is given explicitly by the 
Poisson integral of g, i.e., 

1 f2" r2 -1'12 . 
u(a + 0 = 2n o lrei6 - (12 g(a + re'e) d8 for 1(1 < r. 

4.2. Subharmonic Functions 

The analog in one teal variable of the solutions ofthe Laplace equation are the 
linear functions /(x) = ax + b. A function y = u(x) is said to be convex if on any 
interval [ex, /3] in its domain u(x) is less than or equal to the unique linear 
function I with u(cx) = l(cx) and u(/3) = l(/3). Substituting harmonic functions 
for linear functions in the definition above leads to the idea of subharmonic 
functions: A continuous function u is subharmonic on D c C if on every disc 
A cc D one has u ::::;; h, where hE C(~) is the unique function harmonic on A 
with h = u on bA. (The function h exists by the solution of the Dirichlet 
problem for discs.) 

For technical reasons it is convenient to include upper semicontinuous 
functions and to admit the value - oo in the definition of subharmonic 
functions. Moreover, one usually replaces discs by more general sets (although 
this doesn't really matter-see Theorem 4.4 beiow). As the Dirichlet prob
lem cannot generally be solved in this setting, one is led to the following 
formulation. 
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Definition. A function u: D --+ IR U {- oo} is called subharmonic if u is upper 
semicontinuous and if for every compact set K c D and every function hE 
C(K) which is harmonic on the interior of K and satisfies u ~ h on bK it follows 
that u ~ h on K. 

Recall that u is said to be upper semicontinuous on D if 

(4.5) lim sup u(z) ~ u(a) for aeD, 

or, equivalently, 

(4.6) {zeD: u(z) < c} is open for every cE IR. 

An upper semicontinuous function takes on a maximum on every compact 
set (though not necessarily a minimum). A function u: D --+ IR is continuous if 
and only if u and - u are upper semicontinuous. 

From the (weak) maximum principle one sees immediately that harmonic 
functions are subharmonic. We will see other examples in §4.3, after we have 
discussed some characterizations of subharmonic functions. 

Lemma 4.1. Let D c IC be open. 

(i) If u is subharmonic on D, so is cu for c > 0. 
(ii) If { u"': IX E A} is a family of subharmonic functions on D such that u = sup u"' 

is finite and upper semicontinuous, then u is subharmonic. 
(iii) If { uj, j = 1, 2, ... } is a decreasing sequence of sub harmonic functions on 

D, then u = limj-+oo uj is subharmonic. 

PROOF. (i) and (ii) are obvious consequences of the definitions. In order to 
prove (iii), suppose K c Dis compact and hE C(K) is harmonic on int(K) with 
h ~ u =lim uj on bK. Given e > 0, Ej = {zebK: uj(z) ~ h(z) + e} is a closed 
subset of bK for j = 1, 2, ... , Ej+l c Ej, and n~1 Ej = 0. By compactness 
of bK, there is 1 EN with £ 1 = 0. So u1 ~ h + e on bK, and hence on K as 
well, as u1 is subharmonic. This implies u ~ h + e on K for all e > 0, i.e., u ~ h 
onK. • 

As an application we present a curious property of arbitrary domains in IC. 

Corollary 4.2. For every open set D in IC the function u(z) = -log bv(z) is 
subharmonic on D. 

PROOF. If D = IC, then u = - oo, and there is nothing to prove. If D =f. IC, then 
u(z)iscontinuous,andforzeDonehasu(z) =sup{ -loglz- (1: (ebD};since 
-loglz- (I is harmonic, and hence subharmonic on D (it is, locally, the real 
part of a holomorphic branch of -log(z - m, the conclusion follows by 
Lemma 4.1. (ii). • 
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4.3. The Submean Value Property 

We shall now discuss some other characterizations of subharmonic functions 
which are useful in various situations. In particular, it will follow that sub
harmonicity is a local property. 

Recall from integration theory that for a Borel measure 11 on a compact set 
K and an upper semicontinuous function u: K-+ IR U {- oo }, the integral 
J u df1 is well defined (possibly = - oo ). Moreover 

(4.7) L u df1 = inf {L cp dw cp E C(K) and cp ~ u }· 

and uEL 1(K,J1) if and only if J u df1 > -oo. 

Theorem 4.3. Let D be open in C. The following statements are equivalent for 
an upper semicontinuous function u: D-+ IR U {- oo }: 

(i) u is subharmonic. 
(ii) For every disc L1 cc D and holomorphic polynomial f with u :$;Ref on 

bL1, one has u :$; Ref on L1. 
(iii) For every a ED there exists a positive number ra < bv(a) such that 

u(a) :$; - u(a + rei8 ) de 1 J2" 
2n 0 

for all 0 < r :$; ra. 

Remark. (iii) is called the submean value property. It is clearly a local property, 
and it is additive. Therefore we have: 

Corollary 4.4. If u 1 and u2 are subharmonic on D, so is u 1 + u2 . 

Before proving the Theorem we single out an important ingredient of the 
proof. 

Lemma 4.5. An upper semicontinuous function u which satisfies the submean 
value property satisfies the strong maximum principle (4.3.\ 

PROOF. The argument is identical to the one which is often used to prove the 
maximum principle for harmonic functions. Suppose u satisfies the submean 
value property and u has a local maximum at a ED, i.e., there is p > 0 such 
that u(z) :$; u(a) for all z with lz- al :$; p. We may assume that p :$; ra. If there 
were a point z0 with r = lz0 - al :$; p and u(z0 ) < u(a), then 

{ e E [0, 2n]: u(a + rei8) < u(a)} 

would have nonempty interior, by the upper semicontinuity of u; thus 

I21t u(a + rew) de < I2
" u(a) de = 2nu(a), 
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in contradiction to the hypothesis. So u must be constant in a neighborhood 
ofa. • 

PROOF OF THEOREM 4.3. It is obvious that (i) implies (ii). In order to show 
(ii) =(iii), suppose A = {z: lz- al < r} cc D and let cp E C(bA) with cp :2: u 
on bA. After replacing cp by its Poisson integral, we may assume that cp is 
continuous on K and harmonic on A. For r < 1, the function 

cp,(z) = cp(a + r(z - a)) 

is harmonic in a neighborhood of K, and cp, -+ cp uniformly on K as r -+ 1. Now 
cp, = Re f., where f. is holomorphic on K, and by considering the partial sums 
of the Taylor series of f., it follows that for e > 0, there is a holomorphic 
polynomial f with u ~ cp ~Ref~ cp +eon bA. By (ii) and the mean value 
property for the harmonic function Re f, one obtains 

u(a) ~ Re f(a) = _!_1 2
" Re f(a + rei9 ) d() ~ -21 12

" cp(a + rei9 ) d() +e. 
2n 0 n o 

As e is arbitrary, we have shown that 

u(a) ~ 2~ t2
" cp(a + rei8 ) d() 

for every continuous function cp ;;:: u on bA, and thus (iii) follows from (4.7). 
Finally, to show (iii)= (i), let K c D be compact and suppose hE C(K) is 

harmonic on int K and u ~ h on bK; we must show u ~ h on K. Notice that 
(iii) and the mean value property for h imply the submean value property for 
u - h on int K. Therefore, by Lemma 4.5, (u - h)(z) ~ maxbK(u - h) ~ 0 for 
zeK, i.e., u ~honK. • 

Proposition 4.6. Iff is holomorphic on D, then lfla for rx > 0 and loglfl are 
subharmonic on D. 

The proof is left to the reader. 
The following property of the mean values of sub harmonic functions is very 

useful. 

Lemma 4.7. If u is subharmonic on the disc {lz- al < p}, then 

A(u; r) = _!_1 2
" u(a + rei8 ) d() 

2n 0 

is a nondecreasing function for 0 < r < p. 

PROOF. Let A(r) = {lz- al < r} and suppose 0 < r 1 < r2 < p. Let qJE 

C(bA(r2)) satisfy cp ;;:: u on bA{r2 ). By taking the Poisson integral of cp, we may 
assume that cp e C(A{r2)) and cp is harmonic on A{r2). By the mean value 
property, A( cp; r) = cp(a) for r ~ r2 , and the subharmonicity of u implies u ~ cp 
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on A{r2). Hence A(u; r 1):::;; A(cp; r 1) = A(cp, r2 ) for all such <p, and it follows 
that A(u; r 1):::;; inf{A(cp; r2): <p continuous and :e::u on bA{r2)} = A(u; r2). • 

4.4. The Differential Characterization 

It is well known that a C2 function u(x) on an interval I c IR is convex if 
and only if u"(x) ;;:::: 0 on I. An analogous characterization holds for smooth 
subharmonic functions, giving a simple computational test for subharmonicity. 

Proposition 4.8. A real valued function u E C2(D) is subharmonic on D if and 
only if Au :2:: 0 on D. 

PROOF. We first show that Au > 0 implies that u is subharmonic. Let K c D 
be compact, hE C(K) harmonic on int K, and suppose v = u - h :::;; 0 on bK. 
If v(z) > 0 for some z E K, then v would take on its maximum at a point 
a E int K, and it would follow that Av(a) :::;; 0. Since Ah = 0, this contradicts 
Au(a) > 0, so we must have v:::;; 0, i.e., u:::;; h, on K. Next, if Au;;:::: 0, the 
preceding argument applied to ui = u + (l/j)lzl 2 for j = 1, 2, ... shows that ui 
is subharmonic. As ui(z) decreases to u(z) asj-+ oo, Lemma 4.1 implies that u is 
subharmonic as well. 

To prove the converse, let u be subharmonic and suppose there is a ED such 
that Au( a)< 0. By continuity, Au< 0 on a neighborhood U of a, and hence, 
by the first part of the proof, - u is subharmonic on U. Thus u and - u are 
subharmonic on U, and hence u is harmonic on U (Exercise E.4.2); but this 
would imply Au = 0 on U, contradicting Au(a) < 0. So we must have Au ;;:::: 0 
onD. • 

Remark. By considering "weak derivatives" or "distributional derivatives," 
one may omit the hypothesis that u E C2 in Proposition 4. 7. 

4.5. Plurisubharmonic Functions 

In the preceding sections we discussed harmonic and subharmonic functions 
of two real variables. There is an obvious extension of these concepts to several 
real variables, but this generalization is not very useful in complex analysis in 
more than one variable, primarily because the (local) equivalence between 
harmonic functions and real parts of holomorphic functions does not hold in 
more than one complex variable (see Exercise E.4.5). Moreover, the class of 
subharmonic functions in 2n real variables on D c en is not invariant under 
biholomorphic maps except for n = 1. A much more useful generalization for 
complex analysis are the plurisubharmonic functions, which are those functions 
whose restrictions to complex lines are subharmonic. We now give the formal 
definition. 
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Definition. Let D be open in en. A function u: D--+ IR U {- oo} is said to be 
plurisubharmonic on D if u is upper semicontinuous, and if for every a ED and 
wE en the function AI-+ u(a + A.w) is sub harmonic on the region {A E e: a + 
A.wED}. The class ofplurisubharmonic functions on Dis denoted by PS(D). 

Remarks. Certain properties of subharmonic functions are inherited by pluri
subharmonic functions. For example, Lemma 4.1 holds for plurisubharmonic 
functions, PS(D) is closed under addition, and u E PS(D) if and only if u is 
plurisubharmonic in some neighborhood of every point a ED. Iff E @(D), then 
If\", rx > 0, and log\fl are plurisubharmonic on D. (This follows from Proposi
tion 4.6-notice that the restriction off to a complex line is holomorphic 
where defined.) 

On the other hand, Corollary 4.2. does not extend to higher dimensions. 
For example, if D = e 2 - {0}, let u = -lo (j z . For a = (1, 0) and w = 
(0, 1), u(a + A.w) =-log bv(1, A.)= -log 1 + \A.\ 2 , and this function has a 
strict maximum at A. = 0, so it cannot be subharmonic (Lemma 4.5). So u is 
not plurisubharmonic. We shall see in §5 that the regions D c en for which 
-log bv is plurisubharmonic are precisely the pseudoconvex ones. 

For plurisubharmonic functions of class C2 there is a differential charac
terization analogous to the one given in Proposition 4.8 for subharmonic 
functions. 

Proposition 4.9. Let D c en and suppose u E C2(D) is real valued. Then u E PS(D) 
if and only if the complex Hessian of u, 

n 02u 
Lz(u; w) = L 01 01_ (z)wiwk, 

j,k=l uziuzk 

is positive semidefinite on en at every point zED. 

PROOF. A straightforward computation gives 

(4.8) 
iJ2 

iJA.oi u(a + A.w) = La+.<w(u; w) 

for wEen and a+ A.wED. By Proposition 4.8, u(a + A.w) is subharmonic in A. 
if and only if the left side in (4.8) is nonnegative. • 

It is now obvious that strictly plurisubharmonic functions, which were 
defined earlier in §2.7, are just a special type of plurisubharmonic function. 

Corollary 4.10. Suppose Q c en and D c em are open, and F: D --+ Q is holo
morphic. Then u oF E PS(D) if u E PS(Q) n C2(Q). 

PROOF. A computation gives La(u oF; w) = LF(aJ(u; F'(a)w). Now use the 
Proposition. • 
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4.6. Smoothing and Approximation 

In order to extend Corollary 4.10 to arbitrary u E PS(D), one needs to locally 
approximate u by smooth plurisubharmonic functions. This sort of result is 
very useful in many other applications as well. The technique of proof is well 
known in analysis; it involves a regularization of functions by certain convolu
tion integrals. In order to get started we need to know that plurisubharmonic 
functions are in U-at least locally-with respect to 2n-dimensional Lebesgue 
measure. 

Lemma 4.11. Let D c IC" be connected. If u E PS(D) and u =/= - oo on D, then 
uELfoc(D). In particular, {zED: u(z) = - oo} has Lebesgue measure 0. 

PROOF. We first show that if u(a) > - oo at some point a ED, then u E 
L 1(P(a, r)) for every polydisc P(a, r) cc D. Since u is bounded from above on 
such a polydisc, it is enough to show JP(a,r) u dV > - oo. By applying the 
submean value property in each coordinate separately, one obtains 

u(a) ::;; (2nr" I2
" • · • I2

" u(a + pei8 ) d81 ••• d(). 

for all p = (p1 , ••• , p.) with 0 ::;; p ::;; r, where pei8 = (p 1 ew", ... , p.ei8" ). After 
multiplying by p1 .•• Pn dp 1 •.. dpn and integrating in pj from 0 to rj, 1 ::;; j ::;; n, 
it follows that 

- oo < u(a)::;; [vol P(a, r)J- 1 l u dV. 
JP(a,r) 

The application of the Fubini-Tonelli theorem is legitimate as u is bounded 
from above. 

Now consider the set E = {a ED: u is integrable in a neighborhood of a}. 
E is clearly open, and we just saw that E i= 0. The statement proved above 
also implies that if a ED - E, then u(z) = - oo for all z in some neighborhood 
of a, so D - E is open as well. Since D is connected, E = D. • 

Theorem 4.12.LetD c IC"andsetDj ={zED: lzl <jandc5D(z) > 1/j}.Suppose 
u E PS(D) is not identically - oo on any component of D. Then there is a sequence 
{ uj} c coo (D) with the following properties: 

(4.9) uj is strictly plurisubharmonic on Dj. 

(4.10) uj(z) ~ uj+1 (z)for zEDj, and lim uj(z) = u(z)for zED. 
j-+oo 

( 4.11) If u is also continuous, the convergence in ( 4.1 0) is compact on D. 

PROOF. Let qJ E Cg'(B(O, 1)) such that qJ ~ 0, qJ is radial (i.e., q1(z) = q1(z') if 
izl = iz'l), and J qJ dV = 1. Since Dj cc D, by Lemma 4.11 one has uEU(DJ 
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for each j = 1, 2, .... The integral vj(z) = SDJ u(O<p(j(z- mj 2n dV(O is thus 
defined for zEcn, and standard results give viEC 00 • We set ui(z) = vj(z) + 
(1/j)lzl 2• For zEDi, a linear change of variables gives 

(4.12) vi(z) = I u(z- (/j)<p(O dV((>. 
J1c1<1 

In order to prove (4.9) it is enough to show that viE PS(Di), i.e., vi( a + A.w) 
satisfies the submean value property at A. = 0 for a E Dj and wE en, since then 

La(ui; w) = La(vi, w) + (1/j)lwl 2 ~ (1/j)lwl 2. 

But this follows easily from the corresponding property of u, as follows: for 
sufficiently small r one has 

-2
1 I 2" vi( a + re;8w) d() = I [-21 (2" u(a + re;8w - W) de] <p(() dV(() 
nJo J1c1<1 nJo 

~ I u(a - (/j)<p(() dV(() 
Jl,l<l 

= vi(a). 

Next, observe that the integral (4.12) is invariant under substitution of (by 
eit(, tE IR. Thus 

(4.13) vi(z) = I [-21 12
" u(z- eitW) dt] <p((> dV((). 

Jl,l<l n Jo 

By Lemma 4.7 applied to the subharmonic function A.~---+ u(z + A.(- m, the 
inner integral in (4.13) is nondecreasing in r = 1/j; thus vi(z) ~ vi+ 1 (z). Also, 
(4.13) and the submean value property show vj(z) ~ u(z) f <p dV = u(z).lf e > 0 
is given, by the upper semicontinuity of u there is a ball B(z, 15) c { (ED: u( () < 
u(z) + e }; thus, for j > 1/b, one obtains from (4.12) and the above that u(z) ~ 
vi(z) < u(z) +e. This completes the proof of(4.10) for {vi}; (4.11) follows by a 
similar argument. The corresponding statements for { ui} are then obvious. • 

We can now easily show that plurisubharmonic functions are invariant 
under holomorphic maps. 

Theorem 4.13. If Q c en, D c em and F: D-+ Q is holomorphic, then u oF E 

PS(D) for every u E PS(Q). 

PROOF. Without loss of generality we may assume that Q is connected and 
that u E PS(Q) is =I=- oo. Choose a decreasing sequence {ui} with lim ui = u as 
in Theorem 4.12. If D' cc D, then ui oF is plurisubharmonic on D' for j 
sufficiently large, by the plurisubharmonicity of ui and Corollary 4.10. Since 
{ ui oF} decreases to u oF as j-+ oo, the conclusion follows from Lemma 4.1. 

• 
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Theorem 4.12 is usually sufficient when one deals with local properties of 
plurisubharmonic functions. However, when global properties are important 
as well, one needs to refine Theorem 4.12. We now present a result of that 
type which will be needed in §5. 

Proposition 4.14. Suppose u is a continuous plurisubharmonic exhaustion func
tion forD c en. Given a compact set K in D and 8 > 0, there is a C"' strictly 
plurisubharmonic exhaustion function cp for D such that 

(4.14) u ~ cp on D and icp(z)- u(z)l < 8 for zEK. 

Notice that the result implies that D is pseudoconvex according to the 
definition given in §2.10. 

PROOF. Forj = 0, 1, 2, ... we set nj ={zED: u(z) <j}. Then nj cc D, and by 
adding a suitable constant to u we may assume that K c n 0 • By Theorem 
4.12 there are functions uiE C"'(D), j = 0, 1, 2, ... , such that ui is strictly 
plurisubharmoniconni+2,u(z) < u0 (z) < u(z) + dorzE01,andu(z) < ui(z) < 
u(z) + 1 for Z E nj and j ~ 1. It follows that 

(4.15) uj- j + 1 < 0 on nj-2 and uj- j + 1 > 0 on nj- nj-1 for j ~ 2. 

Now choose X E C"'(IR) with x(t) = 0 for t ~ 0 and x(t), x'(t), x"(t) positive for 
t > 0. Then x o (ui- j + 1) = 0 on ni_2 and ~0 otherwise. By computing the 
complex Hessian one sees that x o (ui- j + 1) is plurisubharmonic on ni+2, 
and strictly plurisubharmonic and positive on Qi - ni_1. Finally, one induc
tively chooses integers mi E N so that, for l ~ 2, 

l 

qJ1 =u0 + L:mixo(ui-j+1) 
j=2 

is strictly plurisubharmonic on nl. It follOWS that (/Jz = Uo on no, (/Jz ~ U, and 
cp1 = cp1- 1 on n 1_ 2. Thus cp =lim 1 .... "' cp1 has all the required properties. • 

ExERCISES 

E.4.1. Show that the statements (4.5) and (4.6) are equivalent. 

E.4.2. (i) Show that a function u is harmonic if and only if u and - u are both 
subharmonic. 

(ii) Show that a continuous function u is harmonic if and only if u satisfies the 
Mean Value Property (4.2). 

E.4.3. Let D c C. Show that iff E l!7(D), then If I, log If I, and 1!1", IX > 0, are sub
harmonic on D. 

E.4.4. Let u be subharmonic on D c C. 

(i) Show that uP is subharmonic for p ~ 1. (Hint: Use Holder's inequality.) 
(ii) More generally, show that if cp: IR -+ IR is convex and increasing, and 

cp(- oo): =limx .... -oo cp(x), then cpa u is subharmonic. 
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E.4.5. If zi = xi + iyi, j = 1, 2, show that qJ(z) = xi - xi is harmonic on IC2 but qJ 
is not the real part of any holomorphic function (not even locally). 

E.4.6. A real valued C2 function u on the region D in IC" is called pluriharmonic on 
D if its complex Hessian (a2ujaziazk)i.k is identically 0 on D. Show that u is 
pluriharmonic if and only if u is, locally, the real part of some holomorphic 
function. (Note: One direction is elementary; for the other one, it is convenient 
to use basic local results on differential forms-see Chapters III and IV.) 

E.4.7. Let u be continuous on D c IC and subharmonic on D- {a}. Show that u is 
subharmonic on D. (Hint: Consider the functions u, = u + e log lz - al for 
1: > 0.) 

E.4.8. (i) Let n c IR" be open and consider the tube T(Q) = {X + iy E IC": X En, 
y E IR"} over n. Show that if qJ E C2 (T(Q)) depends only on x, then qJ is 
plurisubharmonic if and only if the function x ~ qJ(x) is convex on n. 

(ii) Prove (i) without assuming qJ E C2 by using an appropriate approximation 
by smooth functions. 

E.4.9. Let K c IC" be a pseudoconvex compact set. Show that K has a neighborhood 
basis of strictly pseudoconvex domains with coo boundary. 

E.4.10. Prove the following useful result, known as Hopf Lemma: Let D cc IR2 have 
C2 boundary, let U be a neighborhood of the point p E bD, and suppose 
u E C(U n D) is sub harmonic on u n D, u(p) = 0, and u < 0 on u n D. Let n be 
the unit outer normal to bD at p. Show that there is c > 0 such that 

u(p- An):-;:;; -d 

for all A > 0 sufficiently close to 0. In particular, if u is differentiable at P, the 
outer normal derivative of u at P is positive. 

(Hint: Let A be a disc with center a = p - rn and radius r, where r is so 
small that A- {p} c unD. There isM> 0, such that u(z) < -M for ZEA 
with bv(z) ~ r. If PA(z, C) is the Poisson kernel for A, conclude that 

u(z) :-;:;; - M r PA(z, C) du(C) 
JMn(':~D(,);>:<} 

for zeA, and use the explicit form of PA.) 

Remark. The result and the proof outlined above carry over to D cc IR". 

§5. Characterizations of Pseudoconvexity 

We shall now systematically use plurisubharmonic functions in order to 
present a more complete discussion of pseudoconvexity. Along the way we 
will introduce several new characterizations, and we will show the equivalence 
of the various notions of pseudoconvexity encountered in §2. 



§5. Characterizations of Pseudoconvexity 93 

5.1. Plurisubharmonic Convexity 

The following definition is analogous to other convexity conditions with 
respect to a family of functions, as discussed in §3.1. 

Definition. A region D c C" is called plurisubharmonic convex ( = PS-convex), 
if for every compact set K c D, its plurisubharmonic convex hull 

Kps<D> ={zED: u(z) ~ supu for all uEPS(D)} 
K 

is relatively compact in D. 

Remark. Since plurisubharmonic functions are not necessarily continuous, it 
is not clear at this point whether KPs<D> is closed in D. However, this turns out 
to be the case if Dis PS-convex (see Corollary 5.12 below). 

The reader should notice that the hypothesis of the following Lemma are 
satisfied for pseudoconvex domains, as defined in §2.10. 

Lemma 5.1. Suppose there is a plurisubharmonic exhaustion function for the 
region D in C". Then D is PS-convex. 

PROOF. Let u E PS(D) be the given exhaustion function. If K c D is compact, 
let c = maxKu < oo. Then u ~con Kps<D>• so Kps<D> c {zED: u(z) ~ c} cc D . 

• 

5.2. The Continuity Principle 

Next we introduce a version of the classical "continuity principle" which 
describes a geometrically very intuitive analogue oflinear convexity. If A cc C 
is an open disc and cp: K--+ Dis a continuous map which is holomorphic on 
A, we shall say that cp(K) is an analytic disc S in D and call the set cp(bA) the 
"boundary" oS of S. 

Definition. A region Din C" is said to satisfy the continuity principle if for every 
family {Sa: iX E J} of analytic discs in D with 

(5.1) U oSa cc D, 
aEI 

it follows that 

(5.2) USa cc D. 
ael 

Lemma 5.2. Every PS-convex domain satisfies the continuity principle. 
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PROOF. If cp: A-->· D defines an analytic discS in D and u E PS(D), then u o cp E 
PS(A), by Theorem 4.13. By the maximum principle, u(z) :::::; maxas u for z E S. 

"' It follows that S c (oS)Ps(Dl' and therefore, if Dis PS-convex and (5.1) holds, 
one gets 

~ 

US, c U (oS,)Ps(Dl c (U oS,)Ps(Dl cc D. • 

By restricting oneself to special families of analytic discs one obtains different 
versions of the continuity principle. The interested reader may consult Behnke 
and Thull en [BeTh] for some of the classical versions. In particular, the proof 
of the following result shows that Hartogs pseudoconvexity, as defined in §2.2, 
is just one of these variants. 

Proposition 5.3. If D satisfies the continuity principle, then DisH artogs pseudo

convex. 

PROOF. Suppose (r*, f*) is a Hartogs figure defined by the biholomorphic 
map F: r--> f*' such that r* c D. Let A be the open unit disc in IC; for rEA 
let Sr be the analytic disc defined by the holomorphic map)",..... F(O, ... , 0, r, A), 
A EA. The definition ofr and the hypothesis r* = F(r) c Dimply that S0 c D 
and ast c D for all rEA; we must show that st c D for all rEA. So, let 
A= {rEA: Sr c D}. Then A =f. 0, and clearly A is open in A. If the sequence 
{ rv, v = 1, 2, ... } c A converges to rEA, then U~=l ast, cc D; therefore, if 

D satisfies the continuity principle, it follows that st c U~=l st, cc D, so 
that rEA. This shows that A is closed, and hence A = A. • 

5.3. The Plurisubharmonicity of -log 6 D 

We shall now prove the existence of plurisubharmonic exhaustion functions 
on Hartogs pseudoconvex domains. This result, which is the crucial "missing 
link" in our discussion of pseudoconvexity, is considerably deeper than the 
results proved so far in this section. It is particularly remarkable that the 
geometrically defined function cp(z) = -log bv(z) turns out to be plurisubhar
monic. That certain distance functions on regions of convergence of power 
series-the so-called "regularity radii" -lead to sub harmonic functions, was 
already recognized by Hartogs in 1906 [Har 2] (see Exercise E.5.1.). However, 
only the introduction of plurisubharmonic functions by Oka and Lelong in 
1941 provided the framework for realizing the full scope of Hartogs' funda
mental discovery. 

We first introduce a class of distance functions which generalize the 
"regularity radii" considered by Hartogs. If D c en is open and u E en is a unit 
vector, we define 

(5.3) bv,u(z) = sup { r > 0: z + 1JU ED for 1J E IC with 1'7 I ::; r }. 
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bv.u(z) measures how large a disc in the u-direction with center at z is contained 
in D. Notice that 0 < bv,u(z) ~ oo, and that bv,iz) < oo if D is bounded. 
However, even in that case, bv,u need not be continuous. For example, if 
D = P(O, (1, 2)) U P(O, (2, 1)) c e 2 and u = (0, 1), then bv,u is not continuous 
at all points (z1 , z2 )ED with lz1 1 = 1. On the other hand, the following 
properties are easily established. 

Lemma 5.4. bv,u: D--+ IR U { oo} is lower semicontinuous on D (i.e., -bv,u is 
upper semicontinuous), and 

(5.4) bv(z) = inf{bv,u(z): uEen with lui= 1} 

for all zED. 

The proof is left to the reader. 

Proposition 5.5. Let D c en be Hartogs pseudoconvex. Then -log bv,u is 
plurisubharmonic on D for each unit vector u E en. 

PROOF. Fix uEen with lui= 1. From Lemma 5.4 it follows that -log bv,u is 
upper semicontinuous on D. We must show that for aED and wEen the 
function A.~ -log bv,u(a + A.w) is subharmonic on Da,w = {A.E e: a+ A. wED}. 

In case u and w are linearly dependent, bv,u(a + A.w) simply measures the 
usual Euclidean distance from A. to the boundary of Da,w c e; the desired 
result is then already known (Corollary 4.2). 

We now assume that u and ware linearly independent. Because of Theorem 
4.3 it is enough to prove the following: ifr > 0 satisfies {a+ A.w: IA.I ~ r} c D 
and if g is a holomorphic polynomial with 

(5.5) -log bv,u(a + A.w) :5: Re g(A.) 

for IA.I = r, then (5.5) holds also for IA.I ::::; r. Notice that (5.5) is equivalent to 

(5.6) 

We shall use the geometric content of(5.6) for IA.I = r to construct a suitable 
Hartogs figure (r*, f*). 

By the definition of bv,u• (5.6) is equivalent to 

(5.7) {a+ A.w + 1]Ue-9<'->: 1171 ~ r} c D for all 0 < r < 1. 

Fix 0 < r < 1 and choose u1 , ... , un_2 Een so that {u1 , ... , un_2, u, w} is linearly 
independent. It follows that the map F: en--. en defined by 

F(z) =a+ rznw + rzn-lue-g(rzn) + zlul + ... + Zn-2Un-2 

is biholomorphic. Then 

r: = {F(O', Zn): lznl ~ 1} ={a+ A.w: IA.I ~ r} c D, 

and because (5.5), and hence (5.7), is assumed to hold for IA.I = r, we see that 
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rt = {F(O, ... , 0, z.-1, z.): iz.-11 ~ 1, iznl = 1} c D 

as well. If r* = q u rf and f* = F(f), where r = { (0, ... ' 0, Zn-1• zn): 
izn-11 ~ 1, lznl ~ 1 }, then (r*, f'*) is a Hartogs figure with r* c D. Since Dis 
assumed Hartogs pseudoconvex, it follows that f* c D. So (5.7) holds for 
lill ~rand T < 1, and therefore (5.5) holds for I .ill ~ r. • 

The main result of this section now follows immediately. 

Theorem 5.6. If D c C" is H artogs pseudoconvex, then -log (5 D is pluri
subharmonic on D. 

PROOF. From Lemma 5.4 it follows that 

-log bv =sup{ -log bv,u: lui= 1}. 

The conclusion then follows from Proposition 5.5 and Lemma 4.1. • 

In caseD is bounded, qJ = -log bv is already an exhaustion function forD; 
in general, we can use the following simple fact to find a plurisubharmonic 
exhaustion function on an H -pseudoconvex set. 

Lemma 5.7. If -log bvEPS(D), then qJ = max{lzl 2, -log bv} is a continuous 
plurisubharmonic exhaustion function for D. 

5.4. The Fundamental Equivalence 

We now summarize the results obtained in the preceding sections. 

Theorem 5.8. The following properties are equivalent for an open set Din C": 

(i) There is a C2 strictly plurisubharmonic exhaustion function for D (i.e., D 
is pseudoconvex according to the definition in §2.10). 

(ii) There is a plurisubharmonic exhaustion function for D. 
(iii) D is plurisubharmonic convex. 
(iv) For every analytic discS in Done has dist(S, bD) = dist(oS, bD). 
(v) D satisfies the continuity principle. 

(vi) Dis Hartogs pseudoconvex. 
(vii) -log bv is plurisubharmonic on D. 

PROOF. We have, essentially, proved everything, except the equivalence of(iv) 
with the other properties. In fact, (i) = (ii) is trivial, and the sequence of 
implications (ii) =(iii)= (v) =(vi)= (vii) was proved in §5.1-§5.3. Given (vii), 
by Lemma 5.7 there is a continuous plurisubharmonic exhaustion function 
for D. By Proposition 4.14, we can then find a coo strictly plurisubharmonic 
exhaustion function for D, i.e., we have (more than) (i). Regarding (iv), it is 
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obvious that (iv) implies (v). Conversely, if -log c5n E PS(D), and S is an 
analytic disc in D defined by the holomorphic map <p, the maximum principle 
applied to the subharmonic function -log c5 n o <p implies that -log c5 v(z) :$;; 

supas( -log c5n) for z E S, and hence dist(oS, bD) :$;; dist(S, bD). As the reverse 
inequality is trivial, we see that (iv) holds. Thus (vii)=> (iv), and we are done. • 

Property (iv) exhibits once more the strong analogy between pseudo
convexity and (linear) convexity. Just observe that D c IR" is convex if and 
only if for every line segment L c D one has dist(L, bD) = dist(oL, bD). Clas
sically, pseudoconvexity was identified mainly with the continuity principle 
and variations thereof. More recently, the emphasis has been on plurisub
harmonic functions. Property (vii) gives a very deep and elegant characteriza
tion, but since c5n is, in general, not differentiable, property (i) is often much 
more useful. Moreover, (i) clearly states an intrinsic complex analytic property 
of D, while (vii) involves the (extrinsic) Euclidean geometry. For the purposes 
of this book, differentiable strictly plurisubharmonic exhaustion functions 
provide a convenient tool for extending function theoretic results from strictly 
pseudoconvex domains to arbitrary pseudoconvex domains. They also play 
an important role in more advanced studies on abstract complex manifolds. 

5.5. Some General Properties 

We can now prove a strengthened version of results already noted for H
pseudoconvex domains in §2.2. 

Theorem 5.9. (a) If {D<X, IX EI} is a collection of pseudoconvex domains, then the 
interior 0 of n<X e I D<X is pseudoconvex. 

(b) If D1 c D2 c ... is an increasing sequence of pseudoconvex domains, then 
U~=l D. is pseudoconvex. 

PROOF. Since (a) for finite collections and (b) hold for H-pseudoconvexity, 
Theorem 5.8 gives the desired result in this case. In order to prove (a) in general 
we use the characterization (iv) in Theorem 5.8. Let S be an analytic disc in 
0. Then dist(oS, bO) :$;; dist(oS, bD<X) = dist(S, bD<X) for all IX E I; this implies 
dist(oS, bO) = dist(S, bO). • 

The next result shows that pseudoconvexity is a local property of the 
boundary of a domain. The corresponding statement for domains of holo
morphy (or holomorphically convex domains) is considerably harder-in 
fact, it is equivalent to the solution of the Levi problem. 

Theorem 5.10. A region D c C" is pseudoconvex if and only if every point' ED 
has a neighborhood u, such that u, n D is pseudoconvex. 

Clearly the condition is a restriction only for 'E bD. 
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PROOF. One implication is obvious. For the other implication, we assume first 
that D is bounded. If ( E bD and u, n D is pseudoconvex, then -log bu,nv is 
plurisubharmonic. But bu,nv(z) = bv(z) for zED sufficiently close to (; there
fore we can find a neighborhood U of bD, such that -log bv E PS(U n D). 
Since D- U cc D, m =sup{ -log bv(z): zED- U} is finite. It follows that 
<p =max{ -log bv, lzl 2 + m + 1} EPS(D);clearly <pis an exhaustion function 
for D, and hence D is pseudoconvex, by Theorem 5.8. If D is not bounded, we 
apply the preceding argument to D.= D n B(O, v). If Dis locally pseudoconvex, 
so is D., and hence D. is pseudoconvex for v = 1, 2, .... Since Dis the increasing 
union of {D.}, D itself is pseudoconvex, by Theorem 5.9. • 

Theorem 5.11. SupposeD c C" is pseudoconvex, K c D is compact and U c D 
is an open neighborhood of KPS<D>· Then there is a coo strictly plurisubharmonic 
exhaustion function <p on D with 

(5.8) <p(z) > 0 for zED- U and <p(z) < 0 for z E K. 

The following result is an immediate consequence of this theorem. 

Corollary 5.12. If D c C" is pseudoconvex and K c D is compact, then 

(5.9) /(PS(D) = /(PS(D)nC00(D)· 

In particular, KPS<D> is closed in D (and hence compact). 

PROOF. In order to prove (5.9) it is enough to prove KPS<D)ncoo<D> c Kps<D>• the 
opposite inclusion being trivial. For this, note that if a ED - KPS<D>• then by 
applying the theorem to K and U = D- {a}, one finds <pEPS(D)nC00 (D) 
with<p(a) > Oand<p < OonK;thusa¢KPs<D>ncoow>· The remaining statements 
are now obvious. • 

We shall see in Chapter VI, §1.8, that one even has 

(5.10) 

a statement which obviously implies the holomorphic convexity of every 
pseudoconvex domain, i.e., the solution of the Levi problem. Of course, (5.10) 
is much harder to prove than the results we have obtained so far; the proof 
will require the solution of the Levi problem as well as some deep approxima
tion theorems for holomorphic functions. 

PROOF OF THEOREM 5.11. The main point of the proof is to find a continuous 
plurisubharmonic exhaustion function <p0 which satisfies (5.8). Given such a 
<p0 , by Proposition 4.14 we can then approximate <p0 uniformly on K by a coo 
strictly plurisubharmonic exhaustion function <p 2::: <p0 , which will then satisfy 
(5.8) as well. 

We fix a continuous exhaustion function u E PS(D) for D. By adding a con-
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stant we may assume that u < 0 on K. Set De= {zED: u(z) < c} forcE IR and 
L ={zED- U: u(z)::;; 0}; then De cc D, Lis compact, and L n KPS(DJ = 0. 
Therefore, if ( E L, there is u~ E PS(D) such that 

(5.11) u~(() > 0 and u~ < 0 on K. 

We would like to conclude that u~ > 0 in a neighborhood of(, but this is not 
necessarily true if u~ is only upper semicontinuous. Therefore, we first replace 
u~ by a continuous function with-essentially-the same properties. For this, 
we use Theorem 4.12 to approximate u~ from above by a decreasing sequence 
{ ui: j = 1, 2, ... } of C"" plurisubharmonic functions on D3 cc D. Then uj(() ~ 
u~(() > 0 for eachj, and, for z E K, there is jz EN, such that 

(5.12) 

By continuity, (5.12) will hold in a neighborhood of z, and by compactness of 
K we can findj~E N, such that (5.11) holds with ui, in place ofu~. 

We can now conclude that u~ > 0 in a neighborhood l'{ of(. By compactness 
of L, finitely many such neighborhoods l'{,, ... , J'{, will cover L. It follows that 
v = max { u~,, 1 ::;; v ::;; l} E PS(D3 ) is continuous, and v satisfies v > 0 on Land 
v < 0 on K. Finally, we patch v and u together to obtain a global function: 
with M = supn2 v, we define 

{max{v, Mu} 
CfJo = 

Mu 

The two definitions agree on their common domain, and it follows easily that 
cp0 has all the required properties. • 

5.6. Differentiable Boundaries 

In case D cc en has C2 boundary we saw in §2.6 that the Hartogs pseudo
convexity of D implies Levi pseudoconvexity. When combined with Theorem 
5.8 one thus obtains one half of the following characterization. 

Theorem 5.13. A bounded domain in en with C2 boundary is pseudoconvex if 
and only if it is Levi pseudoconvex. 

PROOF. We only need to show that a Levi pseudoconvex domain Dis pseudo
convex. This has already been done in Lemma 2.19 in caseD has boundary 
of class C3 • Even though the extension to C2 boundaries looks like just a minor 
technical improvement, the proof is somewhat deeper, as it makes use of 
Theorem 5.8 and the localization ofpseudoconvexity given by Theorem 5.10, 
as follows. If pEbD, Lemma 2.13 combined with Remark 2.20 implies that 
there is a local C2 defining function r on a neighborhood U of p, such that 
cp1 = -log(-r) + Alzl 2 is (strictly) plurisubharmonic on VnD if A is suffi
ciently large. Obviously cp1 (z) --+ oo as z -+ bD n U. If U is chosen pseudo-
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convex, there is a plurisubharmonic exhaustion function cp2 on U, and it 
follows that cp = max( cp1 , cp2 ) is a plurisubharmonic exhaustion function for 
U n D, i.e., U n Dis pseudoconvex, by Theorem 5.8. Theorem 5.10 then implies 
that D is pseudoconvex. • 

An alternate proof of Theorem 5.13 can be obtained by using the plurisub
harmonicity of -log bv and the fact that, in case of C2 boundary, - bv extends 
to a C2 defining function for D in a neighborhood of bD (see Exercises E.5.9, 
E.5.10, and E.5.11). 

ExERCISEs 

E.5.1. LetD c Candsupposef.ElP(D)forv = 0, 1, 2, ... . DefinetheHartogsregular
ity radius R(z) of the series 

00 

I J.(z)w•, wEe, 
v=O 

by setting R(z) equal to the radius of convergence of(*) in w. Prove that 
-log R(z) is subharrnonic on D. (This is a fundamental result of Hartogs, 
which is at the core of Oka's Theorem 5.6.) 

E.5.2. Prove Lemma 5.4. 

E.5.3. Prove Theorem 5.9 by using the fact that D is pseudoconvex if and only if 
-log bv E PS(D). 

E.5.4. Show that if DiE e"•, i = 1, 2, are pseudoconvex, then D1 x D2 is pseudoconvex. 

E.5.5. An open set D c e•, n > 1, is called a complete Hartogs domain if D contains all 
points (z', .l.z.) for .l.Ee with l.l.l::;; 1 whenever z = (z', z.)ED. 

(i) Show that if D is a complete Hartogs domain, then there are a region 
Q c e•-l and a lower semicontinuous positive function R on Q, such that 

D = { (z', z.): z' E Q and lz.l < R(z') }. 

(ii) Show that a complete Hartogs domain D is pseudoconvex if and only if in 
the representation ( *) Q is pseudoconvex and -log R is plurisubharmonic 
onn. 

E.5.6. (i) Let U c IC" be open and cpEPS(U), and supposeD= {zE U: cp(z) < 0} is 
relatively compact in U and nonempty. Show that D is pseudoconvex. 

(ii) Let D c IC" be pseudoconvex and cp E PS(D). Show that every set De = 
{zED: cp(z) < c }, c E IR, is either empty or an open pseudoconvex set. 

E.5.7. Suppose D and D' are pseudoconvex in IC" and em, respectively, and let 
F: D ...... em be a holomorphic map. Show that DF = {zED: F(z) ED'} is pseudo
convex. 

E.5.8. Let D c IC" and D' c em be open, and let F: D --+ D' be a proper holomorphic 
map. Show: 

(i) if D' is pseudoconvex, so is D. 
(ii) ifF is biholomorphic, then D is pseudoconvex if and only if D' is. 
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E.5.9. Let D c IR" have C2 boundary and define the signed distance function p = Pbn 
by p(z) = -bn(z) for zeD and p(z) = bR•-o(z) for z¢D. Show that there is a 
neighborhood U of bD, such that p is C2 on U with dp -# 0, and hence p is a C2 

defining function for D. (Note that it is quite easy to see that pis of class C1 near 
bD-use the implicit function theorem; that pis actually C2 requires a sharper 
look.) 

E.S.lO. Let D cc C" be pseudoconvex with C2 boundary. 
(i) Use E.5.9 and Proposition 4.9 to show that there is a neighborhood U of bD 

such that for z E U n D one has 

. ~ OPbD 
L.(pbD; t) 2:: 0 for t E C" With j~ ozj (z)tj = 0. 

(ii) Deduce from (i) that D is Levi pseudoconvex. 

E.S.ll. SupposeD cc C" has C2 boundary and is Levi pseudoconvex. Use E.5.9 to 
show that cp = -log b Dis plurisubharmonic on U n D for some neighborhood 
U of bD by completing the following argument: if the Leviform L.(cp; t) where 
negative for some t -# 0, construct an analytic disc S in i5 which meets bD only 
at one point, so that bn1s has a strict minimum at P; this contradicts the Levi 
condition for PbD at P. 

E.5.12. Use E.S.lO.(i) to prove the following result of K. Diederich and J. E. Fornaess 
[DiFo 1]: IfD is pseudoconvex with C2 boundary, then cp = -b7>e-Kizl is strictly 
plurisubharmonic on U n D for some neighborhood U of bD, provided 'I > 0 is 
sufficiently small and K > 0 is sufficiently large. (The result remains true if bn is 
replaced by - r in case D has C3 boundary and r is an arbitrary C3 defining 
function forD (see [Ran 5]). 

E.5.13. Deduce from E.5.12 that for every bounded pseudoconvex domain with C2 

boundary there is a "bounded strictly plurisubharmonic exhaustion function," 
i.e., a strictly plurisubharmonic function cp on D, with cp(z) < 0 for zED and 
lim cp(z) = 0 as z-+ bD. (Hint: See E.2.8.(ii).) 

Remark. By a completely different proof one can show that the conclusion 
remains true even in caseD has only a C1 boundary (cf. N. Kerzman and J.P. 
Rosay [KeRo]). 

Notes for Chapter II 

As mentioned in the text, the early developments related to the characteriza
tion of natural boundaries for holomorphic functions owe much to the work 
of F. Hartogs and E. E. Levi. In 1910 Levi [Lev 1] gave a different proof of 
Hartogs' Theorem 1.1 based on a Laurent series expansion in the distin
guished variable, and he generalized the result to meromorphic functions. 
Laurent series expansions in several variables were well known at the time of 
W. F. Osgood's book [Osg]. Theorem 1.6, at least in case the Reinhardt 
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domain contains its center, is due to Hartogs [Har 2]. Our presentation fol
lows R. Narasimhan [Nar 3]. 

The notions of Hartogs pseudoconvexity and Theorem 2.3 are due to 
Hartogs [Har 1]; later presentations emphasized the "continuity principle" 
(cf. [BeTh], §IV.1) and variants thereof. K. Oka discusses various formula
tions and proves their equivalence in his 9th memoir; in essence, his (C)
pseudoconvexity ([Oka], p. 149-150) coincides with Hartogs pseudoconvex
ity as defined here. Lemma 2.1 seems to qave been noticed first by Levi [Lev 2]. 
The Levi condition for domains of holoqwrphy was discovered by Levi in 
1910 in the case of two variables [Lev 1]; the extension ton variables is due to 
J. Krzoska ("Uoer die natiirlichen Grenzen der analytischen Funktionen 
mehrerer Vedinderlichen," Dissertation Greifswald, 1933). The important 
partial local converse (Theorem 2.15) was proved in [Lev 2]. In that paper E. 
E. Levi already pointed out the principal obstacle to obtaining the corre
sponding global result, i.e., what is now called the Levi problem (cf. §2.9). The 
useful Proposition 2.14 is due to J. J. Kohn [l(op 1], but strictly plurisub
harmonic functions occur already in [Oka, VI]. Lemma 2.19 is a consequence 
of the general theory of pseudoconvexity developed by Oka and Lelong; the 
direct proof (for C3 boundaries) given here is based on a construction of 
plurisubharmonic exhaustion functions taken from [Koh 2]. 

The main results in §3 are dl!e to H. Cartan and P. Thullen [CaTh]. The 
terminology of Stein domains adopted here and the emphasis on compac~ sets 
have become quite standard in recent years. The proof of Theorem 3.24 is due 
to F. Docquier and H. Grauert [DoGr], who actually considered the more 
general case of Stein manifolds. The characterization of Stein man}folds in 
terms of strictly plurisubharmonic exhaustion functions was initiated in an 
influential paper by H. Grauert [Gra] in 1958, and investigated fqrther in 
[DoGr] and [N ar 1]. The characterization of regions of convergence of power 
series by logarithmic convexity is due to F. Hartogs [Har 2]; closely related 
results were obtained around the same time by G. Faber [Fab]; the character
ization in terms of convexity with respect to monomials is due to fl. Cartan 
([Car], 303-326). Subharmonicfunctions were first investigated by F. Hartogs 
[Har 2]. Plurisubharmonic functions were introduced-under the name of 
pseudoconvex functions-by Oka in the case of two variables in 1941 
([Oka],VI) and in the case of n variables in 1953 ([Ol<:a],IX), and indepen
dently, by P. Lelong [Lel1], whose terminology is the one now in use. Most 
of the basic properties of plurisubharmonic functions discussed in §4 are due 
to these authors. For a thorough discussion of the analogy between real con
vex functions and plurisubharmonic functions the reader should consult H. 
Bremermann [Bre 2]. 

Convexity with respect to plurisubharmonic functions was introduced by P. 
Lelong [Lei 3]. The plurisubharmonicity of -log ~D for a pseudoconvex 
domain D (Theorem 5.6) was first proved by K. Oka in C2 ([Oka],VI) but the 
essential idea of the proof goes back to F. Hartogs [H~r 2]. Proofs in arbitrary 
dimension are due to Oka ([Oka], p. 155-157), P. Lelong [Lei 2], and H. 
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Bremermann [Bre 2]. The proof given here is based on Oka's presentation, 
which is the only one which starts off with Hartogs pseudoconvexity rather 
than with the continuity principle in terms of analytic discs. In the proofs of 
Proposition 4.14 and Theorem 5.11 we have followed the exposition of L. 
Hormander [Hor 2]. 



CHAPTER III 

Differential Forms and Hermitian 
Geometry 

In this chapter we collect the technical tools from the calculus of differential 
forms and from complex differential geometry which will be needed in the 
following chapters. Section 1 deals with differentiable manifolds; the principal 
goal here is a thorough understanding of Stokes' Theorem in the language of 
differential forms. In §2 we discuss the additional structures which arise when 
the manifold under consideration is complex. The main topics here are the 
natural intrinsic complex structure on the (real) tangent space of a complex 
manifold M, the direct sum decomposition of the algebra of complex valued 
differential forms into forms of type (p, q), 0 ~ p, q ~dime M, and the Cauchy
Riemann complex with its associated a-cohomology groups. In §3 we discuss 
the elementary aspects of Riemannian geometry in en in complex form. 
Of major importance for our purposes are the inner product of differential 
forms defined by integration over regions in en, the Hodge *- operator, which 
allows us to freely go back and forth between the geometric inner product 
and the algebraic wedge product offorms, the various formulas for integration 
by parts, and the natural differential operators associated to the Cauchy
Riemann operator, i.e., the (formal) adjoint 8 of a and the complex Laplacian 
0 = aa + aa. In this paragraph, which is more computational than the 
preceding ones, we consider only the case of en rather than general Hermitian 
manifolds; not only does this simplify matters quite a bit, but it allows us to 
state certain basic formulas in exact form without having to introduce the 
numerous error terms which occur in the general setting. 

The reader familiar with some or all of the topics in §1 and §2 may safely 
skip the sections devoted to them, referring to them only as needed for 
notation and specific results. On the other hand, unless the reader is a profes
sional complex differential geometer, he is urged to study §3 carefully before 
proceeding with Chapter IV. 
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§1. Calculus on Real Differentiable Manifolds 

The principal results in Chapters IV and V are based on integration of 
functions and differential forms over regions Din C" and over their boundaries 
bD. Even though all the necessary concepts and computations could be 
formulated explicitly in terms of the global coordinates in C", we shall take 
the intrinsic-or coordinate-free-point of view, as it provides a deeper 
insight into the various formulas and operations which will be considered. 
Explicit computations will then appear as straightforward applications of the 
general concepts. Moreover, as it would be too restrictive for later applications 
to consider only domains with C"' boundaries, we shall work on differentiable 
manifolds of class C\ for 1 :s; k :s; oo. This requires just a little bit more 
attention than the C"' case considered in many of the introductory books on 
differential topology. For completeness' sake we collect all the definitions and 
results which will be important for our purposes, but we shall skip many of 
the often uninspiring proofs. The reader may find more details in the books 
by R. Narasimhan [Nar 4] and F. Warner [War], or in the classic "Varietes 
Differentiables" by G. de Rham [Rha]. (The latter two concentrate on the coo 
case.) 

1.1. Differentiable Manifolds 

A differentiable manifold M of dimension n E N and class C\ 1 :s; k :s; oo, is a 
topological Hausdorff space M together with a Ck atlas d = { (U;, CfJ;), i E J} 
consisting of pairs (U;, cp;), where U; c M is open and ({J;: U;---+ ({J;(U;) is a 
homeomorphism onto an open subset of IR", subject to the following 
conditions: 

(1.1) 
iE I 

(1.2) 

is a ck map between 0 pen subsets of IR" for all i, j E I with U; n C0 f= 0. 

It is obvious from (1.2) that the inverse ({J; o cpi-l of cpi o ({J;- 1 is also of class C\ 
and hence the Jacobian matrix of cpi o CfJ;- 1 is an invertible n x n matrix at 
every point x E CfJ;(U; n C0). 

One also says that the Ck atlas d defines a Ck structure on the Hausdorff 
space M. It is obvious that a Ck atlas is also a C1 atlas for any 1 :s; l :s; k; hence 
a manifold of class Ck is also a manifold of class C1, 1 :s; l :s; k, in a natural 
way. An element (U;, cp;) of d is called a coordinate system. Any open set D 
of a Ck manifold M (with atlas d) inherits the structure of a Ck manifold 
defined by the atlas slv = {(V;nD, ({J; 1u,nv): iEI}. 
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Examples. (i) Every nonempty open set D of IR" (including IR" itself) has a 
natural structure of a coo manifold of dimension n defined by the coordinate 
system (D, ({Jv), where (/Jv: D ---+ D is the identity map. 

(ii) Suppose D cc IR" has Ck boundary bD for some 1 :s; k :s; oo. Then bD 
carries a Ck manifold structure of dimension n - 1 defined as follows. If 
P E bD and rp is a Ck defining function forD near P, it follows from the inverse 
function theorem that there is an invertible Ck map 1/Jp: Up---+ Vp from an open 
neighborhood Up of P onto an open neighborhood Vp of 0 in IR", such that 
ljJp = (rp, 1/J~), where 1/J~: Up---+ IR"- 1 is defined by the last n- 1 components 
of ljJp. Thus (/Jp = 1/J~Ibvn Up is a homeomorphism of bD n Up onto the open 
set Vp n {x: x 1 = 0} of IR"-\ and clearly the collection {(bD n Up, <pp), PEbD} 
satisfies (1.1) and (1.2). 

(iii) Generalizing the previous example, one can show that if U c IR" is 
open, a E U, and F: U ---+ !Rm, (0 < m :s; n) is a Ck map such that the Jacobian 
matrix ofF has maximal rank mat every point of La(F) = {xE U: F(x) = 
F(a) }, then La (F) inherits the structure of a Ck manifold of dimension n - m. 

The reader should compare this with Chapter I, §2.6, where the corresponding 
result was proved for holomorphic maps. 

In the applications later on we shall mainly consider manifolds of the types 
described above. Such manifolds are examples of submanifolds of IR" (see 
Exercise E.1.2, or Chapter I, §2.6 for the complex version). 

If dis a Ck atlas forM and P EM, a function f: M---+ IRis differentiable of 
class C1 at P, 1 :s; l :s; k, iff o <p - 1 : <p(U)---+ IR is of class C1 in some neigh
borhood of <p(P) for some coordinate system (U, <p)Ed with PE U. By (1.2), 
this definition is independent of the particular coordinate system chosen. 
More generally, a map F: M1 ---+ M2 between two Ck manifolds is of class C1, 

1 :s; l :s; k, if for any two coordinate systems (U, <p) of M1 , respectively (V, 1/J) 
of M2 , the map ljJ oF o <p- 1 is C1 wherever defined. F is a (C1) diffeomorphism 
ifF is a homeomorphism, and F and F-1 are of class C1; ifF is a diffeomor
phism, then M1 and M2 must necessarily have equal dimension. 

In practice, it is convenient to enlarge the given atlas d of a Ck manifold 
M to an atlas d which is maximal with respect to (1.2); such an atlas is 
said to be complete. d is determined uniquely by d and is obtained by 
adding to d all pairs (U, <p) consisting of an open subset U of M and a Ck 

diffeomorphism <p from U onto an open subset of IR"_._!wo s;l<_ atlases d 1 and 
d 2 define the same Ck structure on M if and only if d 1 = d 2 • 

In order to extend the construction of (differentiable) partitions of unity 
from IR" to abstract manifolds M one needs that M is paracompact. Recall 
that a topological space X is said to be paracompact if for every open covering 
IJlt = { U;: i E I} of X there is a locally finite refinement 1/ = { Tj: j E J} of !Jlt. 
This means that 1/ is an open covering of X such that for each compact set 
K c X one has v; n K # 0 for only finitely many indices j, and that there 
is a refinement map r: J ---+ I such that v; c ur(j) for all j E J. It is known 
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that a differentiable manifold is paracompact if and only if every connected 
component of M is countable at infinity (i.e., is the increasing union of a 
countable collection of compact subsets), a condition which is satisfied by 
all submanifolds of ~n. From now on, all manifolds shall be assumed para
compact without explicit mention. 

1.2. Tangent Vectors and Differentials 

We fix a differentiable manifold M of class Ck and dimension n. We shall 
introduce "tangent vectors" toM as a generalization of the directional deriva
tive of functions on ~n. A curve in M through the point P EM is a C1 map 
ex: I-+ M, where I is an open interval in ~ with 0 E I, such that ex(O) = P. We 
obtain an equivalence relation in the set of all such curves by defining ex is 
equivalent to f3 (at P) if and only if for all C1 functions f defined near Pone has 

(1.3) 
d d 
dt (f o ex)(O) = dt (f o f3)(0). 

The set of all equivalence classes of curves through P is called the tangent 
space TpM of M at P. Every tangent vector v E TpM defines a "directional 
derivative" as follows: given a C1 function f near P, one sets 

(1.4) 
d 

v(f) = dt (f o ex)(O), 

where ex is a curve through P which represents v. 
It is obvious that if v E TpM and f, g are C1 functions near P, then 

(1.5) v(af + bg) = av(f) + bv(g) for a, be~. 

and 

(1.6) v(f ·g) = v(f)g(P) + f(P)v(g). 

In practice, it is the action of tangent vectors on functions, given by (1.4), and 
the properties (1.5) and (1.6) which are used, rather than the abstract definition. 

A C 1 map F: M-+ N between differentiable manifolds induces a map 

(1.7) dFp: TpM-+ TF(P)N 

for every P EM by defining dFp(v) as the equivalence class of the curve F o ex 
through F(p), where ex represents v E Tp(M). (The reader should check that this 
depends only on v!) The map dFp is called the differential ofF at p. 

In case M = ~n, there is a natural identification of Tp~n with ~n. In fact, if 
ex: I-+ ~n is a curve in ~n through P, then ex'(O) = dexjdt(O) is an element of ~n, 
and clearly two curves ex and f3 are equivalent at P according to (1.3) if and 
only if ex'(O) = /3'(0). Via this identification, Tp~" carries the natural structure 
of an n-dimensional vector space. 
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Theorem 1.1. The tangent space TpM carries a unique structure of a real 
n-dimensional vector space such that for every coordinate system (U, rp) around 
P the differential drpp: TpM---+ Tcp(PJ IR" is an isomorphism. 

PRooF. If (U, rp) is a fixed coordinate system, then drpp: TpM---+ Tcp(PJIR" is 
clearly one-to-one and onto (with inverse d(rp- 1)cp(PJ), so there is a unique 
vector space structure on TpM which makes drpp an isomorphism. In order to 
see that the vector space operations thus defined are independent of (U, rp), 
one checks that for every C 1 function f near P and every two vectors v, 
wE TpM one has 

(v + w)(f): = [(drpp)- 1 (drpp(v) + drpp(w))](f) = v(f) + w(f), 

and, if a E IR, then 

(av)(f): = [(drpp)- 1 (adrpp(v))](f) = a(v(f)). • 

The proof shows in particular that the vector space operations in TpM 
are consistent with the interpretation of tangent vectors as differentiation 
operators given by (1.4). 

Corollary 1.2. The differential dFp of a C 1 map F: M ---+ N is IR-linear. 

Remark. Suppose D c IR" has Ck boundary bD at P. The inclusion map 
z: bD---+ IR" induces an injective map dz: TpbD---+ TpiR" = IR"; via this map, the 
(abstract) tangent space TpbD, as defined here, agrees with the (concrete) 
tangent space of bD defined in 11,§2.3 as a subspace of IR". 

In view of the natural identification of TpiR" with IR", the differential dFp of 
a C 1 map F: IR" ---+ IRm defines a linear map IR"---+ IRm; one checks that the matrix 
representation of dFp if given by the Jacobian matrix ofF at P. Similarly, if 
M is a C 1 manifold and p EM, the differential dfp of a real valued C 1 function 
defined near P is naturally identified with a linear functional TpM---+ IR, i.e., 
one considers dfp as an element of the dual space Tp* M of TpM, and one has 
the equality dfp(v) = v(f). Elements of the dual space Tp* Mare called 1-forms, 
or cotangent vectors at P. 

Finally, we consider the representation of tangent vectors and 1-forms at 
a point PEM with respect to a coordinate system (U,rp) with PEU. We 
set rp = (x 1 , ... , xn), where x 1 , ... , xn are real valued Ck functions on U. If 
{ e1 , •.. , en} is the standard basis of IR", the tangent vectors (drpp)- 1 (ei) E TpM, 
1 ~ j ~ n, are denoted by (ojoxj)p, or simply ojoxi. This notation is motivated 
by the fact that for a C 1 function f near P, (ojoxi)p(f) is the partial derivative 
at rp(P) of the function f o rp -l with respect to the coordinate xi. Clearly a I ox u 
... ' a;axn form a basis for TpM, and any v E TpM has the representation 

n a n a 
v = L v(xJ-;- = L (dxJp(v)-;---. 

j=J uxi i=l uxi 
(1.8) 
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The differentials (dx 1)p, ... , (dxn)P of the coordinate functions at P define a 
basis of Tp*M, which is dual to the basis {a;axi: 1 ~j ~ n} of TpM. Iff is a 
C 1 function near P, one has 

(1.9) (df)p = i~ dfp(a~)(dxj)p = it1 (a~J}f)(dxj)P. 
To simplify notation we will write dxi instead of (dxi)P. 

1.3. The Algebra of Differential Forms 

We now consider the r-th exterior power NTp* M over IR of the cotangent 
space Tp* M. By definition A 0 Tp* M = IR, while for r ~ 1 it is most convenient 
to identify N Tp* M with the IR-vector space of alternating r-multilinear forms 
on TpM, i.e., IR-multilinear maps 

which satisfy 

w: TpM X ••• X TpM--+ IR 

r factors 

w(va(l)• ... , Va(r)) = sign a w(v 1 , ••• , v,) 

for all v 1, ... , v,E TpM and every permutation a of {1, ... , r} 1. In particular, 

w(v 1 , • .. , v,) = 0 if v; = vi for two indices i # j. 

For our purposes, the above identification may be taken as the definition 
of NTp*M. It follows that A1 Tp*M = Tp*M and NTp*M = {0} for r > 
dim TpM = dim M. Elements of N Tp* M are called r-covectors, or r-forms 
at P. 

The direct sum 

~p(M) = ffiNTp* M 
r;o>:O 

is called the exterior algebra (or Grassmann algebra) of Tp* M. The wedge 
product of an r-form w and an s-form rJ is an (r + s)-form denoted by w A IJ, 
and defined by 

(1.10) 
1 " . = - 1- 1 L. Sign (J W(Va(l)• ... , Va(r))IJ(Va(r+ 1)> ..• , Va(r+s)), 

r.s. a 

where the summation is taken over all permutations a of { 1, ... , r + s }. 
Equation (1.10) and the distributive property determine the product between 
any two elements in ~pM. The wedge product is associative, but not commuta
tive; instead one has 

1 See Warner [War] for a detailed presentation of this identification. 
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(1.11) W 1\ IJ = ( -1)'"5 1J 1\ W for wE A' and '1 E A 5• 

If (U, cp) is a coordinate system near P EM with cp = (x1 , ... , xn), and if 
1 :-:;; r :-:;; n, then 

{dxj, 1\ ... 1\ dxir: 1 :$; j 1 < ... < j, :$; n} 

is a basis for A' Tp* M; in particular, dim A' Tp* M = (~), and every r-form Wp 
at P has a unique representation 

(1.12) 

where the summation is over all strictly increasing r-tuples J = (j 1 , ••• , j,) c 

{1, ... , n}, and 

(1.13) dx1 = dxh 1\ ... 1\ dxir for J = (j1 , ... ,j,). 

Notice that 

aJ=wp(a~. , ... ,a~.)· 
Jt Jr 

So far we have only considered tangent vectors and r-forms at fixed points 
P EM. We shall now examine the relevant concepts when the point P is 
variable. 

A vector field on M is a map V: M--+ UPeM TpM, 1 which to each PEM 
assigns a tangent vector Vp E TpM. A coordinate system (U, cp) defines n vector 
fields 

a a 

on U, and a vector field V on U has a representation V = L'i=1 aia;axi), 
where a1 , ••. , an are uniquely determined functions on U; Vis said to be of 
class C1 on U if the coefficient functions a1 , .•• , an are C1 on U. This notion 
is independent of the chosen coordinate system if 0 :-:;; l :-:;; k - 1, but not 
necessarily for l = k. Therefore, on a Ck manifold M, one only considers vector 
fields of class C1 for l :-:;; k - 1. One easily checks that a vector field V on an 
open subset D of M is of class C1 if and only if Vf E C1(D) for every f E C1+ 1 (D), 
where (Vf)(P) is defined by Vp(f) according to (1.4). 

Similarly, an r-form w on M is given by a map PH wp E A' Tp* M for 
P EM. w is of class CZ, 0 :-:;; l :-:;; k - 1, if all the coefficients aAP) in the local 
representation w = L a1 dx1 (see (1.12)) with respect to some coordinate 
system are C1 functions; equivalently, w is of class C1 on M if and only if 
w(V1 , ••• , V,.) E C1(M) for all CZ vector fields V1 , •.. , V,. on M. 

We shall denote the space of r-forms of class C1 on M by C~(M). The 
elements of C~(M) are also called differential forms of degree rand class C1 on 
M. In particular, Cb(M) = C1(M), and C~(M) = {0} ifr >dim M. 

1 We do not introduce the vector bundle structure on the collection of tangent spaces, as it is not 
needed for our purposes. 
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1.4. The Exterior Derivative 

The differential df of a function f E C 1 (M) defines a continuous 1-form on M; 
we therefore have a natural linear map d: C 1 (M)--+ Cf(M) on every Ck 
manifold M. Clearly d(C1(M)) c q-1(M) for every 1 ~ l ~ k, and d satisfies 
the Leibnitz rule d(fg) = g df + f dg. The map d extends to the full Grassmann 
algebra ~1 (M) of differential forms on M of class C\ as follows. 

Theorem 1.3. Let M be a Ck manifold, k ;;::: 2, and let ~1(M) = E9,~0 C~(M), 
0 ~ l < k. There is a unique linear map d = dM: ~ 1 (M)--+ ~0(M) which satisfies 
the following conditions. 

(1.13) df is the differential off E C1(M). 

(1.14) If 1 ~ l < k and 0 ~ r, then dw E C~~ }(M) for wE C~(M). 

(1.15) Iff E C1, 2 ~ l ~ k, then d(df) = 0. 

(1.16) If w1 E C,1(M) and w2 E C.1(M), then 

d(w 1 A w2) = dw 1 A w2 + ( -1)'w1 A dw 2 • 

The map d given by the theorem is called the exterior derivative on M. 

Corollary 1.4. The exterior derivative is a local operator, i.e., if w1 = w2 on an 
open set U, then dw 1 = dw2 on U. 

PRooF. It is enough to show that if wE C/ (M) is 0 on U, then dw = 0 on U. 
If P E U, choose f E C 1(M) such that f(P) = 0 and f = 1 in a neighborhood of 
M - U. Then w = fw; by (1.16), 

dw = d(fw) = df A w + f A dw, 

which implies (dw)p = 0, since Wp = 0 and f(P) = 0. • 

PROOF OF THEOREM 1.3. Because of Corollary 1.4, in order to prove the unique
ness statement, it is enough to consider the case where M is replaced by the 
open set U of a coordinate system (U, ({)), qJ = (x1, ... , xn). If wE C/(U), then 
w = LJ aJ dxJ (see (1.12)), with aJ E C 1 (U) for all strictly increasing r-tuples J. 
By (1.15), d(dxi) = 0 for 1 ~ j ~ n; therefore the linearity of d and repeated 
application of (1.16) implies that 

(1.17) 

This shows that d is completely determined by its values on functions, and 
uniqueness follows. 

Because of Corollary 1.4 and uniqueness, in order to prove the existence of 
a map d with the required properties, it is enough to do it on a coordinate 
system (U, ({)).Since wE C/(U) has a unique representation w = "[. aJ dxJ, one 
can define dw E C~+1 (U) by (1.17), and extend d to ~1 (U) by linearity. One then 
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checks that the map d = du: ~1 (U)--+ ~0(U) so obtained satisfies (1.13)-(1.16). 
We shall verify (1.15), which is the most interesting property. Iff E C2 (U), it 
follows from (1.9) that df = Lj=1 (ofjoxi) dxi and hence, by (1.17), 

d(df) = t d(~f) A dxi = ~(~ -J--(~f) dx;) A dxi 
J=l uXj 1 , uX; uXj 

(1.18) 

[ a ( of) a ( of )] = L - - -- - dx- A dx. 
i<j OX; oxj oxj OX; ' )" 

But in the sum on the right in (1.18) all coefficients are 0, as ojox;(ofjoxi) is 
computed by taking the 2nd order partial derivatives of the C2 function 
f o <p -l with respect to the coordinates X; and xi on ~". Thus d(df) = 0. • 

Under suitable differentiability assumptions the property d 2 = dod= 0 
extends from functions to arbitrary forms. 

Corollary 1.5. If 2 :::;; l < k, then 

d(dw) = 0 for wE C~(M). 

PROOF. In a local coordinate system (U, <p) one represents dw as in (1.17). The 
conclusion then follows by (1.16) and (1.15). • 

1.5. The Pull Back 

Suppose M and N are Ck manifolds and F: M--+ N is a C1 map. The pull back 
f--+ F*(f) = f oF defines an algebra homomorphism F*: C 1 (N)--+ C 1 (M). 
We shall now examine how F* extends to differential forms. 

For PeM, the differential dFp: TpM--+ TF<P>N induces the transposed (or 
dual) map FJ: TAP>N--+ Tp* M, which extends to an algebra homomorphism 
FJ: ~F<PJ(N)--+ ~p(M) of the Grassmann algebras defined by 

(1.19) (FJwF(P))(v 1, ••• , V,) = WF(P)(dFp(v 1), ••. , dFp(v,)) 

for r > 0, wF<PleN(T/<PJN), and v1, ... , v,E TpM. If w is a differential form on 
the open set U c N, one obtains a differential form F*w on F- 1(U), called 
the pull back of w by F, by setting (F*w)p = FJ(wF<P>) for P E F-1(U). The map 
F* thus defined has the following natural properties. 

Theorem 1.6. Suppose M, N, and F: M--+ N are of class Ck. 
(i) The pull back F* is an algebra homomorphism 

F*: ~0(N)--+ ~0(M) 

which satisfies F*(C~(N)) c C~(M) for 0:::;; l < k and r ~ 0. 
(ii) F* commutes with the exterior derivatives dM and dN on M and N, that 

is, if w is of class C1, 1 :::;; l < k (and l = kif w is of degree 0), then 
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(1.20) 

PRooF. We first verify (1.20) for w = f E C1(N), 1 :::;; 1:::;; k. Since F*f = f oF E 

C(M), and since dM and dN agree on functions with the usual differentials, one 
obtains 

dM(F*f) = d(f oF) = (df) o (dF) = F*(df), 

where the last equation follows from the definition (1.19) in case wF(P) = dfF<PJ· 
From the pointwise definition ofF* it is clear that F* will be an algebra 

homomorphism on differential forms. In order to prove the rest of (i) and (ii) 
it is enough to prove the corresponding local statements for wE C~(N). Thus 
we may assume that w is given on U c N by w = L a1 dx', where a, E C1(U). 
Then 

F*w = L F*(aj)F*(dxh) ... F*(dxjJ 

(1.21) 
J;(j, •...• j,) 

= L (aj o F)d(xj, oF) 1\ ... 1\ d(xj, oF), 

where we have used (1.20) for r = 0; this shows that F*w E C~(F- 1 (U)). More
over (1.21) implies 

dM(F*w) = L d(a1 oF) 1\ d(xh oF) 1\ ... 1\ d(xj, oF) 

= L:F*(da1 ) 1\ F*(dxj) 1\ ... 1\ F*(dxjJ 

= F*(L da1 A dx') 

= F*(dNw). • 

One also verifies that if G: W ~ M and F: M ~ N are maps of class C\ then 
FoG: W ~ N satisfies 

(1.22) (FoG)*= G*oF*. 

1.6. Orientation and Integration 

Integration of differential forms is often introduced by defining the integral 
over differentiable simplices and chains. This approach is useful for applica
tions to algebraic topology, but for our purposes it suffices to define the 
somewhat more special concept of the integral of an n-form over an oriented 
n-dimensional manifold. 

Definition. A Ck manifold M of dimension n is called orientable if there is a 
nowhere zero continuous n-form Q on M (i.e., QP f= 0 for all P EM). Two such 
forms 0 1 , 0 2 are said to define the same orientation of M if Q 1 = jQ2 on M, 
where f is a positive continuous function on M. A manifold with a choice of 
orientation (given by specifying a particular nowhere zero n-form Q) is said 
to be oriented. 



114 III. Differential Forms and Hermitian Geometry 

Since A"(Tp* M) is one-dimensional, it is clear that any two nowhere zero 
continuous n-forms 0 1 and Q 2 differ by a nonzero continuous function f on 
M. Thus, if M is connected, there are precisely two orientations on M: if one 
of them is defined by n, the other one is defined by - n. 

If Misoriented by n, a coordinate system (U, cp) with cp = (x 1 , ... , xn) and 
the corresponding basis { dx 1 , ... , dxn} of Tp* M are called positively oriented 
(or simply positive) if dx 1 1\ ... 1\ dxn defines the same orientation on U as n, 
that is, if QP = a(P)(dx 1 1\ ... 1\ dxn)P, with a(P) > 0 for all P E U. A Ck 
diffeomorphism F: M1 ~ M 2 between oriented Ck manifolds (Mi, Q;), i = 1, 2, 
is said to be orientation preserving ifF* 0 2 = aQ1 , where a > 0 on M1 . 

Examples. (i) If (t 1 , ... , tn) are the standard coordinates of IR", the n-form 
dt 1 1\ ... 1\ dtn defines an orientation on IR", which is called the positive (or 
natural or standard) orientation of IR". 

(ii) Any nonempty open set D c IR" inherits the positive orientation of IR", 
and thus is also an oriented manifold. Every open set D c IR", including IR", 
will always be assumed to be positively oriented. 

(iii) If D c IR" is an open set with Ck boundary, k ;;::: 1, the (positive) orienta
tion of D induces an orientation on the Ck manifold bD as follows. Let P E bD 

and suppose r is a Ck defining function forD on a neighborhood U of P (thus 
U n D = { q E U: r( q) < 0} ). After shrinking U, we may assume that there is a 
positively oriented coordinate system cp on U with cp = (r, x 2 , ••• , xn). We 
then orient bD n U by the (n - 1)-form dx 2 A ... 1\ dx.- (More precisely, we 
consider the pull back 1*(dx2 1\ ... A dxn), where 1: bD n U ~ U is the inclu
sion map.) This orientation is independent of the defining function rand of the 
particular positive coordinate system cp chosen, and it can easily be extended 
globally to bD via partitions of unity (Exercise E.l.11 ). The orientation thus 
defined on bD is called the positive orientation induced from D. bD shall always 
be assumed to be oriented in this way. We shall write -bD for the manifold 
bD with the opposite orientation. Notice that the manifold bD can also be 
viewed as the boundary of the open set IR" - 15, and that b(IR" - 15) = - bD 

as oriented manifolds. 

In order to define integration on oriented manifolds, we first consider the 
case of IR". Suppose U c IR" and 1J E C~(U) has compact support in U. There 
is a unique continuous function f on U such that 1J = f dx 1 1\ ... 1\ dx.- We 
define 

(1.23) 

where the integral on the right is the ordinary multiple Riemann integral in 
IR". If W c IR" is open and F: W ~ F(W) = U is a C1 diffeomorphism, the 
substitution formula for multiple integrals (see [Nar 4], §2.9, for example) gives 

f f(x) dx1 ... dxn = f f(F(t))ldet(dF)tl dt 1 ..• dtn. 
F(W) W 

(1.24) 
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IfF is orientation preserving, one has 

det(dF) = det o(F1 , .•• ' Fn) > 0, 
o(tl, ... ' tn) 

and hence the integral on the right in (1.24) is equal to 

f)f oF) det(dF)1 dt 1 A ... A dtn = f w (f oF) dF1 A ... A dFn 

= fw F*(f dx 1 1\ ••• 1\ dxn). 

Thus 

(1.25) r , = r F*l] 
JF(W) Jw 

whenever F: W-+ F(W) preserves orientation. 
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We now use the transformation formula (1.25) in order to define integrals 
of n-forms on an oriented n-manifold M. Suppose (U, qJ), qJ = (x1 , ... , xn), is 
a positive coordinate system. If wE C~(U) has compact support in U, we 
define 

(1.26) r w = r (qJ-1)*w, J U Jcp(U) 

where the integral on the right (in IR"!) is defined as in (1.23). If (U, t/J), 
t/1 = (y1 , ... , Yn), is another positive coordinate system on U, the map F = 
qJ o t/J-1 : t/J(U)-+ qJ(U) preserves orientation, and hence, by (1.25) and (1.22), 

j (({J-1)*w = j F*(qJ-1)*w = j (({J-1 oF)*w =I. (t/1-l)*w. 
Jq>(U) Jtp(U) Jtp(U) tp(U) 

Thus the defirtition (1.26) is independent of the (positive) coordinate system qJ. 
It is now easy to integrate globally over the oriented manifold M. Choose 

a countable atlas { (U;, ({);)} for M such that each (/); is positively oriented. 
(Note that for arbitrary qJ = (x 1 , ... , xn) either qJ or iP = (- x 1 , x 2 , .•• , xn) is 
positive!) Let {x;} be a continuous partition of unity such that each X; has 
compact support in U;. For wE C~(M) with compact support one defines 

(1.27) 

One can show by standard arguments that (1.27) is independent of the positively 
oriented atlas and the partition of unity used in the definition (see Exercise 
E.l.l2). Once the integral JMw has been defined for continuous n-forms with 
compact support, one can proceed as in IR" and extend the integral to more 
general n-forms and consider integration over subsets other than M itself. We 
shall leave these details to the interested reader. 
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1.7. Stokes' Theorem 

We can now discuss the version of Stokes' Theorem which we shall use later 
in the applications to integral representations in complex analysis. 

Theorem 1.7. Let M be an oriented Ck manifold, k ~ 2, of dimension n, and let 
D cc M be an open set with C1 boundary bD. If wE c;_ 1 (.D), then 

(1.28) r w = f dw. 
JbD D 

Remarks. The hypothesis on w means that w is defined on i5 and that the 
coefficients of w with respect to any coordinate system (U, cp) are in C1(U n 15), 
i.e., they have partial derivatives on U n D which extend continuously to U n i5 
(see also E.1.15). The orientation of bD is of course the one induced from D 
(see Example (iii) above). The integral on the left in (1.28) is, more precisely, 
Jbnz*w, where z: bD-+ M is the inclusion map. 

In case M = !Rn, Theorem 1.7 is just a reformulation of the classical Gauss
Green Theorem in the language of differential forms. In particular, Theorem 
1. 7 contains the Fundamental Theorem of Calculus as a special case, as 
follows. Let D = (oc, /3) be an open, bounded interval in IR. Then bD = { oc, /3} 
as set, and bD = { /3} - { oc} as manifold of dimension 0 with the induced 
orientation. The (n - 1)-form w is now a function f E C1 ([a, /3]), and df = 
f'(t) dt. Thus (1.28) says 

f(/3)- f(a) = l f = l df = lp f'(t) dt. 
Jb<~.P> J~.P> J~ 

As the proof given below shows, this special case is really at the heart of the 
general version as well. 

PROOF. By compactness of i5 there are finitely many positively oriented 
coordinate systems (Ui, cp;), 1 ::; i::; l, such that D c Ul= 1 Ui, and, if Ui n bD -:F 
0 for some i, then cpi = (r, cp;), where cp;: Ui-+ !Rn-t, and D n Ui c {PE Ui: 
-1 < r(P) < 0}. Let Xi be of class C\ with compact support in Ui, so that 
Ll= 1 Xi= 1 on D. By linearity, (1.28) will follow once we prove 

(1.29) fori= 1, ... , l. 

Case 1: Ui n bD -:F 0. We drop the subscript i. If cp = (r, cp'), then ip = 

cp'lbnnu is a positively oriented coordinate system for bD on bDn U. We 
set (cp- 1)*(xw) = Lj= 1 gidt1 1\ .•. 1\ [dti] 1\ •.. 1\ dtn,l with coefficients giEC1 

with compact support in cp(U n D); then 

1 [dti] means that the differential dti is omitted. 
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By (1.20), 

(<p-1)* d(xw) = d[(<p-1)*xwJ = f. ( -1)i-1 ~gi dt 1 A ... A dt"" 
j=1 uti 

Since <p(D n U) c { -1 < t 1 < 0}, it follows from (1.26), (1.23), and the support 
condition on g 1, •.. , gn that 

(1.30) 

and 

(1.32) 

I ~ ·-1 i ogj d(xw) = L, ( -1)1 a dt1 ... dtn. 
nnu i=1 {relhl":-1<t1 <0} ti 

r ogj dt. = 0 
Jlhl otj J 

for j ~ 2, 

since gi has compact support in ti for j ~ 2. Therefore, 

f d(xw)= f g1 (0,t 2 , ••• ,tn)dt2 ••• dtn=f (qi-1)*t*(xw) 
nnu J!hln-t <P<bnnu) 

= r t*(xw). 
Jbnnu 

Case 2: U;nbD = 0. We may assume that U; c D. Since Jbnnu,X;W = 0, 
(1.29) holds if J u, d(x;w) = 0. But this follows from the computations in Case 1 
by replacing the region of integration on the right side of (1.30) with ~". and 
using the fact that now (1.32) holds for j = 1 as well. • 

In case M is compact, we may take D =Min Theorem 1.7, in which case 
bD = 0. One thus obtains: 

Corollary 1.8. Let M be a compact, oriented Ck manifold of dimension n. If 
wE C~_ 1 (M), then 

IM dw = 0. 

Stokes' Theorem can easily be extended to regions D cc M with piecewise 
C1 boundary, which are defined as follows: there are a finite covering { U1 , ... , 

U1} of bD and functions r; E C1(U;) such that 

(1.33) D n (~ U;) = {X E i~ U;: r;(x) < 0 for all i with X E u} 
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and for every subset {i1 , ... , i.} of { 1, ... , l} one has 

(1.34) dr;, 1\ ..• 1\ dr;. -1= 0 on U;, n ... n U;.· 

The collection {r;EC1(U;): i = 1, ... , l} is called a frame for D. Notice that 
(1.34) implies that U;, n ... n U;. = 0 for v > dim M. Moreover, each set Li = 
{ x E U;: r;(x) = 0} is a C1 submanifold of U;. Condition (1.34) is often referred 
to by saying that the manifolds Li• 1 :::;; i :::;; l, intersect transversally, or that 
they are in general position. If S; = bD n Li• then bD = U~=l S;. The interior 
S; of S; in L; is a C1 manifold which carries the orientation induced from D. 
(The reader may verify that S; is itself an open subset of L; with piecewise C 1 

boundary.) For wEC!_1 (D) one defines 

l I l w = I w. 
bD i=l S; 

By suitably modifying the proof of Theorem 1.7 one shows that Stokes' 
Theorem remains valid, that is 

r (1) = r dw. 
Jbn Jn 

1.8. Product Manifolds 

Let M1 and M2 beCk manifolds of dimensions n1 and n2 , respectively. The 
product space M = M1 x M2 inherits a natural Ck manifold structure of 
dimension n1 + n2 , as follows: if .91. = {(Ui•>, cp[•>): iEI.} is a Ck atlas forM., 
v = 1, 2, an atlas for M is given by 

where (cp[,l), cp[;>)(P1 , P2) is defined by (cp[,1>(P1), cp[;>(P2)) E !Rn, x IR"2 = !Rn, +nz. 

The projections n.: M1 x M2 --+ M., v = 1, 2, are Ck maps. 
Assume now that M. is orientable, with orientation defined by n. E c~.(M.), 

v = 1, 2; then M1 x M2 is orientable as well, with the natural product orienta
tion defined by (nf0 1) 1\ (ni02). 

Let D. cc M. be open sets with C1 boundary. (We allow D. = M. if M. is 
compact.) Then Dl X D2 cc Ml X M2 is open with piecewise C 1 boundary 
(see Exercise E.1.14). As usual, bD. carries the orientation induced from D •. 
The manifolds bD1 x D2 and D1 x bD2 make up the essential part of the 
boundary b(D1 x D2 ) of D1 x D2 , and the orientations induced on them from 
D1 x D2 correspond to bD1 x D2 and ( -1)"' D1 x bD2 , respectively. Stokes' 
Theorem thus takes the form 

(1.35) I dw = r (1) + ( -1)"' I (1) 

D 1 xD2 J bD 1 xD2 D 1 xbD 2 
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for every wE c;, +nz _ 1 (D1 x D2 ). In particular, if M 1 is compact, one obtains 

(1.36) I dw = ( -l)dimM, I W. 
M 1 xD2 M 1 xbD2 

1.9. Double Differential Forms 

Recall from §1.3 that an r-form WpEN(Tp*M) is an alternating r-multilinear 
map TpM x · · · x TpM ---> IR. By analogy, if A is an IR-algebra, one may 
consider alternating r-multilinear maps TpM x · · · x TpM---> A; such maps 
are called A-valued r-forms at P, orr-forms with coefficients in A. As in the 
case of IR-valued forms, one can then define the Grassman algebra of A-valued 
forms on the manifold M. 

We shall need this concept in the special case where A = '!J0 (N) is the 
Grassman algebra of continuous differential forms on another manifold N. 
Differential forms on M with values in '!J0 (N) are also called double differen
tial forms on M x N, for reasons which will become clear shortly. Let 
(U, (x 1 , ... , xm)) and (V, (y1 , ... , Yn)) be local coordinate systems forM and 
N, respectively. A double form won U x N ofbidegree (r, s) can be written as 
wx = 2: 1 aAx) dx1 for x E U, where the summation is over all strictly increasing 
r-tuples J = (j1 , ... ,jr) c {1, ... , m}, and where 

aAx) = wx(a~., ... ,a~.) 
h lr 

is an s-form on N for each x E U. 
On the neighborhood V we have [aAx)]y = LK aJK(x, y) dyK, the summa

tion being over all strictly increasing s-tuples K = (k 1 , ... , ks) c {1, ... , n}, 
and a1K(x, y) E IR. Therefore w is represented on U x V by 

(1.37) 

One says that w is of class C1 on u X v, if aJK E C1(U X V) for all J, K. This 
definition is invariant under coordinate changes if M and N are of class 
?.1+1. 

It is convenient to introduce the wedge product dyk A dxj between differen
tials on Nand on M, with the convention that 

(1.38) for j, k. 

We shall write dyK dx1 in (1.37) as dyK A dx1 = dyj, A ... A dyjs A dx;, A 

... A dx;r· Thus dyK A dx 1 = dx 1 A dyK, and we may write (1.37) as 

w = L a1K dx 1 A dyK. 
J.K 

One must be careful to distinguish double forms of bidegree (r, s) from (r + s)
forms on the manifold M x N. 
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It is now obvious that a double form on M x N can also be viewed as a 
differential form on N with values in the differential forms on M. 

The various operations on differential forms defined on M and on N can 
be applied to double forms in a straightforward manner. For example, if 
F: Ml--+ Mz is a C1 map, the pullback F*w of a double form won Mz X N 
of bidegree (r, s) is a double form on M 1 x N of bidegree (r, s); the exterior 
derivative dx (x EM) on M, respectively dY (yEN) on N, sends double forms 
of bidegree (r, s) to forms of bidegree (r + 1, s), respectively (r, s + 1), and F* 
commutes with dx and dy. Also, the wedge product between two arbitrary 
double forms is well defined, keeping in mind the commutativity relations 
(1.38). If the bidegrees of wand w' are (r, s), respectively (r', s'), then w A w' 
has bidegree (r + r', s + s'), and one has 

(1.39) w 1\ w' = ( -1)rr'+ss' w' 1\ w. 

If M is oriented, a double form on M x N can be integrated over suitable 
subsets of M, the result being a differential form on N. In particular, Stokes' 
Theorem remains valid in the following form: if D cc M has piecewise C 1 

boundary and w is a double form on i5 x N of class C 1 and bidegree (m - 1, s), 
m = dim M, then 

(1.40) 

where both sides of (1.40) are now sjorms on N. 

Remark. Since w is of class C 1, it follows by standard calculus techniques that 
the integral sbDW is of class C 1 on N. Equation (1.40) then implies that the 
integral on the right is of class C1 as well, something which could not easily 
be proved directly, as the coefficients of dxw are not necessarily of class C1 . 

EXERCISES 

E.l.l. Let M1 be the manifold IR with atlas { (IR, id)} and let M2 be IR with the atlas 
{ (IR, q>) }, where q>(x) = x 1' 3. Show that M1 and M2 are C"' manifolds which are 
diffeomorphic, but that the two C"' structures defined on IR are not identical, 
i.e., the identity map id: M1 ~ M2 is not a diffeomorphism. 

E.1.2. Let M be ann-dimensional manifold of class Ck. A subset N c Miscalled a 
submanifold of M if for every PEN there is a coordinate system (U, q>) forM 
with PE U, such that q>(P) = 0 and if q> = (x 1 , ••. , x.), then U n N = {qE U: 
x 1 (q) = ·· · = xm(q) = 0} for some mE 1\l with 0::;::; m::;::; n. 

(i) Show that if N is a submanifold of M, then N carries a natural structure 
of a Ck manifold such that the inclusion 1: N ~ M is a regular Ck map (i.e., 
the differential (d1)p is injective for every PEN. 

(ii) Let D c IR" be open and suppose F: D ~ !Rm is a map of class Ck, such that 
its differential dFp has maximal rank at every point P ED. Show that for 
fixed P ED, the level set 



§1. Calculus on Real Differentiable Manifolds 121 

Lp(F) ={xED: F(x) = F(P)} 

is a submanifold of class Ck of D of dimension max(O, n - m). 

E.1.3. Suppose F: M __, N is a C 1 map between two C 1 manifolds. Verify that for 
v E TpM the definition dFp(v) = [F o a] E TF!P>N is independent of the curve a 
chosen to represent v. 

E.1.4. Let F: M __,Nand G: N--> W be C 1 maps between C 1 manifolds M, N, and W 

(i) Prove the "chain rule" 

d(G o F)p = (dG)F(P) o (dF)p 

for all PE M. 
(ii) By specializing (i) to M = IR"', N = IR"2 , and W = IR"' and using the 

standard coordinates, obtain the usual chain rule in matrix form. 
(iii) Have you obtained a "new" trivial proof of the chain rule from calculus? 

Explain! 

E.1.5. Lett be the standard coordinate for IR, and suppose f: M --> IRis a C1 function 
on the C 1 manifold M. Show that for all v E TpM, (df)p(v) = v(f)8/8t. 

E.1.6. (i) Prove that the wedge product defined by (1.10) is associative. 
(ii) Prove ( 1.11 ). 

E.1.7. Let M be a Ck manifold. Prove that a vector field Von M is of class C1(/ < k), 
as defined in § 1.3, if and only if Vf is of class C1 for every f E C1+1 (M). 

E.1.8. Suppose dim M = n and w1 , ... , w" is a basis for A 1 Tp* M. Show that if 
'lj = Ii'~ 1 aijw,, I -:;; j -:;; n, with a,j E IR, then 

1]1 1\ ... 1\ 'ln = det([a,j])w 1 1\ ... 1\ wn. 

E.1.9. Fill in the missing parts in the proof of Theorem 1.3. 

E.l.IO. (i) Prove that FJ: 'l/F!PJ(N)--> 'llp(M) defined in (1.19) defines an IR-algebra 
homomorphism. 

(ii) If G: W--> M and F: M--> N are C 1 maps, show that 

(FoG)*= (G)*o(F*) 

on 'l/0 (N). 

E.l.ll. (i) Let D c IR" be a domain with C1 boundary. Prove in detail that bD is 
(globally) orientable. 

(ii) Show that a C 1 manifold M is orientable if and only if there is an atlas 
{ (V,, cp;)} for M, such that all C1 maps cpj o cp,- 1 preserve the natural 
orientation of IR". 

E.1.12. Prove in detail that the definition of J M w in (1.27) is independent of the 
covering { V,} and the choice of partition of unity { x.}. 

E.1.13. Fill in the details in the proof of Stokes' Theorem for domains with piecewise 
differentiable boundary (cf. the end of §1.7). 

E.1.14. Suppose D1 c IR" and D2 c !Rm are regions with C1 boundary. 
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(i) Show that D1 x D2 is a region with piecewise C 1 boundary. 
(ii) Generalize (i) to the case where D1 and D2 have piecewise C1 boundary. 

E.l.15. Let M be an n-dimensional manifold of class Ck and suppose D cc M is 
an open set with Ck boundary. Show that every f e Ck(D) has an extension 
j e Ck(M) (i.e., ](x) = f(x) for xeD) by proving the following steps. 

(i) Use partitions of unity and special local coordinate systems to reduce the 
general case to the following special case: Let D = {xe!R": lxl < 1 and 
x. < 0}; show that every f e Ck(D) whose support is a compact subset of 
B = {xe!R": lxl < 1} has anextension]eq(B). 

(ii) Show that the (k + 1) x (k + 1) matrix (a;), with a;i = (-j); for 1 :.,;; j :.,;; 
k + 1 and 0 :.,;; i:.,;; k is nonsingular. (Hint: this is the Vandermonde matrix 
of -1, -2, ... , -(k + 1).) 

(iii) By (ii) there are numbers ci e IR, 1 :.,;; j :.,;; k + 1, such that D;; t ci-j); = 1 
for 0 :.,;; i :.,;; k. Define 

{
f(x', x.) 

(Etf)(x', x.) = k+l , . 

L cif(x , - Jx.) 
j=l 

if x.:.,;; 0 

ifx.>O 

for x = (x', x.) e B. Verify that j = Ed is the desired extension in the 
special case stated in (i). 

Remark. Notice that the operator Ek in (iii) is linear, and that IEdlk,B ;:S lfik,D· 
By doing step (i) carefully, one therefore can show that also in the general case 
the extension can be defined by a linear operator which is bounded in Ck norm. 

§2. Complex Structures 

In this section we consider some of the additional features of the calculus of 
differential forms on a manifold M which arise in the presence of a complex 
structure. Even though later on we shall primarily deal with the case M = C", 
it is instructive to consider the related abstract concept of a complex manifold. 
Besides IC", other examples of such manifolds already familiar to us are the 
complex submanifolds of IC", discussed in 1.§2.5, and Stein manifolds, which 
were briefly mentioned in 11.§3.7. (See also E.2.3.) 

2.1. Complex Manifolds 

The following definition is analogous to the one of differentiable manifold in 
§1.1. A complex manifold M of dimension n is a topological Hausdorff space 
M together with a complex atlas d = { (U;, ({J;): i E J} of pairs (U;, ({J;) consisting 
of open subsets U; of M and homeomorphisms ({J; of U; onto open subsets of 
IC" such that M=U;e 1 U;, and for all i,jEJ with U;nUi#0, cpiocpi 1 : 
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cpi(Ui n ~)-+ cpi(Ui n ~)is a biholomorphic map between open subsets of en . 
.91 is also called an atlas for the complex structure of M. 

Holomorphic functions and holomorphic maps between complex mani
folds are defined as in case of Ck manifolds in terms of the coordinate systems 
in an atlas. We denote by {!)(M) the space ofholomorphic functions on M. A 
biholomorphic map cp: U-+ cp(U) c en from an open subset U of a complex 
manifold onto an open set in en is called a holomorphic (or complex) coordinate 
system. 

It is clear that a complex manifold M of dimension n carries a natural coo 
manifold structure of dimension 2n; any holomorphic coordinate system 
qJ = (z1, ... ' Zn) induces a C00-COordinate system (x1, Y1• ... ' Xn, Yn), where 
zi = xi + iyi for 1 :::; j :::; n. Therefore, the topics discussed in §1 apply to 
complex manifolds. Moreover, it is natural to now consider complex valued 
functions and differential forms of M. (This really has nothing to do with the 
complex structure of M, and it could be done on any differentiable manifold.) 
A tangent vector v E TpM acts on complex valued functions by setting v(f) = 
v(Ref) + iv(Imf), where f =Ref+ i Imf is the decomposition off into 
real and imaginary part. A complex valued r-form w at P is an alternating 
r-multilinear map: TpM x · · · x TpM -+ C. Any such w has a unique decom
position w = Re w + i Im w, with Re w, Im w real valued r-forms at P. From 
now on, c;(u) will denote the space of complex valued r-forms of class Ck on 
U, and f§k(U) = EBr~O c;(u). 

For greater clarity we shall denote the space of complex valued 1-forms at 
P EM, i.e., IR-linear maps TpM-+ C, by CTp* M, in order to distinguish it from 
the space of real valued 1-forms Tp* M. 1 CTp* M is a vector space of complex 
dimension 2n over C. Correspondingly, we consider the complexification 
C TPM of TpM; in terms of the action of tangent vectors on functions, this 
simply means that we define A.v for A. E C and v E TpM by (A.v)(J) = A.[v(f)]. 
Every v E CTpM has a unique representation v = v1 + iv2 , with v1 , v2 E TpM. 
The conjugation operator in CTpM is defined by v1 + iv2 = v1 - iv2 • CTpM 
is a complex vector space of dimension 2n. A complex valued 1-form w: 
TpM-+ C extends in the obvious way to a C-linear map we: CTpM-+ C by 
setting wc(v 1 + iv2 ) = w(vd + iw(v2 ). In the following, we shall extend all 
1-forms in this way and write again w instead of we. One easily checks that 
CTp*M and CTpM are now naturally dual to each other as C-vector spaces. 

In terms of a holomorphic coordinate system (z 1, ... , zn) near P, with 
zi =xi+ iyi, one has the basis {dx1 , dy 1 , ••• , dxn, dyn} for CTp* Mover C and 
the corresponding dual basis 

{ 8~1' 8~1 ' · · ·' a~n' a~J 
for C TpM. More useful for complex analysis are the basis { dz 1 , dZ1, ••• , 

1 CTp* M can be thought of as the complexification of the ~-vector space Tp* M, defined for an 
arbitrary IR-vector space V by the tensor product C ®R V. 
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dzn, dzn} for CTp*M and the corresponding dual basis for CTpM, denoted by 

{ a a a a } -- --' ' ... , ' ' az 1 azl azn azn 

one has 

for 1 :::;; j, k :::;; n, and analogous formulas hold for a;azk. Depending on the 
choice of basis, the differential dfp of a C 1 function fat P can be represented 
either by 

(2.1) 

or by 

(2.2) 

Notice that (2.2) is just a formal consequence of the definition of dual basis. 
A simple computation now gives 

(2.3) a 1(a 1a) ~=- ~+-~. 

azj 2 axj i ayj ' 

for 1 :::;; j :::;; n; that is, we recover the expressions which, in I.§ 1.2, were taken 
as the definition of the differential operators a;azj and a;azj. 

2.2. The Complex Structure on TpM 

In the preceding section we associated to TpM the complex vector space 
CTpM. This can be done for any differentiable manifold, and it does not mean 
that we have made TpM into a complex vector space. We shall now show that 
for a complex manifold M, TpM itself carries a natural structure of a complex 
vector space. 

Let us first consider the case M = e. As a ceo manifold, e = IR 2n in a 
natural way. Thus Tpe = TpiR 1 n = IR 2 n, and the latter can again be identified 
with e. The resulting identification of Tpe with e defines a complex vector 
space structure on Tpe. For greater clarity we shall denote the corresponding 
operator of multiplication by i by the symbol J. J: Tpe ~ Tpe is an IR-linear 
map which satisfies J2 = -identity; in terms of the standard basis 

{ a a a a } 
axl' ayl' ... ' axn' ayn 

of TpCn = TpiR 1n one has 

(2.4) 



§2. Complex Structures 125 

The scalar product of a+ ibEe and vE Tpen is then given by (a+ ib)v = 
av + bJ(v). With this notation, Theorem 1.1.2 states that a C1 function f 
satisfies the Cauchy-Riemann equations at P if and only if dfp(Jv) = idfp(v) 
for vE Tpcn. (At this point the reader may wish to look over Section 1.1.2 
again.) This relationship between the complex structure of Tpen and holo
morphic functions implies that the operator J is independent of the Euclidean 
coordinates of en, and thus J can be introduced on complex manifolds. The 
following theorem makes this precise. 

Theorem 2.1. Let M be a complex manifold. For every PEM there is a unique 
IR-linear map J = Jp: TpM ~ TpM such that for allfunctionsfholomorphic at P 
one has 

(2.5) dfp(Jv) = idfp(v) for all v E TpM. 

Moreover, 1 2 = -identity, and the definition (a+ ib)v = av + b(Jv) for 
a + ib E e and v E TpM turns TpM into a vector space over C. 

PROOF. We first prove uniqueness. Let (z1, ... , zn) be a holomorphic co
ordinate system near P with underlying real coordinates (xt. Yt. ... , xn, Yn); 
then dxi = Re dzi and dyi = Im dzi for 1 ::;; j ::;; n. We shall determine J(ojoxk) 
by computing the coefficients in the representation 

Since zi is holomorphic at P and dzi(ojoxk) = bik• (2.5) implies 

dx · (1 _!___) = Re dz. (1 _}___) = Re idz. (_!___) = Re ib-k = 0, 
J oxk J oxk J oxk J 

and 

dyi(J 8~J = Im dzi(J 8~J = Im idzi(a~J = Jjk· 

Therefore J(ojoxk) = ojoyk. A similar computation gives J(ojoyk) = -8/oxk. 
Thus J is determined uniquely by (2.5). 

To prove the existence of J, one defines J by (2.4) with respect to some 
holomorphic coordinates. By what we had seen in en, J has all the required 
properties. The uniqueness statement implies that this definition is indepen
dent of the choice of coordinates. • 

Remark. Equation (2.5) may be written as (Jv)(f) = iv(f) for all v E TpM. 
Separating real and imaginary parts, this is equivalent to 

(2.7) v(Ref) = (Jv)(lmf) for all v E TpM. 

The reader will recognize (2.7) as a coordinate-free formulation of the classical 
Cauchy-Riemann equations. 
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We now establish the connection between the complex structures of TpM 
and CTpM. Since J 2 = -identity, the eigenvalues of J are i and -i. Therefore, 
in order to diagonalize J, one is forced to consider the natural extension of J 
to a ~::-linear map J: CTpM--+ CTpM. Denote by Tl' 0 M and Tp0 • 1M the 
eigenspaces of J corresponding to the eigenvalues + i and - i, respectively. 
Then Tp0 ' 1M = Tl· 0 M, and 

(2.8) 

One easily checks that for a holomorphic coordinate system (z 1, ... , zn) near 
P the vectors ojoz 1 , ... , ojozn at P form a basis for Tl· 0 M, Since Jw = iw if 
and only if we Tl· 0 M, it is exactly on the space Tl' 0 M that the intrinsic 
complex structure operator J of TpM can be realized by simple scalar multi
plication. Tl· 0 M is called the space of (tangent) vectors of type (1, 0). Corre
spondingly, Tl· 1M is called the space of vectors of type (0, 1). 

Remark. The complex vector spaces TpM (with its natural complex structure 
defined by J) and Tl· 0 M are naturally isomorphic via the map given by 
ojoxi~---+ ojozi for 1 5.j 5. n. For a holomorphic function f one has 

(!___)! = ~ (~ + ~ !___)! = of, 
ozj 2 oxj i oyj oxj 

which equals the complex derivative off with respect to zi; therefore, the 
C-vector spaces TpM, Tl· 0 M, and the space of "complex derivations on the 
ring of holomorphic functions at P" are often identified without specific 
mentioning, something which can be a source of confusion for the non-expert. 
The reader interested in more details should consult Chapter 0 in [Wu]. 

2.3. Forms on Type (p, q) 

Let M be a complex manifold of dimension n. The intrinsic complex structure 
of TpM induces a natural decomposition of CTp*M, as follows. Define the 
space of 1-forms of type (1, 0) at P by 

N· 0 (Tp*M) = {weCTp*M: w(Jv) = iw(v) for all veCTpM}. 

Notice that every 1-form w at Pis C-linear as a map CTpM--+ C, but w is 
C-linear on TpM (with complex structure defined by J) precisely when w is of 
type (1, 0). The differentials of holomorphic functions are of type (1, 0), and if 
(z 1 , ... , zn) are holomorphic coordinates near P, { dz 1 , ••• , dzn} defines a basis 
for N· 0 (Tp*M). The conjugate space N· 0 (Tp*M), with basis {dZ1 , ... , dZn}, is 
denoted by A 0 • 1 (Tp* M) and is called the space of forms of type (0, 1) at P. 
One has the direct sum decomposition 

(2.9) 

It is straightforward to extend (2.9) to forms of higher degree. Any complex 
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valued r-form OJ at P is a linear combination of r-forms OJ 1 A 0 0 0 A OJ" with 
OJi E IC Tp* Mo According to (209) one can write OJi = OJj + OJj, with OJj E A 1• 0 and 
OJj E A 0 • 1, and it follows that OJ can be written as a linear combination of terms 
'It " 0 0 0 " ""where 1'/i is either of type (1, 0) or of type (0, 1) for 1 ~ j ~ ro The 
r-form OJ is said to be of type (p, q), p + q = r, if OJ can be written as a linear 
combination of r-forms OJ; A 0 0 0 A OJ; A w1° A .. 0 A w1° , where all OJ. are of 

1 p 1 q 

type (1, 0) (and thus the last q factors are of type (0, 1))0 We denote the space 
offorms at P of type (p, q) by A~·q, and we shall denote by C~.q(M) the subspace 
of C~+q(M) consisting of those forms which are of type (p, q) at every point. It 
follows that 

(2.10) c~(M) = EB c~.q(M) 
p+q=r 

and 

(2o11) q;k(M) = EB c~.q(M)o 
p,q ~ 0 

Notice that C~.q(M) = {0} if p or q > n = dime Mo 
If (z 1 , ••• , zn) are holomorphic coordinates on U, then dzi E Cl: 0 (U) for 

1 ~ j ~ n; and a (p, q)-form OJ E qp,qJ(U) has a unique representation 

(2.12) OJ= L a;, .. oipit .. oi. dz;, " ... "dz;p" dzit " ... "dzi. 
1 ~i 1 < ... <ip:5:n 
1 :>;j1 < o .. <j0 :>;n 

with coefficients a;, .. oipi; .. oi. E Ck(U). We shall use the more compact notation 

(2.13) OJ = 'L au dzl " azl 
l,J 

for (2.12), where it is understood that the summation is over all strictly 
increasing p-tuples I and q-tuples J in {1, ... , n}. 

2.4. The o-Operator 

According to (2.2) or (2.9) the differential df of a function/ E C1 (U) has a unique 
decomposition 

(2.14) 

where ajis of type (1, 0) and Jfis of type (0, 1). This decomposition d =a+ a 
of the exterior derivative on functions generalizes to arbitrary forms. First 
we observe that 

(2.15) dC!.q(M) c C~+t.q(M) Et) C~.q+t (M). 

Equation (2.15) is a local statement: if wE C!,q(M) is given locally by (2.13), it 
follows that 

dw =I dau" dz1 " az1 = 'L(aau + aau)" dz1 " az1, 
l,J 
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which clearly proves (2.15). One now defines ow and ifw as the components of 
dw of type (p + 1, q) and (p, q + 1), respectively. In local coordinates one has 

(2.16) aw = I aau " dz 1 " dz:J 
l,J 

The operators 

a: c;,q(M)-+ c~+l,q(M) 

and aw = I aau " dz1 " dz:I. 
I,J 

and 8: C!.q(M)-+ C~.q+t (M) 

thus defined on C!,q(M) are extended to the full Grassman algebra <§ 1(M) by 
linearity. 

Proposition 2.2. The operators o and a on a complex manifold M have the 
following properties 

(a) d = o + a on <§ 1 (M). 
(b) ooo = 0, ifo[j = 0, ooif + ifoo = 0 on <§2 (M). 
(c) a and a commute with the pullback under holomorphic maps. 

PROOF. (a) is obvious since d = o + if on C!,q for all p, q ~ 0. For (b), we recall 
that dod = 0 on <§2 (M); combined with (a), one obtains 

(2.17) 0 = (o + ii)o(o + if)w = (ooo)w + (ooa +a oo)w +(a oii)w. 

If w is of type (p, q), the three components on the right in (2.17) are of type 
(p + 2, q), (p + 1, q + 1), and (p, q + 2), respectively; since their sum is 0, they 
must be 0 individually, proving (b) on c;,q, and hence in general. For (c), 
let N be another complex manifold and let F: N-+ M be holomorphic. If 
(z 1 , ... , zn) are local holomorphic coordinates on M, the F* zi = zi oF is holo
morphic; hence F*(dz) = d(F* z) is of type (1, 0) and F*(~) is of type (0, 1). 
By using the local representation (2.13) it now follows that 

(2.18) F*(C~,q(M)) c C~,q(N) for all p, q ~ 0 and k ~ 0. 

From Theorem 1.6 one obtains 

(2.19) o(F*w) + if(F*w) = d(F*w) = F*(dw) = F*(ow) + F*(ifw). 

Now take wE c;,q in (2.19) and compare types on both sides by using (2.18); it 
follows that 

o(F*w) = F*(ow) and if(F*w) = F*(ifw). • 

2.5. a-Cohomology Groups 

The inhomogeneous system of Cauchy-Riemann equations introduced in 
1.§1.2 can now be reformulated as follows: given D c C" and u = Lj=1 ui ~E 
CJ. 1 (D), find f E C 1 (D) such that iff = u. The necessary integrability condition 
oujjozk = oukjozj for 1 :::; j, k :::; n is equivalent to au = 0. 
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More generally, one can formulate the corresponding a-equation (or gen
eralized Cauchy-Riemann equations) for (p, q)-forms on any complex mani
fold M: given u E cu;,qJ(M), q ~ 1, one wants to find a solution wE cu;,q-l)(M) 
of 

(2.20) aw = u on M. 

Since az = 0, in order to solve (2.20) it is necessary that au = 0. It turns out 
that this condition is also sufficient for the existence of a local solution of(2.20). 
If fact, it is elementary to solve (2.20) with au = 0 on polydiscs in en. (This is 
the Lemma of Bochner, Dolbeault, and Grothendieck. See Exercise E.2.4 and 
the Notes to Chapter IV for some additional comments.) However, the ques
tion of existence of global solutions of (2.20), even for M = D c en, is much 
deeper and depends on global complex analytic properties of M. 

The situation is analogous to the one for the equation dw = u, where u is 
a given r-form on a differentiable manifold M. The condition du = 0 is neces
sary for solvability, and it is sufficient for the existence of local solutions (the 
Poincare Lemma). However, the existence of global solutions depends on 
global topological properties of M. 

Formally, this kind of question is conveniently described in the language 
of complexes and their cohomology groups. Given a C"' manifold M, one 
introduces the space of d-closed r-forms Z,(M) = {wE C;"(M): dw = 0}, r ~ 0, 
and the space of d-exact forms B,(M) = dC;:_ 1 (M) for r ~ 1 and { 0} otherwise. 
Since d 2 = 0, B,(M) is a subspace of Z,(M). The quotient spaces 

H;j(M) = Z,(M)/B,(M), r = 1, 2, ... , 

measure the obstructions to the solvability of dw = u on M. H:i(M) is called the 
d-cohomology group (or de Rham cohomology group) of M of degree r. 

The definition of the groups H:i(M) clearly involves the differentiable struc
ture of M; it is therefore quite remarkable that these groups in fact depend only 
on the topology of M (de Rham's Theorem [Rha]). More precisely, de Rham 
established a natural isomorphism between H:i(M) and the r-th cohomology 
group H'(M, C) of M with coefficients inC, as defined in algebraic topology. 

Similarly, one may consider the cohomology groups of the a-complex on a 
complex manifold M. Let Zp,q{M) = {wE C;:'q{M): aw = 0} be the space of 
a-closed (p, q)-forms and Bp,q(M) = ac;q-l (M) for q ~ 1 and {0} for q = 0 the 
space of a-exact (p, q)-forms. The quotient space 

(2.21) 

is called the a-cohomology group of M of type (p, q). Notice that H~' 0(M) = 
(!}(M). If p = 0, we shall write H~(M) instead of H~'q(!v!); this is the case of 
greatest interest forM = D c en. The solvability of the o-equation (2.20) can 
now be rephrased as the vanishing ofthe corresponding a-cohomology group. 

We shall see later that information about the groups H~(M) for q ~ 1 
provides a powerful tool for solving many problems in complex analysis. In 
Chapter V we will solve the a-equation on strictly pseudoconvex domains in 
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en by means of integral formulas. A crucial step will involve showing first that 
dime H~ < oo for q ;;::: 1 in this case. Moreover, we shall see in Chapter VI, §2, 
that an open set D c en is a Stein domain (i.e., a domain of holomorphy) if 
and only if H~(D) = 0 for q ;;::: 1. ~ 

It is convenient to also introduce the a-cohomology groups H~'q(K) of com
pact sets K c M. Denote by C~.q)(K) the space of (p, q)-forms which are 
defined and of class coo on some open neighborhood of K, with the under
standing that two elements w 1 , w 2 E C~.q)(K) are equal if they agree on some 
neighborhood of K, 1 and set Zp,q(K) = {wEC:q(K): 8w = 0 on some neigh
borhood of K}, and Bp,q(K) = ac:q-1(K) for q;;::: 1 and {0} otherwise. One 
then defines 

(2.22) 

Finally, we also mention the 8-cohomology groups H~::(M) with compact 
support, defined as follows. Denote by ~p.q(M) the space of c:q forms on M 
with compact support. Then, for q ;;::: 1, one has 

(2.23) 

and 

H~:~(M) = zp.o n ~p.o· 
We leave it to the reader to check that H~' 0 (M) = {0} if M has no compact 

0 .c 
component. We write H~ for H,·q. We shall see in Chapter IV, §2, that 

1 u,c u,c 

H a) en) = 0 for n ;;::: 2 (but not for n = 1 !), a fact which is very closely related to 
the remarkable extension properties of holomorphic functions in several 
variables. 

ExERCISEs 

E.2.1. Prove that a complex submanifold M of the region Din C", as defined in 1,§2.6, 
carries a natural structure of a complex manifold. 

E.2.2. Show that every complex manifold is orientable. 

E.2.3. A complex manifold M is said to be a Stein manifold if M has a countable basis 
for open sets and if M satisfies the properties (i), (ii), and (iii) in E.II.3.11. 

(i) Show that every closed submanifold N of a Stein manifold M is also Stein. 
(ii) Show that an open subset D of a Stein manifold M is itself a Stein manifold 

if and only if D is holomorphically convex (i.e., @(D)-convex). 

Remark. It is known that every Stein manifold M is biholomorphically equivalent to 
a closed complex submanifold of some C". See [Hor 2], §5.3, for a proof of this result 
due to R. Remmert (Habilitationsschrift, Munster 1958), R. Narasimhan (Amer. J. 
Math. 82(1960), 917~934) and E. Bishop (Amer. J. Math. 83(1961), 209~242). 

1 In the language of sheaves, c;::.(K) is the space of sections over K of the sheaf of germs of C"' 
(p, q)-forms on M (see VI, §4 and §6). 
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E.2.4. Let K be a compact polydisc in IC". Prove that H~(K) = 0 by completing the 
following outline: " 

(i) Suppose n = 1. Show that if u = fdZeCg'_ 1(U) has compact support in a 
neighborhood U of K, then 

Tu(z) = -~ f f(O d[ A dC 
2m C- z 

satisfies o(Tu) = a(Tu)jaz dZ = u, and ifu depends holomorphically on some 
parameters, so does Tu. (This is a classical one variable result; it is also a 
special case of Corollary IV.l.ll.) 

(ii) For the general case, use induction on k, where u = L~=l ui ~- Use ou = 0 
to show that u - o(T(xuk)), where X is a suitable cutoff function, involves 
only dZ1 , ••• , dZk-l in some neighborhood of K. 

E.2.5. Let K be a compact polydisc in C". Modify the ideas used in E.2.4 to show that 
H~(K) = 0 for q ;;::: 1. 

E.2.6. Let M be a complex manifold and let P EM. Show that 

M·q(M)nM',q'(M) = {O} 

if p =f. p' or q =1- q'. (Hint: Use the fact that w is of type (p, q) if and only if w is 
a (p + q)-multilinear map on CTpM which is C-linear in p entries, and conjugate 
C-linear in the remaining q entries.) 

E.2.7. By Theorem 1.2.12 there are no nontrivial compact complex submanifolds ofC". 
The Riemann sphere is the simplest compact complex manifold of dimension 1. 
Construct higher dimensional analogs as follows. Define 

IP'.(C) = {complex lines in e+l through 0}, 

with the natural topology as a quotient space of c•+l - {0}. For 0 :::; j :::; n, let 

~ = { Le ~.(C): L = {J.(a1 , ... , ai, 1, ai+l• .. . , a.): J.eC} 

for some a = (a1, ... , a.) E C"}. 

Show that there are natural homeomorphisms <pi: ~-+ IC", and that {(~, <p): 
0 :::; j :::; n} is a complex atlas for IP'.(C) which makes IP'.(C) into a compact 
complex manifold of dimension n. IP'.(C) is called the n-dimensional complex 
projective space. 

§3. Hermitian Geometry in en 

3.1. Riemannian Structures 

A Riemannian structure (or Riemannian metric) on a Ck manifold Misgiven 
by an inner product ( ·, ·) P on TpM for each P EM, which depends smoothly 
on Pin the following sense: if V and Ware ck-1 vector fields on U c M, then 
P f-+ ( Vp, Wp)p is a ck-1 function on U. 
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The most important example for us is ~". Via the natural identification 
Tp~" = ~", each tangent space Tp~" inherits the standard Euclidean inner 
product from ~", with smooth dependence on P. With respect to this Rie
mannian metric, the global vector fields a;ax1' ... ' a;axn corresponding to the 
standard coordinates (x 1 , •.. , xn) of ~n define an orthonormal basis for Tp ~n 
at each point P. 

Riemannian structures exist on every Ck manifold M. Locally one can define 
the inner product as in ~n via a fixed coordinate system, and the local 
structures can be patched together via partitions of unity (see Exercise E.3.4). 

Given a Riemannian metric on M, the inner product on TpM induces in a 
natural way a Hermitian inner product on the full Grassman algebra <§p(M) 
of complex valued forms at P, which is determined uniquely by the following 
property: if {v1 , ... , vn} is an orthonormal basis for TpM, and if {w1 , ... , wn} 
is the corresponding dual basis of Tp* M, then 

{wil A •.. A w.i.-: 1 $;.j1 < ... <j, $;.nand 1 $;, r $;. n}. 

is orthonormal in ~p(M). In particular, two forms of different degree are 
orthogonal. 

For M = ~", with its standard Riemannian structure, it follows that the 
product of two r-forms <p = LJ aJ dxJ and t/1 = LJ bJ dxJ at Pis given by 

(<p, t/J)p = L:a}]J> 
J 

where, as usual, the summation is over all strictly increasing r-tuples J c 

{1, ... , n}. 

3.2. The Hermitian Structure on en 

The identification on C" with ~2" defines a natural Riemannian structure on 
C". The (real) inner product<·,· )p on TpC" extends in the obvious way to a 
(complex valued) Hermitian inner product on the complexification CTpC", 
which we still denote by<·,· )p. Thus (av, bw)p = ab(v, w)p for a, bE C and 
v, wE TpC". A simple computation shows that the basis { ojoz 1 , ojoz1 , ••• , 

ojozn, ojozn} of CTpC" is orthogonal and satisfies 

(3.1) (ojozj, ojozj)P = (ojozj, Ojozj)P = 1/2 for 1 $;.j $;. n; 

thus 118/8zill = 1/J2. 
In particular, CTpC" = Tl·°C" EB Tp0 • 1C" is an orthogonal decomposition. 

Remark. The procedure just described gives the Hermitian structure on C Tp C" 
in terms of the Riemannian structure of ~2". Clearly one could do the same 
thing for any complex manifold M with a given Riemannian structure on 
the underlying coo manifold, but, in general, the decomposition CTp = 

T J · 0 + Tl· 1 would not be orthogonal, and the Hermitian structure on C TpM 
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so obtained would not reflect the complex structure of M. For this reason, in 
complex differential geometry one mainly considers Hermitian structures (or 
metrics) which are defined by directly specifying a Hermitian inner product 
either on Tl' 0 or on TpM (with its natural complex structure defined by J). 
Since in this book we only need the Hermitian structure of en, we do not 
elaborate this more intrinsic complex point of view. (See Exercise E.3.1 for 
more details in case of en.) 

As in the real case considered in §3.1, the Hermitian product on eTPcn 
induces a Hermitian inner product on the Grassman algebra of complex 
valued froms at P. In terms of the natural coordinates (z 1 , ••• , zn) on en, the 
product or two (p, q)-forms qJ = Iu au dz1 1\ ,rzJ and 1/1 = Lu bu dz1 1\ ,rzJ 
at P is given by 

(3.2) 

and any two forms of different type are orthogonal. The norm of a form cp at 

P is defined by II cp II = J < cp, cp )p. The factor 2p+q in (3.2) is a consequence of 

(3.3) for 1 ::;;j:::;; n, 

which is the statement dual to (3.1). 

3.3. Volume Forms and Global Inner Products 

Let M be an n-dimensional Ck manifold with a Riemannian structure. A 
volume form dV on M is a real, continuous n-form on M with II dVp II = 1 for 
all P EM. A volume form clearly defines an orientation of M, and, conversely, 
if M is oriented, there is a unique volume form on M which defines the given 
orientation of M. The volume form oren= IR 2n is given by dV = dx1 A dy1 A 

••• A dxn A dyn, where, as usual, zi = xi+ iJi- The following representations 
of dV for en are used as well: 

(3.4) dV = GY dz1 1\ az1 1\ ••• 1\ dzn 1\ azn; 

(3.5) 

(3.6) 
( -1t(n-1)/2 

dV = (2i)n az1 A ••• A azn A dz 1 A •.. A dzn. 

A volume form dV on Mallows to integrate functions f over M by setting 
JM f = JM f dV. In particular, vol(M) = JM 1 = JMdV is the volume of M 
(which may by oo!). Moreover, by integrating the pointwise inner product of 
two forms one obtains the following important global inner product between 
differential forms. 
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Definition. The inner product ( tp, t/1 )M of two differential forms on M is given by 

(3.7) (tp, t/I)M = IM (tp, t/J)p dV 

whenever the integral makes sense. 

It is clear that (3.7) defines a Hermitian inner proquct on the space <;§c0 (M) 
of continuous differential forms with compact support in M. The associated 
norm j(tp, lfJ)M is denoted by lllfJ IIL,<M> or lllfJ liM; when M is clear from the 
context one sometimes omits the symbol M. 

By taking the completion with respect to II·IIM of the subspace of r-forms 
of<;§c0 (M) one obtains the Hilbert space L;(M) of square integrable r-forms on 
M. Similarly, on a complex manifold with Hermitian structure there are the 
spaces Li.q(M) of square integrable (p, q)-forms. One has the orthogonal 
decomposition 

(3.8) L;(M) = EB Li,q(M). 
p+q=r 

In case M = D is an open subset of IC", the global coordinates of en can be 
used to obtain a more concrete description of LL(D), as follows. A (p, q)-form 
tp on D has a unique representation 

(3.9) 

and 

(3.10) (tp, tp)0 = f (tp{, tp~)~ dV = 2p+q L f lau((W dV; 
D ~J D 

thus 1fJ is in Li,q(D) if and only if the coefficients au are functions in L 2 (D) 
(with respect to Lebesgue measure on IR 2"). 

The global representation (3.9) allows to define spaces ~.q(D) of(p, q)-forms 
with coefficients in ~ for any other ftlnction space ~(D) by 

~.q(D) = {({J = L au dz1 1\ az1 : auE~(D) 
l,J 

for all J, J}. 
In particular, this procedure defines the space L;,q(D) of (p, q)-forms with 
coefficients in L"(D) for any 1 ~ s ~ oo. Notice that the inner product (tp, t/1)0 

is defined whenever lfJ e L;,q(D), t/1 E L;:q(D), and 1/s + 1/s' = 1. 
If D c IR" has Ck boundary, k ~ 1, the boundary bD inherits a Riemannian 

structure from IR" by restricting the inner product in Tp!R" to TpbD c Tp!R". 
There is thus a unique volume element on bD, denoted by dS, which defines 
the induced orientation of bD. dS is also called the surface element of bD. By 
the Riesz representation theorem there is a unique positive Borel measure 
a = abo on bD such that 

(3.11) f fdS = f fda 
JbD JbD 

for all f E Cc(bD); 
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du is called the surface measure or (n- I)-dimensional Lebesgue measure 
induced on bD. The following Lemma is an immediate consequence of the 
definitions. 

Lemma 3.1. Suppose r is a ck defining function for D c !Rn near p E bD, such 
that II drp II = 1. If w2 , ... , wn are real 1jorms at P such that drp, w2 , ... , wn is 
a positively oriented orthonormal basis ofTp*(!Rn), then dSp = 1* (w2 A .•• A wn), 
where 1: bD -+ !Rn is the inclusion map. 

In Lemma 3.4 we will give a formula for the surface element dS which is 
more practical for computations. 

3.4. The *-Operator 

We now discuss a very useful operator on forms on an oriented Riemannian 
manifold M which transforms inner products of forms into wedge products. 

For convenience of notation we first introduce the generalization of the 
Kronecker J-symbol to ordered subsets of N = {1, ... , n}. For A c N we 
denote by lA I the cardinality of A and by A' the complement of A inN, with 
the order of A' induced by the natural order of N. If A, B are two ordered 
subsets of N one sets 

(3.8) 
e: = sign n if A = B as sets and n 
is a permutation which takes A into B, 
and e: = 0 in all other cases. 

It follows that e: = e!, e:eg = et, and e:! = ( -1),. if IAI =rand IBI = s. Also 
note that ed = 0 if IAI ¥- IBI. 

Theorem 3.2. Suppose dim M =nand let dVp be a volume form at PEM. There 
is a unique C-linear map*: C§p(M)-+ C§p(M) with the following properties. 

(3.12) 

(3.13) 

(3.14) 

(3.15) 

(3.16) 

* is real, that is *ifi = *({J. 

**(/) = ( -l)(n-r)r (/) for <p E NC Tp* M. 

*1 = dVp and *dVp = 1. 

t/1 A *ifi= (t/J,<p)pdVp forallt/J,<pEC§p(M). 

PROOF. We first prove uniqueness. Choose an orthonormal basis w1 , ... , wn 
ofCTp*Msuchthatw1 A ... Awn= dVp.Bylinearityof*itisenoughtoverify 
that the properties stated in the theorem determine *WJ for each r-tuple J c N. 
By (3.15) it is enough to consider 1 ::;; r::;; n. By (3.12), *WJ is an (n - r)-form, 
thus *WJ = LIKI=n-r axwK, where axE C and the summation is over all strictly 
increasing (n - r)-tuples K c N. Fix such a K. Then wK' A *WJ = axwK' A wK 
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= aKs~'K dVp, and by (3.16), wK' 1\ *ii/ = (wK', wJ) dVp = sic dVp. It follows 
that aK = sics~'K = e~K, which implies 

(3.17) 

To prove the existence of *• choose any orthonormal basis w1, ... , w. with 
w 1 1\ ... A w. = dVp, define* by (3.17) and extend it to the whole Grassman 
algebra by (:-linearity. It is then straightforward to verify that * has all the 
required properties. The uniqueness part implies that the definition of * is 
independent of the choice of orthonormal basis. • 

We now specialize to M = C", with the standard global coordinates 
(z 1 , ... , z.). 

Lemma 3.3. The *-Operator on en has the following additional properties. 

(3.18) *(A~·q(C")) c A~-q,n-p(C") for all 0 ::::;; p, q ::::;; nand P E C". 

(3.19) **((J = ( -l)P+q<p for <p E A~·q(C"). 

If J c N = {1, ... , n} and Ill = q, then 

(3.20) 
( -1)q(q-1)/2 ( ) 

*dZJ = n q ·n dzJ 1\ 1\ dZv 1\ dzv . 
2 l veJ' 

PROOF. If <p is a (p, q) form, then (1/1, <p) i= 0 only for 1/J of type (p, q). 
From (3.16) it follows that *<Pis of type (n - p, n - q), i.e., *((J is of type (n - q, 
n- p). This proves (3.18). Equation (3.19) is an immediate consequence of 
(3.14). For (3.20), notice that dz 1 1\ dz1 1\ ... 1\ dzn 1\ dZ,. = ( -1)q(q-lJ/2 dzJ 1\ 

dzJ 1\ (dz A dz(, and that, by (3.16), dzJ A *dzJ = 2q dV. Using the expres
sion (3.4) for dV it follows that 

dzJ 1\ *dzJ = 2q (~)" ( -1)q(q-lJI2dzJ 1\ azi 1\ (dz 1\ dZ)J'. 

This implies 

~- i"( -1)q(q-1)/2 ' 
*dzJ = 2" q dzJ A (dz A dz)J , 

and (3.20) follows by conjugation. • 

Next we use the *-operator in order to represent the surface element dS for 
the boundary bD of an open set D in IR". 

Lemma 3.4. Let r be a Ck definingfunctionfor D, k 2:: 1, and let z: bD--+ IR" be 
the inclusion map. Then 

(3.21) for PEbD. 
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PROOF. Fix P E bD and choose w 2 , ..• , wn E Tp*IW, such that drp/11 drp II, w 2 , ••• , 

wn is a positively oriented orthonormal basis. By (3.17), *(drp/11 drp II) = 
w 2 1\ ... 1\ wn. The result now follows from Lemma 3.1. • 

Notice that by applying (3.17) to the orthonormal basis dx 1 , ••• , dxn, it 
follows that 

~ ·-1 ar 
*dr = L... ( -1)1 -dx1 1\ ... 1\ [dxi] 1\ ... 1\ dxn. 

j=l axj 

Thus the expression (3.21) is easily computable. 

Corollary 3.5. If D is open in en with Ck defining function r, then 

(3.22) 
2 

dS = --z*(*Jr) 
lldrll 

on bD. 

PRooF. We use (3.21) and compute *dr = *(ar + 8r) = *ar + *ar. By (3.20), 

*ar = f n!l-n ~dzj 1\ (A (dzv 1\ dzv)) 
j=1 2 l azj vt-j 

1 !n-1 

= -ar 1\---
i (n - 1)! ' 

(3.23) 

where r = 1j2i L'i=1 dZj 1\ dzi. Hence 

*dr =Gar- ~ar)(nr~- 1l)!. 
Notice that z*(dr) = 0 implies z*(Jr) = -z*(8r); therefore this formula for *dr 
implies 

(
1 n-1 ) 

z*(*dr) = 2z* iar A (n'- 1)! . 

By (3.23) we thus have z*(*dr) = 2z*(*Jr), and the result follows from (3.21). • 

Remark. The pullback z* is often not explicitly indicated in formulas like"(3.21) 
or (3.22), since for cp E Ap(ll~~n, z*cp can just be viewed as the restriction of cp to 
TpbD. 

3.5. Integration by Parts and the Adjoint of o 
We shall now use Stokes' Theorem and the *-operator in order to derive an 
"integration by parts" formula for a. 

Let cp E C},q(cn) and t/J E c;,q+1 (C") be two forms and suppose at least one 
of them has compact support. The inner product (8cp, t/Jk" is then defined, and 
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since rx = <p 1\ *If/ is of type (n, n - 1), one has lJrx = drx. Therefore 

(lJ<p, t/1) = f lJ<p 1\ *lfl 

(3.24) 

= f a(<p 1\ *If/)- f ( -w+q<p 1\ a*lfl 

= f d(<p 1\ *If/)- f <p 1\ **a*lfl 

= J <fJ 1\ *(- *a*t/f) 

= (<p, - *a*t/f), 

(use Lemma 3.3!) 

where we have used Stokes' Theorem applied to a region D with C1 boundary 
containing the support of <p 1\ *If/ in order to obtain J D d( <p 1\ *If/) = 0. 

We have thus proved that the operator 9 = -*a* satisfies 

(3.25) (lJ<p, t/1) = (<p, 9t/J) 

if <p or t/1 has compact support. 9 is called the formal adjoint of a. It is clear 
that 9 is a first order differential operator which maps forms of type (p, q + 1) 
to forms of type (p, q) and is 0 on forms of type (p, 0). 

Lemma 3.6. If 

then 

(3.26) 

t/1 = I t/Ju dzr 1\ dzJ E C},q+l (C"), 
I.J 

where the summation is over all k between 1 and n, and over all strictly increasing 

p-tuples I, q-tuples K, and (q + 1)-tuples J in {1, ... , n}. 

PRoOF. Rather than computing 9 from -*a*, which is messy, we carry out 
the integration by parts in more explicit form. Let 

<p = I <fJrK dz1 A dzK E C},q(C") 
I,K 

have compact support. Since 

- - ( a<fJIK) a<p = L a<fJJK 1\ dz 1 1\ dzK = ( -l)P L L sfr~a=- dz[ 1\ dZJ, 
I,K I,J k,K Zk 

one obtains 
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Standard integration by parts in IR2 n gives 

(3.28) I ag - I (of) -=- f dV = - g - dV, 
ozk ozk 

1::;; k::;; n, 

for g, f E C 1(Cn) and g with compact support. By applying (3.28) in (3.27) and 
interchanging the order of summation, one obtains 

where w denotes the form on the right side of(3.26). We thus see that (q>, 81/1) = 
(Jq>, r/J) = (q>, w) holds for all q> with compact support. This implies that 
81/J =OJ. • 

Next we examine how (3.25) has to be modified if q> and r/1 do not have 
compact support. 

Lemma 3.7. Suppose D cc en has piecewise C 1 boundary and q> E C},q(.D), 
"'E c;,q+l (D). Then 

(3.29) 

and 

(3.30) 

(fJq>, 1/J)D = (q>, 81/J)D + ~ (/) 1\ *Iii 
JbD 

PRooF. One proceeds as in (3.24), with all integrals taken over D instead of 
en. Stokes' Theorem now gives 

f d( q> 1\ *Iii> = f q> 1\ *lif, 
JD JbD 

and (3.29) follows. Equation (3.30) follows from (3.29) by conjugation. • 

3.6. The Complex Laplacian 

In Riemannian geometry one considers the formal adjoint (J of the exterior 
derivative d and the Laplace-Beltrami operator Ll = (Jd + d(J. For !Rn one 
obtains (see Exercise E.3.8) 

(3.31) M = Jdf = - f 02~ 
j=l oxj 

The appearance of the minus sign in (3.31) is one of the reasons why the 
Laplace operator Ll in !Rn is often defined as the negative ofLj= 1 o2joxJ. From 
now on we shall take Ll as in (3.31). 
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In analogy to the Laplace-Beltrami operator, in complex differential geo
metry one considers the complex Laplacian 0 defined by 

(3.32) 

We shall compute 0 explicitly in en. 

Lemma 3.8. Iff E C2(en), then 

n (JZf 1 of= -2 I-_= -i'!l.f. 
j=l ozjozj 2 

PROOF. Since 8 = 0 on functions, 

The first equation now follows from Lemma 3.6, and the second equation then 
follows from 

Warning. The formula 0 = 1/2~ does not generalize to arbitrary Hermitian 
manifolds, though it remains true in the important case of Kahler manifolds 
(see, for example, [MoKo]). 

Next we compute 0 on forms of positive degree. Surprisingly, in en, 0 is a 
diagonal operator with respect to the standard global basis for (p, q)-forms. 
Precisely, one has the following result. 

Lemma 3.9. If 

qJ = L (/)u dz1 A dz1 E c;,q(cn), 
l,J 

then 

PRoOF. In order to simplify notation we will assume that p = 0. This is really 
no restriction, since both a and 8 do not act on differentials dz1. Thus, let cp = 
L1 cp 1 dz1 ; by using (3.26), one computes 
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and similarly, 

It follows that 

(3.33) 

where 

(3.34) 

the summation being, as usual, over all strictly increasing tuples of the appro
priate size. We now examine Cffc. If j = k, the only nonzero terms in (3.34) 
arise for J = M. By considering the two possibilitiesjEM andj¢M one sees 
that CJf = 1. Ifj =f. k, nonzero terms in (3.34) arise only ifj EM. If M = {j} U Q, 
where IQI = q- 1, then sfMsJ:, =f. 0 only if J = {k} U Q and L = {j, k} U Q as 
sets; moreover sff<sfK =f. 0 only if M = {j} UK and J = { k} UK as sets. Thus 
only the term with K = Q matters in (3.34), and therefore 

(3.35) if j =f. k. 

Since sf'flsfQ = s~f'flsffQ = - s{f.t, (3.35) implies that Cffc = 0. From (3.33) we 
now obtain 

which gives the desired result in view of Lemma 3.8. • 

The formula D = 1/2.-l in C", which relates the complex Laplacian, and 
hence the Cauchy-Riemann operator 8, to the usual Laplace operator, can be 
viewed as a several-variable substitute for the intimate connection between 
holomorphic and harmonic functions in one complex variable. In the next 
chapter we shall exploit this relationship in order to derive from Green's 
formula certain integral representation formulas in C" which are, in some 
sense, natural generalizations of the Cauchy Integral Formula in C1 . 

EXERCISES 

E.3.1. Via the natural identification of TpC" with C", the standard Hermitian inner 
product on C" induces a Hermitian inner product « ·, ·)) on TpC". 

(i) Show that 

and 
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II~'_!___\\= -iDjk· \\axj aYkll 
(ii) Show that for v, wE TpC" one has «v, Jw)) = -i«v, w)) and «Jv, w)) = 

i«v, w)). 
(iii) Show that Re « ·, ·)) defines the standard Riemannian structure on TpC" = 

Tp!Pl2". 
(iv) More generally, if ( ·, ·) is a Hermitian inner product on a.complex vector 

space V, show that Re ( ·, ·)defines a (real) inner product on the underlying 
!Pl-vector space. 

E.3.2. Let dVbe the volume form ofC". 

(i) Show that if { w 1 , ... , wn} is an orthonormal basis of i\~· 0 (C), then 

(ii) IfF = (f1 , ... , fn) is a holomorphic map at P, show that 

GJ df, 1\ dft 1\ ... 1\ dfn 1\ dl,.(P) = jdet F'(PW dVp. 

E.3.3. Prove Lemma 3.1. 

E.3.4. Let M be a Ck manifold of dimension n. Complete the details of the following 
construction of a Riemannian metric on M. 

(i) By paracompactness, choose a locally finite atlas { ( U,, <pJ, i E I} for M. Use 
<p,: U, --> <p,( UJ c !Pl" to define a Riemannian metric g,( ·, ·) on u,. 

(ii) Let {x,: i E I} be a Ck partition of unity subordinate the covering { U,: i E J} of 
M. Show that ( ·, ·) =I x,g,( ·, ·)is a Riemannian metric on M. 

E.3.5. In analogy to formula (3.20) inC", compute 

* dzl 1\ tlzJ 1\ (dz 1\ az)K 

for I, J, K c N = {1, ... , n} withIn K = 0 and J n K = 0. 

E.3.6. Compute 9 = -*a* in C" directly by using the formula for * obtained in E.3.5. 

E.3.7. Let D cc C" have C' boundary and let r be a C 1 defining function. Define the 
(1, 0)-form w. near bD by w" = 8r/11 ar 11. 

(i) Show that if P E bD, there are a neighborhood U of P and w 1, ... , w._ 1 E 

c?.o(U), such that w 1 , ... , wn defines an orthonormal basis for each space 
i\~· 0 (C") for a E U. 

(ii) Let i/J E C!.q(D) have compact support in U. Show that one has 

(8<p, i/J)n = (<p, 91/1) for every <p E C!.q-l (D) 

if and only if in the representation i/J = Lu ifiuwr 1\ a/ valid on U n l5 
(w 1, ... , wn as in (i)) one has ifiu = 0 on U n bD whenever n E J. (Note: if 
J = (j1 , ... ,jq), wJ: = wh 1\ ... 1\ wi.' etc.) 

E.3.8. Let d be the exterior derivative on !Pl". 

(i) Show that D = - *d* satisfies 
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(dqJ, 1/1) = (({J, bl/f) 

for all forms ({J E C~_ 1 (IR") and 1/J E C~ (IR") with compact support. 
(ii) Compute an explicit formula forb on 1-forms. 

(iii) Show that 

for every C2 function! 
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Since the topics of this chapter are not properly part of complex function 
theory, we limit our comments to a few suggestions for further reading. An 
excellent reference for §1 and §2 is R. Narasimhan's book [Nar 4] which, of 
course, contains much more than is needed here. G, deRham's book [Rha] is 
still the classic for those aspects of Riemannian Geometry which do not 
involve curvature. There are numerous good texts on Differential Geometry, 
but Hermitian Geometry, i.e., complex differential geometry, is a fairly new 
and difficult field which is developing very rapidly; unfortunately, a clear and 
comprehensive introduction to this subject, suitable for the nonexpert, still 
needs to be written. In the meantime, the reader may consult the short and very 
readable notes by S.S. Chern [Che], the excellent survey by H. Wu [Wu], and 
the books by J. Morrow and K. Kodaira [MoKo] and by R.O. Wells, Jr. 
[Wel]. A very good self-contained discussion of the existence and regularity 
theory for the non-elliptic boundary value problem associated to the complex 
Laplacian is given by G. Folland and J.J. Kohn [FoKo]. 



CHAPTER IV 

Integral Representations in C" 

In this chapter we develop the basic machinery of integral representations of 
functions and differential forms in C" as it relates to the Cauchy-Riemann 
operator. These representations have their roots in potential theory, the link 
being the relationship between the complex Laplacian D and the ordinary 
Laplacian A established in Chapter III, §3.6. 

In §1 we use a simple integration by parts and the Hodge *-operator in 
order to derive from the Newtonian potential the kernels relevant for complex 
analysis-the so-called Bochner-Martinelli-Koppelman kernels-and to 
establish the corresponding basic representation formula for differential 
forms on domains with piecewise C1 boundary. In case of one complex variable 
this result coincides with the classical generalized Cauchy (or Cauchy-Green) 
Integral Formula for C1 functions due to D. Pompeiu. The far-reaching 
applications of this formula (in C1) are mainly due to the fact that the Cauchy 
kernel is holomorphic in the parameter z, and thus it can be readily used to 
construct global holomorphic functions with many useful special properties. 
This fact is no longer true for the kernels of Bochner, Martinelli, and Koppel
man in two or more variables, which suggests, once again, that potential 
theoretic methods are of more limited use in several complex variables than 
in case of one variable (see also Chapter II, §4.5). Integral representations really 
became a useful tool for global problems in complex analysis only after 
learning how to construct kernels holomorphic in the parameter near the 
boundary of sufficiently general classes of domains. 

Nevertheless, the potential theoretic kernels have interesting applications: 
we use them in §2.1 to obtain a simple proof of the Hartogs Extension 
Theorem, and in §2.4 we discuss results on a-cohomology with compact 
supports. We also use them to prove a version of Hartogs' Theorem, due to 
S. Bochner, in which the functions to be extended are only defined and smooth 
on the boundary bD and satisfy the "tangential Cauchy-Riemann equations". 
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This result is obtained in §2.3 in its sharpest form-i.e., iff E Ck(bD), then the 
extension is in (!)(D) n Ck(D)-after a careful analysis of the "jump behavior" 
of the Bochner-Martinelli transform in §2.2. The results in §2.2 and §2.3 are 
somewhat more delicate and technical than the rest of this chapter, and the 
reader may skip the details without loss of continuity. In fact, none of the 
material in §2 is used later in the book. 

From the point of view of integral representations the major difference 
between the case of one complex variable and the general case is the fact that 
in one variable there is essentially only one kernel-the Cauchy kernel-while 
in several variables one has great freedom to modify, by a basically algebraic 
procedure, the original potential theoretic kernels. This seems to have been 
noticed first by J. Leray [Ler 1] in 1956, and it was eventually generalized by 
W. Koppelman [Kop 1, 2] in 1967; shortly thereafter G.M. Henkin [Hen 1, 
2], E. Ramirez [Ram], and H. Grauert and I. Lieb [GrLi] combined these 
methods with deep global results from the classical theory of several complex 
variables in order to construct appropriate generalizations of the Cauchy 
kernel and of the Cauchy-Green formula on strictly pseudoconvex domains. 
In §3 of this chapter we discuss a general version of the results of Leray and 
Koppelman which is of fundamental importance for the following chapters, 
and we give a first indication of the power of these methods by considering 
the geometrically simple case of convex domains. This sets the stage for the 
solution of the fundamental global problems on strictly pseudoconvex do
mains in Chapter V. 

In §4 we discuss a completely different type of integral representation for 
holomorphic functions due to S. Bergman, the roots of which are based in 
abstract Hilbert space theory. These results will be used again only in Chapter 
VII, §7, where we will obtain detailed analytic information about the Bergman 
kernel which is needed for the study of boundary regularity of biholomorphic 
maps in VII.§8. 

§ 1. The Bochner-Martinelli-Koppelman Formula 

In this section we discuss a complex version of Green's Formula and the 
related integral representation formulas of Bochner, Martinelli, and Koppel
man. We shall first deal with the case of functions in order to familiarize the 
reader with an important special case. The general case of differential forms 
of positive degree, which will be fundamental for our discussion later on, will 
then appear as a natural and easy generalization. 

1.1. A Complex Green's Formula 

The reader may be familiar with the following version of Green's formula in 
potential theory (see Exercise E.l.l): if n 2': 2 and f E C2(1Rn) has compact 
support, then 
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(1.1) 

IV. Integral Representations in IC" 

f(y) = I ~f(x)G<">(x, y) dV(x), 
J~n 

where ~ = - L iJZ ;ax] (see 111§3.6) and G<n> is the Newtonian potential 

{
-_!_log lx- Yl for n = 2 

G(n)( ) _ 0"1 
X, Y - I 12-n x-y 

for n > 2, 
(n - 2)un-1 

with un_ 1 denoting the surface area of the unit sphere S"-1 in IR". 
In C" the complex Laplacian D satisfies 0 = 1/2~ (Lemma 111.3.8), so, if 

one sets r<n> = 2G<2n>, (1.1) trivially implies 

(1.2) f(z) = I Df(()r<nl((, z) dV(O = (Of, r<n>(.' z)) 
Jc" 

for f E C5(C"). 
Since the area u2n_ 1 of the unit sphere inC"= IR2" is given by 

2n" 
0"2n-1 = (n _ 1)!' 

one has the following more explicit formula for r<n> on C" x C": 

(1.3) { 

1 2 --log I(- zl 
r<nl((, z) = 2n ' 

(n- 2). I( - zl2-2n 
2n" 

for n = 1. 

for n ~ 2. 

Remark on notation. Here and in the following we shall always denote the 
variable of integration by ( and think of z as a parameter in the integral. All 
operators on functions and forms will act in ( unless indicated otherwise by 
subscripts. For example, ar = L (ar ;a{,j) d[,j, and azr = L (ar j8z) dzj. Also, 
we shall writer instead of r<n>, and set I( - zl 2 = {3. 

More significant for our purposes than (1.2) is the following equivalent 
representation formula. 

Theorem 1.1. The kernel r = r<n) defined on C" X en by (1.3) satisfies 

(1.4) f(z) = (i3f, an., z))cn = f af " *af 

for all f E CJ(C"). 

The equivalence of (1.2) and (1.4) for f E C5 involves just an integration by 
parts (see 111.3.5), since 
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(1.5) (Of, n = (98f, n =(of, or). 

The reader should check that ( 1.5) holds in spite of the singularity of r at ( = z 
(see Exercise E.l.2). Thus Theorem 1.1 is a consequence of Green's formula 
(1.1). Because of the fundamental importance of (1.4) we shall now give a 
complete proof of Theorem 1.1, independent of Green's formula. 

We need the following properties of r. 

Lemma 1.2. (i) Dr((, z) = 0 for' i= z; (ii) - sbB(z,e) *Of(., z) = 1 for all z E en 
and e > 0. 

PROOF. (i) is a straightforward compUtation which is left to the reader (use 
Lemma 111.3.8). For (ii), it follows from (1.3) that 

or= -(J2./-lp-·op, 

where {3 = I(- zl 2 • Since {3 = e2 on bB(z, e), we obtain 

(1.6) - f *or= CJ2.1-le-z" f *of3. 
JbB JbB 

Now r(() = {3((, z) - e2 is a defining function for B(z, e) with o{J = or and 
II dr II = 2e on bB(z, e). Thus it follows from Corollary 111.3.5 that 

(1.7) r *0{3 = l *Or= e r dS = e2"CJ2n-1· J bB(z,e) bB(z,e) J bB(z,e) 

Equations (1.6) and (1.7) imply the desired result. • 

PROOF OF THEOREM 1.1. In order to integrate by parts in (of, or(-, z)) we must 
first remove a ball B(z, e) from the region of integration. Because f has 
compact support in en, Lemma 111.3.7 gives 

(Jf, Jr)c"-B(z,e) = (/, ,9Jr)c"-B(z,e) + f f 1\ *Of 
-bB(z,e) 

(1.8) 

= - f fA *or, J bB(z,e) 

where we have used 9Cir = or= 0 outside B(z, e). 
We now let ego to zero in (1.8). Since ar is locally integrable in en, we have 

lim,_o (Jf, anc"-B(z,e) = (Jf, ancn· For the other side of (1.8) notice that 
Lemma 1.2 (ii) implies 

(1.9) - f f(() A *of((, z) = f(z)- f [/(()- f(z)]*of((, z). J bB(z,e) J bB(z,e) 

Since supbB(z,eJ If(()- f(z)l --+ 0 as e--+ 0 (continuity off at z is all that is 
needed here), and IJfl :::; ce-<zn-lJ on bB(z, e), a simple estimation of the 
integral on the right in (1.9) implies 
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(1.10) lim - I f A *af = f(z). • 
e~o J bB(z,e) 

If one drops the support condition in Theorem 1.1, one obtains the following 
integral representation formula for functions. 

Corollary 1.3. SupposeD cc en has piecewise C 1 boundary. Then 

f(z) = _I f 1\ *ar(·, z) + (af, an·, z))v 
JbD 

for f E C 1 (D) and zED. 

PROOF. In the proof of Theorem 1.1 one replaces the region of integration 
en - B(z, e) by D - B(z, e), where e is so small that B(z, e) cc D. According 
to Lemma 111.3.7, there is now an additional boundary integral JbDf 1\ *af 
on the right side of (1.8), and the desired result follows as before. • 

1.2. The Bochner-Martinelli Kernel 

The double form 

K 0 ((, z) = - *af((, z), 

of type (n, n- 1) in ( and type (0, 0) in z, is called the Bochner-Martinelli 
kernel (for functions). We note that K 0 ((, z) is real analytic on en x en- { ( =z}. 
Furthermore, K 0 is 8-closed. 

Lemma 1.4. The Bochner-Martinelli kernel satisfies 8r;Ko = 0 on en X en
{( = z}. 

Let us calculate K 0 more explicitly. First, if n = 1, 

1 *d( 1 d( 
K 0 ((, z) =--- = -. --. 

2n (- z 2m (- z 

So K 0 is simply the Cauchy kernel! Corollary 1.3 is nothing else but the 
classical (generalized) Cauchy integral formula: 

(1.11) f(z) =~I f(() d( __ 1. I 8[(()d( 1\ d(. 
2m J bD ( - Z 2m D 8( ( - Z 

If n > 1, one can write K 0 ((, z) in several ways. 

Lemma 1.5. With f3 = I(- zl 2, one has the following representations for K 0 = 
-*af: 
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(a) (n- 1)! -n n - - ( - ) . 
Ko = (2 ·t P _L ((i- z) d(i A /\. d(. A d(. , 

1l:l J=1 v#) 

(b) 
(n- 1)1 n - -

Ko = (2 't. ( -l)n(n-1)!2p-n L ( -1)i-1((j- Zj) d(1 
nz i=1 

1\ ... [d~] 1\ ... d(n 1\ d(N; 

(c) 
1 -

K = -- p-n · ap " (oop)n-1. 
0 (2nit ' 

(d) 
- _1 ap (-oP)n-1 

K 0 - ( . p A o p . 2mt 

PROOF. By calculating af, one obtains 

(n- 1)! -n n - -
Ko = 2 n p L ((j - zj) *d'i· 

n i=1 

and by III, (3.20), 

this gives (a). (b) follows from (a) by a permutation of the differentials. For (c), 
observe that aap = Ij=1 d(j " d(j, so 

n 

(aapr 1 = (n- 1)! I 1\ d(. " d( •. 
j= 1 v#j 

Therefore, 

ap" (aapr 1 = (n- 1)! jtl ((j- z) d(j" (~ d(. " d(. ). 

which shows that (c) is equivalent to (a). Finally, by the quotient rule, a(opjp) = 
(aop)fp- (ap;p) " (oP/P); so ap;p " a(oP/P) = (oP/P} " aap;p, and (d) fol
lows. • 

Corollary 1.3 includes as a special case the following ir 1portant represen
tation formula for holomorphic functions (S. Bochner [Boc], E. Martinelli 
[Mar 1]). 

Proposition 1.6. (The Bochner-Martinelli Integral Formula). Let D cc en be 
a domain with piecewise C 1 boundary. Then, for f E C(D) n @(D), 

(1.12) j f(OKo((, z) = {f(z) 
JbD 0 

for zED 

for z~i5· 

PROOF. Assume first that f E C1 (D) and af ;:::: 0 on D. If zED, the result follows 
from Corollary 1.3. For z ~ 15, note that 

d(fK0 ) = a(fK0 ) =fA aKo = 0 
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on D, by Lemma 1.4, so the result follows by applying Stokes' Theorem. For 
the general case, apply the Proposition to a suitable exhaustion of D by 
domains Dk cc D, k = 1, 2, ... , and pass to the limit k--> oo. • 

Note that in case n = 1, formula (1.12) is just the usual Cauchy integral 
formula. However, this generalization to several variables has the serious 
drawback that the kernel K 0 (z, 0 is not holomorphic for n > 1, so iff is a 
continuous function on bD, JbvfK 0 (-, z) does not define, in general, a holo
morphic function on Cn\bD if n > 1. The question arises if, and under what 
circumstances, one can find a reproducing kernel which is holomorphic in z. 
It turns out that this question is intimately related with function theoretic 
properties of the domain D. The case of convex domains will be discussed in 
§3.2, and strictly pseudoconvex domains will be discussed in Chapter VII,§ 1 
and §3. 

It is of interest to understand better how the kernel K 0 ((, z) nevertheless 
gives rise to a holomorphic expression JbvfK 0 (·, z) when f is holomorphic; 

that is, how can one see explicitly that JbvfK 0 (-, z) is independent of:Z? Fix 
p ED; for ( E bD and z in a suitable neighborhood U of p, one obviously can 
write K 0 ((, z) = K 0 ((, z, :Z), where K 0 ((, z, w) is holomorphic in (z, w)E U x 0. 
Therefore, the function H(z, w) = JbvfK 0 (", z, w) is holomorphic in U x 0, 
and, by (1.12), H(z, w) = f(z) on the hyperplane w = z. By Exercise E.I.l.13, 
this implies H(z, w) = f(z) in U x 0. In particular, for zE U, 

( _ l)l l .f (0- P) d(j A ( /\ d[. A d(v) - n . J=l v#} 
f(z) = H(z, P) = (2 f f(O n ' 

nz bD L (C- zi)(~i- Pi) 
j=l 

where now the kernel is indeed independent of :Z. 

1.3. A Representation in Terms of o and fJ. 

We now consider the analog of the representation given by Corollary 1.3 for 
forms of type (0, q), q > 0. We begin by finding analogs of r = r<n> and of the 
representation f =(Of, r) (cf. (1.2)) for such forms. This is very easy, since by 
Lemma 111.3.9 the complex Laplacian D in en is a diagonal operator. 

Let f = 'l.JJ dzJ be a (0, q)-form with coefficients !J E C~(cn). Then 

f(z) = I!Az) dzJ = L(Dfi> r( ·, z)) dzJ 

= rq( 0/, ~r(·, z) d(J A dzJ). 

where we have used Lemma 111.3.9. 
Let us define the double form rq on en x en - { ( = z} by 

rq((, z) = 2-qr((, z) ) d(J A dzJ 
IJI=q 
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for 0 ~ q ~ n. Also set r _1 = 0. The above formula then states 

(1.13) f(z) =(Of, rq(·, z)) for all f E CJ,q(cn) with compact support. 

Notice that r 0 = rand that orq((, z) = 0 for ( # z (use Lemma 111.3.9 and 
Lemma 1.2(i)). Furthermore, the singularity of r shows that every first order 
derivative of rq is locally in L 1 . Let us introduce the notation 

QD(f, g) = (fJj, Jg)D + (9f, 9g)D 

for (0, q)-forms f, g, where it is understood that the integrals should exist. 

Theorem 1.7. Let D cc en be a domain with piecewise C1 boundary. Fix 
0 ~ q ~ n, and let f E CL(D). Then 

f(z) = QD(f, rq(.' z))- r f 1\ *Ofq + r 9rq 1\ *f. zED. 
JbD JbD 

Remark. For q = 0, the above representation reduces precisely to the one 
given by Corollary 1.3, as 9 = 0 on functions. 

PROOF. First we consider f E CJ,q(D). Fix zED and write f = / 1 + / 2 , where 
/ 1 E CJ.q has compact support in D, and / 2 = 0 on B(z, e) cc D, for some 
E > 0. Integrating by parts once in (1.13) with f = / 1, one obtains 

j(z) = /1(z) = (Df1, rq)D = ((9J + 89)/1, rq)D 
(1.14) 

= QD(/1, rq) = QD(j, rq)- QD-B(/2, rq)• 

Integrating by parts again (use Lemma Ill.3.7, and note that / 2 = 0 on bB!), 
gives 

QD-B(/2, rq) = r /2 1\ *Ofq + (/2, 9Jrq)D-B- r 9rq 1\ *f2 
JbD JbD 

+ u2, a9rq)D-B 

= f f " *afq- f 9rq " *f 
JbD JbD 

The last equality holds since / 2 = f on bD and orq = 0 for ( # z. Combining 
this result with (1.14) gives the Theorem for f of class C2• Iff is of class Cl, 
one approximates fin C1 norm on D by forms of class C2, and uses a limit 
argument. • 

1.4. The Basic Representation in Terms of 8 

Suppose f is a CJ,q form with compact support. By Theorem 1.7, 

(1.15) f(z) = Qc;n(J. rq(.' z)) = (Jf, arq) + (9f, 9rq). 

If q = 0, the part involving 9 vanishes. Superficially, this appears just as a 



152 IV. Integral Representations in C" 

matter of definition, since 9 = 0 on functions. But there is a deeper explanation. 
Suppose, in addition, that Jf = 0; then f is a holomorphic function with 
compact support, hence f = 0. Thus, for functions with compact support, the 
0-function is characterized by Jf = 0. So it is indeed reasonable to expect that 
nontrivial functions f with compact support can be described completely by 

Jf. 
However, if q ~ 1, there are nontrivial 8-closed forms f with compact 

support; so obviously Jf is not sufficient to describe (0, q)-forms f when q > 0. 
But Equation (1.15) shows that 8 together with its formal adjoint 9 completely 
describes forms with compact support. This is a remarkable property for the 
differential operator 8! In order to appreciate this, let us first consider the 
following abstract setting. Let T and S be bounded linear operators between 
Hilbert spaces H;, i = 1, 2, 3, 

and assume So T = 0, i.e., Rr = range T c ker S. It is a standard result that 
one has the orthogonal decomposition 

ker T* EB Rr = H2 • 

Since Rr c ker S, one obtains 

ker s = (ker s n ker T*) EB RT. 
So, if 

(1.16) ker S n ker T* = {0}, 

it follows that 

(1.17) 

These abstract results remain valid for densely defined, closed linear opera
tors (which may be unbounded). So, arguing formally, without specifying the 
Hilbert spaces and the domains of the operators, the above can be applied to 
T = a on (0, q - 1)-forms and S = a on (0, q)-forms, q > 0. Formally, T* = 9, 
so that Equation (1.15) implies (1.16) and hence (1.17), at least when restricting 
oneself to compactly supported (0, q)-forms. So, the basic formula (1.15) leads 
one to suspect that a 8-closed (0, q)-form f with compact support lies in the 
"closure of the range of 8", or, even better, is actually 8-exact. We will see 
shortly that this is indeed correct. On the other hand, the above discussion 
also shows that the main difficulty in completely understanding the a-operator 
without support conditions will involve an analysis of the boundary integrals 
in Theorem 1. 7. 

The following, surprisingly simple lemma is the key to making precise what 
has been suggested above. 

Lemma 1.8. Let 0 ::;; q ::;; n. Then 

(a) 
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(b) 

on C" x C" - { C = z}. 

PRooF. This is a straightforward computation. Since r _1 = 0, it is enough to 
consider q? 1. Using the definitions of rq, 8, and o, one obtains 

-(n- 1)! -n " J 0{3 -K J 
a,rq = -2 2q+1 n {3 ~ f.jKaY d( 1\ dz 

1t j,K,J '>j 

and 

-(n-1)! -n" Jo/3 -K J 
ozrq-1 = 2 " f3 ~ eiK-;-d( Adz . 

qn j,K,J uzi 

Since of3/o(i = ((i- zj) = -o/3/ozi, part (a) follows. (b) follows from (a) by 
interchanging z and (. • 

We now apply this result to obtain a new version of Theorem 1.7. 

Proposition 1.9. Let D cc C" be a domain with piecewise C 1 boundary. Let 
0 ::;; q ::;; n, and f E CJ,q(D). Then 

(a) 

(b) 

(f, arq-1(·, z))v is of class C1 for ZED; 

f(z) = - r f 1\ *Ofq( ·, z) + (l3J, arq( ·, z))v 
JbD 

PROOF. By Lemma 1.8., 

(8j, 8rq(·, z))v = (8j, Ozrq-1(·, z))D 
(1.18) 

= az{8f, rq-1(", z))D. 

The interchange of differentiation and integration is legitimate, as the 
first order derivatives of rq_ 1 are in Lfoc· Furthermore, the expression 
(8f, rq_ 1 (", z))v is of class C1 on D. Integrating by parts, 

(1.19) (8j,rq-1(·,z))v=- r fq-1(·,z) 1\ *f+(f,arq-1(·,z))D. 
JbD 

Clearly the boundary integral is C1 (even real analytic) on C"- bD, so the 
inner product on the right side is in C1(D). This proves (a). (A different proof 
of this will be given in §1.6.) 

Now apply az to (1.19), and use Lemma 1.8. in the boundary integral to 
obtain, together with (1.18), 

(8f,8rq(·,z))v=- r arq(·,z) 1\ *f+l3z(J,arq-1(·,z))v. 
JbD 
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After substituting the last equation into the formula in Theorem 1.7, two of 
the boundary integrals cancel, and the proof is complete. • 

It is now quite natural to introduce the following generalization of the 
Bochner-Martinelli kernel K 0 ((, z): 

Definition. For 0::;; q::;; n, the Bochner-Martinelli-Koppelman (BMK) ker
nel Kq for (0, q)-forms is defined by 

Kq((, z) = - *~a~fq((, z). 

One also sets K ~ 1 = 0. 

Note that Kn = 0. Kq is a real analytic double differential form on IC" x IC" -
{( = z}, of type (n, n- q- 1) in (and type (0, q) in z. 

We now reformulate Proposition 1.9, using the new terminology. 

Theorem 1.10. (The Bochner-Martinelli-Koppelman formula [Kop 2]). Let 
D cc C" be a domain with piecewise C 1 boundary. Let 0 ::;; q ::;; n. Then every 
f E C6,q(D) is represented on D by 

f(z) = f f 1\ Kq(·, z)- I af 1\ Kq(·, z)- azf f 1\ Kq~1L z), 
J~ D D 

We state some immediate consequences of Theorem 1.10. 

Corollary 1.11. 

(a) If 1 ::;; q ::;; n - 1, f E C6.q(IC") with compact support, and af = 0, then there 
is a U E C6.q~ 1 (IC"), such that au = f on IC". 

(b) If D cc IC", with piecewise C1 boundary, and f E C6,n(D), there is u E 

CL~1 (D), such that au =fonD. 

PRooF. Theorem 1.10 shows in both cases that 

u(z) = - t f " Kq~ 1 ( ·, z) = (f, arq~ 1 ( ·, z))n 

will do (D = IC" in a)). 

Remark. In case n = 1, Theorem 1.10 for q = 1 gives the familiar solution 
formula for the Cauchy-Riemann operator 8j8z inC: 

a ( 1 f d(" d() 
8z - 2ni Df(() (- Z = f(z), ZED. 

Here, as well as in Corollary 1.11 (b), the hypotheses on f and D can be relaxed 
considerably (see Exercise E.1.5). 
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We will see in §2.4 that in Corollary l.ll(a) one can even find a solution of 
au= f with compact support. 

1.5. Explicit Formulas for Kq 

As we have seen, the BMK kernel Kq = - *afq arises in a natural manner from 
potential theory. The formula above exhibits this origin well, and it is useful 
for establishing properties of the BMK kernels. For example, Lemma 1.4 
generalizes as follows. 

Lemma 1.12. For 0 ::; q ::; none has 

a,Kq = ( -l)qazKq- 1 

on C" x C"- {( = z}. 

PROOF. By Lemma l.8(a), 

= - *,a,3,rq = - *,a,3,rq 

= *,3,a,rq, 

where we have used orq = 0 in the last equality. Since **f = ( -1)qf for 
(n, n - q)-forms J, 

*,3,a,rq = - *,( *,a,*,)a,rq 

= ( -l)qa,(- *,a,rq) = ( -t)qa,Kq. • 

In order to establish regularity properties of the kernels Kq and in order to 
show the connection with other types of kernels to be discussed in §3, addi
tional representations of Kq are useful (cf. Lemma 1.5). 

Lemma 1.13. With P = I(- zl 2, the following representations are valid for the 
BMK kernel Kq for 0 ::; q ::; n: 

K (n- 1)! p-n "\' L(r -)( d~"L) d-J 
q = 2 + 1 n ~ ejJ Sj - Zj * <, 1\ Z • 

q n i.J 
ILI=q+1 

(a) 

( -1)q(q-1l12 (n- 1) - -
(b) Kq = (2ni)n q p-na,p 1\ (a,a,prq-1 A (oAP)q. 

(c) With B = opjp, 

K = B A (8 Brq- 1 1\ (8 B)q 
( -l)q(q- 1>12 (n- 1) 

q (2ni)n q ' z • 
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PROOF. Using the definitions and calculating a,fq immediately gives (a). Next, 
note that by Lemma 11!.3.3, if ILl = q + 1, then 

( -1)(q+1)q/2 -

*d(L = 2n q l·n d(L A 1\ (d(. A d(v), 
l VEL 

and eJ1 d( L = d(j A de. Furthermore, 

(~8cf3rq-t = (n- q- 1)! I 1\ (d" A d(v), 
IL'I=n-q-1 vEL' 

and 

Putting all this together, one obtains (b) as a consequence of (a). Finally, (c) 
follows from (b) by the quotient rule, as in the proof of Lemma 1.5. • 

1.6. Regularity Properties 

Let D be an open set in IR". For 0 < IX < 1, the Lipschitz norm lfla,D of order 
IX of a function f: D-+ Cis defined by 

lfla,D = sup lf(x)l + sup lf(x) - f(x')l 
XED x,x'ED lx- x'IIX 

x#x' 

One defines the Lipschitz space Aa(D) of order IX by 

Aa(D) = {!If: D-+ C, lfla,D < 00 }. 

One verifies easily that Aa(D) with the norm l·la,D is a Banach space. A function 
f e Aa(D) is bounded and uniformly continuous on D: 

lf(x)- f(x')l :S: lfla,vlx- x'la, x,x'eD. 

We also use the notation lflo,n = supxED lf(x)l. If the set Dis clear from the 
context, we will often simply write lfla instead of lfla,D· If D c C", and 
f = LJ f1 dz1 is a (0, q)-form on D, we set lfla = L lf1 1a for any 0 :S: IX < 1. 

For a (0, q + 1)-form fonD, we denote by K~f the (0, q)-form defined by 

K~f(z) = L f(O A Kq((, z), 

provided the integral makes sense. K~f is certainly well defined for all z e en 
if Dis bounded and f e L'3,q+t (D); furthermore K~f is real analytic on en- i5. 

Theorem 1.14. Let D be a bounded domain in C". Then 

(a) for 0 <IX < 1, K~ defines a bounded linear transformation 
L'3,q+t (D) -+ Aa,(O,q)(D), i.e., there is a constant ca < oo, such that 
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IK~fla ~ calflo for all f E Lo,q+l (D); 

(b) fork = o, 1, 2, ... , oo, iff e c~.q+ 1 (D) n Lo.q+l (D), then K~f e c~.q(D). 

PROOF. Using Lemma 1.13(a), one sees that up to a constant factor, the 
coefficient (K~fh is given by 

'i:,C:h Lfdo 1 Ji--z~;n dV(O, 

So the theorem is an immediate consequence of the following real variable 
lemma. • 

Lemma 1.15. Let D be a bounded open set in !Rn, n ;;:::: 2. For 1 ~ j ~ n and 
f E L 00(D), define 

Then 

(a) for 0 < IX < 1 there is a constant ca, such that 

ITifla.D ~ calflo,D forallfEL00(D); 

(b) TJ E Ck(D) iff E Ck(D) n L 00(D), k = 0, 1, 2, ... oo. 

PROOF. It is enough to consider T = T1 . Direct estimation shows ITflo ;;5 lfl0 . 1 

ChooseR < oo, so that D c B(O, R). Fix x, x' E B(O, R), x i= x'; set lx - x'l = d, 
and let p = (x + x')/2. With T(s) = sdlsln, one has 

ITf(x) - Tf(x')l ~ lflo,D i I T(y - x) - T(y - x')l dV(y). 
JB(O,R) 

Decompose 

i I T(y - x) - T(y - x')l = 11 + 12, 
JB(O,R) 

where 

11 = ( IT(y- x)- T(y- x')l, 
J B(O,R)nB(p,2d) 

and 

12 = ( JT(y- x)- T(y- x')J. 
JB(O,R)-B(p,2d) 

1 The notation A ;:S B for two expressions A and B which may depend on various quantities, 
means that there is a constant c, independent of the quantities under consideration, such that 
A ::5: cB. This notation will be used often in estimations. 
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Then 

/1 ::s; ( IT(y- x)l + ( IT(y- x')l ;5 d. J B(x, 3d) J B(x', 3d) 

For /2 , note that by the Mean Value Theorem 

IT(y- x)- T(y- x')l ;Six- x'l sup IY- W", 
tE[x,x'] 

where [x, x'] denotes the line segment connecting x with x'. Since fortE [x, x'], 
B(O, R) - B(p, 2d) c B(t, 2R) - B(t, d), it follows that 

/2 ;5 d sup f IY- ti-n dV(y) ;5 d + dllog dl. 
tE(x,x'] d:S:Iy-ti:S:2R 

We have thus proved that 

ITf(x)- Tf(x')l ;Six- x'l(l + llog lx- x'ID 

for x, x' E B(O, R). This implies (a). 
Forpart(b),fixpeDande > 0, withB(p, e) cc D.Decomposef = f 1 + f 2 , 

where ! 1 E C~(D), and ! 2 = 0 on B(p, e). Then Tf = Tf1 + Tf2 , and Tf2 E 
cx'(B(p, e)). After the change of variables s = y - x, 

Tf1 (x) = ( f 1 (y) T(y - x) dV(y) = ( f 1 (s + x) T(s) dV(s). 
J~n J~n 

One can now differentiate with respect to x under the integral sign up to order 
k and, after changing back the variables, one obtains v~(Tf1 ) = T(D~f1) for 
any multi-index IX, let I ::s; k. This shows that Tf1 E Ck(IRI"), and therefore Tfe 
Ck(B(p, e)). Since p is arbitrary, the proof is complete. • 

EXERCISES 

E.l.l. Give a direct real variable proof of Green's Formula (1.1) in the text by 
completing the following steps. 

(i) Show that iff E C1 (IR") has compact support, then 

(dJ, dG(n)( ·, y))Rn = f( y) for ye IR". 

(Hint: Modify the proof of Theorem 1.1.) 
(ii) Integrate by parts in (i) and use A = bd on functions where (j is the formal 

adjoint of d. 

E.l.2. Prove in detail that iff e C2 (1C") has compact support, then 

(Of, n = (af, an. 

(Hint: Consider integration over C" - B(z, e) first, and then let e--+ 0.) 

E.1.3. Generalize E.l.2 to (0, q)-forms f with compact support, that is, prove 

(Of, Q = (af, arq) +(Sf, srq)· 

(Careful: There is a singularity at' = z!) 
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E.1.4. Show that Dr((,z) = 0 for ( # z. 

E.1.5. Let D be a bounded domain in C" and suppose f E CJ .• (D) has coefficients in 
L 1(D). Prove that u = K~_ 1 f E CJ.-_ 1 (D), and that 8u = f on D. 

E.1.6. Let D cc C" have piecewise C1 boundary and let J E CL(i)), 0 ~ q ~ n. Show 
that 

l fA Kq- l of A Kq- Oz l fA Kq-t = 0 
JbD JD JD 

for zeC"- D. 

E.1.7. Find an analog of the BMK integral representation (Theorem 1.10) valid for 
forms of type (p, q), 0 ~ p, q ~ n. (Hint: Find a kernel rp.q such that 

f(z) = (Of, rp.q( ·, z)) 

for all f E c;,q(C") with compact support, and define Kp,q = - *af p,q·) 

E.1.8. (i) Show that the Bochner-Martinelli kernel K0 ((, z) is harmonic in z for 
z # (. 

(ii) SupposeD cc C". Show that Kgf is harmonic on C" - D for f E C0 , 1 (D). 

E.l.9. SupposeD cc C" is a connected region with C1 boundary. Use Proposition 
1.6 to show that iff E A(D) is zero on an open, nonempty subset of bD, then 
f = OonD. 

E.l.lO. Let D cc C" have C1 boundary. Prove that a form f e CJ.q(D) satisfies 

f = l f A Kq - f {jf A Kq 
JbD D 

if and only if 9J = 0 on D. 

§2. Some Applications 

2.1. The Hartogs Extension Theorem 

In 11.§1 we saw examples of domains D with the property that every holomor
phic function on D has a holomorphic extension to a strictly larger domain. 
We now discuss a result of this type which is particularly striking. 

Theorem 2.1 (Hartogs [Har 1] ). Let D be a bounded domain in C" with 
connected boundary bD. Assume that n > 1. Then every f E cP(bD) can be ex
tended to a holomorphic function -on D, i.e., there is FE cP(D), such that F = f 
onbD. 

PROOF. Let U be an open and connected neighborhood of bD, such that f is 
holomorphic on U. Choose domains D1 cc D cc D2 with connected piece
wise C 1 boundaries, such that D2 - D1 c U. By Proposition 1.6, iff has a 
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holomorphic extension F to D2 , F is determined uniquely on D2 by 

(2.1) F(z) = I f(()K 0 ((, z). 
JbD2 

So, define F by (2.1) on en\bD2 . For n = 1, F is clearly holomorphic and this 
remains true for n > 1 as well, even though K 0 is no longer holomorphic in 
z. This follows from Lemma 1.12 and Stokes' Theorem: 

What additional conditions imply that FID2 is an extension off? Clearly this 
cannot b~ true in general: a necessary condition is that F(z) = sbD2 fKo(.' z) = 
0 for z ¢ D2 ( cf. Proposition 1.6, or the Cauchy integral theorem for n = 1 ), and 
this is certainly false in e 1 iff is only holomorphic on bD2 • The main point 
of the proof is thus to show that the above necessary condition holds in en 
for n > 1! This is seen as follows. 

It follows from (2.1) and Lemma 1.5(a), that limlzl~oo F(z) = 0. Therefore, 
writing z = (z', zn) with z'Een-1, if lz'l is so large that ({z'} x qni52 = 0, 
F(z', zn) is an entire function in zn, which vanishes at oo. By Liouville's 
Theorem, F(z', zn) = 0 for lz'llarge; so, by the identity theorem, F = 0 on the 
unbounded component en - Dz of en - bDz! 

It is now easy to complete the proof ofthe theorem. By applying Proposition 
1.6 to the domain D2 - D1 , one obtains 

f(z) = I fK 0 ( ·, z) - I fK 0 ((, z), 
JbD 2 JbD 1 

Here the second integral is zero for z E en \Dl, by the argument just given, with 
bD1 in place of bD2 • So 

f(z) = I fK 0 ( ·, z) = F(z) 
JbD 2 

which shows that F is indeed a holomorphic extension off to D2 . • 

2.2. The Jump Formula for the BM Transform 

The last part of the preceding proof shows that, under suitable hypotheses, 
the Bochner-Martinelli transform 

KbDf(z) = I f 1\ Ko(.' z) 
JbD 

defines a continuous extension off to D. We now want to study the boundary 
behavior of the BM transform in more detail. As a motivation, we first 
consider the case of a C1 function f on bD, assuming bD of class C 1 as well. 
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Fix a defining function r for D, and set 

D.= {z: r(z) < e}. 

We can assume that f is defined and of class C 1 on 15. Applying Corollary 1.3 
to D - 15., where e < 0, one obtains 

/(z) = l /K 0 (·, z)- l /K0 (-, z)- l _ {jj" K 0 (·, z), 
Jw J~ JM~ 

(2.3) 

Fix p E bD, and let z-+ pin (2.3); then let e-+ o-, obtaining 

f(p) = lim KbDj(z) - lim KbDf(p). 

z->p 

It appears plausible that 

lim KbDj(p) = lim KbDj(z). 
z->p 
z<fD 

ZED\15 •. 

So, with a little bit of hand waving, we have established that the "jump" of 
KbDj on bD is given by flbv· The argument just given required f of class C 1, 

or at least {jj bounded on D\D. for some e. In fact, the jump relation for KbDj 
holds iff is only continuous on bD, as stated in the following result, but the 
proof requires a more careful analysis. 

Proposition 2.2. Let U be an open set inC", and let M be a real C 1 submanifold 
of U of dimension 2n- 1, such that U\M has two connected components u+ 
and u-. Assume that M carries the orientation induced from u+. Let.f E Co(M), 
and denote by K M f(z) the Bochner-Martinelli transform J M .fK0 (-, z). Then 
KMflu+ has a continuous extension p+ to u+ if and only if KMflu- has a 
continuous extension p- to u-. Furthermore, if either extension exists, then 

f(z) = F+(z)- F-(z) for zEM. 

See Exercise E.2.2 for related results. 

PROOF. Fix p EM and let r > 0, with B(p, 2r) c: U. Decompose f = fo + / 1, 

where.f0 and/1 are continuous, supp/1 c: B(p, 2r), and/0 = 0 on B(p, r) n M. 
Since KMfo is clearly continuous on B(p, r), it is enough to prove the theorem 
for KM / 1 in a neighborhood of p. We can thus assume that p = 0 and/ E C0 (M) 
has compact support in B = B(O, 2r); r > 0 is chosen so small that the follow
ing hold: 

(i) bB intersects M transversally, so that D = B n U + has piecewise C 1 bound
ary (M n B) n (bB n u+); 

(ii) if Dz is the unit normal to M at z EM pointing to the U + side, there is 
c < 1, such that 

(2.4) for (, z E B n M. 
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Let M, = {zE M: lzl ~ r}. We will prove that F = KM f satisfies 

(2.5) lim [F(z + tnz) - F(z - tnz)] = f(z) 

uniformly for z EM,. 

The proof of the theorem is then immediate. Suppose Flu+nB has a continu
ous extension p+ to (}+ n B; by (2.5) 

lim F(z - tnz) = p+ (z) - f(z) 

uniformly for z EM,. This limit defines F- (z) on M, and it is a simple exercise 
to verify that p-is continuous on {zE (}-: lzl ~ r}. 

In order to prove (2.5), extend f by 0 to all of bD, so that F = KhDj 
Proposition 1.6, applied to the constant function g = f(z), z fixed in M" gives 

r {f(z) 
JbDf(z)K0 (·,z+tnz)= 0 

fort> 0 
fort< 0 

provided ltl ~ t0 for some small t0 > 0. Therefore, if 0 < t < t0 , G(z, t) = 
F(z. + tnz) - F(z - tnz) - f(z) is given by 

(2.6) G(z, t) = f [f(() - f(z)] [K0 ((, z + tnz) - K 0 ((, z - tnz)], 
JbD 

and (2.5) is equivalent to 

(2.7) lim G(z, t) = 0 uniformly for z EM,. 
t--+o+ 

The crucial estimate is contained in the following 

Claim. There is a constant C < oo such that 

(2.8) r IKo((, z + tnz)- Ko((, z- tnz)l da(() ~ c for z EM" 0 < t ~ to. 
JbD 

Assume the claim for a moment. Given e > 0, choose rJ > 0, such that 
If(()- f(z)l < ejC for I(- zl < rJ. By dividing the region of integration in (2.6) 
into the pieces bD n B(z, rJ) and bD - B(z, rJ), and using (2.8) in the obvious 
estimation, one obtains 

I G(z, t)l ~ e + 2 sup If I r IKo((, z + tnz)- Ko(C z- tnz)l da((). 
bD JbD-B(z,~) 

The integral on the right now tends to 0 uniformly in z EM, as t --. o+; 
therefore one can find o > 0, such that I G(z, t) I ~ e + e for 0 < t < o. This 
proves (2. 7), and hence the theorem. 

We now prove the claim. A straightforward computation shows that for 
t > 0 the integrand Q(t) in (2.8) is estimated by 
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t I I' - (z - tnz)l 2n - I( - (z + tnz)l 2 n I 
Q(t) ;$ I( - (z + tnz)l 2 n + I( - (z - tnz)l 2 n 1 I( - (z + tnz)l 2 n 

Since '· z EM n B, one can use (2.4) to obtain 

I(- z ± tnzl 2 ~ (1- c)[!(- zj 2 + t 2]. 

It then follows that 

t > 0. 

For zeM, and any y with 0 < y < r, 

I Q = I Q + f Q. 
JbD JbD-B(z,y) MnB(z,y) 

Here the first integral on the right is bounded uniformly in z eM, and t > 0; 
by introducing suitable local coordinates, the second integral is bounded by 

f t dV(x) 
J(t) = 2 2 n 

xe0l2n-l,lxi~R(Ixl + t ) 

for some fixed constant R. Finally, the substitution x = ty leads to 

f t · t2n-t dV(y) i dV(y) 
J(t) = 2 2 2 n :::;; 2 n < 00 • 

ye0l2n-1;1yi~R/t (t IYI + t ) Ol2n-! (jyj + 1) 

so that (2.8) follows. • 

Let D be a bounded domain in en with connected C1 boundary bD. The 
geometric hypotheses of Proposition 2.2 are satisfied forM= bD, u+ = D, 
and u- = fCR\D. One thus obtains the following. 

Corollary 2.3. Let f E C(bD), and suppose that 

(2.9) I fK0 (·,z)=0 forz~D. 
JbD 

Then KbDfln extends to a continuous function F on the closure of D and 

F(z) = f(z) for zebD. 

PRooF. Simply apply Proposition 2.2, observing that (2.9) implies the existence 
of the continuous extension F-, and F-(z) = 0 for zebD. • 

2.3. The Extension of CR-Functions from the Boundary. 

Corollary 2.3 allows us to eliminate from Theorem 2.1 (and its proof) the 
hypothesis thatfis holomorphic in a neighborhood of bD. All that is needed 
is thatfsatisfies the "tangential" Cauchy-Riemann equations on bD, a concept 
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which we now make precise. Let D be a domain in C" with C 1 boundary. 
Recall from Chapter II, §2.4, that the complex tangent space T,c(bD) of bD at 
pEbD is given by {tEen: L,(or/ozi)(p)ti = 0} for some C 1 defining function r 
for D. By identifying t E T,c(bD) with the (1, 0) tangent vector v1 = LJ=l ti(ojozJ 
of en at p, one obtains the space T,1 •0 (bD) of(1, 0) tangent vectors to bD. Clearly 
T/· 0 (bD) is a complex subspace of T/· 0 (en) of dimension n - 1, and also of 
the complexified tangent space CT,bD of bD at p; its conjugate 

T,0 • 1 (bD):= T,L 0 (bD) 

is called the space of tangential Cauchy-Riemann operators at p E bD. 

Definition. Let U be an open subset of bD. A functionfEC 1 (U) is called a 
CR-function (for Cauchy-Riemann function) on U if for all p E U one has 

(2.10) v(f) = 0 for all v E T,0 • 1 (bD). 

Remarks. 

(1) It is clearly enough to check (2.10) for a basis of T,0 • 1 (bD). 
(2) If V c en is open, the restriction of any f E (r)(V) to V n bD is a CR

function. 
(3) Iff E (r)(D) n C(D) andflbn E C 1 (bD), thenflbn is a CR-function (see Exercise 

E.2.3). 

A CR-functionf on bD satisfies the full set of Cauchy-Riemann equations 
on bD in the following sense. 

Lemma 2.4. Suppose 1 ~ k ~ oo, and let D be a bounded domain with boundary 
of class Ck_ Let f E Ck(bD) be a CR-function. There are a neighborhood U of bD 
and an extension J E ck-1 (U) off, such that 

(i) 

(ii) Any derivative of J of order k - 1 is differentiable at every point z E bD, and 
Daj is continuous on bD for let I = k. 

(iii) a](z) = 0 forzEbD. 

PROOF. For p E bD, let L 1 (p), ... , L._1 (p) be a basis of T,1•0 (bD). Let Ln(P) =I= 0 
be orthogonal to T,1•0 (bD). The extension]must be chosen, so that Ln(z)] ::= 0 
for z E bD. This condition completely determines the Taylor expansion off up 
to order 1 (this is also called the 1 -jet of]) at every point in bD! In fact, if 
r is a Ck defining function of Don a neighborhood U, we can choose 

n or a I Ln(z) = ~ 0_ (z)-0 , 
1=1 zi zi z 

ZEV. 

Then (Ln- Ln)r = 0, so that Ln(z)- Ln(z) is a tangent vector in CT,bD. 
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Therefore, if Ln(z)j = 0, one obtains Ln(z)j = [Ln(z) - Ln(z)]j = [Ln(z) -
Ln(z)]f; so vj is indeed determined for all v E er.:en, z E bD. 

Without loss of generality, we can assume that (Inr)(z) = 1 on bD and that 
fis given as a Ck function on U. Then we define 

j(z) = f(z) - r(z)(LJ)(z), z E U. 

Clearly j is of class ck-l and satisfies (i); (ii) follows by a simple computation 
(see also 11(2.8)), and (iii) follows as well, since IJ = In! - (Inr)Lnf = 0 on 
bD, and Lif = Id = 0 forj < n. • 

We can now state a generalization of the Hartogs Exten~ion Theorem. 

Theorem 2.5. Let D be a bounded domain in en with conne(:ted C 1 boundary. 
Assume that n > 1. Then every CR-function on bD of class C1 can be extended 
continuously to a holomorphic function F on D. 

Moreover, if bD is of class em and f E Ck(bD), where 1 ~ k ~ m, then FE 

(!)(D) n Ck(f5). 

For any k = 0, 1, 2, ... , oo, the space (!)(D) n Ck(i5) will be denoted by Ak(D); 
one also writes A(D) for A 0 (D). Ak(D) with norm i·lk.D is clearly a Banach space 
if k < 00. 

PRooF. LetfEC1(bD) be a CR-function, and letjbe the extension given by 
Lemma 2.4. As in the proof of Theorem 2.1, it follows that F = KbDf = 
KbDj is holomorphic on en - bD and (n > 1!) F = 0 on en - 15. The fact that 
FID has continuous boundary values given by f now follows from Corollary 
2.3. 

Next we show that F is actually in C1(D). Since iJF/iJ~ = 0 on D, it is enough 
to show that iJF jiJzi has a continuous extension to i5 for j = 1, ... , n. Since K 0 

is of type (n, n - 1) in' and a-closed, we can write, for a fixedj, K 0 = d'i 1\ K<i>, 
where KUlis of type (n- 1, n- 1), ~KW = 0, and the coefficients of K<il are 
functions of' - z. Therefore, 

iJK iJK<il 
--0 = -d,. 1\ -- = -iJ KW = -d KW· 
i)z. J i)Y. ' ' , 

J '>J 

from this it follows by Stokes' Theorem that on en - bD one has 

oF = - l j d,Kw = l (dd) 1\ K<il 
i)zj JbD JbD 

_ f aj w _ f aj 
- JbD i)'i d'i 1\ K - JbD i)'i Ko, 

(2.11) 

i.e., iJjiJzi commutes with the Bochner-Martinelli transform KbD! Since 
iJFjiJzi = 0 outside D, Corollary 2.3 implies that iJFjiJziiD has continuous 
boundary values oi/o'i on bD. 
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The general case follows by an easy induction. Let 1 :5: k < m, and sup
pose we already proved that KbDgiv extends to a function in Ck(.D) for any 
CR-function gECk(bD). Let f be a CR-function on bD of class ck+l, set 
F = KbDJ, and let j be the extension of f given by Lemma 2.4. Then 

- k bp . gi = (ajjiJCj)ibvEC (bD), and, by (2.11), K gi = aFjazi. Smce aFjaziEA(D), 
it follows that gi is a CR-function on bD (sj::e Exercise E.2.3). By inductive 
assumption, aF;aziECk(D) for 1 :S:j :5: n, and hence FECk+ 1 (D). • 

2.4. a-Cohomology with Compact Support 

The Hartogs Extension Theorem is closely related to the solution of a with 
compact support. Iff is a compactly supported a-closed (0, 1)-form on en, 
there is a function u on en, such that au = f (cf. Corollary 1.11). The function 
u is holomorphic outside of a ball B ~ supp f, hence, if n > 1, Hartogs' 
Theorem gives uECD(Cn), with u = u on Cn\B. Therefore v = u- u solves 
av = f and v has compact support. In terms of ~cohomology, this can be 
stated as follows (see III.§2.5, for the notation). 

Lemma 2.6. If n > 1, then 

Lemma 2.6 can also be proved directly, without using the Hartogs Extension 
Theorem. For example, the solution u = -Sen! A Ko of au= f given by 
Corollary 1.11 vanishes at oo, and is holomorphic outside supp J, so, if n > 1, 
u = 0 on the unbounded component of en - supp f ( cf. the proof of Theorem 
2.1). Another solution operator is described in Exercise E.2.4. Moreover, the 
Hartogs Extension Theorelll is a simple consequence of H~_,(Cn) = 0 (see 
Exercise E.2.5). 

We now consider the cohomology groups HL(en) for q > 1. First we 
observe that HL(Cn) #- {0}. In fact, let f = fN dzN E ~o.n(Cn) and suppose 

(2.12) 

An application of Stokes' Theorem to a large ball B ~ supp u gives 

0 = r U A d'N = r au A d'N = r fN d(N A d,N. 
JbB JB Jen 

So, if fN E C~(Cn) satisfies J fN dV #- 0, (2.12) cannot hold. In particular, 
HL(C 1) #- 0; this gives another "explanation" for the failure of the Hartogs 
Extension Theorem in C 1• 

Lemma 2.6 generalizes as follows. 

Theorem 2.7. Let n be ~ 1; then 

for q = 0, 1, ... , n - 1. 
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PROOF. The case q = 0 is obvious, and the case q = 1 :S: n - 1 was discussed 
above. The case 1 < q :S: n - 1 is done similarly, except the extension of 
holomorphic functions is replaced by extension of a-closed (0, q - 1 )-forms. 
_ Let f E ~o.q(IC") and 8/ = 0. By Corollary 1.11, u = - J f 1\ Kq- 1 solves 
au = f So au = 0 outside of a ball B = B(O, R) ::::J supp f Suppose there is an 
extension ii E CO.q-1 (IC") of u, ii = u outside of a large ball, with au = 0 on IC". 
Then g = u- iiEE0o,q-1 and ag = f 

In order to find the extension ii, we use the following result. 

(2.13) 
If 0 < R < R 2 and K = {z: R :S: lzl :S: R 2 }, 

then H3(K) = 0 for 1 :S: q :S: n - 2. 

Equation (2.13) will be proved in §3.5, after we have developed further integral 
representation formulas. Assuming (2.13), let us return to the (0, q- 1)-form 
u. Since 1 :S: q - 1 :S: n - 2 in this case and au = 0 on a neighborhood of K, 
by (2.13) there is v E CQ.q- 2 (K) with av = u in a neighborhood of K. Choose 
X E C00 (1C") with X = 0 on B(O, R) and X = 1 on IC" - B(O, R2 ). Then ii defined 
by 

ii = {:(xv) on B(O, R2 ) 

on IC" - B(O, R2 ) 

defines the desired extension of u . • 
EXERCISES 

E.2.1. Let D c C" have C1 boundary and suppose r is a C 1 defining function for D. 
Show that f E C1(bD) is a CR-function if and only if aj 1\ ar = 0 on bD for any 
C1 extension j off to a neighborhood of bD. 

E.2.2. In the setting of Proposition 2.2, show that iff E A.(M) for some 0 < a < 1, then 
KMflu± has continuous extensions F± to u±, which satisfy 

F±(z) = ±~ f(z) + lim j f(()K0 (C, z) 
2 .~o+ J~eM;I~-zk• 

for zEM. (See also [HaLa].) 

E.2.3. Let D cc C" have C 1 boundary. 

(i) Show that iff E A 1 (D) =@(D) n C 1(D), thenflbvis a CR-function. (Hint: Use 
Exercise E.III.1.15.) 

(ii) Show that if jEA(D) and flbvEC 1 (bD), then flbv is a CR-function, and 
hence f E A 1 (D), by Theorem 2.5. (Hint: By translation, approximate f 
locally near p E bD by functions holomorphic in a neighborhood of pin bD.) 

E.2.4. Suppose f E CJ. 1 (C") has compact support and aj = 0 on C". Define 

1 i f(z', 0 d( 1\ d( 
Tf(z', z.) = --. 

2m c (- z. 

(i) Show that Tf E C1 (C") and that a(Tf) =f. (Hint: Use Corollary 1.11 for 
n = 1.) 

(ii) Show that if n > 1, then Tf has compact support. 
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E.2.5. Show that HL(C") = 0 for n > 1 implies the Hartogs Extension Theorem, as 
follows: if K c Dis compact and f E (I)(D - K), choose x E C<X)(D) such that x = 0 
in a neighborhood of K and x = 1 near bD, so that xf gives a C<X) extension of 
f to D. Now use HL(C") = 0 to modify xf suitably. 

§3. The General Homotopy Formula 

3.1. Cauchy-Fantappie Forms of Order 0 

We now discuss a method which allows to construct integral representations 
of a more general type than those presented in § 1. In order to present the main 
idea more clearly, we first deal with the case of functions. The reproducing 
properties of the Bochner-Martinelli kernel K 0 depend on two basic facts: 
(i) a~K0 = 0 for ( # z, and (ii) K 0 has the "right" singularity at ( = z. In §1.2 we 
proved (i) by using the relationship between K 0 and the fundamental solution 
for the complex Laplacian 0. However, (i) holds for a much wider class of 
forms whose algebraic properties are similar to those of K 0 • 

Lemma 3.1. Let W(O = Lj= 1 wi(O d(i be a Cf.o form on a set U c en. Suppose 
there is z¢ U, such that 

n 

(3.1) (W((), (- z) = L wj(()((i- zi) = 1 for (e U. 
j=l 

(This is consistent with the usual notation if ( - z is identified with the (1, 0) 
vector Lj=1 ((i - zi)(oji}(j) at(.) Then the (n, n - 1)-form 

no(W) = (2nir·w 1\ (awr 1 

satisfies 

dil0 (W) = 8;;il0 (W) = 0 on U. 

Remark. By Lemma 1.3(d), K 0 = Q 0 (of3/f3), where f3 = I(- zl 2 , and the (1, 0)
form B = of3/f3 satisfies (3.1). 

PROOF OF LEMMA 3.1. It is immediate that 

(2ni)" dil0 (W) = (2ni)"ailo(W) = (aWt 

(3.2) = ( t awj 1\ d(j)" 
J=l 

= n!(i3;;w1 A d(1) A • • • A (a~w. A d(.). 

Applying a to (3.1) one obtains 

n 

I awj<cj - z) = o. 
j=l 
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So, for ( =I= z, the set {J~w1 ((), ... , J~w"(()} is linearly dependent, which implies 
that (3.2) is 0. • 

Addendum to Lemma 3.1. Lemma 3.1 remains valid if W is only of class C\ 
provided dQ0 (W) = 0 is interpreted in the sense of distributions (or better 
"currents": see de Rham [Rha]). More concretely, if M is a coo manifold of 
dimension n, and cp E C,(M) and t/1 E C,+ 1 (M) are continuous forms on M, the 
statement "dcp = t/1 on M in the sense of distributions" implies that Stokes' 
Theorem remains valid in the following form: if D cc M has piecewise C 1 

boundary and f E c; (D), where s = n - (r + 1 ), then 

I f " cp = f df " cp + ( -1Y f f " t/1. 
JbD D D 

The reader who wants to see a detailed proof of dQ0 (W) = 0 in the above 
sense when W is only of class C 1 should work out Exercise E.3.1. 

From now on we will assume that W is of class C1. This will allow us to 
keep the differentiability assumptions in later applications at a minimum. If 
this makes the reader uncomfortable, he may simply increase the order of 
differentiability by one in whatever follows. 

Definition. A generating form Won U c en (for the point z) is a Ci.o form on 
U which satisfies (3.1). The (n, n - 1)-form 

ilo(W) = (2nW"W" (J,; W)"- 1 

is called the Cauchy-Fantappie ( = CF) form (of order 0) generated by W. 

We denote by B = of3/f3 the generating form for the Bochner-Martinelli 
kernel. 

The following simple relationship holds for CF forms: 

(3.3) 

for any C 1 function g. The proof is immediate by observing that 

gW A J~(gW) = gW" (Jg " W + gJW) = gW A gJW. 

Note that in case n = 1 the condition (3.1) determines W uniquely, namely 

w = (( - zr 1 d(, while for n ;;::: 2 there obviously are infinitely many solutions 
(w1, ... , wn) of (3.1). This explains the special role of the Cauchy kernel in 
dimension 1, while in higher dimensions there is a multitude of possible 
choices. And each Cauchy-Fantappie form Q 0 (W) with the "right" singularity 
leads to an integral representation formula, as follows. 

Proposition 3.2. Let D cc en be a domain with piecewise c 1 boundary. Let zED 
and suppose that WEC{, 0 (D- {z}) is a generating form for z such that 
W = of3/f3 on a ball B(z, s)- {z}. Then every f E C1(D) satisfies 
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(3.4) f(z) = r f!lo(W) - I iJJ A Oo(W). 
JbD D 

The proof is left as an exercise for the reader (see E.3.3). 

Example 3.3. Let B = B(O, 1) c: en. For 1 ~j ~nand ICI > izl define 

n 

S((, z) = L si d(i; 
j=l 

then S satisfies (3.1). Let 0 < a< 1 and choose x E C<X>(cn), such that x = 1 on 
bB and x = 0 on B(O, a). For zEB(O, a) the (1, 0)-form 

W((, z) = x(OS((, z) + (1 - x(O)B((, z) 

satisfies the hypothesis of Proposition 3.2. Therefore (3.4) implies 

(3.5) f(z) = r f!lo(S) 
JbB 

iffif = 0 on B. 

This formula no longer involves the function x, so (3.5) holds for all z E B. 
Moreover, the kernel Q 0 (S) is holomorphic in z! The Bochner-Martinelli 
kernel does not have this property, unless n = 1. Q0 (S) is called the Szego 
kernel for the unit ball (see E.3.5). Of course Q0 (S} = K 0 in dimension 1. 

The obvious question now is, for which domains D can one find a holomor
phic reproducing kernel like !l0 (S). In general, this will not be possible, at least 
not by the above method. In fact, if for ( E bD one could find a solution 
(w1 ((, z), ... , wn((, z)) of (3.1) which is holomorphic in zED, then one of the 
w/s must become singular at (. Hence D would have to be a domain of 
holomorphy. We will see in the next section that (3.5) generalizes to arbitrary 
convex domains. Later, in VI1.§1 and §3, we will consider holomorphic repro
ducing kernels on strictly pseudoconvex domains. 

3.2. The Cauchy Integral for Convex Domains 

A simple method for constructing a CF form !l0 (W) which is holomorphic in 
zED for C E bD is to find a double form ex on bD x D, of type (1, 0) in (, which 
is holomorphic in zED and such that g =(ex, (- z) # 0 for zED. Then 
W( ·, z) = exfg( ·, z) will generate such a CF form. This can easily be done for 
convex domains, as follows. 

Let D c:c: C" be convex with C2 boundary, and let r E C2 be a defining 
function forD on a neighborhood U of bD. For ( EbD, the condition (or((), 
(- z) = 0 characterizes the complex tangent space ThbD). From the con
vexity of D one obtains 

(or(O, (- z) # o for(EbD,zED. 
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Therefore, 

(3.6) c(r)((, z) = or((). (or(O,'- z) - 1 

is a generating form on bD for zED, and the CF form !10( Cf'l) is holomorphic 
in z! 

Theorem 3.4. Let D cc C" be a convex domain with C2 defining function r. 
Then 

(3.7) 
1 1 or(O 1\ (aor(m"- 1 

f(z) = (2ni)" JbDf(O (or((), (- z)" 

for fEA(D)andzED. 

PROOF. As in Example 3.3, one shows that 

(3.8) f(z)= I fil0 (C('l(-,z)) 
JbD 

for f E A 1 (D). Another proof of (3.8), independent of Proposition 3.2, will 
follow from a more general result in the next section. Since D is convex, one 
can approximate FE A(D) uniformly by functions in (!)(D), so (3.8) holds for 
f E A(D). Finally, using (3.3), one obtains 

il0 (C('l) =(or, (- z)-"il0 (or) 

=(or,'- z)-"·(2ni)-nor 1\ (8orr 1• • 

Formula (3.7) is called the Cauchy Integral Formula for the convex 
domain D. It is another natural generalization of the classical one-variable 
formula, which is quite different from the Bochner-Martinelli Formula. In 
(3.7) the kernel is holomorphic in z, but we had to pay a price: the new kernel 
depends on the domain D, while the BM kernel is "universal". 

Remark. Even though the (n, n- 1)-form Q0 (C('l) depends on the choice of 
the defining function r, only the "tangential" component of Q0 (C('l) (i.e., its 
pullback to bD) enters into (3.7), and the latter is independent of r! This is seen 
as follows. Let z: bD--+ IC" be the inclusion. Suppose r is another C2 defining 
function for D. Then r = h · r, where h > 0 on bD. For ( E bD, 

or= hor and 

Since z*(lJr) = -z*(or), one obtains 

z*(lJof) = hz*(lJor) + z*(dh) A z*(or), 

and therefore 
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Also, for' E bD, (of(O,'- z)n = hn(or(O,'- z)n. It follows that 

z*Q0 (c<'>) = z*Q0 (C<'>). 

So, for any convex domain D c en with C2 boundary, the Cauchy kernel 

CD(,, z) = z*Q0 (C<•>) 

is an intrinsically defined differential form on bD with coefficients in l9(D). 

3.3. The General Homotopy Formula 

In Example 3.3 the patching function x depended on the choice of B(O, a); by 
choosing a more complicated patching function depending on ' and z one can 
eliminate this dependence. So for a convex domain D, one can pass from the 
representation (3.7) for f E A(D) to the general Cauchy integral formula (3.4) 
for f E C1(D). However, for the estimation of the kernel it is technically simpler 
to start directly from the Bochner-Martinelli formula (Corollary 1.3) and to 
introduce a linear homotopy over bD. We now carry out this construction for 
forms of type (0, q), q arbitrary. 

We first need to make some technical definitions. Given a Ck manifold M 
and a coo manifold N we denote by C0 •00(M x N) the space of those functions 
f E C0 (M x N), all of whose partial derivatives with respect to local coordi
nates of N are continuous on M x N, and we define inductively, for l = 1, 2, 
... , k, 

C1•00(M x N) = {feC1(M x N): f and dxfeC1- 1 ' 00(M x N)}. 

Clearly, if g E C1(M) and hE C00(N), then f defined on M X N by f(x, y) = 
g(x)h(y) is in C1•00(M X N). If u and D are open in en, we denote by 
C!:~.,(U x D) the space of double forms on U x D of type (p, q) in' E U and 
type (s, t) in zED whose coefficients are in C 1•00(U x D). We write C!:':' instead 
of C!:~o.o· We will need to consider such forms defined for(,, z)ebD x D, 
where D has boundary of class Ck. The statement WE C!;;"(bD x D) refers to 
a double differential form w on a subset of en X en, i.e., we have W(C z) E 
Af·q(en) for 'E bD and z E D. 1 The regularity condition means that the 
coefficients of W with respect to the standard global frame on en are in 
ck,oo(bD X D). Without loss of generality such a form wE c;:;"(bD X D) can 
be extended as a form in C!:;"(Q), where n is a neighborh~od of bD x D (Q is 
not necessarily a product!), so that operators like d and a can be applied to 
W. Whenever a form WE c;:;'(bD x D) appears in an integral over the mani
fold bD it is understood that the pullback z* Wunder the inclusion z: bD -+ en 
must be used, although we shall not indicate this explicitly in the formulas. 

Let us now assumethatDccenhas C1 boundary and that WeC};g'(bD x D) 

1 Notice that for differential forms on the manifold bD c C" it is not clear how to define the type: 
for example, if r is a defining function for D, then z*(iJr) = -z*(i3r) "# 0 on bD. 
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is a generating form (in () for each zED. Let I = [0, 1] be the unit interval. 
The homotopy form W on (bD x I) x D associated to W is defined by 

W((, A., z) = A.W((, z) + (1 - A.)B((, z), 

where B = apjp is the generating form for the BMK kernel. 
Obviously W is still a generating form, i.e., 

n 

(3.9) I wj<c. A., zHCj - zj) = 1 on (bD x I) x D, 
j=1 

where w = I wj acj· 
The exterior derivative dp. on en x I and on bD x I decomposes into 

a, + d4 ; similarly, we write q,;. = q + d4 • 

For example, iff= Lfi d(/ + f 4 dA., then 

- - - - afJ -J 
a,. J = a,<I fJ ac J) + arJ4 1\ aA. + I dA. dA. 1\ ac . 

Definition. Let W be a generating form with coefficients in c1.oo(bD x D) 
and let W be the associated homotopy form. For -1 ::::;;; q::::;;; n, the Cauchy
Fantappie kernel Qq(W) of order q generated by W is defined by 

(3.10) n (W) = n w 1\ (a w)n-q- 1 1\ (a W)q 
( -1)q(q-1)/2 ( - 1) 

q (2ni)" q '' 4 z 

for 0 ::::;;; q ::::;;; n - 1, and 0 otherwise. Qq(W) is defined in the same way, with W 
instead of W. 

Remark. Qq(W) is a double form on (bD x I) x D, of degree 2n - q - 1 in 
(,, A.) and type (0, q) in z. Equation (3.3) holds for CF forms of order q ;;:::: 0. 
Also, if Jl.;.: en-+ en X I is defined by Jl.;.(() = ((, A.), then 

(3.11) JL~!lq(W) = Qq(B) = Kq, and JL!!lq(W) = Qq(W) on bD x D. 

Lemma 3.1 generalizes as follows. 

Lemma 3.5. Let WEC};Q'(bD x D) be a generating form. Then, for any 
0 ::::;;; q ::::;;; n, 

(3.12) dp!lq(W) = q, 4!lq(W) = (-1)qaznq_ 1(W), 

and an analogous relation holds with Win place of W. 

PRooF. The right side is a continuous form; so, unless W is of class C2 •00, (3.12) 
has to be interpreted in the distribution sense ( cf. the addendum to Lemma 3.1 ). 

From (3.9) it follows that, at a fixed point((, A., z)E(bD x I) x D, the (1, 0)
forms a;a'k w, a;a:zk w, and a;aA. w, 1 ::::;;; k ::::;;; n, which arise as coefficients of 
d'k· dzk, resp. dA. in q,;. wand az w, lie in the subspace 
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Hc,z = Lt1 aj d(j: jtl aj((j - zj) = 0} 
of N· 0 • Since dime H,,z = n- 1, one has NH,,z = {0}. This implies the van
ishing of any n-fold product of the above coefficients, and hence one obtains 

for any s, 0 :s; s :s; n. 

Therefore, denoting the numerical factor in (3.10) by cn.q• 

d,,;.nq(W) = a,,;.nq(W) 

= Cn,q(-q)W A (8pWrq-l A a,,;.azW A (i3zWr\ 

and 

(-1)qaznq-l(W) = (-1)qcn,q-l(n- q)W A aza,,;.W 

A (a,,;.w)n-q-l A (azw)q-l. 

Since 8A.;. w = apaz w (we are dealing with double forms) and a,,;. w is of 
even degree in((, A.) and in z, (3.12) follows from the above by checking that 
-qcn,q = (-1)q(n- q)cn,q-l· 

The remaining statement follows by pulling back (3.12) under the map 
Jl.l: (t-+((, 1). • 

We can now prove a general representation formula in terms of Cauchy
Fantappie forms. 

Theorem 3.6. Let WE Cf:;)(bD x D) be a generating form for points z in the 
domainD cc en with C1 boundary and set W= A.W + (1- A.) Bon (bD X I) X D. 
For 1 :s; q :s; n, define the linear operator 

T:J: C0 ,q(D)-+ Co,q-1 (D) 

by 

(3.13) 

and set T~ = T:::, 1 = 0. Then the following hold: 

(a) Fork = 0, 1, 2, ... ' 00, iff E c~.q(D) n Co,q(D), then T',Jf E c~.q-1 (D). 
(b) For 0 :s; q :s; n, iff E CJ.q(D), then 

(3.14) f = ~ fA Qq(W) + aT:J + T:;_1 8j 
JbD 

on D. 

Remark. In case q = n, nn(W) = 0, and f A nn-1 (W) is an (n, n)-form in (; 
therefore 
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and the representation (3.14) simplifies to f = -if J»f A Kn-l• which is 
known from Theorem 1.10. 

PROOF OF 3.6. Since the first integral in (3.13) is coo in z, part (a) follows from 
Theorem 1.14. By the Remark above, it is enough to prove (b) for q < n. We 
use the representation given by Theorem 1.10 and modify the boundary 
integral as follows. By (3.11), 

r f A Kq - r f A nq<w> 
JbD JbD 

= -{LDf A .u!!lq(W)- LDf A .u~!lq(W)} 
= ( -1)dimbD ( fA !lq(W) 

JbDXbl 

(see III.§1.8). On the other hand, by Stokes' Theorem and Lemma 3.5, 

r f A nq<w> = r af A nq<w> + < -1)q r f A 13;;.).nq<w> 
Jb(bDxl) JbDXl JbDxl 

Therefore, 

(3.15) 

r fA Kq = r fA !lq(W) + az r fA nq-l(W) 
JbD JbD JbDxl 

+ r af A nq(W). 
JbDxi 

Substituting (3.15) into the representation in Theorem 1.10 gives (3.14). • 

Theorem 3.6 shows that in order to obtain a solution operator for the 
equation au = f when iff = 0, it is enough to find a generating form w such 
that !lq(W) = 0 on bD x D. In the next two sections we discuss some simple 
situations where this can be done without much further work. 

3.4. The Solution of 8 on Convex Domains 

We first consider a convex domain D in C" with C2 defining function r. Let 
c<r) be the generating form defined by (3.6), and let CD= !lo(c<•l) be the 
Cauchy kernel for D. Applying Theorem 3.6 in case q = 0 gives the following 
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higher dimensional version of the general Cauchy integral formula for a 
function f e C1(D): 

(3.16) f(z) = r fCD(-, z) + r af 1\ !lo(C<•>)- I af 1\ Ko 
JbD JbDxJ D 

This formula includes Theorem 3.4 as a special case. 
Furthermore, since c<•> is holomorphic in zeD, one obtains 

if q ;;::: 1. 

Theorem 3.6 now gives the following result. 

Proposition 3.7. The operator T~>: C0 ,q(D)--+ Co,q-1 (D) defined by 

T~lf = r f 1\ nq-1(C<•>)- I f 1\ Kq-1 
JbDxl D 

satisfies 

a(T~1) = f 
on D iff e CJ,q(D) and af = 0. 

Corollary 3.8. Let K be a compact convex set in en. Then 

H~(K) = 0 for q;;::: 1. 

for zeD. 

PROOF. Let q ;;::: 1 and suppose f e CQ.q(K) is defined and a-closed on the open 
neighborhood U of K. Since K is convex, there is a smoothly bounded open 
convex neighborhood D, K c D cc U, with defining function r. By Theorem 
3.6(a) and Proposition 3.7, u = T~>f e CQ.q-t (D) and au= fonD. • 

3.5. The Solution of 8 on Spherical Shells 

We now consider another method for achieving !lq(W) = 0. If W is holomor
phic in C. then Qq(W) = 0 for q ::;;; n - 2! This works well for concave bound
aries by simply switching the variables C and z in the construction for 
convex boundaries. We discuss in detail the simple case of spherical shells 
G = G(R1 , R2) = {zecn: R1 < lzl < R2 } with 0 < R1 < R 2 ; more general 
situations are considered in Exercise E.3.7. 

Note that bG = S2 - S1 , where Si = {z: lzl = RJ, i = 1, 2. On S2 x G we 
can take the generating form c<•>, with r(C) = ICI 2 - R 2 • Observe that c<•> is 
nonsingular for all (C, z) with ICI > lzl, hence on G x S1 . If c<•>(C, z) = 

Lj=l ciC. z) dCj, define c~>(c, z) = - L cj(z, 0 dCj• Then c~> E Ct:o00(S1 X G), 
and c~> is a generating form which is holomorphic in C. Therefore, if 
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it follows that 

Oq(Wa) = 0 on bG x G 

An application of Theorem 3.6 gives 

for 1 ::5; q ::5; n - 2. 

Proposition 3.9. With G and Wa as defined above, the operator Tq given by 

(3.17) Tqf = ( fA Oq- 1 (Wa)- ( f A Kq- 1 
JbGxJ JG 

for q ~ 1, satisfies 

(3.18) for 1 ::5; q =I n - 1 

iff E CJ,q(G) and 8f = 0. 
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Corollary 3.10.Jf K = {R1 ::5; izi ::5; R 2 } c en with 0 < R 1 ::5; R 2 < oo, then 

H~(K) = 0 for q =I 0, n - 1. 

The proof is immediate (see the proof of Corollary 3.8). 

Remark 3.11. The above result was needed in the proof of Theorem 2.7. In 
fact, this shows that Corollary 3.1 0, and hence also (3.18), is false for q = n - 1. 
Otherwise the proof of Theorem 2. 7 would hold for q = n, implying HS,c(cn) = 
0, which we know is false! 

For q = 0 ::5; n- 2, !lq(C~>) = 0 on S1 x G. Therefore, Theorem 3.6 shows 
that iff e A(G), then 

Here the integral is holomorphic on B(O, R2)! We have thus obtained another 
proof of the Hartogs extension theorem for the case of a ball. 

ExERCISES 

E.3.1. Let u be open in en and suppose wE C:.o(U) is a generating form for the point 
z¢ U (i.e., (3.1) holds). Show that dQ0 (W) = 0 in the sense of distributions by 
proving the following steps. 

(i) Let V cc Ubeopen. Then there is a sequence {W,: v = 1, 2, ... } c Cf. 0 (V), 
such that W, satisfies (3.1) on V and such that lim.-oo W, = Win C1 norm 
over V. 

(ii) SupposeD cc u has piecewise C1 boundary and let f E C1(D). If { W,} is 
chosen as in (i), where D cc V cc U, show that 
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for all v = 1, 2, .... 
(iii) Let v -> oo in (ii) to conclude that 

f f!l0(W) = f df A !l0(W). 
JbD Jv 

E.3.2. Let WE Cf:;)(U x D) and f e C1·"'(U x D), where U and Dare inC". Show that 

Oq(fW) = f"Oq(W). 

E.3.3. Prove Proposition 3.2. (Hint: Use Stokes' Theorem on D - B(z, s) and Lemma 
3.1, and lets-> 0.) 

E.3.4. Let D cc IC" be a convex open set. Show that every f e A(D) is the uniform limit 
on l5 of a sequence of functions in (t}(D). 

E.3.5. Let 0 0 (8) be the kernel on bB x B defined in Example 3.3, where B is the unit 
ball in c•. 

(i) Ifr = ICI2 - 1 is the standard defining function for the unit ball, show that 

!lo(S) = [1 - (z, m -•Q0(or) on bB X B. 

(ii) Show that 

z*!l0(or) = (n- 1)! dS, 
2n" 

where z: bB t-> IC" is the inclusion and dS is the surface element on bB. (Hint: 
Use Corollary 111.3.5; this result will be generalized in Lemma VII.3.8.) 

(iii) (i) and (ii) imply that the operator S: L 1(bB)-> (r](B) defined by Sf= 

Jbsf!l0(S) is given by 

(n- 1)! r ds, 
( *) Sf(z) = 2T J b/(C) [1 - (z, m•. 
Let H 2(bB) denote the closure in L 2 (bB) of the restriction to bB offunctions 
in A(B). Show that iff E H2(bB), then J = Sf E @(B) is an "extension" off, 
with the property that iff,. E (t}(B) is defined by f,.(z) = f(rz) for z e .B, then 

lim,-1 llf..- fiiL>cbBJ = 0. 

Remark. One can show that ( *) defines the orthogonal projection from 
L 2(bB) onto the closed subspace H2(bD). This projection is called the Szego 
projection. (See [Rud 3] or [SteE 2] for more details.) 

E.3.6. Let D cc C" be convex with C2 boundary. Define r(z) = - o0 (z) for z e l5 and 
r(z) = Oc•-n(z) for z¢D. Show that 

D, = {z: r(z) < s} 

is a convex domain with C2 boundary provided lsi is sufficiently small. 
(Hint: Use E.ll.5.9.) 

E.3.7. Let D1 cc D2 be two bounded convex domains in C" and let K = l52 - D1• 

Show that H~(K) = 0 for q ;;:: 1 with q -=1- n - 1. 
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§4. The Bergman Kerhel 

In contrast to the concrete integral representations which we have discussed 
in the preceding paragraphs we shall now use abstract Hilbert space techniques 
in order to obtain a new type of integral representation for holomorphic 
functions. Such methods were introduced in complex analysis already in the 
1920s by Stefan Bergman. Bergman developed his theory in an attempt to deal 
with the classification problem for domains inC" up to biholomorphic equiva
lence, a problem which is particularly significant if n > 1, because there is no 
analogue of the Riemann Mapping Theorem in that case (recall Theorem 
1.2.7). The relevant abstract kernel-the so-called "Bergman kernel"-can be 
defined quite easily for arbitrary domains, but it is very difficult to obtain 
concrete representations for it and to study its behavior at the boundary, 
except in special cases like a ball or polydisc; thus the Bergman kernel was of 
limited use for a long time. However, major progress has been made during 
the last decade, especially in case of strictly pseudoconvex domains, and the 
Bergman kernel is now used extensively in the study of boundary regularity 
ofbiholomorphic maps. In the present paragraph we present some of the more 
elementary results about this kernel. Some of its deeper properties on strictly 
pseudoconvex domains and applications to biholomorphic maps will be 
discussed in Chapter VII. 

4.1. The Bergman Kernel 

Given D c C", we consider the Hilbert space L 2(D), with inner product 

(f, g)= (.f, g)v = L.fg dV ( = t .fA •g). 
By Corollary 1.1.10, £ 2 = Yf2 (D):= {!)L 2 (D) is a closed subspace of U(D), 
and hence is itself a Hilbert space. In order to ensure that Yf 2 (D) is nontrivial, 
we shall henceforth assume that D is bounded. By Corollary 1.1.7, for each 
a ED, the evaluation map 

defined by ra(f) = f(a), 

is a bounded linear functional on Yf 2 (D). Therefore, by the Riesz Represen
tation Theorem, there is a unique element in Yf 2 (D), which we denote by 
Kv( ·,a), such that 

(4.1) .f(a) = ra(f) = (f, Kv( ·,a))= L .f(()Kv((, a) dV(O 

for all.f E £ 2 • The function 

thus defined is called the Bergman kernel for D. 
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Notice that for all a ED one has 

1-ra{f)l = lf(a)l:::;; Cc5i)"{a) llfiiL><Dl 

with a constant C which depends only on the dimension n. To see this, apply 
the Cauchy estimate (1.1.20) with a. = 0 to the polydisc P = P(a, r), where 
r = c5D(a)/Jn, and use the inequality llfiiL•<Pl:::;; (vol P}112 llfiiL><PJ· Since 

IIKD( ·, a)ll£2 = 11-rall = sup{lf(a)l: fE~2, llfll :::;; 1}, 

the Bergman kernel KD therefore satisfies the estimate 

(4.2) II KD( ·,a) 11£2 :::;; Cc5i)"{a) for a ED. 

Next we verify a fundamental symmetry property of KD. 

Lemma 4.1. The Bergman kernel K D satisfies 

(4.3) for all(, zED, 

and hence KD((, z) is conjugate holomorphic in z. 

PRoOF. By definition, for fixed zED we have KD( ·, z)E ~2 ; so we may apply 
(4.1) with f = KD( ·, z), and a= C ED, giving 

KD((, z) = (KD(.' z), KD(.' m 
= (KD(·, C), KD(·, z)) 

= KD(z, (), 

where, in the last equality, we have again used (4.1}, but this time with 
f = K( ·, 0 and a= z. • 

Notice that by (4.3) we can rewrite (4.1) in the form 

(4.4) f(z)= Lf(()KD(z,()dV(() forallfE~2 andzED. 

4.2. Representation by Orthonormal Basis 

By Lemma 4.1 the function H((, z) = KD((, z), defined on n = D X jj = 
{((, z) E C2": (,zED}, is separately holomorphic inC and z. In order to see that 
KD is jointly continuous in((, z), one could thus apply Hartogs' theorem on 
separate analyticity to the function H, implying that H is holomorphic on n. 
But for the special function considered here, a more elementary proof of the 
latter fact is available, which is based on an interesting representation of the 
Bergman kernel in terms of an orthonormal basis for ~2(D). 
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Lemma 4.2. For every compact set K c D there is a constant CK < oo such that 
for every orthonormal basis { cpi, j = 1, 2, ... } of :/f2 one has 

00 

(4.5) sup L icpi(zW:::;; CK. 
zeK j=1 

PROOF. Let K c D be compact. Then dist(K, bD) > 0, and it follows from (4.2) 
that there is a constant CK such that 

(4.6) 

for all z e K. Given an orthonormal basis { cpi: j = 1, 2, ... } for :/f2(D), the 
function Kv( ·, z) e :/f2 has the representation 

00 

(4.7) Kv(,, z) = L (Kv( ·, z), cpj)cpj(O, 
j=1 

the series converging in :/f2 , and hence also compactly in l!J(D). Moreover, one 
has 

(4.8) 
00 

L I(Kv( ·, z), cpi)l 2 = II Kv( ·, z) llf,<DJ· 
j=1 

Since by ( 4.1) one has 

(4.9) forj = 1, 2, ... , 

the desired result follows from (4.8) and (4.6). • 

Theorem 4.j. For any orthonormal basis { cpi,j = 1, 2, ... } for :/f2(D) one has 
the representation 

00 --

(4.10) Kv((, z) = L cpj(()cpj(z) for all(,, z)eD x D, 
. j=1 

with uniform convergence on compact subsets of D x D. 

PROOF. The representation (4.10) follows directly from (4.7) and (4.9), since 
convergence in :/f2 implies pointwise convergence. For the remaining state
ment, it is enough to prove uniform boundedness of the partial sums 
L'j=1 lcpj(OIIcpj(z)l, m = 1,2, ... ,onK x KforanarbitrarycompactsetK c D. 
Compact convergence then follows by a normality argument. By Lemma 4.2, 
{lcpi(z)i,J = 1, 2, ... }el2 for each fixed zeD; so by the Cauchy-Schwarz in
equality (in P) and (4.5), one has 

(4.11) 
00 ( 00 )1/2 ( 00 )1/2 
i~ icpi(Oilcpi(z)i:::;; i~ lcpi('W i~ lcpi(zW :::;; CK 

for all'' zeK. • 

Coronary 4.4. Kv(,, z) is holomorphic in(,, z)eD x i5, and hence KvEC 00(D x D). 
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4.3. The Bergman Projection 

Since Yt"2 (D) is a closed subspace of L 2 (D), there is an orthogonal projection 
operator 

P = Pn: L 2 (D) ~ Yt"2 (D). 

P is a bounded Hermitian operator of norm 1 which satisfies Pf = f for 
f E Yt"2. We shall now see that the abstract operator P v-called the Bergman 
projection-is given by integration against the Bergman kernel. 

Proposition 4.5. The Bergman projection Pn: U(D) ~ Yt"2 (D) satisfies 

(4.12) (Pvf)(z) = (f, Kv( ·, z)) = t f(OKv(z, () dV(() 

for allfEL2(D) and zED. 

PROOF. Given f E L 2(D), we apply the reproducing property (4.1) to Pf E Yt"2, 

giving 

(4.13) Pf(z) = (Pf, Kv( ·, z)), 

Since Pis Hermitian and KvC, z) E Yt"2, we obtain 

(4.14) (Pf, Kv( ·, z)) = (f, PKv(", z)) = (f, KvC, z)), 

and (4.12) follows. • 

4.4. The Bergman Kernel for the Ball 

We shall now obtain an explicit formula for the Bergman kernel KB of the 
unit ball B = B(O, 1) as a simple consequence of the Cauchy Integral formula 
for convex domains discussed in §3.2. The function r = lzl 2 - 1 is a coo de
fining function for the (convex) unit ball B. Since or(()= LJ=l (,j d(j, one has 

n 

(4.15) <or((), (- z) = L (,i((i- zi) = 1(1 2 - (z, (), j=l 
which equals 1 - (z, ()for (EbB. By Theorem 3.4, 

(4.16) f(z) = (2n;rn I f(O or(() " [aor(oJn-1 
J bB [1 - (z, ()]n 

for f E A(B) and z E B. For fixed z E B, the kernel C((, z) in (4.16) is clearly 
smooth in (EB; so if fEA 1 (B), we may apply Stokes' Theorem in (4.16), 
obtaining 

(4.17) 
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We now compute 

a C(( ) = (aor(C))" Lk=1 zk d(k 1\ or(() 1\ (aor(mn-1 
~ 'z [1 - (z, or + n [1 - (z, C)]n+1 

n! /\'J=1 (d(i 1\ d(i) (Lk= 1 zld(n- 1)! /\'J=1 (d(i 1\ d(i) 
= [1 - (z, OJn + n • [1 - (z, ()Jn+1 

n! /\'J=1 (d""( A d() 
[1 - (z, OJn+t · 

Since 

by III.(3.4), we obtain 

(4.18) 1 a- n! 1 d -- C=- V. 
(2ni)" ~ nn [1 - (z, mn+1 

Let us introduce the function 

(4.19) 
n! 1 

G((, z) = nn [ 1 _ (z, ()Jn+1 · 

It follows from (4.17) and (4.18) that 

(4.20) f(z) = L f(C)G((, z) dV = (f, G( ·, z) )B for zeB. 

The proof of (4.20) had assumed that fer A 1 (B), but (4.20) holds for arbitrary 
fe£' 2 (B) by a simple limit argument: iffe£'2(B) and 0 < t < 1, thenj,(z) = 
f(tz) defines a function J, E (!)(B) for which (4.20) holds, and since J,--+ fin £'2 

as t --+ 1, one obtains ( 4.20) for f as well. By ( 4.19), for fixed z E B, the function 
G((, z) = G(z, 0 is holomorphic on B in (, and hence is in £'2 (B). Since by 
(4.20) it satisfies the necessary reproducing property (4.1), it follows that G((, z) 
must coincide with the Bergman kernel KB((, z) of the ball. 

Let us summarize the result of our computations. 

Theorem 4.6. The Bergman kernel K B for the unit ball B = { z E en: I z I < 1} is 
given by 

n' KB((, z) =--;;. [1 - ((, z)J-<n+ll. 
71: 

4.5. Product Domains 

Theorem 4.6 for n = 1 gives the Bergman kernel for the unit disc .1 = {zeC: 
lzl < 1 }. The following general result immediately implies a formula for the 
Bergman kernel on the unit polydisc A"= P(O, 1). 
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Theorem 4.7. SupposeD; cc C"•, i = 1, 2, are bounded domains with Bergman 
kernels Kn, and Kn2 • Then the Bergman kernel Kn for the product domain 
D = D1 x D2 is given by 

(4.21) Kn((, 1 , ' 2), (z 1 , z2)) = Kn,(, 1 , z1)Kn,(,2 , z2 ) 

for all (,1 , ' 2) and (z 1 , z2)eD1 x D2 • 

PRoOF. Let G denote the function on the right in (4.21). It is clear that 
G( ·, (a1 , a2)) e .n"2 (D) for each fixed (a1 , a2) e D; moreover, the reproducing 
property 

f(a 1 , a 2) = (J, G( ·, (a1 , a2)))n = f fG( ·, (a1 , a2))dV 
D 1 xD2 

is an easy consequence ofFubini's Theorem and the corresponding reproduc
ing properties for Kn, and Kn2 • It follows that G = Kn. • 

Corollary 4.8. The Bergman kernel Ka" for the unit polydisc 11" in C" is given by 

1 n 1 
Kan(,, z) = n"}] (1 - 'iz)2. 

4.6. The Transformation Formula 

We shall now study the behavior of the Bergman kernel under biholomorphic 
maps. The simple transformation formula given in Theorem 4.9 below is of 
great importance in the study of biholomorphic maps, as we shall see in 
Chapter VII. A differential geometric interpretation is discussed in Exercise 
E.4.3. 

Theorem 4.9. Suppose F: D1 --+ D2 is a biholomorphic map between bounded 
domains in C". Then 

(4.22) Kn,(,, z) = det F'(0Kn2 (F(,), F(z)) det F'(z) 

for all'· zeD1 . 

PROOF. The substitution formula for integrals and Lemma 1.2.1 imply that 

(4.23) J lf(wW dV(w) = J lfoF(,Widet F'('W dvm. 
D2 D1 

Hence the map TF: f~---+(f oF) det F' establishes an isometric isomorphism 
from L2 (D2) to L2 (D1), with inverse TF-'• which restricts to an isomorph
ism .n"2 (D2)--+ .n"2 (D1). Suppose f e .n"2(D1), fix z e D1 , and let w = F(z). By 
applying the reproducing property of Kn2 ( ·, w) to the function TF-'f = 
(f o F-1) det(F-1)' one obtains 
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Since TF is an isometry, 

(4.25) 

From (4.24) and (4.25) one obtains 

f(z) = (f, det F'( · )Kv2 (F( · ), F(z)) det F'(z))v,, 

which shows that the function on the right side of (4.22), which is clearly in 
Yt'2 (D1) as a function of(, has the required reproducing property, and hence 
must agree with Kv,(C z). • 

Theorem 4.9 implies a transformation formula for the Bergman projection 
Pv under biholomorphic maps. 

Corollary 4.10. IfF: D1 ~ D2 is biholomorphic, then 

(4.26) 

for all f E L 2 (D2 ). 

PROOF. Recall the isometry TF: U(D2 ) ~ U(D1 ) from the proof of Theorem 
4.9. The left side of(4.26) is Pv,(TFJ). By Proposition 4.5, if zED1 , then 

Pv,(TFJ)(z) = (TFf, Kv,(·, z)). 

Now (4.22) implies Kv, ( ·, z) = [TFKv 2 (", F(z))] det F'(z), so 

Pv, (TFJ)(z) = det F'(z)(TFf, TFKv 2 ( ·, F(z))) 

= det F'(z)(J, Kv2 ( ·, F(z))) (since TF is an isometry) 

= det F'(z)(P.QJ)(F(z)), 

where the last equality follows again from Proposition 4.5. • 

Remark 4.11. The transformation formula (4.26) for the Bergman projection 
(but not the transformation formula (4.22) for the Bergman kernel) remains 
true for proper holomorphic maps F: D1 ~ D2 (i.e., F- 1(K) is compact forK 
compact in D2 ) which are not necessarily biholomorphic. This important fact 
was discovered only recently by S. Bell [Bel 3]; it has become a fundamental 
tool in the study of boundary regularity of proper holomorphic maps (see the 
Notes to Chapter VII). 

EXERCISES 

E.4.1. Let D c C" be bounded. 

(i) Show that kv(z) = Kv(z, z) > 0 for zED. 
(ii) Prove that log kv is strictly plurisubharmonic on D. 
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E.4.2. (The Bergman metric). Let D cc C". 

(i) Show that the map H~: T,C" x T,C"--+ C defined by 

n 82 log k 
H~(u, v) = L D (z)ujvk, 

j,k~l azjazk 
ZED, 

defines a Hermitian inner product on T,C" for each zED. 
(ii) If V(ll and V(2) are C"' vector fields on Q c D, then h(z): = H~(Vpl, V.(2 l) 

is C"' on Q. 

Remark. (i) and (ii) are the defining properties of a Hermitian structure (or 
metric) on D; this concept generalizes in the obvious way to any complex 
manifold. The particular Hermitian metric HD defined by(*) is called the 
Bergman metric on D. 

(iii) Let HD be any Hermitian metric on D. Show that GD: = Re HD defines a 
Riemannian metric on D. 

E.4.3. Let F: D 1 --+ D2 be a biholomorphic map between bounded domains inC". Prove 
that F is an isometry with respect to the Bergman metrics HD, and Hv, on D1 

and D2 , i.e., for all u, vE T,C", zED1 , one has H~'(u, v) = Hf?(~l(dF(u), dF(v)). 

E.4.4. (i) Compute the Bergman metric for the unit ball B(O, 1) inC". 
(ii) Verify that in case n = 1 the Bergman metric on the open unit disc~ agrees 

with the classical Poincare metric on ~. 

E.4.5. Compute an exact formula for the Bergman kernel for a ball B(a, R) with center 
a E C" and radius R > 0. 

E.4.6. (i) Show that for all zED one has 

Kv(z, z) = sup{lf(zW: /E.n"2 (D) with 11!11 ~ 1}. 

(ii) Show that for each zED there is an extremal function hz E .n"2 (D) with 
IIhz II= 1 and Kv(z, z) = lh.(zW. 

(iii) Show that Kv(z, z) ~ 1/vol(D). 

E.4.7. Show that IKv((, z)l ~ C.biJ"(()bjJ"(z) for all (, zED, where the constant c. 
depends only on the dimension n. 

E.4.8. Suppose D1 c D2 are open in C". Prove that 

Kv,(z, z) ~ Kv, (z, z) 

E.4.9. SupposeD cc C" has boundary of class C2. Show that the estimate in E.4.7 
holds in the strengthened form 

for z, (ED, where Cis independent of (and z. (Hint: Prove Kv(z, z) ;S bj)"-1 (z) 
by showing it first for a ball and then by applying this together with E.4.8 to a 
family of balls of fixed positive radius which are contained in D and whose 
boundaries meet bD.) 
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Notes for Chapter IV 

The importance of integral representations in complex analysis was recog
nized at least as early as 1831, when Cauchy discovered the famous formula 
which carries his name. Its generalization to several variables in case of 
polydiscs (Theorem 1.1.3) is almost as old, and it has played a fundamental 
role in the local theory from the very beginning, just as in the case of one 
variable. However, it took much longer to develop Cauchy-type integral 
formulas for more general domains, which would then lead to substantial 
global applications. 

The first major result seems to be due to A. Weil, who in 1932 announced 
a Cauchy integral formula for polynomial polyhedra in C2 (the proof was 
published in 1935 [Wei]). Weil used this integral formula to prove the first 
generalization of the Runge Approximation Theorem to several variables
this result is now known as the Oka-Weil Theorem. We will say more about 
it in VI.§l.3, and in the Notes for Chapter VI. Essentially the same integral 
formula was obtained independently in 1934 by S. Bergman [Ber 1]. A special 
feature of the Bergman-Weil formula is that integration is only over a very 
small subset of the topological boundary of the polyhedron, the so-called 
distinguished boundary; we have already noticed this for the Cauchy integral 
on polydiscs in Chapter I. The extension of the Bergman-Weil integral to 
general analytic polyhedra requires a global decomposition for holomorphic 
functions on domains ofholomorphy, a result now known as Hefer's Theorem 
(see Theorem V.2.2) and which was only published in 1950 [Hef]. However, 
already in 1940, K. Oka, based on his earlier work, had been able to circum
vent this difficulty by introducing a technical modification in the Bergman
Wei! integral, thus obtaining an integral representation formula on analytic 
polyhedra in C2 [Oka, V]. This modification of the Bergman-Weil integral 
was one of several major ingredients in Oka's 1942 solution of the Levi prob
lem in C2 [Oka, VI]. Once Hefer's Theorem was available, Oka's modification 
became obsolete. Surprisingly, Hefer's Theorem is a rather elementary con
sequence of the solution of the Cousin I problem 1 obtained by Oka already 
in 1936. This seems to be the one occasion where Oka's work did not follow 
the direct route. In 1952 F. Sommer [Som] systematically investigated the 
Bergman-Weil integral on analytic polyhedra and established a connection 
between it and the formula of E. Martinelli and S. Bochner discussed in §1 
(see also below), where integration is over the full topological boundary. 
Integral representations on analytic polyhedra are rather difficult to use in 
applications, and today they are of interest mainly to specialists, but we hope 
that the above remarks will convince the reader of their central role in the 
early developments of global function theory in several variables. 

Of much greater importance-at least from today's perspective, and certainly 

1 See Chapter VI, §4, for a discussion of this problem. 
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for the present book-are generalizations of the Cauchy Integral Formula 
to smoothly bounded domains, especially in case of a strictly pseudoconvex 
boundary. The first such formula (Proposition 1.6) was discovered in 1938 
by E. Martinelli [Mar 1], and, independently, by S. Bochner [Boc] in 1941. 
Bochner's paper was published in 1943. In a footnote added in proof, Bochner 
makes reference to a recently published paper of E. Martinelli [Mar 2], in 
which the same integral formula appears, and he points out that he had 
already lectured on this formula in a course at Princeton University in the 
Winter of 1940-41, and that the result was later incorporated in a 1941 
Princeton Dissertation. Clearly, at that time Bochner had only learned of 
Martinelli's 1943 paper and not of the earlier 1938 paper. Thus there seems to 
be no question about Martinelli's priority (notice that Henkin and Leiterer 
[HeLe] refer to Proposition 1.6 as the Martinelli-Bochner formula). How
ever, as our presentation follows Bochner's potential theoretic proof, it seems 
justified to give equal credit to both authors and retain the commonly used 
alphabetic order. 

The more general representation formula for C1 functions f, which involves 
a correction term depending on aj (Corollary 1.3), appeared in 1967 as a 
special case of Theorem 1.10, due toW. Koppelman [Kop 2], but it probably 
was known earlier. It is implicitly contained in [Boc], at least for harmonic 
f Certainly in case n = 1 it is much .older: it seems to have appeared first in 
1912 in a paper of D. Pompeiu ("Sur une classe de fonctions d'une variable 
complexe ... ," Rend. Circ. Matern. Palermo 35 (1913), 277-281), but it re
mained largely forgotten in classical complex analysis until the early 1950s, 
when A. Grothendieck and P. Dolbeault used it to solve the inhomogeneous 
Cauchy-Riemann equation iJujiJz = fin one variable (in our presentation this 
is now a special case of Corollary 1.11(b)). More significantly, Grothendieck 
and Dolbeault used this result to then prove-by an inductive procedure
the solvability of the equation au = f for arbitrary a-closed (p, q)-forms on 
polydiscs in several variables (see Exercises E.III.2.4 and E.III.2.5 for an out
line). In particular, this gives local existence for solutions for the a-equation. 
This result, widely known as the Dolbeault-Grothendieck Lemma, is of 
fundamental importance in the representation of analytic sheaf cohomology 
groups in terms of the a-complex due to P. Dolbeault [Dol] (see Chapter 
VI, §6.3). In this book the local solvability of au = f follows from the solution 
of a on convex sets (Corollary 3.8). Quite surprisingly, it seems to have 
been overlooked that the inversion of iJjiJz in C1 by the Cauchy kernel, 
and its application by induction to solve au = f on poly discs inC" was already 
discovered by S. Bochner in 1943 ([Boc], Theorem 11) for the case of a real 
analytic (0, 1)-form f-this was the case of interest to Bochner. It there
fore seems appropriate to refer to this result as the Bochner-Dolbeault
Grothendieck Lemma. 

The relationship between the a-complex and sheaf cohomology groups dis
covered in the 1950s marks the beginning of the systematic use of differential 
forms in complex analysis, but it took surprisingly long until concrete integral 
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representations were introduced for them. The first result of this type (Theorem 
1.10) was obtained in 1967 by W. Koppelman [Kop 2]; however, because 
of his untimely death, Koppelman was not able to publish any proofs. 
Proofs were eventually obtained around 1970, first by I. Lieb [Lie 2], then 
by N. 0vrelid [0vr 1], and subsequently by many others. The simple proof 
given here is the natural extension to differential forms of Bochner's proof 
for the case of holomorphic functions, and was discovered by I. Lieb and 
R.M. Range [LiRa 2]. 

Lemma 1.15, the essential step in the proof of the regularity Theorem 1.14, 
is a standard result in real analysis; the proof given here follows [Ker 1]. 

The proof of the Hartogs Extension Theorem given in §2.1 is due to 
E. Martinelli [Mar 2]. A similar proof was given by S. Bochner [Boc]. A care
ful reading of the latter proof shows that all that is needed for the function f 
which is to be extended is that f is a CR-function, though Bochner did not 
explicitly state the result in this form. A precise statement of the extension 
theorem for CR-functions was given by L. Hormander [Hor 2], who credits 
Bochner. A different proof of Theorem 2.1, based on the solution of a with 
compact support (see E.2.5), was found in 1960 by L. Ehrenpreis [Ehr]. Hor
mander's proof of Bochner's Theorem is based on the same idea. Bochner's 
1943 proof of Hartogs' Theorem involves the jump formula for the BM
transform, which he only proves for the case of harmonic functions. The more 
delicate case of continuous functions (Proposition 2.2) was proved first for n = 1 
in 1908 by J. Plemelj ("Ein Erganzungssatz zur Cauchyschen Integraldarstel
lung analytischer Funktionen, Randwerte betreffend," Monatsh. Math. und 
Phys. 19 ( 1908), 205-21 0), whose arguments were extended to several variables 
by R. Harvey and B. Lawson in 1975 [HaLa]. The proof of Theorem 2.5 given 
here is essentially the one of Harvey and Lawson [HaLa], stripped of all 
references to distributions and currents. The interested reader should consult 
that paper for further references related to this circle of ideas. 

The Cauchy Integral Formula for arbitrary generating forms (Theorem 3.6 
in case q = 0 and f holomorphic) is due to J. Leray [Ler 1, 2], who introduced 
the terminology of Cauchy-Fantappie forms. Related results were obtained 
by W. Koppelman [Kop 1]. The Cauchy Integral for convex domains (Theorem 
3.4) was stated first by Leray in 1959 [Ler 2]; in the special case of a ball it 
seems to be due to L.K. Hua [Hua], who used a computation based on 
complete orthonormal systems of monomials. 

Cauchy-Fantappie forms of order q > 0 were introduced by W. Koppelman 
[Kop 2], who stated Lemma 3.5 for such forms as well as the fundamental 
result that any two CF forms of order q ~ 1 differ by a sum a,Aq + azAq-l· 
These results are, essentially, equivalent to Theorem 3.6, with the operators 
T:J written in different form. The first detailed proof of Koppelman's results 
was given by I. Lieb [Lie 2] in 1970. For q = 0, the version of Theorem 3.6 
stated here was proved first in 1970 by G.M. Henkin [Hen 2]. A closely related 
result was proved at the same time by H. Grauert and I. Lieb [GrLi]. For 
q ~ 1, the proof of Theorem 3.6 given here is due to R.M. Range and Y.T. Siu 
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[RaSi]. Besides I. Lieb's original proof and the Range-Siu proof, other proofs 
of results like Theorem 3.6 are due to P.L. Poljakov [Pol 1] and N. 0vrelid 
[0vr 1]. The idea of switching variables near the strictly concave boundary in 
order to solve 8 on spherical shells by integral kernels (Proposition 3.9) is due 
toM. Hortmann [Hor], who considered regions more general than the simple 
case considered here. 

Most of the material in §4 is due to S. Bergman. The reader interested in a 
comprehensive account of Bergman's theory should consult [Ber 2]. The 
modern theory of the Bergman kernel begins in 1965 with L. Hormander's 
paper [Hor 1]. Additional contributions were then made by K. Diederich 
[Die] and N. Kerzman [Ker 2], and a complete description of the Bergman 
kernel near the boundary of strictly pseudoconvex domains was eventually 
achieved in 1974 in C. FetTerman's fundamental paper [Fef]. We will discuss 
some of these developments in Chapter VII. The Bergman kernel for the ball 
can be computed in many different ways besides the method used here, for 
example, by explicitly summing up the expansion in terms of the orthonormal 
basis given by the normalized monomials (see [Kra 2]), or by using the mean 
value formula, the transivity of the group of automorphisms of the ball and 
the transformation formula (4.22) (see [Hua] or [SteE 2]). 



CHAPTER V 

The Levi Problem and the Solution of o 
on Strictly Pseudoconvex Domains 

In the preceding chapter we developed a general integral representation 
formula for differential forms, and we saw, in the case of convex domains, some 
of its major applications whenever there is a generating form which is globally 
holomorphic in the parameter z. In this chapter we apply these techniques to 
a strictly pseudoconvex domain D. Here the geometric information is only 
local, and there is no simple way to find a globally holomorphic generating 
form. 

In §1 we use the Levi polynomial of a strictly plurisubharmonic defining 
function r for D-in essence, this contains the information that D is locally 
biholomorphically equivalent to a convex domain-to construct a generating 
form L0 on bD x D which is holomorphic in z for z close to ( E bD; that is, 
near the singularities of L 0 • Not much is gained at this point for the CF form 
Oq(L0 ) in case q = 0; but if q ~ 1, then Oq(L0 ) = 0 near the (potential) singu
larities, and this has far-reaching consequences! For most of this chapter we 
therefore concentrate on the case q ~ 1. The discussion of 0 0 (L0 ) and of 
globally holomorphic Cauchy-type kernels is postponed to Chapter VII, when 
we will have available the global solution of a on i5. By applying Theorem 
IV.3.6 in case q ~ 1 to the generating form Ln. one easily obtains a compact 
extension operator Eq for a-cohomology classes which, by the finiteness theo
rem for compact operators in Banach spaces, implies that there are at most 
finitely many obstructions to the solution of au = f on D. By a classical 
argument of H. Grauert, this fact readily implies the solution of the Levi 
problem, i.e., that D is Stein. 

Via the extension operator Eq, the problem of solving au = f on D is 
reduced to the case where f is a a-closed (0, q) form on a strictly pseudoconvex 
neighborhood Da of i5. In §2 we solve this problem by constructing a generat
ing form holomorphic in z E i5 on a suitable neighborhood of i5, which by 
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Theorem IV.3.6 will then produce the required integral solution operator for 
a. The main idea is as follows. By IV.§3.2, we know how to handle convex 
regions. Since by the solution of the Levi problem i5 is Stein, there is a 
neighborhood basis for i5 consisting of analytic polyhedra. We therefore can 
apply a fundamental idea of K. Oka to simplify the geometry by embedding 
a suitable analytic polyhedron into a polydisc in a higher dimensional eN. We 
are thus, essentially, reduced to the convex case! After pulling back the global 
data from an appropriate region in eN to i5 c e", we obtain the desired 
generating form by applying a decomposition theorem for holomorphic func
tions on a Stein neighborhood of i5. The proof of this latter result is obtained 
by a simple, but crucial technical modification of the classical proof of 
H. Hefer, needed to take care of the possibly finitely many obstructions to 
the solution of au =; f on i5. 

These results imply the fundamental vanishing theorem H~(D) = 0 for q ;::: 1 
for a strictly pseudoconvex domain D. Moreover, the solution of a on D is 
given by a rather explicit integral operator. In §3 we estimate the relevant 
kernels and prove that the solution operator is bounded from L oo into the 
Holder space A112 • This fractional gain in regularity, which is optimal except 
for regions in the complex plane, is a characteristic feature of the a-equation 
which has led to the concept of subellipticity and other important develop
ments in the theory of partial differential equations. Even though these esti
mates will not be needed until Chapter VII, we have included them here so 
as to provide a direct route to a result which is very useful in many applications. 
In Chapter VII, §5, we will discuss variants of the solution operator for a and 
prove estimates in LP norms. 

§1. A Parametrix foro on Strictly Pseudoconvex 
Domains 

In this paragraph D will always denote a bounded strictly pseudoconvex 
domain and r will be a strictly plurisubharmonic Ck+ 2 defining function for 
D in a neighborhood U of bD, where k is some integer ;::: 0. At first, we do not 
assume dr -=f. 0. 

1.1. A Special Cauchy-Fantappie Form 

For ( E U, the Levi polynomial F((, z) = p<•J of r is defined by 

n or 1 n o2r 
F((, z) = i~ o(i (()((i - zi) - l J~, 1 o(io(k (()((i - zi)((k - zk). 

By Proposition Il.2.16 there are positive numbers e and c, such that 

(1.1) 2 ReF((, z) ;::: r(() - r(z) + 2cl( - zl 2 
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for ( E U and lz -(I :::;;; e. If k = 0, F is only continuous in(, while generating 
forms must be at least C1 . We therefore modify F as follows (this could be 
avoided by assuming k z 1, but it is of interest to keep the differentiability 
assumptions minimal). We fix a neighborhood U' cc U of bD and, for 
j, k = 1, ... , n, we choose o/jk E C00 (U), such that 

(1.2) I 02
r I o/jk- oCo(k U' :::;;; cj2nz. 

Then 

(1.3) 

satisfies 

(1.4) 

for ( E U' and lz- (I :::;;; e, F# E ck+l,oo(U' X e), and F# is holomorphic in z. 
Choose x E coo (en x e), such that 0 :::;;; x :::;;; 1 and 

It follows that 

(1.5) 

X={~ for I( - zl :::;;; e/2 
for I(- zl z e. 

has the following properties for ( E U': 

(1.6) 2 Re <1>((, z) z r(() - r(z) + clz- (1 2 for lz - (I :::;;; e/2; 

(1.7) 2 Re <1>((, z) z r(() + ce2 /8 

Fix 0 < fJ :::;;; ce2 /8, such that 

for lz- (I z e/2 and r(z):::;;; ce2/8. 

D~ = DU {zE U: r(z) < fJ} 

is a neighborhood of D. One then has 

(1.8) 1<1>((, z)l z fJ for ( E bD and all z E jj~ with lz- (I z e/2. 

Finally, <I> has a decomposition <I> = LJ=l ~((i - zi), where 

(1.9) ~((, z) = X [ :~ (() - ~ kt1 o/ik((k - zk) J + (1 - xH0 - Zj). 

It follows that 

n 

Lv ~ L (~/<1>) d(i. 
j=l 

is a generating form with coefficients in Ck+1 ' 00 (bD x D). We now summarize 
the basic properties of the associated CF form Qq(Lv). 
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Proposition 1.1. The form Q0 (LD) is defined on bD x i5- {( = z}, with coeffi
cients in Ck,oo. Furthermore, Q 0 (LD) is holomorphic in z for zei5 with 
0 ¥- lz - (I < e/2. 

For q :2: 1, Oq(LD) is nonsingular on bD x i56, with coefficients in Ck,oo(bD x 
D6). In particular, ifD has Ck+ 2 boundary and iffeCg,q(bD), then theform 

r fA Qq(LD) 
JbD 

is in cg:q(Da)· 

PRooF. Since x = 1 for lz - (I ::;;; e/2, the construction of LD shows that its 
coefficients are holomorphic in z on lz- (I < e/2, provided <1>((, z) =F 0. By 
(1.6) and (1.7), <b((, z) =F 0 for r(O = 0 and zeD-{(}. This proves the state
ments about Q0 (LD). If q :2: 1, one obtains Qq(LD) = 0 for((, z) e bD x D with 
I( - zl :S: e/2. This fact and (1.8) show that Qq(LD) can be extended without 
singularities to bD x i56 • The last statement is then obvious. • 

We now assume that dr =F 0 on bD. For q :2: 1 we define the linear operator 

Eq: cg,q(bD) -+ cg:q(D6) 

by 

(1.10) 

Eq is a "smoothing operator", that is, the output Eqf is more regular than the 
input f. 

We now apply Theorem IV.3.6 to the generating form LD. It follows that 
the operator Tq = T!-0 : cg,q(D) ..... C8,q-l (D) defined by IV(3.13) in terms of LD 
satisfies 

(1.11) q :2: 1, 

for f e CJ,q(D) with iJJ = 0. So Tq does not solve the a-equation exactly, but 
only up to a smoothing term E4f. However, we will see that this is sufficient 
for important applications. Classically, an operator Tq with the above property 
is called a parametrix (for ii). 

1.2. The Extension of a-Cohomology Classes 

The operator E4 defined by (1.10) has another important property. 

Lemma 1.2. If q :2: 1 and f e CA.4(D) satisfies iiJ == 0 on D, then 

(1.12) ii(R4f) = 0 on i56 • 

PROOF. By Proposition 1.1 and by Lemma IV.3.5, if q :2: 1, aznq(LD) = 
( -l)q+l~Qq+1 (LD)onbD x i5.,. By continuity, iii= OonbD,so an application 
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of Stokes' Theorem gives 

i3z(Eq/) = ( -1)q+l r f 1\ ~Qq+l(LD) 
JbD 

195 

Hence, iff E CJ,q(D) and i3J = 0, then Eqf extends the a-cohomology class of 
f on D to D6 • A different version of the extension property of Eq is as follows 
(this result can be omitted without loss of continuity). 

Proposition 1.3. The homomorphism 

p:: H~(i56) .... HMD) 

induced by the restriction map p: CO,q(D6).,.. CO,q(D) is surjective for q ~ 1. 

PROOF. There is 1'/o > 0, such that 

E:f = r f 1\ !lq(LD) 
JbD• 

is well defined for 0 ::;; '7 ::;; 1'/o and f E C0 ,q(bD,), and E:f E CO,q(D6). So, if 
[!J E H~(i5), choose 0 < '1 ::;; 1'/o. such that f E CO,q(D,) and af = 0 on D,. 
Define T~"> with respect to D, as before (note that one can take LD. = LD); then 

f = i3T~"lf + E~"lf on D,, 

which shows that p; [E~"~] = [f]. • 

1.3. The Finiteness Theorem 

For q ~ 1, define 

Zq1 = ZJ(i5) = {!ECL(i5): i3f = 0 on D}. 

Equipped with the norm I I1.D• Zq1 is a Banach space. 

Theorem 1.4. For q ~ 1, the operator i3Tq defines a bounded linear transfor
mation 

8Tq: Zq1 .,.. Zq1 

whose range has finite codimension. 

PROOF. By (1.11), 

(1.13) 

on Z~, and by Lemma 1.2, the restriction of Eq to Z~ maps Z~ into C0,q(i5) n 
ker 8 c z~. 

Furthermore, differentiation under the integral sign shows that any partial 
derivative of Eqf is uniformly estimated by lflo,bD· An application of the 
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Ascoli-Arzela Theorem then shows that Eq: Z~ --+ Z~ is a compact operator. 
By basic Banach space theory it follows that the range of Id- Eq has finite 
codimension in Z~. (See [Rud 2], Chapter 4.) • 

1.4. The Levi Problem 

The Finiteness Theorem 1.4 leads to a simple solution of the Levi problem. 

Theorem 1.5. Let D cc C" be a strictly pseudoconvex domain defined by a 
strictly plurisubharmonic function r on a neighborhood U of bD such that 
L = D U {zE U: r(z) ~ 0} is compact. Then D is holomorphically convex, and 
hence a domain of holomorphy. In particular, the conclusion holds for every 
bounded strictly pseudoconvex domain with C2 boundary. 

PRooF. By Proposition 11.3.4, it is enough to show that for each ( E bD there 
is h = h, E C9(D), such that 

lim lh,(z)l = oo. 
z-+C 
zeD 

Fix ( E bD and let v(z) = <1>((, z), where <I> was defined by (1.5). Then vis C"' 
on a neighborhood of L, v(O = 0, and v(z) ¥-0 on L- {0 by (1.6) and (1.7). 
Furthermore, vis holomorphic for lz- (I < e/2, and therefore there is Yf > 0 
such that for each j = 1, 2, ... , jj = 8(1/vi) can be trivially extended across ( 
to the strictly pseudoconvex neighborhood D~ = D U {zE U: r(z) < Yf} of L. So 
we can view {!1,!2 ,. 00} as a linearly independent set in Zf(G), where G is 
strictly pseudoconvex with C2 boundary, L c G cc D~ (use Corollary 11.2.23). 
By Theorem 1.4 (applied to G instead of D) there are constants c 1, 00., c1 E C, 
c1 ¥-0, and a (0, 1)-form gEZf((J}, such that 

(1.14) on G. 

Since D cc G, 

zeD 

Therefore, the function hE C"'(L- {(})defined by 

satisfies, for zED, 

lim I hi~ lim lc1/v11- sup IT~~1gl = oo, 
z-+C z-+C D 

and, by (1.14), 8h = 0 on D. • 

Corollary 1.6. A compact set K c C" is a Stein compactum (i.e., an intersection 
ofholomorphically convex domains) if and only if K has a neighborhood basis of 
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strictly pseudoconvex domains with C2 boundary. In particular, the closure of a 
strictly pseudoconvex domain with C2 boundary, or, more generally, any pseudo
convex compactum is a Stein compactum. 

PRooF. The "easy" part was proved in Corollary 11.3.25. The "hard" part is 
an immediate consequence of Theorem 1.5. • 

EXERCISES 

E.l.l.For mEN+ set Dm={(z1,z2)EIC2:Iz112 +lz212m<l} and let r<ml=l
lz112 - lz212m be a defining function for Dm. 

(i) Show that Dm is convex, but not strictly convex except for m = 1. 
(ii) If 

2 ar<m) 
«t><mJ = L -(O((j- z), 

j~l acj 
show that there is a constant c > 0 such that 

2 Re «t><ml((, z) ~ -r(z) + cl(- zl 2m 

for ( E bDm and z E i)m. 

E.1.2. Prove that if D cc IC", the space z:(D) = {! E C~.q(D): of= 0 on D} with norm 
lfi1.D: = L1 I!JI1.v for f = L1 f1dz1 is a Banach space. 

§2. A Solution Operator for o 

2.1. Extension of Holomorphic Functions from Hyperplanes 

In order to construct a solution operator for a on strictly pseudoconvex 
domains we will need a decomposition theorem. The following proposition, 
which is of independent interest, contains the crucial analytic part of that 
result. 

Proposition 2.1. Let K c C" be a Stein compactum and set K 1 = K n {zE C": 
z1 = 0}. Then for every f E (9(K 1 ) there is a holomorphicfunction FE (9(K), such 
that 

(2.1) F(O, z') = f(O, z') 

for all (0, z') = (0, z 2 , ... , z.) in a neighborhood of K 1 . 

Remark 2.2. An analogous result holds for a-closed (0, q)-forms in a neigh
borhood of K 1 , q ?: 1 (see Exercise E.2.1 ). 

PROOF OF 2.1. Given f E (9(K 1 ), we choose a neighborhood W of K such that 
f is defined and holomorphic on W1 = wn {z: z 1 = 0}. Let n: C"--+ C" be 
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defined by n(z 1 , z') = (0, z'). Since W1 and W- n- 1 (W1 ) are disjoint and 
closed (in W), there is x E C'''(W) such that x = 1 in a neighborhood of W1 and 
x = 0 in a neighborhood of W- n-1 (W1 ). For j = 1, 2, ... 

(2.2) (J.j = a[x(f 0 n)]/z{ 

is a well defined 8-closed CO, 1 form on W. 
Since K is Stein, there is a strictly pseudoconvex domain D with C 2 bound

ary, such that K c D cc W. Hence { a 1 , a2 , •.• } is a linearly independent set 
in Zi (i)), and by Theorem 1.4, there are constants c 1, ... , c1 E C, c1 =I= 0, and a 
form g E Zi(D), such that 

(2.3) 

Without loss of generality we may assume c1 = 1. Equations (2.2) and (2.3) 
then imply that 

l 

F = L cizi-ix·(fon)- zi(T1 g) 
j:1 

is holomorphic on D qnd satisfies (2.1), since x = 1 in a neighborhood of 
K1. • 

2.2. Refer's Decomposition Theorem 

We will now prove the following. 

Theorem 2.2. Let K be a Stein compactum in en. Given f E CD(K), there are 
holomorphic functions Qi E CD(K x K), 1 ~ j ~ n, such that 

n 

(2.4) f(O - f(z) = I Qi((, z)((i - zi) 
j:1 

for((,z)EK x K. 

The proof will be an easy consequence of the following result. 

Lemma 2.3. Let K c ([" be a Stein compactum. Let 1 ~ k ~ n and define 

Kk = {zEK: z 1 = ··· = zk = 0}. 

Suppose f E CD(K) satisfies f(z) = 0 fpr all z in a neighborhood of K with 
z 1 = · · · = zk = 0. Then there are holomorphic functions g 1 , ..• , gk E CD(K), such 
that 

(2.5) 
k 

f(z) = L zigi. 
j:1 
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PROOF OF 2.3. We use induction. Lemma 2.3 is certainly true fork= 1 and 
arbitrary n ~ 1: simply take g1 = f/z 1 • Suppose the Lemma has been proved 
fork- 1 and all n ~ k. Let K# = K n {zEC": z1 = 0}. Then K# is a Stein 
compactum in IC"-1, jE(!)(K#), and f(O, z') = 0 for z' = (z2 , •.• , z") with 
z2 = .. · = zk = 0 in a neighborhood of K#. By inductive hypotheses, there 
are gl E (!)(K#) with 

k 

(2.6) f(O, z') = L zigl (z'). 
j=2 

By Proposition 2.1, there are functions giE(!)(K) with gj(O, z') = gl(z'), 
2 :s;;j:::;; k. Define 

(2.7) 
k 

F(z) = f(z) - L zigi(z). 
j=2 

Then FE (!)(K) and, by (2.6), F(O, z') = 0 in a neighborhood of K #. By the 
inductive beginning k = 1, there is g1 E(!)(K) with F = z1 g1 . Introducing this 
into (2. 7) gives (2.5). • 

PROOF OF THEOREM 2.2. The set K x K is a Stein compactum in C2". Let 
FE (!)(K x K) be defined by F((, z) = /(() - f(z). Introduce new holomorphic 
COOrdinates U = (ul, ... , Uzn) in C2" by Uj = (j- Zj and Un+j = Zj, 1 :s;;j:::;; n. 
Then F = 0 on 

K x Kn{uEC2": u1 = ··· = un = 0}. 

Now apply Lemma 2.3 to F and go back to the original coordinates((, z). • 

2.3. The Solution of o on a Stein Compactum 

The results of IV.§3 have shown that the main difficulty for constructing a 
solution operator for a is the existence of a generating form which is globally 
holomorphic in the parameter z. We now construct such a generating form 
on suitable neighborhoods of a Stein compactum. There are two ingredients: 
first we use a classical idea of K. Oka [Oka, I] to simplify the geometry by 
going to higher dimension; and second, we must use Refer's Theorem 2.2, 
whose proof is based on the Finiteness Theorem in §1.3. 

Proposition 2.4. Let G cc C" be holomorphically convex, and suppose K c G 
is compact. Then there are neighborhoods V0 cc V cc G of K, V with smooth 
boundary, and a generating (1, 0)-form WE C'i'.0"'(b V x V0 ) which is holomorphic 
in zE V0 • 

PROOF. Replacing K by J((T)<G>• we may assume that K is holomorphically 
convex in G. Let w cc G be a neighborhood of K. Using Proposition 11.3.10, 
one finds an analytic polyhedron 
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A= {zero: lhk(z)l < 1, 1 ~ k ~ N}, 

defined by functions hke(!}(G), 1 ~ k ~ N, such that K c A cc m. Let /:iN 
denote the open unit polydisc in eN. The restriction of H = (h1, ... , hN ): 
G -+ eN to A defines a proper holomorphic map 

H,A: A-+ !lN. 

Since H(K) is a compact subset of the convex set /:iN, there is a smoothly 
bounded open convex neighborhood U cc /:iN of H(K), with a smooth defin
ing function p: !:iN-+~. i.e., U = {tellN: p(t) < 0} and dp "# 0 on bU. It 
follows that 

for (17, t) E bU X U. 

Therefore, the function ct>: A x A -+ e defined by 

N ap 
ct>((, z) = I -a (H(m(hk(() - hk(z)) 

k=l 11k 

(2.8) 

satisfies ct>((, z) "# 0 for ( e(H1A)-1(bU) and zeK. By continuity there are open 
neighborhoods V0 cc V cc A of K, V with smooth boundary, such that 

(2.9) for((, z)ebV x V0 • 

Since hk E (!}(A) for 1 ~ k ~ Nand A is a Stein com pactum, Theorem 2.2 gives 
functions Qike(!}(A x A), 1 5.}5. n, such that 

n 

hk(') - hk(z) = I Qik(,, z)('i- zi). 
j=l 

Therefore one has the decomposition 

n 
(2.10) ct>((, z) = I ~((, z)((i- zi) 

j=l 

where 

(2.11) 

Finally, we define 
n 

w = I <~let>> d'j· 
j=l 

It follows from (2.9), (2.1 0), and (2.11) that W has all the required properties. • 

We can now easily prove the following. 

Theorem 2.5. Let G be a neighborhood of the Stein compactum K c en. Then 
there are neighborhoods V0 cc V cc G of K and linear operators 

T:· Yo: C0 ,q(V)-+ Co,q-l (V0 ) (1 5. q 5. n) 
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with the following properties: 

{i) for k = 1, 2, ... ' T:· Vof E c~.q-1 {Vo) iff E Co,q{V) n C~,q(V); 
{ii) a{T:· von = f on V0 if af = 0 on V. 
(iii) If M is a C1 manifold and f E ct·.'q(V X M), then T:· Vof E c~.'q-1 {Vo X M). 

PRooF. Without loss of generality we may assume that G is holomorphi
cally convex. Apply Theorem IV.3.6 with D = V to the generating form 
WEC{;Q'(bV x V0 ) given by Proposition 2.4, restricting z to V0 cc V. The 
operator T:·vo is defined by T,;" as in IV.(3.13). Since nq(W) = 0 on bV x V0 

for q ~ 1, conclusions (i) and (ii) follow immediately; (iii) follows by standard 
theorems on the dependence of integrals on parameters. • 

Corollary 2.6. Let K be a Stein compactum in C". Then 

H~(K) = 0 for q ~ 1. 

2.4. A Solution Operator on Strictly Pseudoconvex Domains 

The solution operator T:·vo for a given by Theorem 2.5 has the drawback 
that it gives a solution only on the smaller subset V0 of V. However, in 
applications involving the boundary behavior of holomorphic functions, it is 
important to have solutions of au = f with good estimates up to the boundary 
of the domain under consideration. This we can achieve for strictly pseudo
convex domains with C2 boundary by combining Theorem 2.5 with the 
extension of a-cohomology classes. 

Theorem 2.7. Let D cc C" be strictly pseudoconvex with C2 boundary. For 
1 :::;; q :::;; n there are linear operators 

Sq = S~Dl: C0 ,q(D)--+ Co,q-1 (D) 

with the following properties: 

(i) fork= 0, 1, 2, ... ' iff E Co,q(D) n c~.q(D), then Sqf E c~.q-1(D); 
(ii) there is a constant C > 0, such that 1Sqfi 112 ,D:::;; Clfi1.>; 

(iii) iff E CL(D) and af = 0, then a(Sqf) =f. 

Remark. Aside from the fact that Sq solves the 8-equation on D, the key result 
is the estimate (ii), which gives information about the regularity ofthe solution 
up to the boundary. (ii) expresses the property that Sq is "smoothing of order 
t". It turns out that this is the best possible gain in smoothness for solutions 
of a (see §2.5), unless q = n. Historically, the "t-estimate for a" has been the 
first example of so-called "subelliptic estimates" (cf. J.J. Kohn [Koh 1]), and 
it has had a profound influence on the theory of partial differential equations. 
Classically, the t-estimate was formulated in terms of Sobolev norms (these 
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measure the L 2 norm of derivatives of a function) rather than in terms of 
Lipschitz norms. 

PROOF OF THEOREM 2.7. The constructio~ in §1.1 gi_ves the parametrix Tq = 
T~D and the extension operator Eq: C0 ,q(D)--+ C~q(D0 ), such that (1.11) holds. 
Since K = i5 is a Stein compactum (Corollary 1.6), one can apply Theorem 
2.5 with G = D0 to obtain neighborhoods V0 and V of i5 with i5 c V0 cc 

V cc D0 , and the operator T:·vo. We now define 

(2.12) 

It follows from the known properties of the operators involved (Theorem 
IV.3.6, Theorem 2.5) that Sq: C0 ,q(i5)--+ Co,q-1 (D) and that (i) holds. If 8j = 0 
on D, then 8(Eqf) = 0 on Do by Lemma 1.2; so, by Theorem 2.5 and (1.11), 

8(Sqf) = 8(TJ) + Eqf = f; 

this proves (iii). The proof of the estimate (ii) is somewhat involved, so we will 
prove it separately in §3. • 

The estimate (ii) will only be used in Chapter VII, where we also prove more 
general estimates for a solution operator for a closely related to Sq. So the 
reader may skip §3 without loss of continuity, until reference is made to it. 

2.5. Sharp Bounds for Lipschitz Estimates for o 
For q = n, the operator En= 0, so Snf = Tnf = - Jvf 1\ Kn_ 1 • By Theorem 
IV.1.14, 

for any rx < 1. So it appears reasonable to ask whether one could improve the 
estimate (ii) for Sq in Theorem 2.7. We now discuss an example which shows 
that this is not possible if n > q 2 1. 

Form= 1, 2, ... consider the domain Dm = {(z1, z2) E C2 : lz112 + lz2 12m < 1} 
and define v: Dm--+ C by v(z) = z2jlog(z1 - 1), where we use the principal 
branch for the logarithm. It follows that the (0, 1)-form 

g = av = dz2/log(z1 - 1) 

is 8-closed and bounded on Dm. 

Lemma 2.8. Suppose u E A,.(Dm) satisfies au = g on Dm. Then rx s 1/2m. 

PRooF. For 0 < d < 1/2, the integral 

(2.13) J(d) = I [u(1 - d, z2)- u(1 - 2d, z2 )] dz2 J lzzl=dl/2m 



§2. A Solution Operator for (J 203 

is well defined, and, if u E Aa(Dm), one obtains 

(2.14) 

by direct estimation. On the other hand, 8(u - v) = 0, so u = v + h, with 
hE (!)(Dm). By Cauchy's Integral Theorem we can replace u by v in the integral 
(2.13). Therefore 

[ 1 1 Ji I(d) = - z2 dz2 
log(- d) log(- 2d) iz 2 i=d';2~ 

(2.15) 

= [log/- d) - log(~ 2d)] 2ni . d 11
m. 

If rx > 1/2m, (2.14) and (2.15) lead to a contradiction as d--+ 0. • 

In particular, form = 1, D 1 is the unit ball in IC 2 , which is strictly pseudo
convex. So the !-estimate in Theorem 2.7 is the best possible. Ifm > 1, Dm fails 
to be strictly pseudoconvex at all boundary points (ei8, 0), so Theorem 2.7 
does not apply. Geometrically speaking, Lemma 2.8 shows that the estimates 
for solutions of a must get worse as the boundary of the domain flattens 
out-more precisely, as the order of contact at P E bD between the boundary 
and the complex tangent space Tpc(bD) increases. 

The example above settles the case n = 2 and q = 1. The construction can 
be modified to take care of the general case 1 s q s n - 1 as well (see Exercise 
E.2.4). 

EXERCISES 

E.2.1. Let K c IC" be a Stein com pactum and set K 1 = {z E K: z1 = 0}. Let Jl: C"-1 --+ IC" 
be given by Jl(z') = (0, z'). Show that for every jECt;:q(Jl- 1(Kd) with of= 0 in 
a neighborhood of fl- 1(Kd in e-1 there is FE Ct;:q(K) with oF= 0 in a neigh
borhood of K, such that Jl*F = f on fl- 1(Kd. (Hint: Generalize the proof of 
Proposition 2.1.) 

E.2.2. Carry out the details of the proof of part (iii) of Theorem 2.5. 

E.2.3. Let ~2 be the unit polydisc in C2 • 

(i) Show that there is g E c;;: 1 (~2 ) with bounded coefficients on ~2 and og = 0 
on ~2, such that the equation ou = g has no solution on ~2 with coefficients 
in A.(~2 ) for any IX> 0. 

(ii) Modify the example in (i) to find g as in (i) so that ou = g has no solution 
u on ~2 whose coefficients extend continuously to the closure 3.2. 

(iii) Find a bounded convex domain with coo boundary in C2 which exhibits 
the same property stated for ~2 in (i). 

E.2.4. For mEN+ set am = { (z1, z')E IC": lz11 2 + lz'l 2m}. Show that if 1 ::::.:; q ::::.:; n - 1, 
then there is g E Ct;:q( am) with bounded coefficients on am and og = 0, such 
that if u E Ct;:q- 1 (am) has coefficients in A.( am) and u solves ou = g, then 
IX::::.:; 1/2m. 
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§3. The Lipschitz !-Estimate 

3.1. A Criterion for Lipschitz Functions 

In order to prove that a function belongs to a Lipschitz space AlT. we will use 
the following elementary real variable fact. 

Lemma 3.1. Let D cc IRn be a bounded domain with C1 boundary. Suppose 
g E C1 (D) and that for some 0 < IX < 1 there is a constant cg, such that 

[dg(x)l ~ cg<>v(xr1, xED. 

Then g E AiD). Furthermore, there are a compact set K c D and a constant C, 
both depending only on D and IX, such that 

(3.1) 

PRooF. The main point of the proof is contained in the following special case. 
Let <5 > 0 and 

U(£5) = {(x 1 , x')E IRN: 0 < x 1 < <5, 

and suppose g E C1(U(£5)) satisfies 

[x'l < <5}, 

(3.2) 

for x E U(£5). Then there is C1 depending only on IX and b such that 

(3.3) 

for x, y E U(b/2) with lx - Yl ~ <5/2. 
Let x, yE U(b/2) and set d = [x- y[ ~ b/2. Then 

Jx,+dl og I (3.4) [g(x 1 , x')- g(x 1 + d, x')l ~ ~(t, x') dt 
x, ux1 

Ix 1 +d 

~ Cg tiT.-1 dt 
x, 

(by (3.2)) 

~ C2 cgdiT.. 

Moreover, by the Mean Value Theorem and (3.2), 

(3.5) [g(x 1 + d, x')- g(Yl + d, y')l ~ cgd · diT.-1 = cgdiT.. 

Since 

[g(x)- g(y)l ~ [g(x 1 , x')- g(x1 + d, x')l 

+ [g(x 1 + d, x')- g(y1 + d, y')l + [g(yl + d, y')- g(y1, y')l, 

(3.3) follows from the estimates (3.4) and (3.5). 
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Returning to the general case, since bD is of class C1, a standard compactness 
argument and local C1 coordinate changes, together with the special case 
considered above, lead to the following statement. 

There are a> 0 and C3 , depending only on D and IX, such that 

(3.6) for lx- Yl ::::; a. 

In particular, with K ={xED: bv(x) ~a}, one obtains 

(3.7) 

Hence, for lx- yl >a, 

Ll ( ) = lg(x)- g(y)l < 21 I -a 
g X, y I Ia - g Da . x-y 

Together with (3.6) this implies 

sup Llg(x, y) :=:;; max(C3 cg, 2lglna-a), 
x,yED 

So lgla.n ::5 Cg + lgln; now use (3.7) to obtain (3.1). • 

3.2. The Principal Part of Sq 

Since the kernel ofEq is nonsingular, it follows that IEqflo.n, ::5 1/lo,bn· Recall 
that 

Let 11 (g) denote the first integral and J2 (g) the second. Notice that the 
integrand in 11 is in C0 • 00 ((bV xI) x V0 ), and that D cc V0 ; so one has an 
estimate 111 (g)la,D ::5 lglw for any IX> 0. By Theorem IV.l.14, l12 (g)la,D ::5 I gin 
for any 0 < IX < 1. It follows that 

IT:·voEqfla,D ::5 lfln 

for any IX < 1. So, in order to prove the estimate (ii) in Theorem 2.7, it is 
enough, by (2.12), to prove it for Tq. 

The definition ofT q in IV.(3.13) shows that it is enough to prove 

(3.8) I r f " nq-1 (Ln) I ::5 lflbD• 
JbDXI l/2,D 

the other integral in Tq being of the type J 2 above. 
We only need to consider the case 0::::; q- 1 :=:;; n- 2, otherwise the integral 

in (3.8) is 0. In the following, we replace q- 1 by q. We decompose 

nq(Lv) = n~o " d). + n~o>, 

where n~o> is of degree 0 in A. Only the component with d). contributes to 
(3.8). Using a,,;.Ln = d). " (ojoALn) + a,Ln one obtains 
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where 

~ ( -1)q(q-lJ/2 (n - 1) - ~ -
(3.9) R!(Lv) = (2ni)" q (o,Lvrq- 2 A (ozLv)q. 

Recall that Lv = ALv + (1 - A)B. So 

~ a ~ ~ 
Lv A OALD = Lv A (Lv- B) 

= -Lv A B. 

Therefore 

(3.10) 

We now eliminate the parameter A by integrating over I. 

Lemma 3.2. For 0 ~ q ~ n- 2 and any f E Co,q+l (bD) one has 

(3.11) r fA Qq(Lv) = r fA Aq(Lv, B), 
JbDxl JbD 

where the double form Aq(Lv, B) is given by 

(3.12) 
n-q-2 q 

Aq(Lv, B)= L L a!·kA!·k(Lv, B) 
j=O k=O 

with numerical constants a!·k and 

A~·k(L, B)= L A B A (a,L)i A (a,Brq- 2-j A (azL)k A (azB)q-k. 

PROOF. The integral on the left in (3.11) equals Jbvxd A Q~1 > AdA. Expand
ing (3.9) by multilinearity, (3.10) implies 

n-q-2 q 
Q~ll = L L b~·k(A)A~·k(Lv, B), 

j=O k=O 

with certain polynomials b~·k in A. Lemma 3.2 then follows by setting a~·k = 
J~ ~·k(A) dA. • 

Recall that Lv = Pjct> with p = L ~ d(j (see §1.1) and B = of3jf3. A straight
forward computation gives 

j,k( ) _ P A a,p A (a,P)i A (a,a,p)n-q- 2-j A (azP)k A (aza,p)q-k 
Aq Lv, B - ct>i+k+t . /3" U+k+tl 

(3.13) 
A~·k(P, o,f3) 

= Cf>i+k+l pn U+k+l) · 

The heart of the Lipschitz t-estimate is contained in the following result. 
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Proposition 3.3. For any 0 :::;; q :::;; n- 2 the double form Aq(Lv, B) = 
L!Ji~q Aq.J dzJ defined in Lemma 3.2 satisfies 

(3.14) LD I dzAq,A ·, z) I ~ Jv(z)-112 

for zED and any q-tuple J. 

We will prove Proposition 3.3 in the next section. We now show how (3.14) 
implies the Lipschitz t-estimate for the solution operator sq+l• For f E 

Co,q+1 (bD) define 

Aqf(z) := ) (AJ)J dzJ = I r f 1\ Aq.A.' z) 1\ dzJ = r f 1\ Aq(Lv, B). 
IJI=q J JbD JbD 

By differentiation under the integral sign and the obvious estimate, (3.14) 
implies 

ldz(Aqf)Az)i ~ ifio.bn · Jv(zr112. 

We now apply Lemma 3.1. Note that if K c Dis compact, then i(Aqf)Jio.K ~ 
lfio.bn by trivial estimation. Hence one obtains 

1Aqfi1/2,D = II(Aqf)JI1/2.D ~ ifibD 
J 

uniformly for all f E C0 ,q(bD). Combined with (3.11), this proves the estimate 
(3.8), and we are done. 

3.3. Integral Estimates 

We now prove Proposition 3.3. Because of (3.12) it is enough to prove (3.14) 
for A~:~ instead of Aq,J· Differentiation of (3.13) with respect to z gives 

d Ai.k = N1 dz<l> 1\ 8c,P 1\ N2 
z q,J Cl>j+k+1 pn (j+k+1) + ct>i+k+2. pn (j+k+1) 

(3.15) 

where ~, j = 1, 2, 3 are forms with coefficients in C0 • 00 (bD x D), so that 
1~1 ~ 1. Also, note that ldz<l>l ~ 1. Since by (1.6) and (1.7) one has IC!>I <: 
I(- zl 2 for((, z)EbD x 15, (3.15) implies 

(3.16) 

ld Ai·k(( )I< 1 I(- zl 
z q.J 'z ""'l<l>ll(- zl2n-2 + IC!>I21(- zl2n-2 

I(- zl 2 

+ l<l>li(- zl 2n 

for ((, z) E bD x i5 and all j, k with 0 :::;; j :::;; n - q - 2 and 0 :::;; k :::;; q. Since 
l<l>l-1 = l<l>l-2 ·l<l>l ~ l<l>l-21(- zl, it follows from (3.16) that 
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(3.17) "k 1 
ldzA~·,;(C, z)l ::5 I<I>I21C _ zl2n-3 · 

The crucial fact now is that in suitable local coordinates the function <I> 
vanishes only to first order in one of the coordinates. This "non isotropic" 
behavior of <I> reflects the splitting of the tangent space J;,bD into the complex 
tangent space r;,c bD and a real one-dimensional line F;, where F; has the 
property that the complex line CF; contains the normal vector to bD at C. We 
now make this precise. 

Since 1<1>1 ;;:; IRe <1>1 + lim <1>1 and lr(z)l ;;:; <5D(z), one obtains from (1.6) that 

(3.18) I<I>(C, z)l ;;:; Jim <I>(C, z)l + <5D(z) + lz- Cl 2 

for all (C, z) E bD x l5 with IC - zl ::;;; ej2. We now show that Im <I>(C, z) can be 
used as a local coordinate on bD. 

Lemma 3.4. There are positive constants M, a, and 11 ::;;; e/2, and, for each z with 
<5D(z) ::;;; a, there is a C1 coordinate system (t1 , ... , t2n) = t = t(C, z) on B(z, rf), 
such that the following hold: 

(3.19) t 1 (C, z) = r(C) and t(z, z) = (r(z), 0, 0, ... , 0), 

~~ G~~=~<l>~~ 

(3.21) lt(C, z)l < 1 for C eB(z, rf), 

(3.22) and ldet JIR(t(·, z))l ~ 1/M. 

PROOF. Fix z E bD. For IC- zi < e/2, <I>= F#, by (1.5). From (1.3) one obtains 

(3.23) d;<l>(z, z) = d;F# (z, z) = a{r(z), 

and therefore, at the point C = z, 

(3.24) 
1 -

= -;ar 1\ ar =I 0. 
I 

One can then find smooth real valued functions ti, 3 ::;;; j ::;;; 2n, with ti = 0 for 
C = z and 

d{r 1\ d; Im <I> 1\ dt 3 1\ ... 1\ dt2n =I 0 

at C = z. Lemma 3.4 for the fixed point z is now a consequence of the inverse 
function theorem. Since all the ingredients which enter into the above proof 
depend continuously on the point z, the Lemma will hold for points in a 
neighborhood of z, perhaps by choosing different constants. By compactness, 
finitely many such neighborhoods will cover bD and hence also {z: <5D(z)::;;; a} 
for sufficiently small a > 0. • 
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Remark. From (3.23) one also obtains 2 d, Re <b = d,r at ( = z; therefore 

d, Re <b A d, Im <b =F 0. 

So one can take <bas the first coordinate of a complex valued C1 coordinate 
system in a neighborhood of z. By the above, the Re <b-axis is perpendicular 
to bD at ( = z E bD, so that the Im <b-axis will be perpendicular to the complex 
tangent space ~cbD. 

Because of (3.17) the proof of Proposition 3.3 is reduced to showing 

(3 25) ( ) j dS~; fJ ( )-1/2 ~ D 
. I z = JbDI<b((,zWI(-zl2n 3 ;:5 Dz orzE . 

Let y > 0 be the smaller of the constants a and '1 in Lemma 3.4. For zED 
we decompose I(z) = I1(z) + I2(z), where 

I1(z) = r e, I2(z) = r e, 
JbDnB(z.y) JbD-B(z,y) 

and e denotes the integrand in (3.25). Obviously I2 (z) ;:5 y-<2 n+1> ·area (bD) 
for all z E 15. In order to estimate I 1 (z) we introduce the coordinate system 
t = t((, z) given by Lemma 3.4. (Note that I1 (z) =F 0 only if fJD(z) < y ~a.) We 
write t = (t1 , t2, t 1) with t 1 E IR2n-2 , and fJ = fJD(z). By (3.18) and Lemma 3.4 it 
follows that 

(3.26) ( ) i dt2 dt3 ... dt2n 
I 1 Z ;:5 1 2 2 1 2n 3 · 

O<t,<1;1t'l<1(t2 + {) + it I ) it I 
So the proof of (3.25), and therefore also of Proposition 3.3, will be complete 
once we prove 

Lemma 3.5. Let J(t5) denote the integral on the right side in (3.26). Then 

J(fJ) ;:5 [J-1/2 for{) > 0. 

PROOF. Integrating in t 2 one obtains 

J(fJ) = Ll<1 [o +1
it 1 l2 - 1 + o 1+ lt 1 12 ]it'~:~- 3 

1 dt 1 

~ Jlt'l<1 (fJ + Jt 1 J2)Jt 1 J2n 3. 

Introduce polar coordinates in t 1 E IR2n-2 with p = Jt 1 J. Then 

f1 dp 
J(fJ) ;:5 ~ 

0 u + p 

= {J-112 __ s_ f
~-1/2 d 

o 1 + s2 
(substituting p = .j{Js) 

< {J-112. n/2. • 
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3.4. Stability of the Estimate Under Perturbation 

In many applications it is important to know how the estimate for the solution 
operatorS~ for a depends on the domain D. We now show that the estimate 
is stable for small C2 perturbations of bD. Let us make this notion precise. As 
usual, we assume that D cc en has a C2 defining function r = r0 defined on 
a neighborhood U of bD, and such that dr #- 0 on U. For r > 0, define 

% 2 (r0 , r) = {rEC2 (U, IR): lr- r0 12 .u < r}. 

For rE%2 (r0 , r) we set 

D' = (D- U)U {zE U: r(z) < 0}. 

In particular, D = D'0 • There is r0 = r0 (r0 ), such that if r E % 2 (r0 , r0 ), then D' 
is a domain with C2 boundary and defining function r. Also, if r0 is strictly 
plurisubharmonic, U and 1:0 can be chosen so that any r E % 2 (r0 , 1:0 ) is strictly 
plurisubharmonic. 

Theorem 3.6. Let D cc en be strictly pseudoconuex with C2 boundary and with 
a strictly plurisubharmonic C2 defining function r0 • Then there are constants 
1:0 > 0, and C < oo, such that for any rE%2 (r0 , 1:0 ) and 1 ~ q ~ n there are 
solution operators s;: C0 ,q(D') -4 Co,q-1 (D') for a on D' as in Theorem 2.7, such 
that 

for f E C0 ,q(D'). 

PROOF. The proof involves checking how the constants involved in the con
struction ofSq in §1 and §2 and the estimates in §3 above change ifr0 is replaced 
by r E % 2 (r0 , r0 ). Let us indicate the crucial steps. 

The constants c and e in (1.1) depend on the lowest eigenvalue of the 
Leviform of r and the modulus of continuity of the second order partial 
derivatives of r. So, for r 1 sufficiently small, c and e can be chosen independently 
ofrE%2 (r0 , r 1 ). If cpik• 1 ~j, k ~ n, are chosen with 

I o2 r0 I 1 2 
(/Jj,k - O'jj}'k U' ~ 2cj2n ' 

then (1.3)-(1.8) will hold whenever r E % 2 (r0 , 1:2 ), where 1:2 = min(r1 , cj4n 2 ); 

moreover D~ = D~o can be chosen independently of such r. 
For rE%2(r0 , 1:2 ) we thus obtain the generating form L,:= LD.E 

ct:O'(bD' x D'), and, for 1 ~ q ~ n, the Cauchy-Fantappie form Oq(.L,), 
the extension operator E~, and the parametrix T;. Since E;: C0 ,q(bD') -4 

C0,q(D~), we can fix 0 < ~' < ~ and 0 < r3 ~ 1:2 , such that D' c D~· for rE 
% 2 (r0 , 1:3 ). In the application of Theorem 2.5 to Theorem 2.7 we can then 
choose K = .i5~. and K c V0 cc V cc D~, so that T:· Vo is independent of 
r E % 2 (r0 , 1:3 ). For such r we define 
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Notice that there is M < oo, such that l!lq(L,)((, z)l:::;; M for all rE 
JV 2 (r0 , r3), ( E bD' and z E D0 . Therefore 

IE~fln, ;S lflbnr 

uniformly in rEJV2 (r0 , r 3 ), and hence also 

IT~·VoE~fla,D' ::=;; IT~·VoE~fla,v0 ;S 1/lnr 
for a< 1. 

Clearly also the estimate 

is uniform in r, so that one is left to show that the analogue of (3.8) for nq(f,) 
is uniform in r. 

First, notice that the estimate (3.1) in Lemma 3.1 is stable under small 
perturbations of D. This is elementary, though somewhat tedious, and we skip 
the details. 

Next, by the above, the stability of (3.8) follows from the stability of (3.14). 
Here the main point is the choice of the coordinate system t = t<rJ in Lemma 
3.4. Certainly the estimate (3.18), with W = $',is uniform in r. Also, there is 
r 4 :::;; r 3 , such that d,(Im $') 1\ d,r # 0 at ( = zEbD' for rEJV(r0 , r 4 ). The 
functions t 3 , ••. t 2 • can be chosen independently of r if r 4 is sufficiently small. 
Finally the Jacobian matrix JIR(t') depends on the first order derivatives of r 
and W', the latter depending on second order derivatives of r. It follows that 
(3.22), and hence the rest of Lemma 3.4, including the choice of the constants 
a and 1J, is independent ofrEJV(r0 , r 0 ) for some r 0 :::;; r 4 . The estimate (3.26) 
for / 1(z) is then uniform in rEJV(r0 , r 0 ), and so is the estimate for / 2 (z). • 

ExERCISES 

E.3.1. FormE r~:,J+' define vm c C2 as in §2.5. Show that there is an integral operator 

Tm: Co, 1 (Dm) -> C(Dm) 

such that 

(i) o(Tm f) = f if of= 0 ori Dm; 
(ii) ITm .fl 112 m,v~ ::<;:; Clflo.v for some constant C < oo and all.f E C0 , 1 (Dm). 

(Hint: Dm is convex; construct the operator T:V associated to the canonical 
generating form W = c<r~> (see IV.§3.4), and use E.l.l.). 

E.3.2. Let D cc C" have smooth boundary. A smooth complex valued vector field V 

on i5 is said to be allowable if for all zEbD one has V.E 'f.1 •0 bD Ef1 'f.0 • 1 bD. Let 
D be strictly pseudoconvex and define II> as in §1.1. 

(i) Show that if Vis an allowable vector field on D, then lVII>((, z)l = 0(1( - zl). 
(ii) Show that there is a vector field Von i5 with V.EC'f.bD for zEbD, such 

that (VII>)(z, z) -=f. 0 on bD. 
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(iii) Show that if S~ is the operator in Theorem 2.7 and if Vis an admissible 
vector field on !5, then for every cr: < 1 there is a constant c. < co such that 

for zED. 

Remark: This shows that the solution operatorS~ for (f is, essentially, "smooth
ing of order 1" in the complex tangential directions to bD, while Lemma 2.8 (with 
m = 1) shows that this is not true in all directions. This "nonisotropic" behavior 
was discovered by E.M. Stein [SteE 1]. 

E.3.3. Show that every sufficiently small "C2 perturbation" of a bounded strictly 
pseudoconvex domain D with C2 boundary is again a domain of the same type. 
(See §3.4 for the precise definition of C2 perturbation of bD.) 

Notes for Chapter V 

The solution of the Cauchy-Riemann equations on a Stein domain D (i.e., the 
vanishing theorem H~(D) = 0 for q 2 1) is a fundamental result in the classical 
theory of several complex variables developed in the early 1950s (see the Notes 
for Chapter VI). Combined with the known solutions of the Levi problem 
it implies the existence of solutions for a on pseudoconvex domains. The 
methods for solving a discussed in this chapter are much more recent. 

The first integral solution operators for a on a strictly pseudoconvex domain 
Din en were constructed around 1969-70 by H. Grauert and I. Lieb [GrLi] 
and G.M. Henkin [Hen 2], by using a globally holomorphic generating form 
constructed shortly before by E. Ramirez [Ram] and G.M. Henkin [Hen 1], 
independently (see Chapter VII, §3). These results made use of the known 
classical methods for solving the Cauchy-Riemann equations. The direct and 
elementary construction presented in §1 and §2, which includes the solution 
of the Levi problem forD, and which does not require any a priori knowledge 
of solutions for a, was discovered by R.M. Range [Ran 6]. A related construc
tion was found by G.M. Henkin (see [HeLe]), whose ideas were originally 
published in somewhat different form in [AiYu]; Range's results were obtained 
independently of Henkin and [AiYu]. The generating form Lv was introduced 
by N. Kerzman and E.M. Stein [KeSt], who considered only the CF form 
Q 0 (Lv) of order 0 in the construction of a special Cauchy-type kernel (see 
Chapter VII, §1); it was applied to integral representations for (0, q)-forms in 
case q 2 1 by R. Harvey and J. Polking [HaPo] and in [Ran 6]. 

The Levi problem was first solved in 1942 by K. Oka [Oka, VI] in C2, and 
in the early 1950s in arbitrary dimension by Oka [Oka, IX], H. Bremermann 
[Bre 1], and F. Norguet [Nor 1]. In 1958 H. Grauert [Gra] solved the Levi 
problem on complex manifolds by using the theory of coherent analytic 
sheaves and the finiteness theorem of L. Schwartz in Frechet spaces. The basic 
idea of the solution of Levi's problem presented here is really the same as 
Grauert's, although the technical details are quite different. Similar solu-
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tions of the Levi problem by integral kernels were found by R. Harvey and 
J. Polking [HaPo], who used Frechet space theory rather than the more ele
mentary results for Banach spaces used here, and by Henkin and Leiterer 
[HeLe]. Theorem 2.2 was obtained first by H. Refer [Hef] on Stein domains 
by using the solution of the Cousin I problem (or, equivalently, Hj(D) = 0; see 
Chapter VI, §4). 

L oo estimates for solutions of ifu = f, fa if-closed (0, q)-form, were obtained 
by H. Grauert and I. Lieb [GrLi] and G.M. Henkin [Hen 2] in case q = 1, 
and by I. Lieb [Lie 2] in the general case q ~ 1. Related results were obtained 
by N. 0vrelid [0vr 1]. Based on the work of Grauert and Lieb, N. Kerzman 
[Ker 1] then constructed a different solution operator for if on (0, 1)-forms and 
proved that it is bounded from L oo to Aa for any cx < 1. The sharp estimate for 
cx =!in case q = 1 was proved thereafter by G.M. Henkin and A.V. Romanov 
[HeRo], who used a modification of the solution operator in [Hen 2]. The 
!-estimate for arbitrary q ~ 1 was proved by R.M. Range and Y.T. Siu 
[RaSi]. In that paper integral solution operators for if were constructed on 
domains with piecewise strictly pseudoconvex boundary (see also P.L. Poljakov 
[Pol 2] for a similar result), and it was proved that these operators are 
bounded from L oo into Aa for any cx < ! in the general case, and into A112 if the 
boundary is globally of class C2 (see the last part of Theorem 3.9 in [RaSi]). 
The details of the estimations in §3 are based on [RaSi]; the importance of 
the local coordinate systems given in Lemma 3.4 was first noticed in [GrLi] 
and in [Hen 1]. Similar coordinate systems play an essential role in all 
estimates of integral kernels related to if. Lemma 3.1, which is a straightfor
ward generalization of a classical result of G.H. Hardy and J.E. Littlewood, 
was introduced in the present context in [HeRo]. The example in §2.5 for the 
case of a ball was suggested to Kerzman by E.M. Stein (see [Ker 1]); the 
generalization given here is in [Ran 4]. Further results regarding estimates 
for solutions of if will be discussed in Chapter VII, §5. 



CHAPTER VI 

Function Theory on Domains of 
Holomorphy in en 

In §1 of this chapter we first extend the fundamental vanishing theorem 
H~(K) = 0 for q ~ 1 on a Stein compactum K proved in Corollary V.2.6 to 
arbitrary open Stein domains (Theorem 1.4). The proof involves an approxi
mation theorem for holomorphic functions on compact analytic polyhedra 
which is of independent interest, and which generalizes the classical Runge 
Approximation Theorem in the complex plane. We also discuss several varia
tions of this approximation theorem. In particular we consider the Runge 
property for the exhaustion of a pseudoconvex domain D by strictly pseudo
convex domains which arises from the existence of a strictly plurisubharmonic 
exhaustion function on D. Together with the results of Chapter V this yields 
the solution of the Levi problem for arbitrary pseudoconvex domains. In §2 
we apply these methods to solve the Cauchy-Riemann equations directly on 
a pseudoconvex domain D, i.e., we show that H~(D) = 0 for q ~ 1, and we 
prove that this property characterizes Stein domains. §3 deals with some 
topological properties of Stein domains D, for example, we show that if 
D c en, then H'(D, C) = 0 for r > n. This section may be skipped without loss 
of continuity. Finally, in §4 and §5, the vanishing of H~ for Stein domains D 
is used to generalize to several variables the classical theorems of Mittag
Leffler and Weierstrass on the existence of global merom orphic functions with 
prescribed poles and zero sets on regions in the complex plane. §5 includes a 
detailed discussion of the new-strictly higher dimensional-phenomenon of 
a topological obstruction in the analog of the Weierstrass theorem. 

When specialized to one variable, the results proved in this chapter include 
much of classical global function theory on arbitrary regions in the complex 
plane, but the proofs are quite different from those usually found in standard 
one variable texts. Keeping in mind the introductory nature of this book, our 
presentation is direct and elementary, in so far as sheaves and cohomology 
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theory are not used; instead, we emphasize the concrete formulation in terms 
of the classical Cousin problems. This allows us to concentrate on the principal 
ideas without burdening the reader with additional technical baggage. On the 
other hand we believe that the reader should be made aware that these results 
are merely the starting point for the much richer fundamental theory of 
cohomology of coherent analytic sheaves, 1 which is indispensable for dealing 
with the higher dimensional phenomena of complex submanifolds of codi
mension > 1 and of singularities of analytic sets. In §6 we therefore present 
a brief introductory survey of this theory; our goal here is to help the reader 
to understand the importance of the relevant concepts and to gain some 
appreciation for these more advanced methods and results. Moreover, we 
hope that this discussion will provide motivation for further study. 

§1. Approximation and Exhaustions 

1.1. The Oka Approximation Theorem 

The key ingredient for the various approximation theorems considered in §1 
is an approximation theorem on compact analytic polyhedra (Theorem 1.1 
below). The proof is based on Oka's fundamental idea to consider an embed
ding into higher dimensions in order to simplify the geometry ([Oka], I; see 
also the Notes for this chapter). We already used this idea in the construction 
of global holomorphic generating forms in Chapter V, §2.3. Compared to 
Oka's original proof (see also Hormander [Hor 2], §2.7, for the a-version of 
this proof), which dealt with the special case of polynomially convex sets, the 
proof given here is more direct and it gives immediately a more general result, 
as we already have available the solution of a on Stein compacta. 

Theorem 1.1. Let K c C" be a Stein compactum and suppose h1, ... , h1 E (l)(K). 
Define 

K 1 = {zeK: lhi(z)l ~ 1, 1 ~j ~ 1}. 

Then K 1 is Stein and (!)(K) is dense in (!)(K1) in the supremum norm on K 1• 

PROOF. K 1 is Stein by Lemma 11.3.22. For the main part of the theorem we 
may assume that I= 1; the general case then follows by induction on 1. So set 
h1 =hand choose an open neighborhood U such that he(!)(U). Define the 

1 In terms of this theory, the present chapter deals only with.the vanishing of H 9(D, (!J), q ~ 1, for 
the sheaf (!J of germs of holomorphic functions, and the immediate consequences thereof, while 
the general theory considers the cohomology groups H 9(D, d) with coefficients in an arbitrary 
coherent analytic sheaf d. 
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Oka map llh: U --+ U x C by 

(1.1) llh(z) = (z, h(z)). 

Then K 1 = 11;;1(K x L\). We now prove 

(1.2) 
For every f E (!)(K d there is FE (!)(K x L\) 
such that F o llh = f in a neighborhood of K 1 . 

The proof of (1.2) is similar to the one of Proposition V.2.1. Assume that 
jE(!)(V), where V c U is a neighborhood of K 1 . Choose XEC0(V) such that 
x = 1 on a neighborhood W of K 1 . Since {(z, w)EK xi\: h(z)- w = 0} = 
llh(Kd c W x C, the (0, 1)-form 

a(xf) 
OC=---

h(z)- w 

is smooth and a-closed on a neighborhood of the Stein compactum K X L\. 
By Corollary V.2.6 there is v E C00 (K x L\) with fJv = oc. Then F = xf
(h(z) - w) ·vis in (!)(K x L\), and F satisfies (1.2). 

The proof of the Theorem is now immediate. Note that any FE (!)(K x L\) 
can be expanded in a Taylor series 

00 

F(z, w) = L a.(z)wV, a.E(!)(K), v = 0, 1, 2, ... , 
v=O 

which converges uniformly on K x L\ (see Exercise E.l.1.9). By (1.2) one 
obtains 

00 

(1.3) f(z) = F(z, h(z)) = L a.(z) [h(z)r, 
v=O 

with uniform convergence on K 1 . The partial sums in (1.3) are in (!)(K), and 
we are done. • 

Corollary 1.2. Let K be a Stein compactum and suppose L c K is a compact 
subset with 

L(!}(K) = L. 

Then Lis Stein and (!)(K) is dense in (!)(L) in the supremum norm over L. 

PROOF. Suppose f E (!)(L) and choose an open neighborhood U of L, so that 
f E (!)(U). By Proposition 11.3.23, Lis Stein and one can find a compact analytic 
polyhedron 

K 1 = {zEK: lhil :s;; 1, 1 :s;;j :s;; l} 

defined by functions hiE (!)(K), such that L c K 1 c U. Since f E (!)(K1), Theorem 
1.1 implies that f is the uniform limit on K1 => L of functions in (!)(K). • 
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1.2. The Solution of o on Stein Domains 

The proof of the following Lemma involves a typical application of approxi
mation techniques in order to extend analytic properties of Stein compacta 
to open Stein domains. 

Lemma 1.3. Let D c:: en be open and suppose there is a normal exhaustion 
{ Ki, j = 1, 2, ... } of D with H~(Ki) = 0 for q ~ I and each j. Then H~(D) = 0 
for q ~ 2. Moreover, if (I)(Ki+1) I K. is dense in (I)(K) in the supremum norm on 

. 1 J Ki for J = 1, 2, ... , then also Ha(D) = 0. 

PRooF. Suppose q ~ 1 and f E C{f,q(D) is 8-closed. By hypotheses, for each j 
there is ui E CCf.q-1 (Ki) such that Jui = f near Ki. 

Assume first that q ~ 2. Inductively, we will find gi E CCf.q-1 (K), j = 1, 
2, ... , such that 

(1.4) Jgi =fin a neighborhood of Ki, and 

(1.5) gi - gi-1 = 0 on Ki-1 for j ~ 2. 

Start with g1 = u1; suppose we already found gl> ... , g1, such that (1.4) and (1.5) 
hold for 1 ~j ~I. Then J(ul+1 - g1) = 0 near K 1, so there is v1ECCf.q- 2 (K1), 

such that Jv1 = ul+1 - g1 near K 1• By multiplying v1 with a cutoff function x1 

which satisfies x1 = 1 in a neighborhood of K 1, one extends x1• v1 smoothly to 
a neighborhood of Kl+1, while retaining 

J(x1v1) = u1+1 - g1 near K 1• 

Therefore gl+1 = u1+1 - J(x1v1) will satisfy (1.4) and (1.5) withj = I+ Lit now 
follows that g = limi-oo giE CCf.q-1(D) and Jg = f 

In case q = 1, we use a similar scheme, except we replace (1.5) by 

(1.6) lgj - gj-1IO,Ki-t ~ r j if j ~ 2. 

Again, set g 1 = u1, and suppose giE C 00(K) has been found for 1 ~j ~I, such 
that (1.4) and (1.6) hold. Since J(u1+1 - g1) = 0 near K 1, u1+1 - g1 E (I)(K1). By 
the additional hypotheses for q = 1, there is hl+1 E (I)(K1+1) such that 

l(ul+1 - g,) - hi+1IO,K1 ~ r(l+l). 

Therefore g1+1 = u1+1 - h1+1 E C 00(K1+d satisfies (·1.4) and (1.6). Now (1.6) 
implies that g = limi-oo gi exists uniformly on K 1 for each /; hence g E C(D). 
Furthermore, ifj ~ l + 1, gi- g1+1 E (I)(K1+1), and limi-oo (gi- gl+1) = g- gl+1 
uniformly on K1+ 1 · So g- gl+ 1 is holomorphic on the interior of Kl+1; in 
particular, g E C 00 (K1) and Jg = Jg1+1 = f on K 1• As this holds for each I, we 
are done. • 

Theorem 1.4. Let D c:: en be a Stein domain. Then 

for q ~ 1. 
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PROOF. By Lemma Il.3.2 there is a normal exhaustion {Ki} of D by Stein 
compacta, such that (Kj)19<Dl = Ki. In particular, (K)19<Kj+tl = Ki for j = 1, 
2, .... Corollary V.2.6 and Corollary 1.2 show that the hypotheses of Lemma 
1.3. are satisfied. • 

1.2. Polynomial Convexity and the Theorem of Oka-Weil 

We now apply Corollary 1.2 to a compact polydisc Kin IC". If&> denotes the 
algebra of holomorphic polynomials on IC", Theorem 1.1.18 shows that &IK 
is dense in {I)(K). Therefore, if L c K and £19<Kl = L, it follows that &IL is dense 
in {I)(L). Let us introduce the following terminology. 

Definition. For a compact set K c en, &(K) denotes the closure of &IK in C(K) 
in the supremum norm. The polynomially convex hull K?; of K is defined by 

K?; = {zEIC": lg(z)l ~ lglo.K for all gE&}. 

K is called polynomially convex if K?; = K. 

Of course, K?; agrees with K19<C"l• and, more generally, K?; = K19<Pl for any 
polydisc P (open or compact) with K c P. So the remarks above can be 
reformulated as follows. 

Theorem 1.5 (The Oka-Weil Theorem). Let K be a compact polynomially 
convex set in en. Then {I)(K) c &>(K). 

Theorem 1.5 extends the following classical Runge Approximation Theorem 
(see [Rud 1], Theorem 13.7) from one to several variables. 

Theorem 1.6. Let K be a compact subset of C. Then {I)(K) c &>(K) if and only 
ifC-K is connected. 

Indeed, for K c C the hypotheses in Theorems 1.5 and 1.6 are equivalent. 
More generally, one has the following result: the proof, which uses Theorem 
1.6, is left as an exercise. 

Lemma 1.7. Let K c C be compact. Then K?; = K U {bounded components of 
C-K}. In particular, K is polynomially convex if and only ifC-K is connected. 

No such simple topological characterization of polynomial convexity exists 
in general; J. Wermer [Wer 2] constructed a compact set K c C3 which is 
biholomorphic to the closed unit polydisc A 3, and yet K?; =1= K. 

In contrast to the situation in dimension one, the polynomial convexity of 
K is not necessary for {I)(K) c &(K) in higher dimensions. This is related to 
the extension properties of holomorphic functions in several variables. For 
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example, if K = {zeC2 : lzl = 1}, then &(K) = &(B(O, 1)) c &(K), but KIP= 
{zeC2 : lzl:::;; 1} #- K. However, within the class of Stein compacta, poly
nomial convexity characterizes those sets on which polynomial approxima
tion holds. (Notice that the example above is clearly not Stein.) 

Theorem 1.8. Let K c C" be a Stein compactum and assume &(K) c &(K). Then 
K is polynomially convex. 

PROOF. It is enough to show that KIP c U for any open Stein neighborhood 
UofK. 

First we show that for any such U 

(1.7) KIP n u = Km(U)• 

Forfe&(K)and weK~Pdefine 

(1.8) /(w) = lim p.(w), 
v-+ oo 

where p.e£111 and IP.- fiK ~ 0 as v ~ 0. The limit in (1.8) is independent of 
the particular choice of the sequence {p.} which converges tof 
Moreover, 

(1.9) 

and f ~ /(w) is a C-algebra homomorphism &(K) ~ C (see Exercise E.1.5). 
Now fix weK~Pn U. We will show that /(w) = f(w) for fe&(U) if &(K) c 
&(K). Q = K U { w} is a Stein com pactum contained in U. By Theorem V.2.2, 
any f E &(U) can be written as 

n 

(1.10) f - f(w) = L g1(z1 - w), 
j=l 

with functions g1e &(Q). By hypothesis,! and g1 , ••• , On e&(K), so (1.10) implies 

/(w) - f(w) = I g1(w)(z1(w) - wj) = 0. 
j=l 

By (1.9) we therefore obtain lf(w)l = 1/(w)l :::;; lfiK for every f E &(U); hence 
wE Km<u>• and (1. 7) follows. 

Since U is holomorphically convex, (1.7) implies K~Pn U cc U. Therefore 
K.9 n U and KIP - U are two disjoint compact sets. Define g E &(KIP) by g = 0 
in a neighborhood of KIP n U, and by g = 1 in a neighborhood of KIP - U. 
By Theorem 1.5, ge&(K.9 ); so there is a polynomial p, such that IPI < 1/2 on 
K c Ki!l n U, while IPI > 1/2 on K.9 - U. It follows that Ki!l- U = 0, i.e. 
KIP cu . • 

Polynomial approximation has been investigated intensively for a long 
time. One of the central questions has been to generalize the classical Weier
strass Theorem, which states &(K) = C(K) forK= [0, 1], to curves inC" or 
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to more general sets. The notion of polynomial convexity arises naturally in 
this context: if a sequence of polynomials converges uniformly on K c C", 
then it converges uniformly also on K9 . So functions in &'(K) have a natural 
extension to continuous functions on K9 , and &'(K):::::: &'(K9 ). In a precise 
sense, K9 is the largest compact set with this property: in the language of the 
Gelfand theory of commutative Banach algebras, K9 is the "maximal ideal 
space" of &'(K) (see Exercise E.l.5). So the structure of K9 clearly will be 
relevant for polynomial approximation on K. For example, if K or K9 

contains an analytic set A of positive dimension, every f E &'(K) must be 
holomorphic on A, hence &'(K) -1= C(K). In an influential paper, Wermer 
[Wer 1] proved that for a real analytic curve K in C", either K9 = K and 
&'(K) = C(K), or else K9 - K is a one-dimensional analytic set. This type of 
result has been generalized considerably; see T.W. Gamelin [Gam 2] for a 
survey and additional references. 

1.4. Runge Domains and Runge Pairs 

We now consider approximation by holomorphic functions on open sets. 

Definition. An open set D c C" is called a Runge region if the algebra of 
polynomials &' is dense in @(D). 

More generally, two open sets D1 c D2 are called a Runge pair (equivalently, 
one says that D1 is Runge in D2 ) if @(D2 ) is dense in @(D1 ). 

Observe that Dis Runge if and only if (D, C") is a Runge pair. Therefore the 
following result is a special case of Theorem 1.11 below. We state it separately 
because of the independent interest in polynomial approximation. 

Theorem 1.9. A Stein region D in C" is Runge if and only if D is &'-convex, i.e., 
/(9 n D cc D for every compact set K c D. 

Remark. It is classical that an open set D c C is a Runge region if and only 
if Dis simply connected (see Theorem 1.6). 

We first prove a more general version of the Oka-Weil Theorem 1.5. 

Theorem 1.10. Let D c C" be a Stein domain. Suppose K c D is compact and 
K(l)c»J = K. Then @(D) is dense in (D(K). 

Remark. There is a converse to this result; see Exercise 1.8. 

PROOF. Notice that Theorem 1.5 followed directly from Corollary 1.2 by using 
the Taylor expansion. This tool is not available now, so the approximating 
functions must be obtained by an inductive procedure. Let K 1 c K 2 c K3 .•• 

be a normal exhaustion of D with K 1 = K and (/(j)(f)c»> = Ki. Then each Ki is 
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a Stein compactum, and (Ki)@<Kj+tl = Ki for j = 1, 2, .... By Corollary 1.2, 
(IJ(Ki+d is dense in (IJ(KJ for eachj. Therefore, givenjE@(K) and 8 > 0, we 
can inductively choose functions /; E (IJ(Kj), j = 1, 2, ... , with / 1 = f and 
1/;+1 - /;I < 8 · r i on Ki. It follows that for each l the sequence { /;: j 2 l} is 
Cauchy in C(K1); hence.F = limi~oo /;converges uniformly on each K 1 and 
FE (I}( D). Finally, 

00 00 

IF- !IK :<:;; L 1/;+1- /;IK :<:;; 8 L Ti = 8. • 
j~1 j~1 

Theorem l.ll. The following statements are equivalent for two Stein regions 
D1 c D2 in en: 

(i) 
(ii) 

(iii) 
(iv) 
(v) 

(IJ(D2 ) is dense in (IJ(D 1 ), i.e., D1 is Runge in D2 . 

For every compact set K c D1 one has K@<D J n D1 = K@<D J· 
~ 2 1 

D1 is (IJ(D2 ) convex, i.e., K@<D,J n D1 cc !?1 for every compact set K c D1 . 

For every compact set K c D1 one has K@(D,) c D1 . 

For every compact set K c D1 one has K@<D2J = K@(D,J· 

PROOF. It is obvious th::tt (i) => (ii) => (iii) (note that K@(D,J cc D1 since D1 is 
Stein). Assuming (iii), notice that the function f defined by 0 on K' = 
K{9(D2) n D1 and by 1 on K" = K{9(D2) - D1 is in (IJ(K{'J(D,)), since K' and 
K" are disjoint and compact. By Theorem 1.10, there is FE (IJ(D2 ) with 
IF- ilk < 1/2, i.e., IFI < 1 on K c K' and IFI > 1 on K"; so K" = 0 

f!(Dz> 

and (iv) follows. (iv) implies (i) by applying Theorem 1.10 to D2 and (Ki)@<D,J• 
j = 1, 2, ... , where { Ki} is a normal exhaustion of D1 . Finally, it is obvious 
that (ii) and (iv) imply (v), and that (v) implies (ii). • 

The next theorem follows from Theorem 1.11 by a straightforward inductive 
procedure. The details of the proof are left to the reader. 

Theorem 1.12. Suppose D1 c D2 c D3 ••• is an increasing sequence of Stein 
regions in en such that Di is Runge in Di+ 1 for j = 1, 2, .... Then D = U~1 Di is 
Stein and Di is Runge in D for each j. 

1.5. Holomorphic Peaking Functions 

In order to solve the 8-equation and the Levi problem for an arbitrary 
pseudoconvex domain D, it is natural to consider an exhaustion of D by strictly 
pseudoconvex domains and to apply Lemma 1.3 or Theorem 1.12. Holo
morphic peaking functions, which we now discuss, are a key ingredient in the 
proof of the required Runge property for such an exhaustion. An alternate 
(and perhaps more direct approach) could be based on the following theorem 
of H. Behnke and K. Stein [BeSt]: lfD1 c D2 c ... is an increasing sequence of 
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Stein domains in en, then D = UJ;.l Dj is Stein. However, the main point of the 
proof of Behnke and Stein is a technical construction which replaces the 
sequence {Dj} by a sequence {Dj} which does have the Runge property. 
Moreover, it is known that the analog of the Behnke-Stein Theorem does not 
hold in more general settings (see Fornaess [For 1]); so we prefer to discuss a 
method which does generalize. Also, peaking functions, as well as the Runge 
property discussed in the next section, are of independent interest. The 
Theorem of Behnke-Stein will be a simple consequence of the solution of the 
Levi problem. 

Theorem 1.13. Let K c ([" be a Stein compactum, and let ( E K be a strictly 
pseudoconvex boundary point, i.e., there are a neighborhood U of ( and a C2 

strictly plurisubharmonic function r: U ~ IR, such that r(() = 0 and 

Kn U = {zEU: r(z) ~ 0}. 

Then there is hE lP(K) such that 

(1.11) h(() = 1 and lh(z)l < 1 for ZEK- {(}. 

Notice that we do not assume that dr =I 0, so that bK n U is not necessarily a 
real submanifold of U. 

A function h which satisfies (1.11) is called a peaking function for (on K. 

PRooF. Let u(z) = 1/<1>((, z), where <!>((, z) is the function constructed in 
V.§l.l from the Levi polynomial of r. We have Re u > 0 on K- {(}, and 
au= 0 for lz-" < e/2. So au extends as a smooth a-closed (0, 1)-form to 
a neighborhood of K. By the hypothesis on K and Corollary V.2.6 there is 
VE C 00 (K), such that av =au in a neighborhood of K. Set g = 1/(u- v + lviK). 
Then 

(1.12) 
1 

Reg= > 0 
Re(u - v + lviK) 

onK- {(}, 

and g E lP(K - { (} ); moreover, for z near (, but z =I (, 

(1.13) 
1 

g = <!>((, . ) 1 + <!>((, · )(lviK- v) 

Since 8v = 8u = 0 in a neighborhood of(, v, and, by (1.13), also g, is holo
morphic at(. So g E lP(K) and g(() = 0. This and (1.12) show that the function 
h = e-9 satisfies (1.11). • 

Corollary 1.14. Let D cc C" be strictly pseudoconvex with C2 boundary. Then 
for every ( E bD there is a peaking function h, E lP(D) for ( on D. 

PROOF. If D = { cp < 0}, where cp is strictly plurisubharmonic near bD, then 
i5 = { cp ~ 0} is a Stein compactum, and ( E bD satisfies cp(() = 0. Now apply 
Theorem 1.13. • 
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Proposition 1.15. Let D c C" be open and let cp: D--+ IR be a C2 function 
such that for some real numbers b# < c# cp is strictly plurisubharmonic on 
cp - 1 ((b#, c# )), and such that for each b E(b#, c#) the set Lb = {zED: cp(z) :5; b} 
is compact. Then, for any b, c E IR with b# < b < c < c#, Lb is holomorphically 
convex in De= {zED: cp(z) < c}, i.e., 

(Lb)I9<Dc> = Lb. 

PROOF. By Theorem V.l.5, De is holomorphically convex. Therefore K = 
(Lb)I9(Dcl c De is compact. Let 1] = max{cp(z): zEK}; then b :5; 1] < c, and we 
must show b = 1]. L~ is a pseudoconvex compactum and hence Stein, by 
Corollary V.l.6. 

Fix ( E K, such that cp(() = 11· Then ( is a strictly pseudoconvex boundary 
point of L~. Hence, by Theorem 1.13, there is a peaking function hE l!J(L~) for(. 
Suppose b < 17; then Lb c L~- {(}, which implies lhiL. < 1 = h((). Notice 
that K 19<Dcl = K and hE l!J(K), so that by Theorem 1.10 we can approximate 
h uniformly on K by functions in l!J(Dc). It follows that there is f E l!J(Dc) 
with lfiL. <If(() I. But this contradicts ( EK = (Lb)I9<DcJ· So we must have 
b = 1]. • 

The main result of this section is now an easy consequence of Proposition 
1.15. 

Theorem 1.16. Let cp and D satisfy the hypotheses of Proposition 1.15. Then, 
for any b, c E IR with b # < b < c < c#, the region Db is Runge in De. 

PROOF. Since both Db and De are Stein, it is enough to verify condition (iv) 
in Theorem 1.11. Let K be a compact set in Db. Choose aE IR such that 
b# <a< b and K c La. By Proposition 1.15, Ki9(Dcl c (La)I9(Dcl =La, so 
Ki9(Dc) C Db• • 

1.7. The Levi Problem for Pseudoconvex Domains 

It is now very easy to extend Theorem V.l.5 to arbitrary pseudoconvex 
domains. 

Theorem 1.17. Let D c C" be a pseudoconvex domain. Then D is Stein. 

PROOF. By definition (cf. 11.§2.10) there is a C2 strictly plurisubharmonic 
exhaustion function cp: D--+ IR. So each open set De = {zED: cp(z) < c} is Stein 
and, by Theorem 1.16, De is Runge in De' for c < c'. The conclusion now follows 
from Theorem 1.12. • 



224 VI. Function Theory on Domains of Holomorphy in IC" 

In §2 we will give an alternate proof of Theorem 1.17 which is independent of 
Theorem 1.12. 

1.8. Convexity with Respect to Plurisubharmonic Functions 

Recall from Chapter II, §5.1 that a region D c C" is convex with respect to the 
class PS(D) of plurisubharmonic functions (PS-convex) iff or each compact set 
KeD 

KPs<D> ={zED: u(z):::;; sup u 
K 

for all uEPS(D)} 

is relatively compact in D. We can now show that PS-convexity is really the 
same as holomorphic convexity in the following strong sense. 

Theorem 1.18. Let D c C" be PS-convex and suppose that K c Dis compact. 
Then 

KPS(D) = KI'J(D)• 

PROOF. Obviously KPs<D> c KI'J<D>· To prove the reverse inclusion, suppose 
wED - Kps<D>; we will show that w ¢; KI'J<D>· We know that Dis pseudoconvex, 
and by Theorem 11.5.11 there is a coo strictly plurisubharmonic exhaustion 
function cp forD such that cp < 0 on Kanda= cp(w) > 0. By Theorem 1.13 
there ish E (!)( { cp :::;; a}) such that I hi < 1 on K and h(w) = 1. Choose c > a such 
that hE(!)(Dc). By Theorems 1.16 and 1.12 the region D, is Runge in D. By 
approximating h by functions in (!)(D) we therefore can findf E (!)(D) such that 

lfiK < lf(w)l, that is, w¢:KI'J<D>· • 

The following result is a useful generalization of the Runge property for a 
strictly plurisubharmonic exhaustion function proved in Theorem 1.16. Note 
that the hypothesis on Dis of course satisfied for Stein domains. 

Corollary 1.19. Let D c C" be PS-convex and suppose cp is an arbitrary pluri
subharmonic function on D. For cEIR set D, ={zED: cp(z) < c}. Then D, is 
Runge in D,. for all c < c'. 

PROOF. It is clear that each D, is PS-convex and hence Stein by Theorem 1.18. 
Suppose c < c' and let K c D, be compact. By Theorem 1.11 it suffices to show 

that KI'J<Dc•> c De- But this is obvious, since KI'J<Dc·> = K PS<Dc•> by Theorem 1.18, 
and the latter set is trivially contained in De- • 

EXERCISES 

E.l.l. Suppose K c C" is Stein and h1,.,., h1 E <P(K). Define tt: K-+ K x C1 by tt(z) = 
(z, h1(z), ... , h1(z)), and let 11 = {zEC: lzl < 1}. Show that for every jE<P(K'), 
where K' = tt- 1(K x Li1), there is FE <P(K x Li1), such that f = F ott on K. 
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E.l.2. Use Runge's Approximation Theorem to prove that a compact set K c: C is 
polynomially convex if and only if C - K is connected. 

E.l.3. Prove Lemma 1.7. 

E.l.4. Let K be a compact set in C" and let &'(K) c: C(K) be the closure of the 
holomorphic polynomials in C(K) under uniform convergence on K. 

(i) Show that &'(K) is a closed C-subalgebra of C(K). 
(ii) Show that every C-algebra homomorphism~: &'(K)-+ Cis continuous with 

norm 1. 

E.l.5. Let K and &'(K) be as in E.l.4. 

(i) Show that every zeK!? defines a (unique) continuous homomorphism 
~.: &'(K)-+ C with ~.(g) = g(z) for every holomorphic polynomial g. 

(ii) Show that every continuous C-algebra homomorphism ~: &'(K) -+ C is of 
the form~. for a unique zeKt?. (Continuity is automatic, by E.l.4.) 

(iii) Show that the algebras &'(K) and &'(Kt?) are isometrically isomorphic. 
(iv) Show that Kt? is the largest compact set in C" for which (i) and (iii) hold. 

Remark. (i) and (ii) show that Kt? can be identified as the "maximal ideal space" 
of the Banach-algebra &'(K), i.e., the space of all C-algebra homomorphisms 
&'(K)-+ C. 

E.l.6. Prove Theorem 1.12. 

E.l.7. Let D c: C" be Stein and let q; be a continuous plurisubharmonic function on 
D. Suppose that K = {zeD: q;(z) ~ 0} c:c: D. Prove that every f e (!}(K) can be 
approximated uniformly on K by functions in (!}(D). 

E.l.8. Suppose D is Stein and K c: D is a Stein compactum such that (!}(D) is dense in 
(!}(K). Show that Kl!i(DJ = K. (Hint: Compare with Theorem 1.8.) 

E.l.9. Suppose D1 c: D2 is a Runge pair in IC". Show that fe(!}*(D1 ) is the limit of a 
sequence {.fj} c: (!}*(D2 ) in the topology of (!}(Dd if and only ifthere is a sequence 
of continuous invertible functions on D2 which converges to f compactly on D1 • 

§2. o-Cohomological Characterization of Stein 
Domains 

2.1. The Solution of 8 on Pseudoconvex Domains 

If D c en is pseudoconvex, we know, by Theorem 1.17, that D is Stein and 
hence, by Theorem 1.4, one can solve the a-equation on D. Here we want to 
discuss an alternate proof, independent of Theorem 1.17. 

Theorem 2.1. Let D c en be pseudoconvex. Then 

H~(D) = 0 for q ~ 1. 



226 VI. Function Theory on Domains of Holomorphy in C" 

PROOF. Let cp be a C2 strictly plurisubharmonic exhaustion function for D. If 
Li ={zED: cp(z) ::5;j}, then H~(Li) = 0 for q ~ 1 andj = 1, 2, ... (see Chapter 
V, §2). Furthermore, by Proposition 1.15, 

Li c (Li)t'J(Lj+ll c (Li)t'J<DJ+ll = Li 

for j = 1, 2, ... ; by Corollary 1.2, (!J(Li+d is dense in (!J(Li). The desired 
conclusion now follows by applying Lemma 1.3. • 

2.2. Extension of a-Closed Forms 

The following Lemma is a a-cohomology version of Proposition V.2.1. Its 
proof is based on the same idea. 

Lemma 2.2. Let D be open inC" and set D1 ={zED: z1 = 0}. Denote by 1 the 
inclusion D1 -+ D. If q ~ 0 and Hr1 (D) = 0, then for every a-closed CQ,q form 
f on D1 there is FE CO,q(D) with aF = 0 and 1* F = f on D1 . 

PROOF. Denote by n the projection n(z) = (0, z2 , ... z"). D1 and D- n-1(D1) 

are two disjoint closed subsets of D, so there is x E C 00 (D) such that x = 1 in a 
neighborhood of D1 and x = 0 in a neighborhood of D- n-1 (Dd. Then 
g = X ·n* f E CQ.q(D), and since ag = ax 1\ n*f = 0 in a neighborhood of D1, 

- - +1 
zj"" 1 og defines a smooth 8-closed (0, q + 1)-form on D. Since H~ (D) = 0, 
there is u E CO,q(D) with 

It follows that 

is a-closed on D and 

1*F = (X 0 l)'l*n*f- 0 = (nol)*f =f. • 

Corollary 2.3. With D and D1 as in Lemma 2.2, assume that H~(D) = Hr1 (D)= 0 
for some q ~ 1. Then H~(Dd = 0. 

PROOF. Iff E CQ,q(D1) and af = 0, choose F as in Lemma 2.2. Since H~(D) = 0, 
there is u E CO,q-1 (D) with au =F. Then l*U E CQ.q-1 (Dd and 

a(1*u) = 1*(au) = 1*F = f • 

2.3. The Characterization 

We now prove the main result of this section. 

Theorem 2.4. The following statements are equivalent for a domain D c C": 

(i) D is pseudoconvex; 
(ii) H~(D) = 0 for q = 1, 2, ... , n; 
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(iii) D is holomorphically convex, i.e., D is Stein; 
(iv) D is locally Stein, i.e., each z E i5 has a neighborhood u such that u n D is 

Stein. 

PRoOF. (i) => (ii) by Theorem 2.1, (iii)=> (iv) is trivial, and (iv) implies that Dis 
locally pseudoconvex, hence (i) holds. We now prove (ii) =>(iii) by induction 
on the dimension n. 

For n = 1 the implication is true since every D c C is Stein; so let n > 1 
and assume the implication has been proved for regions in cn-1. Let H be a 
complex (n- !)-dimensional hyperplane in en. After a linear change of coor
dinates we can assume that HnD = D1 ={zED: z1 = 0}. If D satisfies (ii), 
Corollary 2.3 implies H~(D1 ) = 0 for q = 1, ... , n- 1, and therefore, by 
inductive hypotheses, D1 c cn-1 is Stein. So if ( E bD1 , by Proposition 11.3.4, 
there is jE(!)(D1 ) with lim supD, 3 z .... ~lf(z)J = oo. We now apply Lemma 2.2 
with q = 0 to obtain FE (!)(D) with FID, = f; hence F is unbounded at ( E bD. 
Finally notice that the set of boundary points ( E bD which are boundary 
points of H n D for some hyperplane H-though not necessarily equal to 
bD-is dense in bD. By Corollary 11.3.20 it then follows that D is a domain of 
holomorphy and hence Stein. • 

EXERCISES 

E.2.1. Show: If D c IC" and dimcH~(D) < oo for q ~ 1, then Dis Stein. (Hint: Prove 
Lemma 2.2 under the above hypothesis; compare with the proof of Proposition 
V.2.1.) 

E.2.2. Use Theorem 2.4 to prove the theorem of Behnke and Stein: If D1 c ... Di c Di+l 
is an increasing sequence of Stein domains in IC", then D = U~1 Di is Stein. 

E.2.3. Suppose D c IC" and H~(D) = 0 for some q ~ 1. Show that H~'q(D) = 0 for all 
p~O. 

E.2.4. SupposeD c IC" and that there are a neighborhood U of bD and cpePS(U), 
such that U n D = {ze U: cp(z) < 0}. Show that Dis Stein. 

E.2.5. Show that H~(D) = 0 for every open set D c IC". 

§3. Topological Properties of Stein Domains 

This section is mainly intended for readers with some knowledge of algebraic 
topology. It may be omitted without loss of continuity. On the other hand, 
even the less experienced reader may find it instructive to see how complex 
analytic properties of a region in en impose topological restrictions. A familiar 
example is the topological characterization of Runge domains in the complex 
plane (see Theorem 1.6). 
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3.1. DeRham Cohomology and Holomorphic Forms 

For r = 0, 1, 2, ... , let Q'(D) = {!E C,~0 (D): i'Jf = 0}. Also, set n-1 (D) = {0}. 
Differential forms in Q' have holomorphic coefficients, and therefore such 
forms are also called holomorphic r-forms. In particular, Q0 (D) = lD(D). Notice 
that 

df= of for f EO'. 

The following fact is obvious: 

(3.1) AfunctionfEC""(D) is holomorphic if and only if dfE0 1(D). 

If interpreted suitably, this characterization ofholomorphic 0-forms generalizes 
to d-cohomology classes of higher degree. 

Lemma 3.1. Suppose m(D) = 0 for 1 ~ q ~ r. Then f E C,"'(D) is d-cohomologous 
to a holomorphic r-form if and only if dfE0r+ 1 (D). 

PROOF. Iff- dg E Q'(D) for some g E C,~ 1 (D), then clearly df E 0'+1. To prove 
the reverse implication we must show 

such that f- dg E Q'(D). 

Every f E q.o can be written as 

k 
(3.3) f = L fr-q,q for some k with 0 ~ k ~ r 

q=O 

We prove (3.2) by induction on the integer k appearing in (3.3). 
Write f as in (3.3). Notice that i'Jf,.-k,k is the only term of type (r- k, k + 1) 

in df; so, if dfE0'+1, we must have 8f,._k.k = 0. If k = 0, this implies thatfEO', 
i.e., (3.2) is true for such f. This proves the inductive beginning. If k ~ 1, we 
use H~(D) = 0 and Exercise E.2.3 to find u E c,~k.k-1 with au = fr-k,k· Then 

k-1 
(3.4) f- du = I !r-q,q- au. 

q=O 

Since ou is of type (r - k + 1, k - 1 ), (3.4) and the inductive hypothesis imply 
that (3.2) holds for f- du. So there is g E c,~1 (D) with (f- du) - dg E Q'(D), 
i.e., f- d(u + g) E Q'(D). This proves (3.2) for f. • 

Since Lemma 3.1 applies, in particular, to Stein domains, it is now easy to 
see that the de Rham cohomology groups H~(D) of Stein domains can be 
calculated in terms of holomorphic forms. 

Theorem 3.2. Let D c en be a Stein domain. Then 

H~(D) ~ {!EO'(D): df = O}jdQ'-1 

for r ~ 0. 
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PRooF. The case r = 0 is trivial. If r > 0, consider the homomorphism 

a,: {fe!l': df = 0}-+ H~(D), 

where a,(f) is the d-cohomology class off in H~(D). Lemma 3.1 implies that 
a, is onto. Since dn'-1 c ker a., the theorem will follow once we show ker a, c 
dn'-1. Suppose f E !l' is in ker a,; then f = du for some u E C,~1 (D). If 
r- 1 = 0, (3.1) implies that u is holomorphic; ifr- 1 > 0, Lemma 3.1 applied 
to u shows that u may be replaced by a holomorphic (r - 1)-form. In either 
case we see that f E dn'-1• • 

3.2. The Cohomology Groups of Stein Domains 

By de Rham's Theorem, if M is a differentiable manifold, Hd(M) is isomor
phic to the cohomology group H'(M, C) for r ;;::: 0. So Theorem 3.2 implies 
the following holomorphic version of de Rham's Theorem. 

Theorem 3.3. Let D c C" be a Stein domain. Then 

H'(D, C)~ {fe!l'(D): df = 0}/d!l'-1 

for r;;::: 0. In particular, 

H'(D, C)= 0 for r > n. 

Remark 3.4. It is a theorem in algebraic topology that 

H'(D, C) = Homz(H,(D, Z) -+ C); 

so Theorem 3.3 implies that for a Stein domain D, H,(D, Z) does not contain 
any free element if r > n (such a cycle would define a nontrivial homomor
phism H,(D, Z) -+ q. By using Morse Theory, one can even show that for a 
Stein domain D c C" 

H,(D, Z) = H'(D, Z) = 0 

if r > nand that Hn(D, Z) is free (see Andreotti-Fraenkel [AnFr] or Milnor 
[Mil], §7). 

On the other hand, the cohomology groups H'(D, C) of Stein domains do 
not need to vanish for r ::;:; n. 

Example 3.5. Let D = {zeC": 0 < lzil < 2, 1 =:;;j::;:; n}. Dis Stein, since it is a 
product of planar domains. For 1 ::;:; r::;:; n define the r-cycle y, in D by 
y,(t 1 , ••• , t,) = (e;1', ••• , eil', 1, ... , 1), 0 ::;:; ti ::;:; 2n; the holomorphic r-form 

on D is d-closed. Since 

f,. = dz 1 1\ .•. 1\ dz, 
Z 1 ..• z, 
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(3.5) I f.. = (2ni)' #- 0, 
Yr 

f.. is not the differential of a holomorphic (r- 1)-form on D. So, by Theorem 
3.3, H'(D, C) #- 0 for 1 ~ r ~ n. Equation (3.5) also shows that y, is not a 
boundary in D, so that H,(D, Z) #- 0 as well. 

3.3. Runge Domains 

A Runge domain D c C 1 is necessarily simply connected and therefore 
H 1 (D, q = 0. This result generalizes to higher dimensions as follows. 

Theorem 3.6. Let D c en be a Runge domain. Then 

H'(D, C)= 0 for r ~ n. 

PROOF. Since, in particular, D is Stein, by Theorem 3.3 it is enough to show 
that every holomorphic n-form f on D is the differential du of a holomorphic 
(n - 1 )-form on D. Suppose f = h dz 1 A ... A dzn E nn(t:n). Then 

u(z1, z2 , ••• , Zn) = (J:' h((, z 2 , ••• , zn) d()dz 2 1\ ... 1\ dzn 

is in nn-1 (t:n) and du = f So Qn(t:n)ID = dnn-1 (t:n)ID c dnn-1 (D). The Runge 
property of D implies that nn(t:n)ID, and hence dnn-1 (D), is dense in nn(D) 
with respect to the natural topology on nn(D). It is a general fact, valid for 
arbitrary differentiable manifolds M, that the exterior derivative d: Ci"(M) ~ 
C,~ 1 (M) has closed range (see [Hor 2], §7.5). Therefore, nn(D) = closure of 
dnn-1 (D) c dCn":_1 (D). Lemma 3.1 then implies that nn(D) = dnn-1 (D). • 

ExERCISES 

E.3.1. Given 1 :::; k < n, find a domain ofholomorphy Dk c IC" such that W(Dk, q t= 0 
for 1 :::; r :::; k, while H'(Dk, q = 0 for r > k. 

§4. Meromorphic Functions and the Additive Cousin 
Problem 

Already in 1895 P. Cousin ("Surles fonctions den variables complexes," Acta 
Math. 19(1985), 1-62) considered the generalization to several variables of the 
theorems of M.G. Mittag-Leffler and K. Weierstrass on the existence of 
meromorphic functions with prescribed poles and zeros. By using the Cauchy 
Integral Formula for product domains, Cousin was able to solve the "patching 
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process" which is the major obstacle in several variables, and consequently he 
obtained the desired generalizations for such domains. Because of a lack of 
analogues of the Cauchy Integral, Cousin's method could not be extended to 
more general domains for a long time. Following H. Cartan ([Car], 471-473), 
these problems became known as Cousin's First and Second Problem (or 
simply Cousin I and II). In the next two sections we will show how the solution 
of a leads to the solution of these problems on domains of holomorphy. 

4.1. Germs of Holomorphic Functions 

A meromorphic function is an object which is locally the quotient of holo
morphic functions. In order to make this concept precise it is convenient to 
introduce the language of germs of functions. In essence, the germ of a function 
contains the local information, while it disregards the domain of definition. 
Informally, this idea is used constantly. A typical example is the statement the 
function f is holomorphic at the point Z E (:ft. 

We fix a point a E en. A function element (f, U) at a consists of a function 
f: U-+ e defined on an open neighborhood U of a. Two function elements 
(f, U) and (g, V) at a are equivalent (at a) if there is an open neighborhood 
W c U n V of a, such thatf lw = glw· The set of equivalence classes of function 
elements at a is called the set of germs of (complex valued) functions at a and is 
denoted by§',. The equivalence class of(f, U) at a is denoted by fa, and (f, U) is 
called a representative of the germ fa. A function element (f, U) defines germs fz 
for each z E U. Since~ n ~· = 0 for z =I= z', we have fz =I= fz' for z =I= z'. 

A germ faE§', is continuous (of class Ck, 0 ~ k ~ oo, holomorphic) iffa has a 
representative (f, U) with f E C(U) (Ck(U), respectively (9(U)). We denote the 
corresponding sets of germs by ctfa, ctf:, and (9a· If the dimension n oren matters, 
we will write n(9a for (9a· Obviously one has the following chain of strict 
inclusions (where 1 ~ k < oo) 

The main advantage of working with germs rather than function elements is 
that sets of germs, and especially the set n(9a of holomorphic germs, have 
interesting algebraic properties which are useful for studying local properties 
of holomorphic functions and analytic sets. There is, of course, a natural way 
to define addition and multiplication of germs at a, which turns§',,~!. and (9a 
into commutative rings (in fact e-algebras) with identity. A continuous germ 
fa E ~a is invertible if and only if f(a) =I= 0. (The value f(a) of the germ fa is 
independent of the particular representative (f, U) of fa.) So ~a(and similarly 
C! and (9a) has a unique maximal ideal ma = {faEctfa:f(a) = 0}. 

The rings ~!. 0 ~ k ~ oo, have many zero divisors (see Exercise E.4.2). 
Therefore the following result reflects a special property of holomorphic 
functions (see also Theorem 1.1.20 for a global version). 
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Theorem 4.1. The ring nf!)a of germs of holomorphic functions at a E C" is an 
integral domain. 

PROOF. We must show that if fa. ga = oa for two germs fa, ga E f!Ja, then at least 
one of them is zero. Suppose fa =f. Oa. We can then choose representatives {f, U) 
and (g, U), where U = P(a, r) is a sufficiently small polydisc, such that 

(4.1) f(z) · g(z) = 0 for zE U, 

while there is z0 E U with f(z0 ) =f. 0. By continuity, f(z) =f. 0 for z in some 
neighborhood W c U of z0 . By (4.1), g(z) = 0 for all zE W. Hence, by the 
Identity Theorem 1.1.19, g(z) = 0 for all z E U, i.e., ga = Oa. • 

We leave it to the reader to supply the proof of the following concrete 
representation of f!Ja. 

Proposition 4.2. The ring nf!)a is isomorphic to the ring of convergent power series 
in (z 1 - ad, ... , (zn- an). Moreover, nf!)a is isomorphic to nf!J0 for all aEC". 

We present without proof two more properties of f!Ja which are fundamental 
for the study of analytic sets. The proofs of these results make use of the 
Weierstrass Preparation Theorem. The interested reader may consult any of 
the standard references, for example [Nar 1] and Chapter 6 in [Hor 2]. 

Theorem 4.3. f!Ja is a Noetherian unique factorization domain. 

Theorem 4.4. If fa and ga E f!Ja are relatively prime, then there are representa
tives (f, U) and (g, U) such that fz and gz are relatively prime for all z E U. 

Remark 4.5. In case of dimension n = 1, Theorems 4.3 and 4.4 are easy conse
quences of the fact that every nontrivial fa E 1 f!Ja has a unique representation 

fa = (z - a)~· Da 

where ua is a unit and q is an integer z 0. 

4.2. Meromorphic Functions 

By Theorem 4.1, the ring /!!a has no nontrivial zero divisors. Therefore nf!Ja has 
a well defined quotient field, which we denote by .Aa or simply vita. vita is 
called the field of germs of meromorphic functions at a. Explicitly, a mero
morphic germ rna E A a can be represented as a quotient 

fa 
ma=-, 

ga 

where fa, ga E f!Ja, and ga =f. Oa. We now define merom orphic functions by gluing 
together meromorphic germs in a special way. 
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Definition. Let D c en be open. A meromorphic function m on D is a mapping 

m: D -+ U .,ttz, 
zeD 

with the following properties: 

(i) mz E .,{{z for zED; 
(ii) for every a ED there are a connected neighborhood U c D and holo

morphic functions!, g E l7J(U) with g =/= 0, such that mz = fz/gz for all z E U. 

The set of all meromorphic functions on Dis denoted by .,tt(D). 
Iff, g E l7J(D), and g =/= 0 on any connected component of D, then the quotient 

m = f /g defines a merom orphic function mE .,tt(D) by setting mz = fz/gz. In 
particular, l7J(D) c .,tt(D). Conversely, if mE .,tt(D) with mz E {l)z for all zED, 
then m is locally represented by holomorphic function elements, and hence m 
defines a global holomorphic function mE l7J(D). 

It is obvious that .,tt(D) carries the structure of a ring. 

Proposition 4.6 . .,tt(D) is afield if and only if Dis connected. 

The proof is left as an exercise for the reader. 
In case of dimension n = 1, meromorphic germs have a very simple repre

sentation: every maE 1.,{{a can be written uniquely as 

IDa= (z- a):·ua, 

where ua is a unit in {f) a and q E 71.. It follows that the singularities of a 
meromorphic function mE.,tt(D) are isolated if D c e 1• Moreover, the only 
singularities are poles, that is, points at which the function has the limit oo in 
the Riemann sphere. 

In case of two or more variables the singularities of merom orphic functions 
are more complicated. For example, ifm = zdz2 E .,tt(e2 ), every a E e U { oo} is 
a limit point of m at (0, 0). Moreover, the singularities are never isolated. 

Theorem 4.7. Let D c en be open and suppose mE.,tt(D). Then the singular set 
S(m) = {zED: mz ~ {l)z} is either empty or an analytic set of dimension n - 1. 

PROOF. Notice that the case n = 1 is trivial. For the general case, let aED 
and write ma = fa/~, where, by Theorems 4.3 and 4.4 we can assume that 
J, g E l7J(U), and fz and gz are relatively prime for all z E U. This implies that for 
z E U, mz ~ {l)z precisely if g(z) = 0, hence 

S(m) n U = {zE U: g(z) = 0}. 

So S(m) is locally the zero set of a single nontrivial holomorphic function; 
hence S(m) is an analytic set, and, if S(m) =I 0, dim S(m) = n - 1 by Theorem 
1.3.12. • 
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4.3. The Mittag-Leffler Problem and the Additive Cousin 
Problem 

We now discuss the construction of global meromorphic functions with 
prescribed local singularities. Let us first recall the classical one variable 
Theorem of Mittag-Leffier. 

Let {ai:j = 1, 2, ... } be a locally finite subset of the region D c C 1 . Given 
finite order principal parts Pi = L~{, 1 c!(z - a)-· at each point ai, there is 
mE .A(D) which is holomorphic on D except at the points ai, and such that m - Pi 
is holomorphic at aifor j = 1, 2, .... 

In several variables one must reformulate the problem in order to ensure 
that the singularities of the given principal parts match up-in C1 they always 
do, since the singularities are isolated points. We now state the classical 
formulation of P. Cousin's First Problem. 

The additive Cousin problem. Let D be a region in en and let { ~, j E J} be an 
open covering of D. Suppose the meromorphic functions mi E .A(~) satisfy 

(4.2) mi-m;Ec!J(U;n~) foralli,jEJ; 

find mE .A(D) such that 

(4.3) for each j E J. 

A collection of functions {miE.A(~),jEJ} which satisfies (4.2) is called a 
Cousin I distribution on D. 

Clearly the Mittag-Leffier Theorem is equivalent to the solution of the 
additive Cousin problem for D c C1 . We will solve the additive Cousin 
problem by reducing it to the following theorem which involves only holo
morphic functions. This sort of reduction was already used by Cousin in his 
solution of the additive problem for product domains in en. 

Theorem 4.8. Let D be a region in C" such that Hg(D) = 0. Let { ~: j E J} be an 
open covering of D. If the functions gii E c!J ( U; n Ui ), i, j E J, satisfy 

(4.4) gii = -gi;; gii + gik + gki = 0 whenever U;n ~n Uk # 0, 

then there are functions gi E c!J(~) such that 

(4.5) gii =gi-g; for all i,jEJ with U;n ~ # 0. 

Before proving Theorem 4.8, we give its most important application, first 
proved in 1937 by K. Oka ([Oka],II). Notice that it includes the solution of 
the Mittag-Lefller problem. 

Theorem 4.9. Let D c en be Stein (it is enough to assume Hg(D) = 0). Then 
every additive Cousin problem on D has a solution. 
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PROOF OF THEOREM 4.9. Suppose the functions mj E ..Jt(ll_;) satisfy (4.2). It 
follows that the functions gii = mi-mi satisfy (4.4) in Theorem 4.8. Let 
giE@(ll_;), jEJ, be the functions given by Theorem 4.8. By (4.5), gi- gi = 
gij = mj - ~ on ui n ll_;, or, equivalently, 

(4.6) mj- gj = mi- gi on ui n ll_;. 

So there is a unique mE ..lt(D) with mz = (mi - g)z for z Ell_;. Clearly m - mi = 
- gi E @(ll_;) for each j E J. • 

PROOF OF THEOREM 4.8. The proof involves two steps: first we find functions 
viE C 00 (ll_;),j E J, which satisfy (4.5) (this works for any region D); then we use 
HtD) = 0 to change the v/s into holomorphic functions. 

Step 1. Let { ~, rx E I} be a locally finite refinement of the given covering 
{ ll_;,j E J}, with refinement map r: I-+ J, so that ~ c ut(a)• Choose a partition 
of unity {X11 EC0 (~), rxEJ}. For any rxE/ andjEJ define 

( . ) ( ) _ {Xa(z)gr(ali(z) if z E ~ n Ui; 
Xa gr(a)i z - 0 "f U V. 

lZE j- IX; 

then xa·gt(1X)jEC 00 (ll_;). Since{~} is locally finite, the sum 

(4.7) 

defines a coo function on ll_;. On Ui n ll_; we obtain, using (4.4), 

vj - vi = L Xa(gt(a)j - gt(a)J 
IXEI 

(4.8) 
= L Xa(gij) = gij• 

IXEI 

since L Xa = 1. 

Step 2. The functions vi found above are not holomorphic, but by (4.8) and 
i!fgij = 0, 

(4.9) for all i,jEJ. 

So the locally defined C0, 1 forms i!fvi patch together to a global form 
f E C0, 1 (D) withf = i!fvi on ll_;. Clearly i!fj = 0 on D. Since Ht(D) = 0, there is 
u E C 00 (D) with i!fu = f Then gi = vi- u satisfies i!fgi = 0, so giE @(ll_;), and, by 
(4.8), on Ui n ll_; one has 

gi - gi = (vi - u) - (vi - u) = vi- vi = gii. • 

4.4. Examples 

We have seen that Ht(D) = 0 is a sufficient condition for the solution of the 
additive Cousin problem on D. A domain with this property need not be Stein. 
For example, Ht(cn- {0}) = 0 for n ~ 3 (see Exercise E.4.7), and, by Hartogs' 
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Theorem, en- {0} is not a domain of holomorphy for n ~ 2. On the other 
hand, contrary to the situation in one variable, the additive Cousin problem 
cannot be solved on arbitrary domains in higher dimensions. We will verify 
this forD= C2 - {0}. Since Dis not Stein, we know, by Theorem 2.4 and 
E.2.5, that Ht{D) #- 0. 

Consider the covering {U1 , U2 } of C 2 - {0} given by~= {(z1, z2 )EC2 : 

zi #- O},j = 1, 2. We define miEvll(~) by m 1 = 1/z1z2 and m 2 = 0. Then 

1 
m1 - m2 = --E lP(U1 n U2), 

z1z2 

so the compatibility condition (4.2) is satisfied. Suppose mE vlt(C 2 - 0) satis
fies m- miE @(~)for j = 1, 2. It follows that mE lP(U2). By Theorem 11.1.5, m 
can be represented by a Laurent series 

with a,,,2 = 0 whenever v1 < 0. On the other hand, 
1 

(4.10) m- m1 = L a,,,2 Z~'zi2 - --

., ~o Z1Z2 

would have to be holomorphic on U1 • This is not possible since the term 
-(z1 z2 )-1 on the right side of(4.10) is not cancelled by any other term in the 
sum. So the additive Cousin problem for the Cousin I distribution { m1 , m2 } on 
C2 - {0} has no solution. 

EXERCISES 

E.4.1. (i) Show that for each k = 0, 1, ... , oo a germ fa Eli&'! at a E IR" is invertible if and 
only iff(a) -=F 0. 

(ii) Show that li&'! has a unique maximal ideal. 
(iii) Show that (i) and (ii) hold also for the ring .f!Ja, a E C". 
(iv) Show that (i) and (ii) are false for the ring ~. for a E IR" with n ~ 1. 

E.4.2. Show that li&'!, ae IR", has nontrivial zero divisors. 

E.4.3. (i) Let D = { z E C: 0 < lzl < 1 }. Show that a function! E f!J(D) is meromorphic 
at 0 according to the definition in §4.2 if and only if fhas a pole or removable 
singularity at 0. 

(ii) Generalize (i) to C" as follows: Let D c C" be a Reinhardt domain with center 
0, such that OebD. Show that a Laurent series Lvezna,z• which converges 
on D defines a meromorphic function at 0 if and only if there are only finitely 
many multi-indices v E 71" with v ¢ 1\J" and a, -=F 0. 

E.4.4. Prove Proposition 4.6. 

E.4.5. Show that if the conclusion of Theorem 4.8 holds on the region D c c•, then 
H~(D) = 0. (Hint: Use H~(B) = 0 for every ball B cc D.) 

E.4.6. (i) Forj = 1,2, 3 set~= {zeC3 : zi -=F 0}. Use Laurent series toshowthatevery 
Cousin I distribution {m;E.It(~),j = 1, 2, 3} for the cover {U1 , U2 , U3 } of 
C3 - {0} has a solution. (Hint: Prove a special case of Theorem 4.8.) 

(ii) Use (i) to show that H$(C3 - {0}) = 0. (Hint: ~is Stein and see E.4.5.) 
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E.4.7. Generalize the methods used in E.4.6 to show that 

(i) H~(C" - {0}) = 0 for q # 0, n - 1, 
(ii) dime Hr1(C"- {O}) = oo. 
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E.4.8. Let mEAI(D) and let S(m) c D be its singular set (cf. Theorem 4.7). A point 
a E S(m) is called a pole form if 

lim m(z) = oo, 
.~. 

z¢S(m) 

and a point of indeterminacy for m if m has no limit at a in the closed Riemann 
sphere. Show that if m. = f./g., where f., g. E {!}., and if a is a point of indeter
minacy, thenf(a) = g(a) = 0. (The converse is true also, provided f. and g. are 
relatively prime, but is much deeper.) 

§5. Holomorphic Functions with Prescribed Zeroes 

5.1. The Multiplicative Cousin Problem 

We now turn to the problem of finding global holomorphic functions with 
prescribed zeroes. Since the zeroes of holomorphic functions of two or more 
variables are never isolated, prescribing the local data for zero sets will involve 
compatibility conditions analogous to those which led us from the Mittag
Leffler problem to the formulation of the additive Cousin problem. We denote 
by @*(U) the set of invertible functions f E @(U); f E @*(U) if and only if 
f E @(U) and f(z) =f. 0 for all z E U. Similarly, C*(U) and A*(U) denote the sets 
of invertible elements in C(U), respectively A(U). Notice that f E .A*(U) if 
and only iff E .A(U) and f is not identically zero on any component of U. 

Problem Z. Given an open covering {~,jEJ} of a region D c en, and holo
morphic functions jj E @(~), not identically zero on any component of~. which 
satisfy 

(5.1) 

whenever U; n ~ =f. 0, find a global holomorphic function f E @(D) such that 
jjj- 1 E @*(~)for all j EJ. 

The classical Weierstrass Theorem in one variable is a special case of the 
solution of the above problem for D c C 1. In fact, suppose D c C 1, { ai: j = 
1, 2, ... } c Dis locally finite in D, and ni is some positive integer for eachj = 
1, 2, .... Choose neighborhoods ~ of ai, such that U; n ~ = 0 for i, j ;?:: 1 
and definejj = (z - ai)"i E @(~).Let U0 = D - { ai: j = 1, 2, ... } and setf0 = 1 
on U0 • Clearly the collection of functions jj E @(~), j = 0, 1, 2, ... so defined 
satisfies (5.1). The solution f of Problem Z for this data is a holomorphic 
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function on D which has a zero of order ni at ai for j = 1, 2, ... , and no other 
zeroes on D. 

More generally, in his classical1895 paper, P. Cousin considered the prob
lem of finding meromorphic functions with locally prescribed zeroes and poles. 
This is now referred to as the multiplicative Cousin problem or Cousin II 
problem. 

The multiplicative Cousin problem. Let { ~. j E J} be an open covering of the 
region D c IC" and suppose the functions miEAI*(~),j EJ, satisfy 

(5.2) mimj1 E (!J*(U; n ~) 
whenever U; n ~ # 0. Find a global meromorphic function mE A/(D), such that 

(5.3) 

for alljEJ. 

A collectioh of functions { mi EAt*(~)} which satisfies (5.2) is called a 
Cousin II distribution on D. Notice that a solution m of a holomorphic Cousin II 
distribution (i.e., miE (!)(~))is necessarily holomorphic by (5.3). So the solution 
of the multiplicative Cousin problem includes the solution of Problem Z. 

Formally, the multiplicative Cousin problem is the exact multiplicative 
analogon of the additive Cousin problem. However, there is a profound 
difference which shows up only in dimension ~ 2. In his 1895 paper, P. Cousin 
had solved both the additive and the multiplicative problems on products of 
planar domains, but he must have overlooked the fact that his argument in the 
multiplicative case required all domains but one to be simply connected. This 
was pointed out in 1917 by T.H. Gronwall ("On expressibility of uniform 
functions of several complex variables as quotient of two functions of entire 
character," Trans. Amer. Math. Soc. 18(1917), 50-64). Gronwall gave an 
example of a product of two (multiply) connected planar domains on which the 
multiplicative problem is not always solvable. So, in contrast to what we have 
seen in §4 for the additive problem, the multiplicative Cousin problem is not 
universally solvable on Stein domains in two or more variables. 

The situation remained obscure for a long time. In 1934 it was still unknown 
whether the multiplicative problem could be solved on every simply connected 
domain of holomorphy (see H. Behnke and P. Thullen [BeTh], p. 102). 
Finally, in 1953, J.P. Serre ([Ser 1], p. 63) produced a counterexample in this 
case as well. In the meantime though, K. Oka ([Oka], III) had proved in 1939 a 
remarkable theorem which showed that on Stein domains D the obstruction to 
the solution of the multiplicative problem is a topological one-obviously not 
the fundamental group n 1(D), since by the general Weierstrass Theorem the 
problem is solvable on any region D c IC 1 . This topological obstruction was 
investigated further by K. Stein, first in 1941 [SteK 1], and then 10 years later 
in his pioneering paper [SteK 2], in which he introduced the class of "Stein 
manifolds" and gave a homological characterization of the obstruction. In 
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1953, J.P. Serre [Ser 1] gave these results their definitive form in terms of the 
cohomology group H 2 (D, £:)-notice that H 2 (D, Z) = 0 for all regions D in 
the complex plane (cf. Remark 3.4). 

In §5.3 we will prove Oka's Theorem using a simple variant of the original 
formulation of the topological obstruction, and in §5.4 we will present an 
elementary proof for the vanishing of this obstruction in some special cases, 
including all regions in C1 . In §6.4 we will use the language of sheaf coho
mology in order to translate Oka's topological condition into the cohomolog
ical one referred to above. 

5.2. Oka's Counterexample 

We first discuss an example of Oka which shows that Problem Z does not 
always have a solution, even for Stein domains. 

Define the domain D c C2 by 

D = {zEC2 : 3/4 < /zi/ < 5/4,j = 1, 2,}. 

D is a product domain and hence Stein. Let 

A= {zED: z2 - z1 + 1 = 0}. 

Notice that An {zED: Im z1 = 0} = 0, so that y± =An {zED: Im z1 ~ 0} 
are disjoint closed subvarieties of D with A = y+ U y-. We will show that the 
Cousin II distribution given by 

(5.4) 
on U1 = D- y-

f 2 = 1 on U2 = D- y+ 

has no solution on D (notice that fd1- 1 E £'9*(U1 n U2 )). This will be a simple 
consequence of properties of the winding number of closed curves in Cl, which 
we briefly recall (for more details, see [Ahl], 4.2.1). Given a C1 function 
qJ: [0, 2n] -+ C - {0} with qJ(O) = qJ(2n), the winding number (around 0)-or 
"change in argument" -of qJ is defined by 

1 {2" qJ'(O) 
N(({J) = 2ni ) 0 qJ(O) dO. 

N(qJ) is always an integer. In fact, consider 

[ r· qJ'(O) J 
h(s) = qJ(s) exp - J 

0 
qJ(O) dO ; 

then h'(s) = 0 on (0, 2n), hence h(2n) = h(O) = qJ(O). Since 

h(2n) = ({J(2n) exp(- 2niN(qJ)) = qJ(O) exp(- 2niN(qJ)), 

it follows that exp( -2niN(qJ)) = 1. 
If {({J1: tEl} is a continuous family of closed C1 curves inC- {0} on the 
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interval! (i.e., cp1(0) and cp;(O) are continuous on [0, 2n] x J), then N(cp1) is 
continuous in t E J, and hence, since integer valued, constant in t. Furthermore, 
if cp(O) = g(ei8), where g is C1 and =f. 0 on {z E C: lzl ::;; 1 }, then N(g(e;8 )) = 0. 

Returning to our example, let us first consider the curves f 1 ( (, e;8 ) = e;8 -

( + 1 for ( = 1 and ( = -1. Sincef1 (1, ei8) = ei8 andf1 ( -1, ei8) = ei8 + 2, it 
follows that 

(5.5) 

Assuming that the Cousin II distribution (5.4) has a solution on D, we will 
obtain a contradiction to (5.5). 

In fact, suppose there isjE(!)(D) such thatf = f/!2 E(!)*(U2 ), and h = f/!1 E 
(!)*(Ud. By considering the continuous family of closed curves cp1(0) = f(ei 1, e;8) 
for 0::;; ()::;; 2n and -n::;; t::;; 0 one obtains 

(5.6) N(f( -1, e;8 )) = N(cp_11 ) = N(cp0 ) = N(f(1, e;8 )), 

since! =f. 0 on U2. Similarly, since h(ei1, e;8) =f. 0 for 0::;; ()::;; 2n and 0::;; t::;; n, 
it follows that ' 

(5.7) 

Fromf = h· / 1 on U1, it follows that 

N(f((, eiB) = N(h((, e;e)) + N(ft ((, e;e)) 

for ( = 1 and ( = -1. Therefore, by (5.6) and (5.7), 

N(ft ( -1, o;e)) = N(ft (1, e;e)), 

which contradicts (5.5). • 

Remark. The above argument does not use at all the fact that the solution f 
is holomorphic; clearly it is sufficient to assume! E C1 (D) and thatf/f1 E C1 (Ud 
is not zero on U1 . The winding number can also be defined for curves which are 
only continuous, so that the Cousin II distribution (5.4) does not even have a 
continuous solution. In fact, this will follow immediately from the non
existence of a holomorphic solution and Oka's Theorem (Theorem 5.2 below). 

5.3. Reduction to the Additive Problem 

It is natural to attempt to solve the multiplicative Cousin problem by taking 
logarithms and solving the resulting additive problem, as in §4. Obviously one 
cannot define log mi for mi E Jt*(lf.i), even if lJ.i is simply connected, unless 
miE (!)*(lJ.i). So, the proper place to start is with the functions gii = mimi1 , 

which, according to (5.2), are in (!)*(U; n lJ.i). Assuming U; n lJ.i is simply con
nected, in order to apply Theorem 4.8 to the functions {log gii} one must 
choose the branches of the logarithms so that 

(5.8) C;J< = log gij + log gjk + log gki = 0 on U; n ll.i n uk. 
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Since gii · gik · gki = 1, one sees that, in general, the best one can say is that 
ciik = niik · 2nJ=l for some integer niik· How to achieve niik = 0 appears to be 
a major difficulty. In fact, in general this cannot be done unless D satisfies a 
suitable topological condition. For the time being we bypass this obstacle by 
introducing a seemingly more elementary condition. 

Theorem 5.1. Let D c en satisfy Ht(D) = 0, and suppose d/1 = { ~: j E J} is an 
open covering of D. If g;iE l!i*(U; n ~), i,j EJ, satisfy 

(5.9) 

whenever U;n ~n uk #- 0. then there are holomorphic functions gjEl!i*(~) 
which satisfy 

(5.10) for all i,jEJ 

if and only if there are nonvanishing continuous functions giE C*(~) which 
satisfy (5.10). 

Except for the hypothesis of the existence of a continuous solution, Theo
rem 5.1 is the precise multiplicative analog of Theorem 4.8. Before proving 
Theorem 5.1 we want to discuss one of its main applications. 

Theorem 5.2. ([Oka], III). Let D be a Stein domain in en (it is enough to 
assume Ht(D) = 0). Then Problem Z has a holomorphic solution if and only if 
there is a continuous solution, i.e., there is c E C(D), such that c · jj-1 E C*(~) 
for eachjEJ. 

Historically, Theorem 5.2 was the first example of what is now known as the 
"Oka principle": On Stein domains, problems which have local holomorphic 
solutions will have a global holomorphic solution provided there is a continu
ous global solution. Stated differently, on Stein domains the obstruction for 
passing from local to global analytic statements is purely topological. Another 
famous example of the Oka principle was found by H. Grauert in 1956; we 
state only one part of it. On Stein domains a holomorphic vector bundle is 
holomorphically trivial if and only if it is topologically trivial. Grauert's results 
are much more general; the interested reader should consult the exposition of 
H. Cartan in [Car], p. 752-776. 

PROOF oF THEOREM 5.2 (assuming Theorem 5.1). Only one implication is 
nontrivial. LetfjEl!i(~) be given, such that gii = JjJ;- 1 El!i*(U;n ~) (cf. (5.1)). 
If cE C(D) is a continuous solution, we define ci = c/JjE C*(~). Then cici1 = 
gii on U; n ~·So the hypotheses of Theorem 5.1 are satisfied, and we conclude 
that there are functions giE l!i*(~) with gig;-1 = gii. It follows that 

(5.11) jjgi- 1 =/;g;-1 onU;n~ foralli,jEJ. 

Therefore we can define fEl!i(D) by setting f = jjgi-1 on ~· Since f/Jj = 
gi-1 E l!i*(~), f is the desired holomorphic solution. • 
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PRoOF OF THEOREM 5.1. Again, only one implication is nontrivial. We first 
assume that the open sets~ are simply connected for alljEJ. If ciEC*(U;) 
satisfies c/c; = gii on U; n ~, we define hi = log ci on ~ by choosing some 
branch of the logarithm. Set 

(5.12) fu = hi - h; whenever U; n ~ # 0; 

then 

(5.13) exp fu = exp hi/exp h; = ci/c; = gii E (IJ*(U; n ~), 
so fu E (IJ(U; n ~). Equation (5.12) implies that the conditions (4.4) in Theorem 
4.8 are satisfied (notice how the difficulty of choosing the right branches for 
log gii has disappeared), so we obtain functions jj E (I)(~) for j E J, such that 
jj- h =hi· It follows that gi = exp ./jE (I)*(Ui), and, by (5.13), 

g)g; = exp jj/exp h = exp hi = gii on U; n ~-
We now consider the case of an arbitrary covering {~,jEJ}. Choose a 

locally finite refinement { V,., IX E J} of {~}by simply connected open sets V,. (for 
example, V.. could be a ball). Let r: I--+ J be the refinement map. For 
V.. n Vp # 0, define g~p = g,<aJ<<Ill I v.nv0 ; then {g~p} satisfies (5.9) with respect to 
the covering { V,.}.lf { ci} is a continuous solution for the original problem and 
V.. n Vp # 0, we have g~p = c'p/c~, with c~ = c,<a>· So, by the first part of the 
proof there are holomorphic functions g~ E (IJ*(V,.), IX E J, which satisfy 

(5.14) g~P = g'p/g~ on v,. n Vp. 

Suppose V,. n Vp n ~ # 0; since V,. n Vp n ~ c U,<al n U,<P> n ~, (5.9) implies 

gt(a)t(Pl = gjt(p)/git(a)• 

Together with (5.14) this implies 

g{Jgt(Pli = g~gt(a)j 

on V,. n Vp n ~. so we can define gi E (!)*(~) by setting gi = g~g<<rz>i on V.. n ~
Finally, on V,. n U; n ~. 

gi/g; = g~gt(a))g~gt(a)i = git(rz) · gt(a)i 

= gii• 

where we have used again (5.9); this proves (5.10). • 

5.4. The Topological Obstruction 

In order to apply Theorem 5.1 or 5.2 one needs to find domains on which the 
respective problems have continuous solutions. We now single out the relevant 
topological condition and verify it for certain regions in en. 
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Definition. A topological space X has the Oka property if for any open 
covering { ~: j E J} of X and functions cij E C*(U; n ~) which satisfy 

(5.15) 

there are functions ciE C*(Ui) such that 

(5.16) for all i,j E J with U; n ~ #- 0. 

We can now state and prove a more general version of Theorem 5.2. 

Theorem 5.3. SupposeD c IC" has the Oka property and H; (D) = 0. Then every 
multiplicative Cousin problem on D has a solution. 

PROOF. Given an open covering {~,jEJ} of D and functions miEA*(~) 
with%= mjmi1 E C?*(U; n ~),the Oka property implies the existence of func
tions ci E C*(~) with cici1 = gij. So Theorem 5.1 applies, and one can proceed 
as in the proof of Theorem 5.2. • 

In order to apply Theorem 5.3 one needs some simple sufficient conditions 
for the Oka property. Notice that the Oka example in §5.2 (a product of two 
annuli) does not have the Oka property, otherwise Theorem 5.3 would apply. 
So the following result is optimal for product domains in IC". 

Theorem 5.4. Let D., 1 :::::; v :::::; n, be open subsets off} and suppose that all but 
one of them are simply connected. Then D = D1 x D2 x · · · x Dn c en has the 
Oka property. In particular, every region D c C 1 has the Oka property. 

Remark ~.5. It is shown in §6.4 that for paracompact manifolds X, and hence, 
in particular, for regions in IC", the Oka property for X is equivalent to the 
vanishing of the Cech cohomology group ffZ(X, Z); for such X the latter group 
agrees with the singular cohomology group H 2 (X, Z). So Theorem 5.4 would 
follow from standard results in algebraic topology. The proof presented here, 
essentially due to Oka ([Oka], Ill), is more elementary. More importantly, 
the method of proof is of fundamental importance for proving vanishing 
theorems for sheaf cohomology groups. Since we want to keep the proof of 
Theorem 5~4 independent of the results outlined in §6, the language of sheaf 
cohomology will not be used explicitly at this point. 

For the proof of Theorem 5.4 we fix an open covering { ~' j E J} of D and 
functions cijE C*(U; n ~)which satisfy (5.15). We say that a set K c D has 
property S (with respect to { cij}) if there is a solution of (5.16) on some open 
neighborhood W c D of K, i.e., if there are functions ci E C*(~ n W), j E J, 
such that ci/c; = cij on U; n ~ n W By a sequence of Lemmas we first prove 
property S for certain coltl.pact subsets K of D. By an exhaustion procedure 
we will then obtain property S for D itself, completing the proof of the 
Theorem. 
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The key step of the proof is contained in the following "patching" lemma. 

Lemma 5.6. Let K = K 1 x · · · x Kn c D, where K 1 c Cis a compact set whose 
boundary consists of finitely many compact intervals parallel to the coordinate 
axis, and K. c C is compact and simply connected for v 2 2. Let A, E IR If 
K' = {zeK: Re z1 ::;; A.} and K" = {zeK: Re z1 2 A.} have property S, so does 
K=K'UK". 

PROOF OF LEMMA 5.6. Let WI', l:l = 1, 2, be neighborhoods of K' and K" on 
which we have solutions c~~'le C*(W~' n Uj) of(5.16). Since K' n K" = {z1 eK1: 
Re z1 = A.} x K 2 x · · · x Kn is a finite union of disjoint, compact, simply 
connected sets, we may choose w1 and w2 so that w12 = w1 n w2 is a simply 
connected (though not necessarily connected) neighborhood of K' n K". If 
v = w12 n ~ n ui -=!= 0, one has 

(5.17) 

and hence 

cjlljcJll = cFlfcj1l on V 

It follows that there is a function FE C*(W12 ) with F = cJlljcJll on W12 n ~ 
for each j E J. Choose a branch oflog F on W12 , and write log F = u2 - u1, 
where u~' E C(W~'), l:l = 1, 2. Then F~' = exp u~' E C*(Hj.), and 

(5.18) 

We now use (5.18) to patch together the two solutions {c}lll}, l:l = 1, 2, as 
follows.IfjEJ with~ n W12 -=!= 0, (5.18) implies cjlljF2 = cjlljF1 on~ n W12 . 
So, if W= W1UW2, there is CjEC*(UinW) with ci=c~llljFil on uinHj., 
l:l = 1, 2. W is a neighborhood of K, and { cj} is a solution of (5.16) on W In 
fact, if ui n uj-=!= 0, the equation 

c .jc. = (c\~'ljF )/(c\~'ljF ) = c\~'ljc\lll = c .. 
J I J Jl I Jl J I lJ 

holds on uin ~n W~' for l:l = 1, 2, and hence c)ci = cij on Ui n ~n W • 

Lemma 5.7. Let K be as in Lemma 5.6, and let h denote either one of the functions 
Re z 1, Im z 1. Suppose K(A.) = { z E K: h(z) = A.} has property S for each A. E IR. 
Then K has property S. 

PROOF. Since the geometric assumptions on K 1 in Lemma 5.6 are not changed 
if K 1 is multiplied by j=l, it is enough to prove the case h(z) = Re z 1. Let 
m be the supremum of the set of those A. E IR for which { z E K: Re z 1 ::;; A.} has 
property S. The Lemma is proved if we show m = oo. Suppose that m < oo. 
By hypothesis, K(m) has property S, so there is a solution of(5.16) on an open 
neighborhood W of K(m). Choose 8 > 0 such that 

K" = { z E K: m - a ::;; Re z 1 ::;; m + 8} c W 
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Then K" and K' = {zEK: Re z1 ::; m-e} have property S, and, by Lemma 
5.6,so does K' UK"= {zEK: Re z1 ::; m + e}. This contradicts the supremum 
property of m. • 

Lemma 5.8. Let K = K 1 x · · · x Kn c D, where each Kv c C is a compact set 
whose boundary consists of finitely many compact intervals parallel to the 
coordinate axis. Suppose that all but one of the Kv's are simply connected. Then 
K has property S. 

PROOF. Without loss of generality assume that Kv is simply connected for 
1 ::; v ::; n - 1. We will prove by induction on l that for a E K the set 

L 1(a) = K 1 x · · · x K 1 X {ai+I} x · · · x {an} 

has property S. The case l = n will prove the Lemma. Now, for l = 0, L 0 (a) is 
just the single point {a}, apd property Sis trivially satisfied in this case: just 
choose j E J, such that a E ~. and define ci = 1, c; = cii for i # j with U; n ~ # 
0. Then {cd defines a solution of(5.16) on the neighborhood W = ~of L0 (a). 

Suppose we proved property S for all L1(a), a E K, where 0 ::; l < n. Set 
Q = Ll+1(a), and define, for e,'7E IR, Q(17) = {zEQ: lm zl+1 = '7} and Q(17)(e) = 
{ z E Q('7): Re Zr+l = n Then Q('7)(e) is either empty or equal to K 1 X .•. X 

K 1 x g + i17} x {al+2 } x · · · x {an}, and hence has property S, by inductive 
assumption. An application of Lemma 5.7 with K = Q(17) and h = Re zl+1 , 

combined with a permutation ofthe coordinates, shows that Q(17) has property 
S for each '7· Hence, a~ain by Lemma 5.7, now applied to K = Q and h = 
Im z1+1 , Q = Ll+1 (a) has property S. • 

We now complete the proof of Theorem 5.4. Without loss of generality we 
assume that D = D1 x · · · x Dn is connected and that D2 , ••• , D" are simply 
connected. Choose normal exhaustions {D!rc>: K = 1, 2, ... } of Dv for 1 ::; v::; n, 
with the following properties: 

(5.19) K<rcl = i5iK) x · · · x i5~K) satisfies the hypothesis of Lemma 5.8, and 
hence has property S; 

(5.20) each function f E C*(K<Kl) has a continuous extensi,m J E C*(K<K+1>). 

Statement (5.19) is straightforward, and the proof of (5.20) is indicated in 
Exercise E.5.2. 

By induction on K we will construct solutions {cjrcl} of(5.16) on K<Kl, such 
that 

(5.21) 

ForK= 1 we choose any solution {cjl>} on K<ll. Suppose we already con
structed { cjv>}, 1 ::; v ::; K, such that (5.21) holds with K replaced by v = 1, ... , 
K-1. By (5.19) there are functions biEC*(~nK<rc+1>),jEJ, which satisfy 
bjfb. = C·· on K(K+l) n u. n u. This implies b.jc\K) = b.jc\K) on K(rc) n u. n u. 

1 u ' r 1 1 ' ' ' r 
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Let f E C*(K<"l) be defined by f = bj/c)"l on K(K) n ~; by (5.20) there is an 
extension J E C*(K<"+1l) off Now define cj"+tJ =b)] E C*(K<"+ll n ~) for 
eachjEJ. Then (5.21) holds, and 

(5.22) c\K+lljc\"+l) = b.jb. = c .. on K(K+l) n u. n u. 
J Z ) l I) l J' 

so {cj"+1l} is a solution on K<"+ll. 
It now follows from (5.21) that ci = lim"-+oo cj"l defines a function inC*(~) 

for eachjeJ, and, by (5.22), ci/c; = cii on U;n ~-SoD has property Sand 
Theorem 5.4 is proved. • 

Remark. As is well known, in case of one complex variable, the solution ofthe 
multiplicative Cousin problem (i.e., the general Weierstrass Theorem) can be 
obtained more directly. Since the zeroes and poles of merom orphic functions 
in IC 1 are isolated points, it is enough to consider special coverings{~}, and 
one may assume that miE..R*(~) is rational. A solution on a compact set K 
is simply given by a finite product of the mjs. The main difficulty then involves 
an exhaustion and approximation process. In contrast, the main difficulty in 
several variables appears already when looking for solutions on compact sets. 
The given local distribution cannot be trivially replaced by a global distribu
tion, as in one variable; rather, the local data have to be patched together 
carefully. 

5.5. Divisors 

We first review the classical notion of a divisor in one complex variable. 
The divisor div m of an invertible meromorphic function mE ..R*(D), D c 

IC\ is the map div m: D--+ 7L given by div m(a) = qa = the order of vanishing 
of m at a; that is, qa is the unique integer such that m can be written m(z) = 
(z - a)qau(z), where u is holomorphic at a and u(a) # 0. Notice that {a ED: 
div m(a) # 0} is a discrete sequence {a.: v = 1, 2, ... } in D, and that div m is 
completely determined by the formal series L• q. ·a., where q. = div m(a.). 

More generally, any map <5: D--+ 7L with {a ED: b(a) # 0} locally finite in D 
is called a divisor on D. The set ~(D) of divisors on D is closed under addition 
(of 7L-valued functions), so ~(D) is in fact a commutative group. It is easy to 
see that 

div(f ·g) = div f + div g for f, g E ..R*(D). 

A divisor bE~(D) is called principal if <5 = div m for some me..R*(D). <5 is 
called positive if <5 ;;?: 0 on D. Notice that formE ..R*(D), div m ;;?: 0 if and only 
ifmE@(D). 

A fundamental problem in classical complex analysis is the characteriza
tion of principal divisors and the description of the divisor class group ~(D)/ 
div ..R*(D). The solution of the multiplicative Cousin problem for arbitrary 
D c IC 1 implies that every divisor on Dis principal, and the problem is settled. 
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The situation is, of course, completely different if D is replaced by a compact 
Riemann surface; it is only in this setting that nonprincipal divisors appear in 
one complex variable. 

As seen by the Oka example, the analogous problems become much more 
complicated, even for Stein domains in en, as soon as n ~ 2. Divisors which 
are not principal appear already in the noncompact case. Geometrically, a 
divisor of a meromorphic function mE .A*(D) describes the zero and singular 
sets of m, with certain multiplicities attached to the "branches" of these sets. 
In case n = 1, the "branches" are simply isolated points; in general, the 
"branches" turn out to be analytic sets of dimension n - 1 (see Theorem 1.3.12 
and Theorem 4.7) which are irreducible in the following sense: an analytic set 
A c Dis irreducible if A cannot be decomposed as A= A 1 U A 2 , where A 1 , A 2 

are analytic sets and A; # A for i = 1, 2. One is thus led to define a divisor on 
D c en as a map 

<5: {A c D: A irreducible analytic set, dim A= n- 1} ~ 7L 

with the property that {A: J(A) # 0} is locally finite. Such a map is completely 
described by the formal series Lv qvAv, where <5(Av) = qv and <5(A) = 0 for 
A # Av, v = 1, 2, .... However, in order to precisely relate this geometric 
representation of a divisor to the analytic problems discussed earlier in this 
paragraph, one needs a fairly detailed description of the local structure of 
analytic sets. Therefore we will now represent divisors in a different way, which 
is more suitable for our present needs. 

Denote by nr2: and n.A: the (multiplicative) groups of invertible elements 
in n@a and in n.Aa, respectively. Clearly r2: is a subgroup of v~t:. Since the 
local structure of the zero and singular set of mE v~t: is not affected if m is 
replaced by m · u, where u E r2:, the relevant information is captured by the 
equivalence class [m] ofm in the quotient group n.A:/n@:. 

Definition. A divisor on the region D c en is a map 

£5: D ~ U n.A:/n@: 
asD 

with <5(a)En.A:/n@:, which has the following property: 

(5.23) for each a ED there are a neighborhood U c D of a and mE.A*(U), 
such that <5(z) = [mz] for z E U. 

The set of all divisors on D is denoted by ~(D). Every mE .A*(D) defines a 
divisor div mE !?}(D) by setting div m(a) = [rna] for a ED. Such divisors are 
called principal. A divisor <5 E !?}(D) is positive if J(a) E @a/@: for all a ED. 
Clearly !?}(D) inherits the structure of a (multiplicative) commutative group; 
the map m ~ div m defines a homomorphism div: .A*(D) ~!?}(D). 

Notice that in case n = 1 the group 1.A:/1@: is particularly simple: the 
map which assigns to mE 1.A: its order of vanishing at a defines an iso-
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morphism 1.A: /1 (!): --+ 71.. Modulo this canonical isomorphism, the concept 
of divisor just introduced is, for n = 1, identical to the classical one discussed 
above. 

It follows from (5.23) that a divisor on D defines a Cousin II distribution 
on D (in many different ways). Conversely, any Cousin II distribution defines 
a unique divisor. It is then obvious that the multiplicative Cousin problem 
can be reformulated as follows: When is a divisor bE E?&(D) principal? Similarly, 
we can reformulate Theorem 5.3: 

Theorem 5.3'. SupposeD c en has the Oka property and Hi(D) = 0. Then every 
divisor on D is principal. 

Since not every Stein domain has the Oka property-unless n = 1-
Theorem 5.3' does not suffice for characterizing principal divisors. According 
to the Oka principle, such a characterization should be purely topological, at 
least on Stein domains. In §6.4 we will describe, using the language of sheaf 
cohomology, a fundamental topological invariant of a divisor, the so-called 
Chern class, which completely settles the problem: A divisor on a Stein domain 
is principal if and only if its Chern class is zero. 

5.6. Quotient Representation of Meromorphic Functions 

By definition, a meromorphic function is locally the quotient of two (locally 
defined) holomorphic functions. It is classical that every mE .A(D), D c C 1, 
has a global quotient representation m = f/g, with f, g E (!)(D) (this will be a 
special case of Theorem 5.10 below). Whether this remains true if D c en, 
n ~ 2, is a deep question which has motivated much of the early work in 
several complex variables. H. Poincare ("Surles fonctions de deux variables," 
Acta Math. 2(1883), 97-113) gave an affirmative answer forD= C2 . We now 
discuss this problem-called the Poincare Problem, following H. Cartan 
([Car], p. 471)-on Stein domains. 

The main additional information needed is the following quotient represen
tation for divisors; notice that this result is trivial in one variable. 

Lemma 5.9. Let D c en. Every divisor b on D is the quotient b = b+ /b- of two 
positive divisors fJ+, b- on D, such that fJ+ (z) and b- (z) are relatively prime for 
zED. (This property is defined invariantly in (!)zf(!)i in terms of representative 
germs in (!)z.) 

PROOF. We will need some of the algebraic properties of n(!)a stated in §4.1. 
Let bE f?&(D). By (5.23), for each a ED there are a neighborhood Ua and 
holomorphic functions f<a>, g<a> E (!)(Ua), such that b(z) = [r;a>;g~">J for z E Ua. 
Moreover, by Theorems 4.3 and 4.4, we can assume-after shrinking Ua
that 



§5. Holomorphic Functions with Prescribed Zeroes 249 

(5.24) r;a) and g~a) are relatively prime for all z E Ua. 

If ZE Ua nUb, r;a>;g~a) and r;b>jg<f'l define the same equivalence class in 
v~~:;(!r:, hence there is UE@:, such that r;a>.g<f>l = u·f;b>.g~a) in (Dz• By (5.24) 
and Theorem 4.4, there are units v 1' v2 Em:, such that r;a) = v 1. r;b) and g~a) = 
v2. g~bl. Hence ma>J = [f;b>J for all ZE Ua nub. This implies that the map £5+ 
on D given by c5+ (a) = [f~al] for a ED satisfies (5.23), and therefore is a divisor. 
Similarly, £5- (a) = [i,a>J defines £5- E !')(D). By construction, c5+ and £5- are 
positive, and c5 = c5+ j£5-. Moreover, by (5.24), c5+ (z) and £5- (z) are relatively 
prime for all zED. • 

We now can solve the Poincare Problem on Stein domains in the following 
strong form. 

Theorem 5.10. Suppose D c C" has the Oka property and Hi(D) = 0. If 
mE.A*(D), then there are F, GE@(D) such that m = F/G and Fz and Gz are 
relatively prime at every zED. 

PROOF. By Lemma 5.9 we can write div m = J+ /b-, where c5+ and £5- are 
positive relatively prime divisors. By Theorem 5.3', there exist f, G E CD( D), such 
that £5+ = div f and b- = div G. It follows that fz and Gz are relatively prime 
at every zED, and since div m = div{f/G), m · {f/G)-1 = hE @*(D). There
fore, ifF = f · h, one obtains m = F /G, with F, G as required. • 

Remark 5.11. By using Cartan's Theorem A for coherent analytic sheaves (see 
§6.8) one can prove a weaker version of Theorem 5.10 on arbitrary Stein 
domains D: every meromorphic function mE .A*(D) is the quotient F /G of two 
global holomorphic functions on D. As seen by the example below, in general 
it will not be possible to find a quotient representation m = F/G with Fz and 
Gz relatively prime for all zED. 

Example 5.12. On the domain D c C2 of the Oka example discussed in §5.2, 
we introduce the following Cousin I distribution (the notation is as in §5.2): 

Notice that m1 - m2 E CD(U1 n U2 ). Since D is Stein, by Theorem 4.9 there is 
mE .A(D), such that m - mi E (!J(U;), i = 1, 2. Clearly m =!= 0 on D, somE .A*(D). 
Suppose m = F/G, with F, G E(!J(D), and Fz, Gz relatively prime at every zED. 
It follows that div(F/G)(z) = div m(z) = div(1/fd(z), and hence div G(z) = 
div f 1 (z) for z E y+. On the other hand, m is holomorphic on U2 = D - y+, 
and therefore Fz/GzE@z for zEU2 , which implies GzE@:. Thus GE(!J(D) 
satisfies G/f1 E (!J*(D - y-) and G/1 E (!J*(D- y+), and we would have found 
a solution on D for the multiplicative Cousin distribution given in §5.2; but 
we saw that this is impossible. 
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EXERCISES 

E.5.1. Let D c IC be open. Show that there is a normal exhaustion { Ki, j = 1, 2, ... } 
of D by compact sets such that the following hold for eachj: 

(i) each component of IC - Ki contains a component of IC - D; 
(ii) iff E C(Ki) is nowhere 0 on Ki, then f has a continuous extension J to Ki+l 

without zeroes on Ki+l· 

(Hint: For (ii), note that a nonzero continuous function on {z: 1 ~ lzl ~ 2} has 
a nonzero continuous extension to IC - {0} (for example, the extension can be 
chosen constant along radial directions), and modify this idea to handle a 
suitable exhaustion.) 

E.5.2. Use E.5.1 to show that the product domain D in Theorem 5.4 has a normal 
exhaustion {K<K>, K = 1, 2, ... } which satisfies (5.19) and (5.20) in the text. 

E.5.3. Let iliJ = { U/ j E J} be an open cover of D c C" such that U; n ~ is simply 
connected for all i,jeJ, and let {giie(!J*(U;n ~)}be a Cousin II distribution. 
As in (5.8), define integers niik for U; n ~ n Uk =I 0 by 

niik2n-J=l = log gii + log gik + log gki 

for some choice of the branches of the logarithms. Show that ifiiiik E 7L are defined 
as above with respect to some other choice of branches, then for each pair i,j E J 
with U; n ~ =I 0 there is m;j E 71., so that 

whenever U; n ~ n Uk =I 0-
(ln the language ofCech cohomology (cf. §6.2) this shows that the cohomology 

class of { niik} in H 2 (iliJ, 71.) is determined uniquely by {g;J.) 

E.5.4. Use Lemma 5.9. to show that the solution of Problem Z for a region D in IC" 
implies the solution of the Cousin II Problem on D. 

§6. Preview: Cohomology of Coherent Analytic 
Sheaves 

The reader will certainly have noticed the many formal similarities in the 
formulation and proof of the Cousin problems and of the Oka property. 
Cohomology theory with coefficients in a sheaf of Abelian groups-a generaliza
tion of ordinary cohomology with coefficients in a (constant) group-is the 
natural abstract tool for working efficiently with such formal structures. 

Sheaves were introduced in algebraic topology in 1946 by J. Leray (C.R. 
Acad. Sci. Paris 222 (1946), 1366-1368), but they had already appeared 
implicitly in complex analysis in a 1944 paper of H. Cartan ([Car], 565-613) 
and, independently, though somewhat later, in the work of K. Oka ([Oka], 
VII). The roots are, of course, much older: connected sets of "germs" -which 
are the basic building blocks of sheaves-are already present inK. Weierstrass' 
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concept of "analytic configuration" generated by analytic continuation of a 
holomorphic function element. 

H. Cartan immediately realized the great importance of sheaves and of the 
corresponding cohomology theory, and already in his 1949 paper ([Car], 
618-653) he systematically introduced and used sheaves in complex analysis 
and formalized the fundamental concept of coherent analytic sheaf, which 
during the 1950s and 60s evolved into one of the principal objects of study in 
modern complex analysis. To keep matters in perpective, it should be empha
sized that sheaf theory is, in essence, a very general formal tool for passing 
from local to global information, but that the amazing success and wide 
applications it has found in complex analysis ultimately rest on very deep 
analytic-algebraic results which state that certain "natural" sheaves in complex 
analysis are coherent analytic sheaves. 

In the present paragraph we give a brief introduction to sheaf cohomology, 
reformulate the Cousin problems and their solution in this abstract language, 
and-most importantly-we discuss the concept of coherent analytic sheaf, 
culminating in the formulation of Cartan's famous Theorems A and B. This 
section is strictly expository-no proofs are given, except for some simple 
statements which might help in understanding the basics. The reader is strongly 
encouraged to read the classic surveys of H. Cartan ([Car], 669-683) and J.P. 
Serre [Ser 1] presented at the 1953 "Colloque sur les functions de plusieurs 
variables" in Bruxelles. Those wishing to study these topics more in depth are 
referred to the 1951-52 Cartan Seminar [Car 1], to the lecture notes of 
B. Malgrange [Mal] and R. Narasimhan [Nar 1], to the books of L. Hor
mander [Hor 2] and of L. Kaup and B. Kaup [KaKa], and-for a com
plete and authoritative account representing the "latest state-of-the-art"
to the work of H. Grauert and R. Remmert [GrRe 1, 2], the two major 
contributors to this theory since H. Cartan and K. Oka. 

6.1. Sheaves 

As an introduction to the abstract concept of a sheaf we begin with the 
examples of foremost interest in complex analysis. In §4.1 we had already 
introduced the ring iDa of germs of holomorphic functions at the point a E IC". 
We now consider the collection 

(I)= (IJC": = U /!Ja 
aeCn 

of all holomorphic germs in IC" and equip this set with a special topology 
which reflects the intimate relationship between the germs defined at different 
points by the same function. A basis for the open sets of this topology-the 
so-called sheaf topology-is given by all subsets U1 c (I) of the form 

(6.1) U1 ={pE(IJ:p=fzforsomezEU}, 
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where U c C" is open and f E (!J(U). Topologized in this way, (!)c• is called the 
sheaf of germs of holomorphic functions on C", or simply the structure sheaf of 
C". There is a natural projection n: (!)en --t en defined by n(fa) = a for fa E (!)a· 

It readily follows from the definition of the topology of (!) that n is a local 
homeomorphism, i.e., each point p E (!) has a neighborhood W (which may be 
chosen of the form U1 ) so that nlw: W --t n(W) is a homeomorphism. 

By an analogous construction one obtains for each kEN or k = oo, the 
sheaf Ci&'~. of germs of Ck functions on C". Clearly these concepts can be 
generalized to arbitrary complex manifolds in place of en, or, in case of the 
sheaves ct&'\ to ck manifolds. 

Similarly, in the collection 

vlf=vltcn:= U vita 
aeCn 

of all germs of meromorphic functions (see §4.2) one takes as a basis for the 
open sets of the sheaf topology of A the sets 

(6.2) uflg = {pEA: p = fz/gz for some z E U}, 

where u c en is open, and f, g E (!J(U}, with gz =1- 0 for all z E u. Again, the 
natural projection n: A c. --t C" is then a local homeomorphism, and the 
resulting space A is called the sheaf of germs of meromorphic functions. 

The relevant topological features of these examples are formalized as 
follows. 1 

Definition. Let X be a topological space. A sheaf !/ over X is a topological 
space!/ together with a surjective local homeomorphism n: !/ --t X. 

If !/ is a sheaf over X, the projection n is an open map, and each stalk 
Yx: = n-1 (x) over x EX is a closed, discrete subset of!/. A subsheaf of!/ is a 
subset//' c !/such that nl.'l'·: !/' --t X is a sheaf. Clearly//' is a subsheaf if 
and only if //' is open in !/ and n(!/') = X. Given a subspace Y of X, the 
restriction of!/ toY, denoted by !/y, is defined by Yr = n-1(Y), with projection 
ny = nl.'l'r: !/y --t Y; !/y is a sheaf over Y.lf n;: Y; --t X, i = 1, 2, are two sheaves 
over X, one defines 

!/1 EtJ 9; = {(p1, P2)E!/1 X !/2: 7t1(Ptl = 1t2(p2)}, 

equipped with the relative topology of !/1 x !/2. One checks that n: !/1 EtJ !/2 
--t X defined by n(p1, p2) = n1 (pd( = n2(p2)) is a local homeomorphism, and 
hence !/1 EtJ 9; is a sheaf over X, called the direct sum or Whitney sum of 9;_ 
and !/2. The direct sum of finitely many sheaves is defined analogously. 

Of fundamental importance in sheaf theory is the following concept: a 
continuous map s: Y --t !/ from a subset Y of X into the sheaf !/ over X is 

1 In the literature one often finds an equivalent, more algebraic definition of sheaves involving 
the concept of"pre-sheaf". A sheaf is a presheafwhich satisfies some additional special conditions. 
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called a section of!/' over Y if n a s(x) = x for all x E Y. The collection of all 
sections of!/' over Y is denoted by r(Y, !/'). 

Lemma 6.1. Let D c C" be open. Given f E CD(D), defineS/ D--+ CD en by sf( a)= fa 
for a ED. Then sf is continuous, and hence a section of CD. The map CD(D)--+ 
r(D, CD) so defined is one-to-one and onto. 

The proof is an elementary consequence of the definitions and is left to the 
reader. In the following we shall not distinguish between holomorphic func
tions and sections of the sheaf CD. 

Corresponding results hold for the sheaves~; over a differentiable manifold 
X. The reader should also check that a meromorphic function m on D c C" 
according to the definition given in §4.2 is precisely a section over Din the sheaf 
of germs .A of merom orphic functions, as defined here. 

The following property of sections in a sheaf is also easy to verify. 

Lemma 6.2. If s1 , s2 E r(Y, !/')are sections with s1 (x0 ) = s2 (x0 ) for some x 0 E Y, 
then s1 (x) = s2 (x) for all x in a neighborhood of x 0 in Y. 

Corollary 6.3. If the sheaf!/' is a Hausdorff space, then two sections s1 and s2 

of !/' over Y which agree at one point x 0 E Y agree on the connected component 
of Y which contains x 0 . 

PROOF. The set Q = {x E Y: s1 (x) = s2(x)} contains x 0 and is open, by Lemma 
6.2; if!/' is Hausdorff, Q is also closed. • 

This "Identity Theorem for sections" suggests that Hausdorff sheaves are 
quite exceptional; we leave it to the reader to verify that the sheaves ~~n are 
not Hausdorff for any k, while the sheaf CDcn is Hausdorff. The proof of the 
latter fact uses the Identity Theorem for holomorphic functions, so Corollary 
6.3 does not give a new proof of that theorem. 

In most applications the stalks Yx of the sheaf !/' carry some natural 
algebraic structure which depends continuously on x, in the sense that the 
corresponding operations induced on sections by pointwise action lead again 
to sections. Let us consider more precisely one ofthe most common situations. 
A sheaf!/' over X is called a sheaf of Abelian groups over X if each Yx, x EX 
carries the structure of an Abelian group, so that if Y c X and s 1 , s2 E r( Y, !/'), 
then s1 - s2: Y--+ !/'defined by (s1 - s2)(x) = s1(x)- s2(x)EYx for XE Y is 
continuous on Y, and hence is a section. It follows that if!/' is a sheaf of Abelian 
groups, then r(Y, !/')inherits the structure of an Abelian group. In particular, 
there is an element 0 E f(X, !/')-called the zero-section-defined by O(x) = 
Ox, where Ox is the neutral element in the group Yx. Sheaves with other 
algebraic structures are defined analogously. The sheaves ~; and CDcn are 
examples of sheaves of commutative rings with identity (in particular, they are 
sheaves of Abelian groups). Moreover, ~~nand CDtn = CD en EB ... EB CDcn (l direct 
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summands) carry a natural structure of a sheaf of CD-modules: the stalks over 
each point a E en are @a-modules, and the natural continuity conditions at the 
level of sections are satisfied. (See Exercises E.6.5 and E.6.6 for the precise 
formulations.) 

We briefly discuss a number of routine definitions and facts which will occur 
in the following sections. 

If Y' is a sheaf of Abelian groups over X, a subsheaf Y'' c Y' will typically be 
required to be a sheaf of subgroups, i.e., Y'; is a subgroup of Yx for each x EX. 
If Y'' and Y' are sheaves of Abelian groups over X, a continuous map qJ: 
Y'' --. Y' is called a sheaf homomorphism or simply a homomorphism if qJ pre
serves stalks (i.e., qJ(Y';) c Yx for each x EX) and if the restriction (/Jx: Y'; --+ Yx 
of qJ to !/';_ is a (group) homomorphism for each x. If qJ: Y''--. Y' is a sheaf 
homomorphism, then the kernel of qJ and the image of qJ, defined by 

Xe't qJ = U ker (/Jx and §nz qJ = U lm (/Jx· 
XEX xEX 

are sheaves of subgroups of Y'' andY', respectively. Every sheaf homomorph
ism qJ: Y''--+ Y' gives rise to an exact sequence 1 

(6.3) 

where 0 is the trivial zero sheaf, whose stalk Ox consists only of the neutral 
element for each x, and z is the inclusion. 

If Y'' c Y' is a sheaf of subgroups of the sheaf of Abelian groups Y', one 
defines the quotient sheaf Y'/Y'' as the union of all the quotient groups Yx/Y'; 
for x EX, equipped with the quotient topology, i.e., the finest topology which 
makes the stalkwise defined quotient map q: Y'--. Y'/Y'' continuous. One 
checks that Y'/Y'' is a sheaf of Abelian groups. Obviously q is then a sheaf 
homomorphism; the sequence (6.3) corresponding to q reads 

(6.4) 

6.2. Cech Cohomology with Coefficients in a Sheaf 

In this section we give a brief outline of the basics of abstract sheaf cohomology 
in terms of Cech cohomology. Applications to complex analysis will be 
discussed in the following sections. We assume throughout this section that 
X is a paracompact Hausdorff space. 

Let Y' be a sheaf of Abelian groups over X, and let fJlt = {Uj:jEJ} be an 
open cover of X. A q-cochain f for fJlt with coefficients in Y', where q is an 

1 Exactnessofasequenceofsheafhomomorphisms · · ·---> g,_ 1 ~ .<;; ~ .'1;+ 1 ~···is defined as 
in algebra: the sequence is exact at Y; if Jm <p,_ 1 = .ffe1 <p,; the sequence is exact if it is exact at 
every place. 
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integer ~ 0, is a map f which assigns to each (q + 1 )-tuple (j0 , j 1 , ... , jq) E Jq+ 1 

with 

a section 

f(jo, ... ,jq)er(U(jo, ... ,jq), 9'). 

The set of all q-cochains is an Abelian group which is denoted by Cq(Olt, 9'). 
The coboundary map bq: Cq(Olt, 9')--+ cq+1 (0lt, 9') is defined by 

q+1 
(bqf)Uo · · .jq+1) = L ( -1)kfUo · · .Jk · · .jq+1)1uuo·· -ik·· -io+ ,)• 

k=O 

where jk denotes omission of that index; bq is a homomorphism, and it is 
straightforward to verify that 

(6.5) for any q ~ 0. 

The kernel of bq is called the group zq(Olt, 9') of q-cocycles, and, for q ~ 1, the 
image of bq_1 in Cq is called the group Bq(Olt, 9') of q-coboundaries. For q = 0 
one sets B0 (0lt, 9') = 0. By (6.5), one has Bq c zq for all q ~ 0. The quotient 
group 

Hq(Olt, 9'): = zq(Olt, 9')/Bq(Olt, 9') 

is called the q-th tech cohomology group of Olt with coefficients in 9'. The 
cohomology class offeZq(Olt, 9') in Hq(Olt, 9') is denoted by [f]. 

In order to eliminate the dependence on the covering Olt, one now takes the 
direct limit of Hq(Olt, 9') over all open coverings. This process is similar to the 
one used in the definition of germs of functions. In somewhat more detail, 
suppose"//" = {V;: i E J} is a refinement ofOU with refining map -r: I--+ J, so that 
V; C U<(i) for all i E J .. T induces homomorphisms 

defined by setting 

(r;f)(i0 , ••• , iq): = f(r(i0 ), ••• , r(iq))lv(;0 , .•• ,i.> 

for f E Cq(Olt, 9'). Since r;+1 o bq = bq or;, r; induces a homomorphism 

Pqo/1--r: Hq(Olt, 9')--+ Hq("f/", 9'), 

which turns out to depend only on the coverings and not on the particular 
refining map r. Two cohomology classes [!J E Hq(Olt, 9') and [g] E Hq(Olt', 9') 
are said to be equivalent if there is a common refinement "//" of Olt and Olt', such 
that pqo//r([!J) = Pt--r([g]). The direct limit 

Hq(X, 9') = limHq(Olt, 9') 
tW 

is, by definition, the set of all equivalence classes in the disjoint umon 
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Uou Hq(o/1, Y') over all open covers o/1 of X. Hq(X, Y') inherits the structure of 
an Abelian group in the obvious way. Hq(X, Y') is called the q-th Cech 
cohomology group of X with coefficients in Y'. 

For each covering o/1 there are natural homomorphisms Hq(o/1, Y') ~ 
Hq(X, Y') which, in general, are neither one-to-one nor onto. The following 
result is elementary. 

Lemma 6.4. For any open cover o/1 of X and sheaf Y' of Abelian groups one has 

(i) 

and 

(ii) if 1/ is a refinement of o/1, then 

Hl(o/1, Y') ~ Hl("f/, Y') 

is injective, and hence H 1 (o/i, Y') ~ H 1(X, Y') is also injective. 

Notice that (i) is an immediate consequence of the definitions. The proof of 
(ii) is an abstract reformulation of the second part of the proof of Theorem 5.1. 

Much deeper is Leray's Theorem on Cohomology. 

Theorem 6.5. Let X be paracompact, and assume that the open cover o/1 is acyclic 
for the sheaf Y' of Abelian groups (this means that Hq(U10 n ... n U1,, Y') = 0 
for all q 2::: 1, l 2::: 0, and U1, E o/1). Then 

Hq(o/1, Y') ~ Hq(X, .9'') 

is an isomorphism for all q 2::: 0. 

Given a sheaf homomorphism cp: Y'' ~ Y' and an open cover o/1 of X, it is 
easy to see that cp induces homomorphisms U(o/1, Y'') ~ Cq(o/1, Y'), q 2::: 0, by 
sending f E Cq(o/1, .9'") to the composition cp of E Cq(o/1, Y''). One shows by 
routine arguments that these homomorphisms induce homomorphisms 
cp~: Hq(o/1, Y'') ~ Hq(o/1, Y') and 

q 2::: 0, 

at the cohomology level. The usual "functorial" properties are satisfied: if 
id: Y' ~ Y' is the identity, so is idq for q 2::: 0, and if cp: Y'' ~ Y', 1/J: Y' ~ Y'" are 
homomorphisms, then (!/I o cp)q = 1/Jq o cpq for q 2::: 0. 

One of the most useful relationships between cohomology groups is ex
pressed by the long exact cohomology sequence, as follows. 

Theorem 6.6. Suppose 

(6.7) 

is an exact sequence of sheaf homomorphisms over X. Then there exist connect-
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ing homomorphisms 

for q = 0, 1, ... , 

such that the sequence of groups 
(/)0 0 (jO cpl 

0 ~ H 0 (X, 9"')--+ H 0 (X, 9")...!.... H 0 (X, 9"")-+ H 1(X, 9"')-+ · · · 

!:!.. Hq(X, 9") ~ Hq(X, 9"") ~ Hq+ 1(X, 9"') ~ · · · 

is exact. 

The following immediate consequence is one of the most important applica
tions of Theorem 6.6. 

Corollary 6.7./fin the exact sequence (6.7) one has H 1(X, 9"') = 0, then 

t/J 0 : r(X, 9") ~ r(X, 9"") 

is surjective. 

PRooF. The relevant portion of the cohomology sequence reads 
'Po ao 

· · · ~ H 0 (X, 9")--+ H 0 (X, 9"")--+ 0 ~ · · ·; 

exactness at H 0 (X, 9"") implies the desired result. •· 

Because of the importance of Corollary 6.7 in the discussion later on, we 
give a complete proof of it, independent of Theorem 6.6. 

DIRECT PROOF oF CoROLLARY 6.7. Lets" E r(X, 9""). Since t/J is surjective, for 
each x EX there are a neighborhood Ux of x and a section sx E r(Ux, 9") with 
t/J o §x = s" on Ux (use Exercise E.6.2 and Lemma 6.2). Let ill! = { Ux: x EX}. 
Then s = {sx} defines a 0-cochain in C0 (illl, 9"). In general, b0 s # 0, so sis not 
a global section of 9". One therefore tries to modify § by subtracting a 
0-cochain of the form cp o g, where g E C0 (illl, 9"') satisfies 

(6.8) 

It then follows that s: = s- cp o g is in Z 0 (illl, 9") = r(X, 9"), and t/1 o s = 
t/J o §- t/J o cp o g = s"- 0 = s", i.e., t/J 0 (s) = s". In order to find g as above, 
notice that since t/1 o (b0 s) = b0 (t/J o s) = b0 s" = 0, we have b0 sE B1 (ill!, .ffe.z t/1). 
By using the exactness of (6.7) at 9", after passing to a suitable refinement 
"Y = {Vx: x EX}, Vx c Ux, one can lift b0 Sto a 1-cochain s' E C1("f/', 9"') with 

(6.9) 

Since cpo(b 1s') = b1(cpos') = b1 (b0 §) = 0, and since cp is injective, one has 
b1s' = 0, i.e., s' EZ 1("f/', 9"'). By the hypothesis H 1(X, 9"') = 0, after perhaps 
refining the cover "f/ further, we may assume that s' E B1 ("f/', 9"'), i.e., s' = b0 g 
for some g E C0 ("Y, 9"'). By (6.9), b0 s = cp o s' = cp o (b 0 g) = b0 (cp o g), so (6.8) 
holds, and we are done. •· 
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The complete proof of Theorem 6.6 uses basically the same ideas and 
techniques as the proof of the special case given above, but it is, of course, 

more tedious and complex. The connecting homomorphism bq is given by 
(<pq+l )-1 o bq o (1/Jqrl, and part of the proof involves showing that this is well 

defined. 

Remark 6.8. A few comments are in order on the relationship between sheaf 

cohomology and ordinary cohomology theory with coefficients in an Abelian 

group G, as defined for example in algebraic topology by the Eilenberg

Steenrod axioms. For more details, the reader should consult [God] or [Spa]. 

First of all, sheaf cohomology theory can be defined on arbitrary topological 

spaces by means of"flabby resolutions," and the resulting groups are uniquely 

determined by a system of natural axioms which include, among others, the 

existence of the long exact cohomology sequence as given in Theorem 6.6. The 

Cech cohomology groups constructed here satisfy these "Axioms of Sheaf 
Cohomology" provided the underlying space X is paracompact~we remind 

the reader that this includes all differentiable manifolds countable at infinity, 

and in particular open sets Din IC"~so that for such spaces, the Cech groups 

Hq(X, 9") constructed here are the cohomology groups of X with coefficients 

in the sheaf 9". Depending on X and 9", there are often other useful ways for 
computing the groups Hq(X, 9") than by means of open covers. For example, 

it is of fundamental importance for complex analysis that the groups Hq(D, (I)) 
can be computed via the a-complex (see Theorem 6.9 below). 

Now let G be an Abelian group. The space '11 = X x G, where G carries the 
discrete topology, and the projection n:: '11--+ X onto the first factor define a 
sheaf of Abelian groups over X, called the constant G-sheaf over X. The 
construction of the (sheaf)-cohomology groups Hq(X, '11) given above coin

cides for the constant sheaf '11 with the classical construction of the Cech 
cohomology groups Hq(X, G) with coefficients in G. For paracompact spaces 

the Cech cohomology theory with coefficients in G is known to satisfy the 

Eilenberg-Steenrod axioms. Thus, by the uniqueness property of those 

axioms, it follows that 

(6.10) 

if X is paracompact, where the group on the right is the cohomology group of 

X with coefficients in G, as defined, for example, by means of the singular 

simplicial theory. 
We shall use (6.10) in §6.4 in order to identify Hq(D, £')forD in IC" in terms of 

the Cech cohomology groups with coefficients in the constant sheaf£' over D. 

6.3. Cohomological Formulation of the Cousin Problems 

We now return to complex analysis and the Cousin problems on a domain Din 

C". 1 The sort of relations involved in Theorem 4.8 can be conveniently 

1 All results in this and the following sections remain true if Dis replaced by a complex manifold M. 
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formulated in terms of sheaf cohomology. Let r1ll be an open cover of D and 
consider a 1-cochain gEC1 (r11/,@). We write g;; for g(i,j)Er(U;n~,@)= 
(!)(U; n ~),and g = {gu}. Suppose gEZ1 (r11/, (!)),i.e., 

(blg)(i,j, k) = gjk- gik + gij = 0 

for all i, j, k. Taking i = j = k gives g;; = 0, and taking k = i then gives 
gii + gii = 0. It is now obvious that 

(6.11) 

(6.12) 

{gu} EZ1 (r11/, (!))if and only if(4.4) holds, and 

{gu} E B 1 (r11/, (!))if and only if(4.5) holds. 

Thus Theorem 4.8 can be restated as follows: 

(6.13) If Hff(D) = 0, then H 1 (r111, (!)) = Ofor any open cover r1ll of D. 

The converse of(6.13) holds as well (see Exercise E.4.5). Since, by Lemma 6.4. (ii) 
the condition on the right in (6.13) is equivalent to H 1(D, (!)) = 0, one therefore 
obtains 

(6.14) Hff(D) = 0 if and only if H 1(D, (!)) = 0. 

The above statement is a special case of the following much more general 
result, which is known as Dolbeault's Isomorphism. 

Theorem 6.9 ([Dol]). For every q ;;:::: 0 the groups H~(D) and Hq(D, (!)) are 
naturally isomorphic. 

Corollary 6.10. If D is Stein, then 

Hq(D,(!)) = 0 for q;;:::: 1. 

PROOF. Use Theorem 6.9 and Theorem 1.4. • 

Corollary 6.11. If r1ll is a covering of D by Stein domains, then 

for q;;:::: 0. 

PRooF. Since finite intersections of Stein domains are Stein, Corollary 6.10 
implies that Hq(U;0 n ... n U;,, (!)) = 0 for q;;:::: 1 and l;;:::: 0. Thus r1ll is acyclic for 
(!), and the desired result follows from Leray's Theorem 6.5. • 

Returning to the Cousin problem, Theorem 4.9 now says that the additive 
Cousin problem is solvable on D whenever H 1(D, (!)) = 0. In terms of the 
machinery of sheaf cohomology, the "abstract" proof of Theorem 4.9 goes as 
follows. It is readily seen that in the present terminology a Cousin I distri
bution {miE.It(~)} on D (cf. (4.2)) defines a global sections over Din the 
quotient sheaf .ltj(!), and that the solution of the Cousin problem boils down 
to lifting s to a global section mE r(D, .It), i.e., showing that r(D, .It) ~ 
r(D, .It/@) is surjective. Given that H 1(D, (!)) = 0, this follows from Corollary 
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6.7 applied to the exact sequence 

l q 
0-+ (9-+ .A-+ .A/(9-+ 0. 

The formulation of the multiplicative Cousin problem is completely analo
gous. The sets (9* c (9 and .A* c .A of invertible elements are sheaves of 
Abelian groups under multiplication. The quotient sheaf .A*/(9* is called the 
sheaf of germs of divisors. The reader should convince himself that a divisor 
on D, as defined in §5.5, is precisely a section in .A*/(9* over D. Since a Cousin 
II distribution { mi E .A* ( Uj)} on D defines a divisor, i.e., a section s* E 

r(D, .A*/(9*), the solution of the Cousin II problem is reduced to deciding 
whether the induced map r(D, .A*)-+ r(D, .A*/(9*) is surjective. In analogy 
to the additive Cousin problem, this will be the case if H 1(D, (9*) = 0; just 
apply Corollary 6.7 to the exact sequence 

(6.15) 

6.4. The Oka Property and Chern Classes 

We now analyze the condition H 1(D, (9*) = 0 further. An examination of the 
reduction to the additive problem suggested in §5.3 leads one to consider the 
sheaf homomorphism E: (9-+ (9* defined by E(fz) = [exp(2nif)Jz, whose 
kernel is the constant sheaf 7L. Notice that E is surjective. Application of 
Theorem 6.6 to the exact sequence 

(6.16) 
1 E 

0 -+ 7L -+ (9 -+ (9* -+ 0 

gives the following portion of the exact cohomology sequence: 

(6.17) 

By Corollary 6.10 we therefore obtain 

Lemma 6.12. If D is Stein, then 

<P: H 1(D, (9*)-+ H 2 (D, 7L) 

is an isomorphism. 

Corollary 6.13. If D is Stein and H 2 (D, 7L) = 0, then the multiplicative Cousin 
problem is universally solvable on D. 

Next we show that the condition H 2 (D, 7L) = 0 is equivalent to the Oka 
property for D as formulated in §5.4. We consider the sheaf CC of germs of 
continuous functions on a paracompact space X and the subsheaf CC* c CC 
consisting of invertible germs. Notice that CC* is a sheaf of Abelian groups 
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under multiplication. Clearly t~e Oka property states that H 1 (o/i, ~*) = 0 for 
every covering o/1 of X. By Lemma 6.4. (ii) it follows that 

(6.18) X satisfies the Oka property if and only if H 1 (X, ~*) = 0. 

We will need the following elementary fact. 

Lemma 6.14. If X is paracompact, then Hq(X, ~ = 0 for q ~ 1. 

The proof of Lemma 6.14 uses a construction based on the existence of 
partitions of unity analogous to the proof of Step 1 in Theorem 4.8, which, in 
the present language, states that H 1(D, ~00) = 0. The same method of proof 
gives the following for any k = 1, 2, ... , oo: if X is a Ck manifold, then 
Hq(X, ~k) = 0 for q ~ 1. The details are left to the reader. 

The continuous analogue of (6.16), 

1 E 
0-+ 7L-+ ~-+ ~*-+ 0, 

leads to the exact sequence 

By Lemma 6.14 we therefore obtain 

Lemma 6.15. The map 

c5J; H 1(X, ~*)-+ H 2 (X, 7L) 

is an isomorphism, and hence X has the Oka property if and only if H 2(X, 7L) = 0. 

Corollary 6.16. If D is Stein, the inclusion (!}* c:. ~* ind1.4ces an isomorphism 

(6.19) 

The fact that the two groups are isomorphic is clear from Lemmas 6.12 and 
6.15. To see that the isomorphism is induced by the inclusion map requires 
some "diagram chasing" which we leave to the reader. 

The statement in Corollary 6.16 is the cohomological formulation of the 
Oka principle for the multiplicative Cousin problem (cf. the remarks after 
Theorem 5.2). 

Finally, we analyze the characterization of principal divisors in case 
H 1 (D, (!}*) # 0. Consider the segment 

(6.20) 
q IX 

· · ·-+ r(D, .A*)-+ r(D, .A*/@*)-+ H 1(D, (!}*)-+ · · · 

of the exact cohomology sequence associated to the exact sequence (6.15). A 
divisor .dE r(D, .A* j(!}*) is principal if and only if .d is in the image of the 
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map q, and by exactness of (6.20), this is equivalent to dE ker oc. The homo
morphism r = !5 1 a oc, 

r: r(D, .It*/@*)~ H 2 (D, Z), 

where !5 1 is the map in (6.17), is called the Chern map, and the image r(d) E 
H 2 (D, Z) is called the Chern class of the divisor d. The above arguments, 
together with Lemma 6.12, imply the following result which we had announced 
at the end of §5.5. 

Theorem 6.17. If D is Stein, then a divisor on D is principal if and only if its 
Chern class is 0. 

At this point the reader should turn back to the beginning of §5.3 where, 
essentially, we had explicitly constructed the Chern class of the divisor d 
associated to the Cousin II distribution { mi E .It*(~)}. In fact, the collection 
{niid of integers obtained there is easily seen to define a 2-cocycle in Z 2 (0/t, Z), 
whose cohomology class in H 2 (D, Z) is the Chern class of d. 

6.5. Two Fundamental Problems 

After having seen sheaves in action on familiar grounds we are now in a 
position to apply these tools to much more geperal settings and to explain 
H. Cartan's fundamental theorems on sheaf cohomology on Stein domains. 

Let us first mention two classical problems in the theory of analytic sets 
which have stimulated much ofthe pioneering work ofCartan and Oka. We fix 
an analytic set A in the domain D in en. 

PRoBLEM 1 (Global definition of analytic sets). Can A be defined by global 
holomorphic functions, i.e., is there a subset :F c @(D) such that 

A= {zED:f(z) = OforallfE:F}? 

Clearly this is equivalent to 

PROBLEM 1 '. Given a ED - A, is there f E C9(D) such that f(z) = 0 for z E A but 
f(a) # 0? 

Tq formulate the other problem we need the concept of a holomorphic 
function on the analytic set A, which is defined as follows: a continuous function 
f: A ~ C is said to be holomorphic on A if f is locally the restriction of 
holomorphic functions in the ambient space, i.e., if for every a E A there are a 
neighborhood Ua of a in C" and a function ha E C9(Ua) such that f(z) = ha(z) for 
z E An Ua. This definition is equivalent to the oqe given in 1.§2.6 in case A is a 
complex submanifold (cf. Theorem 1.2.10). 
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PROBLEM 2 (Global extension of holomorphic functions). Does every holo
morphic function f on A have an extension to a holomorphic function F on 
D, i.e., is there FE@(D) with F(z) = f(z) for zEA? 

Both these problems involve passing from local information to global 
information. In order to formulate them in the language of sheaves we intro
duce the ideal sheaf J = J(A) of A on D as follows: if zfj:A, we set Jz = n(!)z, 
and for zEA we set Jz = {fzEn(!)z:fiA = 0}. One easily checks that J(A) is a 
subsheaf of ideals of (!)D; that is, a subsheaf of (!)v which is a sheaf of {!}v-modules. 
Problems 1 and 1' are obviously a special case of the following more general 

PROBLEM A. Is each stalk Jz(A), zED, generated as {!}z-module by the images 
in Jz of global sections of J(A) over D? 

For Problem 2, notice that after natural identifications a holomorphic 
function on A is precisely a section over A in the sheaf (!)jJ(A), and that each 
section/ E r(A, (!)jJ(A)) has a unique extension J E r(D, (!)jJ) given by j(z) = 0 
for zfj:A. Problem 2 is thus equivalent to asking whether the map r(D, (!))-+ 
r(D, (!)jJ) induced by the quotient map q: (!) -+ (!)jJ is surjective. Hence, by 
Corollary 6. 7, in order to give an affirmative answer for Problem 2 it suffices to 
do so for 

PROBLEM B. Is H 1(D, J(A)) = 0? 

It is easy to see that Problem 2 and Problem B are in fact equivalent 
whenever H 1(D, (!)) = 0. 

If A = 0. then f(A) = (!)v; so Problem A is trivial in this case, while the 
answer to Problem B is positive for a Stein domain D (Corollary 6.10). The 
results we have proved so far allow us to solve Problem B in another special 
case. (Observe that Problem A is still trivial in this case.) 

Theorem 6.18. SupposeD is Stein and that A = Z(f) = {zED: f(z) = 0}, where 
jE(!)(D) satisfies df-/:- 0 on A. Then H 1(D, J(A)) = 0. 

PROOF. The hypotheses imply that A is a complex submanifold of dimension 
n - 1 and that f(A) = f(!)v· Since (!)a is an integral domain, multiplication by 
f defines a sheaf isomorphism CfJ/ (!)v .:+ f(!)v = J(A), and hence, since D is 
Stein, H 1(D, f(A)) ~ H 1(D, (!)) = 0. • 

6.6. Coherent Analytic Sheaves 

The simple method used in proof of Theorem 6.18 to reduce Problem B to the 
structure sheaf (!) does not work in case A has codimensi<;>n ;::::: 2, even if A is 
nonsingular. The major difficulty involves finding a good description of the 
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ideal sheaf ~(A) in terms of the sheaf@. Thinking in analogy to the Cousin 
problems, it seems reasonable to begin the study of ideal sheaves at the local 
level and to use the machinery of sheaves to pass to global results. Moreover, 
application of algebraic methods immediately leads one to consider not just 
ideals but sheaves of @-submodules of @1 for l ;;::: 1, or more general abstract 
sheaves of @-modules; these are the so-called analytic sheaves. 

Correspondingly, all homomorphisms between analytic sheaves will be 
assumed to be analytic homomorphisms, i.e., @-module homomorphisms. But 
aside from this formal generalization of the objects to be studied there is a 
much more fundamental obstacle even at the local level, namely algebraic 
information-as given, for example, in Theorems 4.3 and 4.4-is available at 
first only at the pointwise level. Let us quote H. Cartan: " ... avant de pouvoir 
faire le passage du local au global, il faut approfondir les proprietes locales. 
c'est-a-dire voir comment les proprietes ponctuelles s'organisent localment' 
([Car], p. 619). Of fundamental importance for studying this "local organiza· 
tion" is the notion of coherence, first introduced by H. Cartan in 1944 ([Car]. 
p. 572). Already at that time-notice that the formal concept of a sheaf was nol 
yet known-Cartan formulated, but could not yet prove, the principa 
coherence problems in complex analysis, fully recognizing their far-reachin~ 
consequences. The same problems, though in somewhat different language, 
were studied independently a few years later by K. Oka ([Oka], VII), who was 
not aware of Cartan's 1944 paper. 1 (See Cartan's comments in [Oka], p. 107, 
and the footnote in [Oka], p. 110.) The notion of coherent analytic sheaf was 
finally firmly established in Cartan's 1949 paper ([Car], 618-653). 

To explain this concept in more detail, let us consider first an ideal sheaf 
~ c {f), not necessarily the ideal sheaf of an analytic set. Since the ring {f) a is 
Noetherian (Theorem 4.3), the ideal fa c {f) a is finitely generated, i.e., there are 
germs f~ 1 >, ... , f~1> which generate ~a over {f) a· We may, of course, assume that 
the generators f~•> have representatives j<•> E r(U, ~) c {f)(U), v = 1, ... , l, for 
some neighborhood u of a, but it is not all clear whether r?>, ... ' rp> will 
generate ~z over {f)z for all z #-a near a. In general, this is indeed false: consider 
for an open set D #- en the trivial extension &n of {f)D to en defined by &DID = 
{f)n and fflnlc•-n = 0 (this is an ideal sheaf!) and take a E bD. One therefore 
introduces the following condition: an analytic sheaf d (i.e., an @-module 
sheaf) over D is said to be of finite type if for every a ED there are an open 
neighborhood U of a and finitely many sections s 1, ... , s1 E r(U, d) such that 

(6.21) the {f)z-module dz is generated by s1 (z), ... , s1(z) for all z E U. 

Notice that (6.21) is equivalent to the following: 
I 

(6.22) 
The homomorphism cp: {f)h-+ du defined by cpz(b1 , ... , b1) = L bisi(z) 

j=l 

for (b 1, ... , b1) E @!and z E U is surjective. 

1 The turmoil ofthe war years made scientific contacts very difficult, if not impossible, at that time. 
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Examples. It is obvious that the structure sheaf (9 is of finite type and that, 
given an analytic sheaf d and sections s1, ... , s1 E r(U, d), the submodule 
sheaf Jm cp of d, where cp is defined as in (6.22), is of finite type. Quotient 
sheaves of sheaves of finite type are again of finite type, but {9-submodules of a 
sheaf of finite type are not necessarily of finite type. For example, the ideal 
sheaf @D c (9 defined above is not of finite type. 

The following deep result is of fundamental importance for the solution of 
Problems A and B. 

Theorem 6.19. The ideal sheaf J(A) of an analytic set A c D is of finite type. 

The first proof of Theorem 6.19 was published in 1950 by H. Cartan ([Car], 
p. 631), but it seems that Oka knew a proof already in 1948 (see Cartan's 
comments in [Oka], p. 107). Oka published a proof in 1951 ([Oka], VIII). 

Let us now consider an analytic sheaf d of finite type. In order to continue 
with the local description of d, one would like that the kernel of the homo
morphism cp: (!)~-+ du in (6.22) is of finite type as well. In case d is an 
{9-submodule of (9 or (!)P for some p ~ 1, this is always true as a consequence 
of Oka's Coherence Theorem (Theorem 6.20 below). This result is even more 
fundamental than Theorem 6.19. First we formulate the relevant abstract 
concept of coherence. 

Definition. An analytic sheaf d over D is said to be coherent if d is of finite 
type and if for every homomorphism cp: (!)~ -+ d u defined by sections s 1 , ..• , 

s1 E r(U, d) as in (6.22), the sheaf of relations 

9fetu(Sl, ... , s,): = %e~cp = u {(bl, ... , b,)E@!: ± bjsiz) = 0} 
ZE U j=l 

is of finite type over U. 

We note that coherence is a local property. 

Theorem 6.20. ([Oka], VII). The sheaf (!)C" of germs of holomorphic functions 
on en is coherent. 

One of the consequences of Oka's Coherence Theorem is that the class of 
coherent analytic sheaves contains many interesting examples and that it has a 
rich formal theory. In particular this class is closed under most standard 
algebraic constructions. For example, direct sums and quotients of coherent 
analytic sheaves are again coherent (hence (9 1 is coherent for any 1 ~ 1 ), and the 
kernel and image of an analytic homomorphism between coherent analytic 
sheaves are coherent. 

Theorem 6.19 and 6.20 obviously imply 
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Theorem 6.19'. The ideal sheaf ...f(A) of an analytic set A c: D is coherent. 

We conclude this section by formulating a local representation of a coherent 
analytic sheaf in terms of the structure sheaf@. 

Lemma 6.21. Supposed is a coherent analytic sheaf over D. Then for every 
point a ED there are a neighborhood U of a, positive integers 11 , 12 , and a homo
morphism lj;: (!)0 ~(!)~so that 

(6.23) 

PROOF. Since dis of finite type, given a ED there is a surjective homomorphism 
cp: (!)~ ~ du for some neighborhood U of a. By the definition of coherence, 
.ffe2 cp is of finite type, so, after shrinking U, there is a homomorphism 
lj;: (!)0 ~(!)~with ...fnt lj; = .ffe2 cp, and (6.23) follows. • 

Remark. The converse of Lemma 6.21 is true as well as a consequence of the 
formal theory of coherent analytic sheaves and Oka's Coherence Theorem. 

6.7. Cartan's Theorems A and B 

Our initial goal was the solution of Problems A and Bin §6.5 for ideal sheaves 
...f(A) of an analytic set. In the preceding section we were led to consider 
coherent analytic sheaves which are, as we saw, those sheaves which have a 
good local representation in terms of the structure sheaf(!) (cf. Lemma 6.21). 
The final major problem left is to patch the local information together to 
obtain global results. In essence, this step involves a very sophisticated gene
ralization of the patching process involved in the Cousin II problem, as seen 
perhaps most clearly in the proof of the Oka property given in §5.4. The origins 
of this patching process can thus be traced to P. Cousin and to Oka's 1939 
paper ([Oka], III), but it was the deep analytic work of H. Cartan-in a series 
of papers beginning in 1940 ([Car], 539-653)-and the solution of the funda
mental coherence problems by Cartan and Oka which made it possible to pass 
from the scalar valued case-as it appears in the Cousin II problem-to the 
general matrix valued case which is needed to patch together the sheaf homo
morphisms appearing in the local representations in Lemma 6.21. Cartan's 
work culminated in the proof of the following fundamental theorem first 
presented in the 1951-52 Cartan Seminar [Car 1] (see also [Car], 669-683). 
Note that the results apply, in particular, to Stein domains inC", and that by 
Theorem 6.19' they include the solution of Problems A and B formulated 
in §6.5. 

Cartan's Fundamental Theorem. Let M be a Stein manifold and let d be a 
coherent analytic sheaf on M. Then 
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(A) Each stalk dz, z EM, is generated over l!Jz by global sections in r(M, d). 
(B) Hq(M, d) = 0 for q ~ 1. 

Remark 6.22. In all the applications we had considered earlier we had seen 
the fundamental role of the vanishing of the first cohomology group H 1 (D, d) 
(recall Corollary 6.7 for the underlying abstract principle). In fact, the vanish
ing of H 1 is the essential property: it is not hard to show that a complex 
manifold M which satisfies H 1 (M, .F) = 0 for every coherent ideal sheaf 
J c l!JM is necessarily Stein (see Exercise E.6.13 for the case of domains in 
IC"), so that Cartan's Theorem holds for M in full generality. In particular, 
Theorem A is a consequence of Theorem B. 

6.8. Some Applications 

It is not possible to present here an adequate picture of the numerous applica
tions of Cartan's Theorem. But in order to give the reader at least a glimpse 
of the power and elegance of these methods, we conclude this paragraph 
by briefly discussing three applications which deal with topics we had en
countered earlier in special cases. Again, we limit the statements to domains 
in en, though they are of course valid in much more general settings. 

We first present the solution of the weak version of the Poincare problem 
(cf. §5.6, in particular, Remark 5.11). 

Theorem 6.23. Let D be Stein. Then every meromorphic function mE .A(D) is 
the quotient of two global holomorphic functions on D. 

PROOF. Without loss of generality we may assume that mE .A*(D). Define the 
sheaf homomorphism Jl: .AD--+ An by Jl(Sz) = mzSz for Sz E .Az. The image 
Jl(l!!v) = ml!!v is an analytic sheaf isomorphic to l!!v, and hence is coherent. The 
formal theory implies that the intersection of two coherent subsheaves of a 
given sheaf is coherent, so Y = l!!v n ml!!v is coherent. By Theorem A there 
exists a nontrivial global section f E r(D, Y). Thus f E l!J(D), and there exists 
gEl!J(D) with f = mg; so m = f/g. • 

Next we analyze the image of the Chern map in H 2 (D, Z) (cf. §6.4). We have 
seen in Corollary 6.13 that for a Stein domain D the condition H 2 (D, Z) = 0 
is sufficient for the universal solvability of the multiplicative Cousin problem. 
At that time we did not address the question of whether this condition is also 
necessary. The following result, together with the characterization of principal 
divisors given by Theorem 6.17, shows that this is indeed the case. 

Theorem 6.24. Let D be Stein. Then the Chern map 

<: r(D, .A*/l!J*)--+ H 2 (D, Z) 
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is surjective. Moreover, already its restriction r+: r(D, (!)j(!)*)--+ H 2 (D, Z) to 
positive divisors is surjective. 

PROOF. Recall that r = £5 1 a a. Since £5 1 : H 1 (D, (!)*)--+ H 2(D, Z) is an isomor
phism, it is enough to show that the homomorphism a: r(D, .A* j(!)*)--+ 
H 1 (D, (!)*)in (6.20), respectively its restriction to r(D, (!)j(!)*), is surjective. In 
order to see this, let [g]EH1(D, (!)*)be represented by a cocycle g = {gu}E 
Z 1(0U, (!)*)for somdocally finite cover 0/1 = {~:j E J} of D. We will show that 
there isS = { sj} E C0 (0/t, (!) n .A*), SUCh that 

(6.24) sisj 1 = gii E (!)*(U; n ~). 

(Notice that in general s will not be in C0 (0/t, (!)*) unless H 1(D, (!)*) = 0, in 
which case the theorem is trivially true.) The relation (6.24) implies that 
{siE(!)(~),jEJ} is a holomorphic Cousin II distribution whose associated 
divisor d(s)~which is clearly positive~is mapped by a onto [g]. 

We shall find sE C0 (0/t, (!) n .A*) satisfying (6.24) as a global section of a 
special coherent analytic sheaf Y', which we now define. 1 Consider the disjoint 
union .ol = UieJ (!)uj and introduce an equivalence relation !. in .ol by defining 

(6.25) 

It follows from the cocycle condition for {gii} that (6.25) is indeed an equiva
lence relation. It is easily seen that the quotient space Y' of .ol defined by !. 
carries the structure of an analytic sheaf over D which is locally isomorphic to 
(!) .. Hence Y' is coherent, and by Theorem A there exists a nontrivial global 
section s E r(D, Y'). For each j E J the sheaf Y'u has a natural identification 
with mu. Correspondingly, slu can be represe~ted by siEr(D, (!)u) = (!)(~), 

J J g J 

and if z E U; n ~one must have s;(z) ~ siz). The desired conclusion (6.24) then 
follows from (6.25). • 

Finally we consider the following general situation which occurs in numer
ous applications. 

Theorem 6.25. Let d be a coherent analytic sheaf over the Stein domain D. Let 
s1 , ... , s1 E r(D, d) be global sections which generate the {!}-submodule sheaf 
Y' c d, i.e., s1 (z), ... , s1(z) generate~ over (!)z for each point zED. Then 
s1, ... , s1 generate the (!)(D)-module r(D, Y') over (!)(D). 

PROOF. Consider the homomorphism cp: mb--+ d defined by s1 , •.• , s1 as in 
(6.22). Then Y' = .hn cp is coherent, and fe-z cp is coherent as well, by the 
definition of coherence for d. So H 1(D, fe-z cp) = 0 by Theorem B, and 
application of Corollary 6. 7 to the exact sequence 

1 The reader familiar with line bundles will of course have recognized that we are looking for a 
global holomorphic sections in the holomorphic line bundle defined by the 1-cocycle {g;i}. 
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implies that cp0 : r(D, (91)-+ r(D, .9") is surjective, i.e., givens E r(D, .9"), there 
is (/1 , ..• ,fr)er(D, (91) = 1-fold direct sum of (9(D), so that cp0 (/1 , ... ,fr) = 

L}=1 jjsi = s. • 

We conclude with the following concrete application of Theorem 6.25 which 
generalizes Refer's Theorem V.2.2. 

Corollary 6.26. Let D c IC" be Stein and let A= {(z, w)eD x D: z = w}. Then 
for every FE f9(D x D) which vanishes on A there are functions Gi E f9(D x D), 
j = 1, ... , n, such that 

n 

F = L (zi - wi)Gi 
j=l 

on D x D. 

PROOF. Consider the sections sier(D x D, f9vxv), 1 s;,j s;, n, defined by 
si(z, w) = zi - wi. It is easily seen that s1 , ... , s. generate the ideal sheaf .F(A) 
of A, and since a function FE f9(D x D) which vanishes on A is precisely a 
section in r(D x D, .F(A)), the desired conclusion follows from Theorem 6.25 
applied to 9' = .F(A) c f9vxD over the Stein domain D x D. • 

EXERCISES 

E.6.1. Let !I' be a sheaf of Abelian groups over X and let Y'' c !I' be a subsheaf of 
groups. Show that the quotient space !I' I !I'' carries a natural structure of a 
sheaf of Abelian groups over X. 

E.6.2. Let !I' be a sheaf over X. Show: if sx e Y,, there is a neighborhood U of x and 
s e r(U, !1'), such that s(x) = sx. 

E.6.3. Prove Lemma 6.2 and Corollary 6.3. 

E.6.4. Show that (l)c• is a Hausdorff space. 

E.6.5. A sheaf 9t over X is called a sheaf of commutative rings with identity if each stalk 
9tx, xeX, is a commutative ring with identity lx such that 

(i) the maps qJ, t/J: 9t Et> 9t--+ 9t defined by qJ(ax, bx) =ax- bx and 1/J(ax, bx) = 
axbx, respectively, are continuous, and 

(ii) x--+ lx is continuous, i.e., a section. 

Show that (l)c• and rc}, where X is a Ck manifold, are sheaves of commutative 
rings with identity, the operations being defined in the obvious way. 

E.6.6. Let 9t be a sheaf of commutative rings with identity over X (cf. E.6.5.). A sheaf 
!I' of Abelian groups over X is called an at-module sheaf if each stalk Y, carries 
the structure of an 9tx·module, so that the map 9t Et> !I'--+ !I' given by (ax, sx) H 

axsx is continuous. Show that (l)l:;., I ~ 1, is an {!)-module sheaf. 

E.6. 7. Let D c C" be open and define the sheaf !I' by 

foraeD 
for a¢D. 
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(i) Show that!/ is a sheaf of commutative rings with identity over IC" (cf. E.6.5). 
(ii) Show: 1. = o. if and only if a¢ D. 

E.6.8. For a sheaf!/ of Abelian groups over X the support of!/ is the set 

supp !/ = {xEX: Y'x =I= {Ox}}. 

(i) Show that if D c IC" and if !/ c {!)0 is an ideal sheaf of finite type, then 
supp !/ is an analytic set in D. (The same is true for arbitrary coherent 
analytic sheaves; this uses the formal theory of such sheaves.) 

(ii) If f(A) is the ideal sheaf of an analytic set A c D, show that 
supp @0 /f(A) = A. 

E.6.9. Let <(J: !/'->!/be a sheaf homomorphism between sheaves of Abelian groups. 
Show that .fet <P and fnz <P are subsheaves of!/' and !/, respectively. 

E.6.10. Prove the Dolbeault Isomorphism (Theorem 6.9) in case q = 1. (Hint: Refine 
the arguments used in the proof of Theorem 4.8.) 

E.6.11. Show that if D c IC" is Stein and H 2 (D, Z) = 0, then the hypotheses of Theorem 
6.18 are satisfied for every (n- I)-dimensional complex submanifold M of D. 

E.6.12. Let M be a complex submanifold of the region D in IC". Show that the ideal 
sheaf f(M) of M is of finite type. 

E.6.13 Let D be open in IC". Show that Dis Stein if H 1 (D, f)= 0 for every ideal sheaf 
f c {!)0 with supp f (cf. E.6.8) a discrete set in D. (Hint: Use Proposition 11.3.4 
and the solution of Problem 2 in §6.5 to show that D is holomorphically 
convex.) 

Notes for Chapter VI 

Most of the results in this chapter are due to K. Oka, although in many places 
the presentation differs considerably from the original work. K. Oka was 
inspired to his fundamental investigations by the 1934 Ergebnisbericht of H. 
Behnke and P. Thullen [BeTh], who had summarized the state of the theory 
up to that time and had singled out several unresolved basic problems in 
global function theory. When reading Oka's work, one is still awed by the far
reaching vision Oka had in 1936, when he set as his goal the solution of these 
long outstanding problems. In the introduction to his first memoir, after a very 
brief reference to the unsolved problems, Oka simply states: "The present 
memoir and those which will follow are meant to treat these problems" 
([Oka], p. 1). And in the next sentence, "Now I have noticed that one can 
sometimes reduce the difficulty of these problems by raising suitably the 
dimension of the spaces in which one works," he presents a key idea which has 
been extremely fruitful up to the present time. For example, notice that the 
fundamental construction of a global holomorphic generating form in a 
neighborhood of a holomorphically convex compactum given in Chapter V, 
§2.3, makes essential use of this idea, as does the proof of the Oka Approxima
tion Theorem (Theorem 1.1) given in this chapter. 
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The proof of the Oka Approximation Theorem is now very simple, as we 
have available at the outset the solution ofi3 on Stein compacta, while in Oka's 
original approach this result-formulated as the solution of the Cousin I 
problem-had to be deduced from the polydisc case (known since 1895, 
thanks to P. Cousin) by an ingenious inductive procedure. Also in Oka's first 
memoir only the simpler case of polynomially convex sets was handled. The 
approximation theorem corresponding to this special case-stated here as 
Theorem 1.5-was proved first by A. Weil [Wei] in 1935, who had obtained it 
as a consequence of a generalization of the Cauchy Integral formula, in the 
spirit of the classical proof of the Runge Approximation Theorem in the plane. 
Weiland Oka were aware that Weil's integral formula proof would hold in 
much greater generality if a certain decomposition for holomorphic functions 
-now known as Refer's Theorem (cf. Theorem V.2.2)-would hold. But 
Oka's method of passing to higher dimensions was more direct and powerful, 
and already shortly thereafter Oka solved the First Cousin Problem on 
arbitrary domains of holomorphy D in C" [Oka, II], and without explicitly 
stating so, he obtained, by the obvious extension of his earlier methods, the 
general case of Theorem 1.1. 

The solution of the Cauchy-Riemann equations on Stein domains (Theorem 
1.4) is due to Oka in case q = 1 (formulated as the solution of the Cousin I 
problem). The general case was obtained first in 1953 as a consequence of 
Cartan's Theorem B and of the Dolbeault Isomorphism (see [Dol]). 

The notion of Runge pair (§1.4}, which became standard during the 1950s, 
was introduced in [Beh], where Theorem 1.11 was proved. Theorem 1.12 is 
due to K. Stein [SteK 3]. The Runge property for strictly plurisubharmonic 
exhaustions (Theorem 1.16) is due to Oka ([Oka], IX). It has undergone 
considerable generalizations since then (cf., for example, Corollary 1.19, 
[DoGr] and [Nar 1]). The original proof made use of the fact that for each 
PebDc there is afunctionfel!J(Dc)withf(P) = Oandf(z) "# Ofor zeDc- {P}. 
The simpler argument based on holomorphic peaking functions(§ 1.5) has been 
used since H. Rossi's proof of the Local Maximum Modulus Principle [Rss] 
(cf. [GuRo], Chapter IXC). As already mentioned in Chapter V, the Levi 
Problem (Theorem 1.17) was first solved in 1942 by K. Oka for regions in C2 

([Oka], VI). The general case was proved in 1953-54, independently, by K. 
Oka ([Oka], IX), H. Bremermann [Bre 1], and F. Norguet [Nor 1]. Corollary 
1.19 was proved-on Stein manifolds-by F. Docquier and H. Grauert 
[DoGr]. 

The first direct existence proof for solutions of the Cauchy-Riemann equa
tions in pseudoconvex domains (Theorem 2.1), independent of the solution of 
Cousih I on Stein domains and of the solution of the Levi problem, was given 
in 1965 by L. Hormander [Hor 1], who used methods from functional analysis 
and partial differential equations; related results are due to A. Andreotti and E. 
Vesentini [AnVe]. The equivalence of(ii) and (iii) in Theorem 2.4 is due to J.P. 
Serre [Ser 1]. The special case that a domain D c IC 2 on which Cousin I is 
solvable (i.e., with Hfr(D) = 0) is necessarily Stein was discovered in 1934 by 
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H. Cartan ([Car], 471-473). The other equivalences in Theorem 2.4 are, of 
course, a consequence of the solution of the Levi problem. 

The results in §3.1-3.2 are due to Serre [Ser 1 ], who proved them on Stein 
manifolds by using sheaf cohomology and Cartan's Theorem B; the more 
elementary proofs for domains in C" given here are taken from [Hor 2]. 
Theorem 3.6 was proved by Serre in 1955 [Ser 2]. 

As mentioned in the text, the First Cousin Problem was already solved in 
1895 by P. Cousin for product domains. No progress was made on this 
important question for the next 40 years. As noted above, the breakthrough 
came in 1936 with K. Oka, who settled first the polynomially convex case 
([Oka], I}, and shortly thereafter the general holomorphically convex case. 
([Oka], II; see Theorem 4.9 in this book; the hard part of the proof given here 
is, of course, contained in Theorem 1.4.) Unknown to Oka, H. Cartan had 
already solved the Cousin I problem on polynomially convex regions in C2 in 
1935 ([Car], 471-473) by replacing the Cauchy Integral Formula in P. 
Cousin's classic proof with the Weil integral formula. A few years later Oka 
gave Cartan due credit ([Oka], p. 24, footnote 2). The first example-in C3 -

of a non-Stein domain on which Cousin I is solvable was discovered in 1938 
by H. Cartan ([Car], 536-538), who used Laurent series; no such examples 
exist in C1 and C2 ! 

The history of the multiplicative Cousin problem has been discussed in §5.1. 
The Oka example in §5.2 is taken from [Oka], III, where Theorem 5.2 was 
first proved. The proof of Theorem 5.2 given here is an explicit version of the 
abstract sheaf theoretic proof of J.P. Serre [Ser 1] (see also §6.4). The same 
goes for the discussion of the topological obstruction, called the Oka property 
in §5.4. This more general version (than the one considered by Oka) is needed 
here in order to solve the Cousin II problem for meromorphic data (Theorem 
5.3}, and not just the holomorphic problem Z. Theorem 5.3 does not follow 
directly from Oka's work, unless one uses Lemma 5.9, which depends on more 
detailed local algebraic information, i.e., Theorem 4.4. The proof of Theorem 
5.3 is based on Serre's solution of the Cousin II problem (op. cit.). 

The material in §6 is amply referenced within the text. The theory of 
coherent analytic sheaves is the natural next step for the reader who wishes 
to pursue the more recent developments arising from the results of K. Oka 
discussed in §1-§5. 



CHAPTER VII 

Topics in Function Theory on Strictly 
Pseudoconvex Domains 

Every domain in the complex plane with C2 boundary is strictly (Levi) 
pseudoconvex. In this chapter we generalize several classical function theore
tic results from planar domains to strictly pseudoconvex domains in en. In 
contrast to the results on arbitrary domains of holomorphy discussed in 
Chapter VI, the emphasis here will be on the behavior of holomorphic func
tions and other analytic objects up to the boundary ofthe d~main. In somewhat 
more detail, we will present the construction and basic properties of two 
analogues of the Cauchy kernel for a strictly ;pseudoconvex domain D, and of a 
solution operator for a on D with LP estimates for 1 ::::;; p ::::;; 00. Moreover, we 
will discuss applications of these results to uniform and LP approximation by 
holomorphic functions and to ideals in the algebra A(D) of holomorphic 
functions with continuous boundary values. The highlight will be a regularity 
theorem for the Bergman projection based on a rather explicit representation 
of the abstract Bergman kernel, and its application to the study of boundary 
regularity of biholomorphic maps. 

These topics, of course, provide just an introduction to the numerous results 
on strictly pseudoconvex domains which have been obtained during the last 15 
years, but they should suffice to give the reader an idea of some of the tools and 
techniques which are available to study function theory on strictly pseudo
convex domains. Selected references to other topics are given in the Notes at 
the end of the chapter. 

Moreover, perhaps even more problems are awaiting an answer, even in the 
special case of the unit ball. Compared to the very detailed and extensive 
knowledge in function theory on the unit disc in the complex plane ac
cumulated in over a century, the corresponding theory on the ball is still very 
young and in a somewhat rudimentary state, in spite of much progress made in 
recent years (see W. Rudin [Rud 3,4] for up-to-date accounts). Furthermore, 
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because ofthe lack ofthe analogue of the Riemann Mapping Theorem in more 
than one variable, the natural setting for such a theory should be, at a mini
mum, on smoothly bounded strictly pseudoconvex domains. 

The reader may well wonder about the restriction to strictly pseudoconvex 
domains in this chapter. Shouldn't a smooth pseudoconvex boundary suffice 
in order to obtain good control of analytic objects at the boundary? Unfortu
nately, many of the fundamental tools used on strictly pseudoconvex domains 
do not work on such more general domains (these are often called weakly 
pseudoconvex, for contrast). The failure is most often due to a lack of an 
analogue of the Levi polynomial, as evidenced by the example of Kohn and 
Nirenberg ([KoNi]; see also the comments after the proof of Theorem II.2.17 
and Exercise E.II.2.6). More surprisingly, some of the results simply are no 
longer true· on weakly pseudoconvex domains without additional assump
tions. For example, N. Sibony [Sib] found a smoothly bounded pseudoconvex 
domain D in IC 3 and a bounded 8-closed (0, 1)-form f on D, such that the 
equation au = f has no bounded solution u on D. Altogether, the topics dealt 
with in this chapter are still understood quite poorly in the absence of strict 
pseudoconvexity. (References to some partial results known for weakly 
pseudoconvex domains are given in the Notes.) To improve our understand
ing of such questions presents a major challenge and opportunity for present 
and future research in complex analysis. 

Some general conventions. In this chapter D will usually denote a bounded 
domain in IC" which is assumed to be strictly pseudoconvex with boundary of 
class Ck+ 2 for some k ~ 0; in some sections it will be necessary to assume k ~ 1 
or k ~ 2 (alternatively, we assume bD of class Ck+ 3 or Ck+4 with k ~ 0). The 
symbol r denotes a fixed ck+2 defining function forD, which will be assumed to 
be strictly plurisubharmonic on a neighborhood U of bD. 1 As usual, for (J E IR 
close to 0, we set 

D~ = (D- U)U{zEU: r(z) < fJ}; 

lfJI is always assumed to be so small that D~ is again strictly pseudoconvex with 
Ck+ 2 boundary. 

§1. A Cauchy Kernel for Strictly Pseudoconvex 
Domains 

In Chapter IV, §3.2, we constructed the Cauchy kernel Cn for a convex domain 
Din IC" by making use of the global geometric properties of such a domain. We 
shall now consider analogous kernels for strictly pseudoconvex domains. Here 

1 See Proposition 11.2.14. Also, by Exercise E.II.2.8 one could assume that r is strictly plurisub
harmonic on a neighborhood of i5, but we prefer to keep the main hypotheses localized near the 
boundary. 
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the geometric information is only local. The tool which allows us to pass to a 
global Cauchy-type kernel is the explicit integral solution operator for a on 
Stein compacta discussed in Chapter V, §2.3. In this section we discuss a 
construction due to Kerzman and Stein [KeSt], which involves a simple 
modification of the kernel Q 0 (Lv) which we introduced in Chapter V, §1, and 
which gives the desired Cauchy kernel in the most direct way. 

1.1. An Analogue of the Cauchy Kernel 

In Chapter V, §1.1, we constructed a special generating form Lv = P/Cf>E 
C~7/·ro(bD x D) for every strictly pseudoconvex domain D. Recall that Cf>((, z) 
agrees with the Levi polynomial of the defining function r for I(- zl < s/2 (or 
rather, with a second-order perturbation p# of the Levi polynomial), and that 
P = L}~ 1 ~ d(i, where Cf> = L}~ 1 ~((i- zi) is the obvious explicit decomposi
tion resulting from the definition of Cf>. It followed from the construction that 
for fixed (EbD, Lv is holomorphic in z on {zED: 0 < lz- (I< s/2}. To 
simplify notation we denote the associated Cauchy-Fantappie form 
il0 (LvHC z) of order 0 byE((, z). 

Lemma 1.1. If fEA 1 (D), then 

(1.1) f(z) = l f(()E((, z) 
JbD 

for zED. 

PROOF. This follows from the case q = 0 of Theorem IV.3.6, with W = Lv. 
Notice that T1 {jf = 0 since f is holomorphic. • 

Thus the kernel E reproduces holomorphic functions from their boundary 
values, but E is holomorphic in z only for z close to ( (i.e. close to the 
singularity). We now modify the kernel E to make it globally holomorphic in z. 

The construction in V.l.l gives b > 0 so that E is well defined with coeffi
cients in Ck·"' for all((, z) with ( E bD and z E Db with lz - (I ~ s/2. The same is 
then true for azE, and since a=E = 0 for lz - (I :::;; s/2, azE defines, by trivial 
extension, a double form on bD x Db of type (n, n- 1) in (and type (0, 1) in z, 
with coefficients in Ck· "'. 

Lemma 1.2. There are a neighborhood D# of D and a double form 

A((, z) E c~:::.-1 (bD X D#) such that 

PROOF. We shall use the integral solution operator for a on a neighborhood 
of D given by Theorem V.2.5. Specifically, we choose open neighborhoods D # 

and V of the Stein compactum K = D, with D c:c: D# c:c: V c:c: Db, so that 
the operator 
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Ti·D#: Cfu(V)--+ C(D#) 

is well defined. In particular J(Ti·D#f) =fonD# iffis a J-closed (0, I)
form on V, and Ti·D#f has the same regularity properties as f, including 
dependence on parameters. Therefore, by viewing BzE((, z) as a (0, 1)-form in 
z with coefficients being (n, n - 1 )-forms in (, it follows that for fixed 
(EbD, A((,·): =Ti·D#(JzE((,·)) is a coo function in zED# which satisfies 
JzA((, z) = JzE((, z). Moreover, since JzE E Ck· 00 , so is A. • 

Theorem 1.3. The kernel C((, z) = E((, z) - A((, z) E c~:~l (bD X i5 - { ((, (): 
( E bD}) has coefficients which are holomorphic in z on f5 - { (}. For all f E A(D) 
one has 

(1.2) f(z) = I f(() C((, z) 
JbD 

for zED. 

PROOF. The first statement is clear, since Jz(E - A) = 0 on f5 - { (} by Lemma 
1.2. In order to prove the reproducing property (1.2) we first assume that 
fEA 1 (D). Because of(l.l) we must show that 

(1.3) I f(()A((, z) = 0 
JbD 

for zED. 

By interchanging the order of integration-recall that Ti·D# is defined by 
integration-it follows that 

(1.4) I fA = I fTi·D# (JzE) = Ti·D# ( I f(()JzE((, z)). 
JbD JbD JbD 

We shall now show that the integral on the right in (1.4), to which Ti·D# is 
applied, is identically 0 on D[J, so that (1.3) follows. Fix z E D{J. Then JzE = 0 
on {( E bD: I( - zl ~ e/2}, and on {( E bD: I(- zl :2: a/2} E = 0 0 (Lv) is a 
CF -form without singularities. Therefore, Lemma IV. 3.5 implies 

I fJzE = I fJzOo(Lv) = - I fJ~Ql (Lv) 
JbD J~EbD;I~-zl~e/2 J~EbD;I~-zl~</2 

= -I f(()J~Ql(Lv), 
JbD 

where we have used 0 1 (Lv) = 0 on {( E bD: I(- zl ~ a/2} in the last equality 
(see the proof of Proposition V.l.l). 

Since 0 1 is of type (n, n - 2) in(, Stokes' Theorem implies 

- I fa~nl = - I fd~nl = I df 1\ nl = I af 1\ nl. 
Jw Jw Jw Jw 

Here the last integral is zero for f E A 1 (D). Thus we have proved (1.2) for 
fEA 1 (D). 
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Iff is only in A(D), we apply the preceding arguments to the domain D~ for 
'7 < 0 sufficiently close to zero-notice that LD is also a generating form on 
bD~ X D~, and that azE(C, z) and A(C, z) = Ti·D#(ifzE(C, z)) are in fact in 
ck,oo(U' X D#) for a suitable neighborhood U' cc u of bD. Hence, given 
zED, we choose '1 < 0 so that zED~. Since jEA00 (D~), we have f(z) = 
s~DJ(C)C(C, z). Now let '1 ~ 0; the continuity off and C(C, z) for 'E jj suffi
ciently close to bD implies that 

lim r fC(.' z) = r JC(.' z). • 
~-+OJbD, JbD 

1.2. A Regularity Property of C = E - A 

The kernel C = E - A is a useful higher dimensional analog for strictly 
pseudoconvex domains of the Cauchy kernel in{}. Notice that in the case 
n = 1, the construction in §1.1 trivially gives the Cauchy kernel: the uniqueness 
of generating forms in dimension 1 gives Lv = dC/(C- z), so E = Q 0 (LD) = 
(2ni)-1 dC/(C- z) (see IV.§l.2), which is already globally holomorphic in 
z. Hence ifzE = 0 and therefore A = 0, i.e., C(C, z) = (2ni)-1 dC/(C - z). The 
"essential" part E, and, in particular, the singularity of C are completely 
explicit, while the term A, which is somewhat less explicit, is harmless as 
far as boundary regularity is concerned. Since A(C, z) has coefficients in 
C0 ·"'(bD x D#), it is obvious that Af = SbDfA is coo on D# for any f E L 1(bD), 
and that 

(1.5) lA! bo:>> ::5 II f llu<bm for l = 0, 1, 2, .... 

We now generalize some other classical results for the Cauchy kernel in C 1 

to the kernel C. 

Theorem 1.4. Define Cf(z) = Sb»fC( ·, z). Then 

(i) Cf is holomorphic on D for all f E L 1 (bD). 
(ii) C: LP(bD) ~ (f)(D) is continuous for 1 :::;;; p:::;;; oo. 

(iii) C: AII(bD) ~ (f) Aat2 D) is bounded for 0 < IX < 1. 
(iv) If X E AibD) for some IX > 0, and iff E A(D), then C(xf) E A(D). 

We first prove an estimate which will be useful in other places as well. 

Lemma 1.5. Let <I> be the denominator of the generating form LD, and set 

1 ds 
JII(z) = JbD I <I>(., z)ln+II for zED. 

Then 
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if ex.< 0 and zED; 

if ex.= 0 and ZED; 

if ex.> 0 and zED. 

PROOF. We shall use the special real coordinate system t = (t 1 , t2, t') on the 
ball B(z, 17) introduced in Lemma V.3.4. With the notation chosen there, it is 
clearly enough to prove (1.6) for c5D(z) :s; a, and the region of integration 
replaced by bD n B(z, 17). Set c5 = c5D(z). By using the estimate lei> I ~ I t2 1 + c5 + 
I t'l 2 for' E bD n B(z, 1'/) (see V(3.18)), it follows that 

(1.7) ( f dt2 ... dt2n 
]~ z) ;:5 [ ~ 1'12Jn+~· 

O<t2 <1;lt'jo;;1 t2 + U + t 

Since the required estimate in case n = 1 is obvious, we shall assume that 
n ~ 2. By integrating in t 2 and introducing polar coordinates fort' E IR2n- 2 in 
the integral in (1.7), one obtains 

f1 p2n-3 dp 
(1.8) J~(z) ::5 0 (c5 + p2)n+~ 1 (if ex. # 1 - n). 

It is now clear that J~(z) ;:5 1 if ex. < 0 (even if ex. = 1 - n). If ex. = 0, (1.8) implies 

f1 pdp 
J~(z) ;:5 ~ ;:5 llog bl. 

0 u + p 

Finally, if ex. > 0, we substitute p = ../Js in (1.8), obtaining 

f1f.fl ()n-1 ds 
J~(z) ;:5 o ()n+~ 1(1 + s2t+~ 1 

:s; c5-~ Loo (1 + ~st 1+~· 
Since n - 1 + ex. > 1, the last integral converges, and we are done. • 

PROOF OF THEOREM 1.4. (i) and (ii) are straightforward. In order to verify (iii), 
we shall prove that 

(1.9) ldz l fE(', z)l ;$ [DD(z)]~/2 - 1 1 fiA.(bD) 
JbD 

for zED. 

Together with Lemma V.3.1, (1.9) will imply IJbDfEIA.,,c»J ;:5 lfkcb»J• and the 
required estimate for Cf will then follow from (1.5). Applying Lemma 1.1 to 
the function f = 1 gives dz J bD E( ·, z) = 0. If zED is fixed we choose z' E bD 
with lz- z'l = c5D(z), so that "- z'l :s; 2"- zl. Since sbDf(z') dzE(.' z) = 0, 
it follows that 

l f(O dzE(,, z) = l [!(0 - f(z')] dzE(,, z), 
JbD JbD 
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and hence 

(1.10) ILD f dzE(", z) I;$ I fiA.{D I(- zl" ldzEI dS. 

FromE= Q0 (P/<D) one easily obtains 

(1.11) 

and hence (1.10) implies 

(1.12) I dz LD fE(.' z) I ;$ lfiA.LD 1 f<D~":r dS 

:$1/IA_ L')I<DI"L-a/2 dS, 

where we have used I<DI <: I(- zl 2 in the last step. Equation (1.9) now follows 
from (1.12) and Lemma 1.5, and the proof of (iii) is complete. In order to prove 
(iv) it is enough to show that C(xf) extends continuously to 15. Without loss 
of generality we may assume that x E A.(15). From (1.2) it follows that 

(1.13) C(xf)(z) = x(z)f(z) + I f(O[x(()- x(z)]C((, z) 
JbD 

for zED. Clearly xf is continuous on 15. Since IE((, z)l ;$ 1<1>1-n and A is 
uniformly bounded on bD x 15, it follows that the integrand J((, z) = 
f(O[x(()- x(z)]C((, z) satisfies 

I( - zl" 1 
(1.14) II((, z)l ;$1<1>((, z)l" ;$ i<Din-a/2" 

Equation (1.14) and Lemma 1.5 show that J( ·, z) is uniformly integrable over 
bD for all z E 15, so that Lebesgue's Dominated Convergence Theorem can be 
applied to show that the integral on the right side of(1.13) is continuous in z on 
15 as well. • 

Remark 1.6. It is not true, even in the case n = 1, that C(f) extends con
tinuously to 15 iff is only continuous on bD; (iii) and (iv) give useful sufficient 
conditions for the continuity of C(f) on 15 (see also the discussion of the 
Bochner-Martinelli transform in IV.§2). By somewhat more complicated 
arguments one can show that if bD is of class C3 and rx < 1, then Cis in fact 
bounded from A.(bD) to A.(D) and not just to A.12(D). The interested reader 
may find more details in Exercise E.l.2. 

EXERCISES 

E.l.l. Let V be an allowable vector field on D (see E.V.3.2 for the definition) and let 
f E A.(bD) for a < 1. Show that 

for zED. 
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E.l.2. Prove that if bD is of class C3, then the Cauchy transform C is bounded from 
A.(bD) into A.(D) for rt < 1. (Hint: Near P E bD use a C2 coordinate system 
(w 1 , w2 , ... , w") with w1 (() = c:J)((, P); notice that 

lf(w(())- f(w(P))I s; lf(w(())- f(wi(P), w'(())l + lf(w 1 (P), w'(())- f(w(P))I, 

and estimate each term separately. The first one requires an integration by parts! 
See [AhSc] for more details.) 

§2. Uniform Approximation on D 

2.1. Some Background 

As usual, we assumeD strictly pseudoconvex with C2 boundary. From Theo
rem VI.1.16 we know that (D, D;;) is a Runge pair for sufficiently small 15 > 0. 
Hence every f E (!)(D) can be approximated uniformly on compact subsets of 
D by functions in (!)(D;;). We will show in this section that iff E A(D), then one 
can achieve uniform approximation on D! (Theorem 2.1 below). This result 
was first proved around 1969-1970 by Henkin [Hen 1 ], Kerzman [Ker ], and 
Lieb [Lie 1], independently. 

In case of dimension 1, the corresponding result is much older, and it 
holds in greater generality. S.N. Mergelyan proved in 1952 that if K c IC is 
compact and IC - K has finitely many connected components, then every 
f E C(K) which is holomorphic on the interior of K can be approximated 
uniformly on K by rational functions with poles off K. ("Uniform approxima
tion to functions of a complex variable", Uspehi Mat. Nauk 7, 31-122 (1952). 
See also [Gam 1] for a modern "function algebra" proof.) The hard part is, 
of course, to prove uniform approximation by functions in (!)(K); the rest then 
follows from the Runge Approximation Theorem. We shall therefore concen
trate on the analogous result in several variables. 

Theorem 2.1. Let D cc IC" be strictly pseudoconvex with C2 boundary. Then 
every f E A(D) can be approximated uniformly on D by functions in (!)(D). 

The strong geometric hypothesis required in Theorem 2.1-in comparison 
to the classical one-variable result-are not only needed because of technical 
limitations of the method of proof, but they also reflect intriguing new pheno
mena which are unique to several variables, as is seen from the following 
example. 

Example 2.2. Let D = { (z, w) E IC 2 : 0 < lzl < lwl < 1}. It is easy to see that Dis 
a Stein domain and that f(z, w) = z2 jw defines a function in A(D) which is 
completely singular at 0. Suppose there were a sequence {gi: j = 1, 2, ... } c 

(!)(D) which converges to f uniformly on D. It follows from Theorem 1.1.6 that 
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every gj extends holomorphically to P = P(O, 1), and since b0 P = 
{lzl = lwl = 1} c i5, uniform convergence of {gj} on b0 P implies uniform 
convergence of {gj} on P to a function g (by the Maximum Principle Theorem 
1.1.8). g is then necessarily holomorphic on P, and g = f on D c P. Thus g 

would give a holomorphic extension off to 0, which is impossible. So the 
analogue of Mergelyan's Theorem does not hold for the compact set i5. 

One might hope that such phenomena could not occur in caseD has smooth 
boundary. But in 1975, quite surprisingly, K. Diederich and J. Fornaess [DiFo 2] 
constructed a pseudoconvex domain D in 1[2 with coo boundary and a 
function f E A oo (D) which is not the uniform limit on i5 of functions in (I)(D). 
A common feature of the Diederich-Fornaess example and the one discussed 
above, which appears to be quite relevant for the failure of approximation, is 
the fact that even though D is a Stein domain, the closure i5 is not Stein in 
either case (i.e., there does not exist a neighborhood basis of Stein domains for 
D). In spite of several other known partial results (see the Notes at the end of 
the chapter), the general situation is still very little understood. 

2.2. Separation of Singularities 

The main step in the proof of Theorem 2.1 given in this section is the following 
result on "separation of singularities", which is an easy consequence of the 
properties of the Cauchy kernel C((, z) constructed in §1.1. 

Lemma 2.3. Let { Uv, 1 ::;; v ::;; /} be a finite open cover of bD. Then every 
f E A(D) has a decomposition 

(2.1) f = fl + ... + J;, 

where fv E A(D) is holomorphic on i5 - Uv for 1 ::;; v ::;; l. 

PROOF. Choose functions Xv E CQ'(Uv), 1 ::;; v ~; l, with L~=l Xv = 1 on bD. By 
Theorem 1.3, 

l 

f = C(f) = L C(xJ) on D, 
v;;:;:::l 

and by Theorem 1.4(iv), fv = C(xJ) is in A(D). Also, Theorem 1.3 shows that 
C((, ·)is holomorphic on i5 - {(}.Since fv = C(xJ) involves only integration 
over bD n Uv, it easily follows that fv E (I)(D - U.). • 

2.3. Proof of Theorem 2.1 

By Lemma 2.3, in order to approximate f E A(D), it is clearly enough to do 
this for each fv in the decomposition (2.1 ), whose singularities are concentrated 
on bD n Uv. In that case, suitable "translates" of !v will do, provided Uv is 
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sufficiently small. To make this precise, we use the following elementary 
geometric fact. 

Lemma 2.4. Let D cc IR" have C1 boundary at p E bD, and let n be the unit 
inner normal to bD at P. Then there are a neighborhood U of P and r 0 > 0, such 
that 

(2.2) z + rnED for all ZED n U and 0 < ! < ! o. 

Assuming the Lemma, let us complete the proof of Theorem 2.1. Fix P E bD 
and choose U and r0 as in the Lemma. Suppose f E A(D) is holomorphic on 
D - U, i.e., there is an open neighborhood W of D - U, such that f E (()(~. 
By shrinking W, we may suppose thatfis uniformly continuous on W Since 
'1 = dist(D- U, b W) is positive, we can assume that 0 < r 0 < '1· It follows 
that z + rn E W for zED- U and r < r 0 . Together with (2.2) one therefore 
obtains 

(2.3) z + rnEWUD for all zED and 0 < r < r 0 . 

Hence fr(z): = f(z + rn) is holomorphic on D for 0 < r < r 0 , and by uniform 
continuity off on W U D, it follows that fr--> f uniformly on D as r --> 0. The 
rest is now routine: by compactness of bD, we cover bD by finitely many open 
neighborhoods U1, ... , U1, for which Lemma 2.4 holds. Given f E A(D), the 
argument just given shows that each fv in the decomposition off given by 
Lemma 2.3 is a uniform limit on D of functions in @(D), and hence so is f. It 
remains to prove the Lemma. 

PROOF OF LEMMA 2.4. Without loss of generality we may assume that P = 0, 
n = (0, ... , -1), and that there is a local defining function r# for D of the 
form r# = x. - <p(x 1 , ... , x._ 1 ) on a neighborhood U# = U' x ( -e, e), where 
e > 0 and U' is a neighborhood of 0 in IR"-1 (see II.§2.3, formula (2.9)). Now 
set r 0 = ej2 and U = U' x ( -r0 , r 0 ), and (2.2) follows. • 

In §6 we shall give an alternate proof of Theorem 2.1 based on solving a 
Cousin I problem with bounds. At that time we shall also consider approxima
tion of functions in (DLP(D). 

Corollary 2.5. Under the hypothesis of Theorem 2.1, if (j > 0 is sufficiently small, 
then every f E A(D) can be approximated uniformly on D by functions in (D(D0 ). 

PROOF. By the Theorem,{ E A(D) can be approximated uniformJy by functions 
in @(D). Now use the Runge propert)'_ of (D, D0 ) (see VI.§1.6): D@(D,J = D for~ 
sufficiently small. Hence every hE @(D) can be approximated uniformly on D 
by functions holomorphic on Do (Theorem VI.l.lO). • 

ExERCISES 

E.2.1. Complete the missing details in the discussion of Example 2.2. 
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E.2.2. Let D be strictly pseudoconvex with C2 boundary and 0 < a: < 1. 

(i) Show that every f E @A.( D): = @(D) n A.(D) can be approximated in A.12 (D) 
by functions in @(15). 

(ii) Show that if D has C3 boundary, the approximation in (i) is in A. norm. 

§3. The Kernel of Henkin and Ramirez 

In this section we follow the pioneering work of Henkin [Hen 1] and Ramirez 
[Ram] and construct a generating form on bD x D which, in contrast to the 
generating form LD = P/¢> used in §1, is globally holomorphic on D. The 
construction involves two major steps: first one constructs a function g(,, z) 
on bD x D which is holomorphic for z in D and vanishes only for z = '; then 
one proves a decomposition g(,, z) = Lj=1 gi(,, zWi - zi), with gi still holo
morphic for z in D. The desired generating form is then given by 

n 

W"R = L gj dUg. 
j=l 

Both steps make use of the explicit integral solution operator T['D# for a in 
a neighborhood of D given by Theorem V.2.5. This makes it easy to establish 
the necessary differentiability with respect to the parameter '· 

We then combine the generating form W"R with the general integral repre
sentation formula from Chapter IV, §3 in order to obtain a Cauchy-type kernel 
for the strictly pseudoconvex domain D which is closer in spirit to the Cauchy 
kernel for convex domains discussed in IV.§3.2 than the kernel constructed in 
§1. By precisely identifying the principal parts of this kernel as well as of the 
one discussed in §1, we will see that the principal parts of the two kernels are 
in fact identical. 

3.1. A Smooth Family of Peaking Functions 

The first step in the construction of the globally holomorphic generating form 
involves finding a function g(,, z) E C 1(bD x D) which is holomorphic in z and 
satisfies g(,, z) =F 0 for zED- f'}. The proof given below is based on a 
parametrized version of the construction of holomorphic peaking functions 
in Theorem VI.1.13. We start with the function¢> on U x C", where U is a 
neighborhood of bD, which was defined in V.§l.l by patching a modification 
F # of the Levi polynomial of the defining function for D with 1 z - '1 2• Recall 
that¢> is holomorphic in z for lz-" < e/2 and that 

(3.1) Re ¢>(,, z) ;;;::; r(O - r(z) + cl' - zl 2 

(see V(1.6) and V(l.7)). In particular, by choosing U and ~ > 0 sufficiently 
small, we may assume that Re ¢>(,, z) > 0 for all(,, z) E U x D~ with I' - zl ~ 
e/2 (see V(1.8)), and that 0! = iiz{l/¢>) extends trivially to a iiz-closed (0, 1)-form 
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onD6withcoefficientsinCk+l,ro(U x D6).Nowchoose0 < (># < t5and Vwith 
D6 # c:c: V c:c: D6, so that Theorem V.2.5 applies, giving the integral solution 
operator T = T['D6# for a. For C E U we set v(C, ·) = T(oc(C, · )). Then v E 

Ck+l,ro(u X D6#) and azv = oc; so v is holomorphic in z for lz - Cl < e/2. 
Without loss of generality we may assume that 

(3.2) m = sup lv(C, z)l < oo. 
UXD6# 

It follows that u = 1/<11 + (m - v) is holomorphic in z if <ll(C, z) =/:. 0, and that 

(3.3) Re u:;:::: Re 1/<11 > 0 on {(C, z)E U x D6 ,.: Re <ll(C, z) > 0}. 

Therefore 

(3.4) 
g = lju is holomorphic in z and 

Reg> 0 on {(C, z)E U x D6,.: Re <ll(C, z) > 0}. 

We now show that g is actually holomorphic for all z E D6,.. Clearly g = <II· A, 
where 

(3.5) A= [1 + <ll(m- v)]-1 . 

Since <ll(C, 0 = 0, there is y with 0 < y ~ e/2 so that 

l<ll(m - v)l ~ 1/2 for lz - Cl ~ y. 

It follows that A and g =<II A are of class Ck+l,ro and holomorphic in z for 
lz- Cl < y, and that IA(C, z)l :;:::: i. Finally, because of(3.1), by shrinking U and 
(># further, we can assume that Re <II> 0 on {(C, z)E U x D6,.: IC- zl :;:::: y}, 
so that, by (3.4), g is of class Ck+l,ro and holomorphic in z on this set as well. 

We now summarize the basic properties of the function g so obtained (we 
write again t5 instead of t5 # ). 

Proposition 3.1. SupposeD c:c: C" is strictly pseudoconvex with Ck+ 2 boundary, 
k :;:::: 0. There are a neighborhood U of bD, positive constants 1>, c, and y, and a 
function g E Ck+l,ro (U x D6) with the following properties. 

(i) g(C, z) is holomorphic in z on D6 • 

(ii) g(C, C) = 0 forCE U. 
(iii) Re g(C, z) > 0 for (C, z)E U x D6 with r(C)- r(z) + cjC- zl 2 > 0. 
(iv) On {(C, z)E u X D6: IC- zl ~ y} there is a function A E ck+l,ro with 

IA(C, z)l:;:::: i, so that g = p# ·A, where p# is the modification of the Levi 
polynomial introduced in V(l.3). 

Corollary 3.2. Given D as in Proposition 3.1, there is a function HE 
Ck+1 (bD x D6) such that for each C E bD one has 

(i) H(C,·)E(?(D6), 

and 
(ii) H(C, 0 = 1 and IH(C, z)l < 1 for zED- {C}. 

PROOF. H(C, z) = exp( -g(C, z)) will do. • 
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3.2. Hefer's Theorem with Parameters 

The next step involves decomposing the function g((, z) given in Proposi
tion 3.1 as Lgi((, z)((i- zi), with gi holomorphic in z. For (fixed, this would 
follow immediately from Theorem V.2.2. By using the explicit integral solution 
operator for a given by Theorem V.2.5, we will now prove a parametrized 
version of that theorem. If M is a Ck manifold and K c: en is compact, we 
denote by Ck·oo(M x K) the set of functions f which are in Ck·oo(M x W) for 
some open neighborhood W of K (which may depend on f). 

Proposition 3.3. Let K c: en be a Stein compactum and let M be a Ck manifold, 
k ~ 1. GivenfECk,oo(M x K) such thatf(x, ·)E(I}(K)for xEM, there are func
tions QiECk,oo(M x (K x K)), 1 -5,j -5, n, with Qi(x, ·)E(I}(K x K)for xEM, 
such that 

n 

f(x, 0 - f(x, z) = L Qj(x, (, z)((i - z) 
j=1 

for x EM and((, z) in some neighborhood of K x K. 

The main application follows immediately. 

Corollary 3.4. Let gECk+1 ' 00 (U x Dd) be thefunction given by Proposition 3.1 
and let 0 < '1 < {). After shrinking u, there are functions gjE ck+l,oo(u X D.,), 
1 -5, j -5, n, with gi((, ·) E (I}(D.,) for ( E U, such that 

n 
(3.6) g((, z) = L gi((, z)((i - z) on U x D.,. 

j=1 

PRooF. Since i5., is a Stein compactum, we can apply Proposition 3.3 to 
g E Ck+1 ' 00 (U X D.,), obtaining 

(3.7) 
n 

g(x, 0 - g(x, z) = L Qi(x, (, z)((i - zi) 
j=1 

for x E U and (, z E i5.,, with Qi holomorphic in ((, z) E i5., x i5.,. Now set x = ( 
in (3.7), and (3.6) follows by setting gi((, z) = - Qi((, (, z). • 

·The proof of Proposition 3.3 follows closely the proof of Refer's Theorem 
in V.§2.2. We shall discuss the parametrized version of the extension Lemma 
V.2.1, and leave the remaining details to the reader. 

Lemma 3.5. Given M and K as in Proposition 3.3, let K 1 = K n { z = (z 1, z') E en: 
z1 = 0} and suppose fECk·oo(M x Kd satisfies f(x, ·)El!J(K1 ) for XEM. 
Then there is FE Ck' 00 (M x K) with F(x, ·) E l!J(K) for all x EM, such that 

(3.8) F(x, (0, z')) = f(x, (0, z')) 

for x EM and all points of the form (0, z') in a neighborhood of K 1 • 
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PROOF. We proceed as in the proof of Proposition V.2.1, using the same 
notation and adding the parameter x EM, as needed. Thus tx = tx 1 = 
az[x(z)f(x, n(z))]/zl is az-closed with coefficients in ck,oo(M X W), where w 
is a neighborhood of K. LetT = Ti' Vo be the solution operator for a given by 
Theorem V.2.5, where K c V0 cc V cc W, and set g(x, ·) = T(tx(x, ·)).Then 
g E Ck,oo(M x V0 ), and F(x, z) = x(z)f(x, n(z)) - z 1g(x, z) is the required func
tion which satisfies (3.8). • 

3.3. The Kernel of Henkin and Ramirez 

Proposition 3.1 and Corollary 3.4 imply that for all (J sufficiently close to 0, 

(3.9) 

is a generating form in ck+l,oo(bD~ X D~) which, for fixed 'E bD~, is holo
morphic for all z E jj~ - {(}.The associated Cauchy-Fantappie form Q 0(WHR) 
of order 0 is called the Henkin-Ramirez Reproducing Kernel. We state some 
of its basic properties. 

Theorem 3.6. SupposeD cc en is strictly pseudoconvex with boundary of class 
ck+l, k ~ 0. Then !lo(WHR) is of class ck,oo on bD X D, and,for (EbDfixed, 
Q 0(WHR) is holomorphic in z on i5 - { (}. If one defines 

CHRf(z) = r f(OOo(WHR)((, z) for ZED, 
JbD 

then 

(i) CHRf E (!)(D) for all fEU (bD). 
(ii) CHRf = f for f E A(D). 

(iii) CHR: U(bD) ~(!)(D) is continuous for 1 ::::;; p::::;; oo. 
(iv) CHR: A«(bD) ~ (!)A«12 (D) is bounded for 0 < tx < 1. 
(v) IfxEA«(bD) andfEA(D), then CHR(Xf)EA(D). 

PROOF. Notice that the singularities of Q 0(WHR) are determined by g-n, and 
that for ( close to z, g-n is a nonzero multiple of <1>-n. Hence the proof of 
Theorem 3.6 is analogous to the proof of the corresponding statements for 
the Cauchy kernel C = E- A in Theorem 1.4. The details are left to the 
reader. • 

3.4. The Principal Singularity 

At this point the reader will probably wonder about the precise relationship 
between the kernel Q0(WHR) and the kernel C = E- A defined in §1. We shall 
see that the principal singularities of the two kernels are, in fact, identical. The 
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difference Q 0 (W"R) - Cis a kernel which is integrable over bD also for z E bD, 
and hence is-in a sense to be made precise-negligible in comparison to 
!l0 (W"R) and C. 

Let us write Q = L}=1 gi dCi, so that 

(3.10) 

Similarly, recall from V.§l.l that 

(3.11) 
1 -

E = Q (P/<1>) = --<1>-nP" (o P)n-1 
0 (2nit ~ ' 

where P = L}=1 ~ dCi was defined in V(1.9). 

Lemma 3.7. At all points (C, C) E bD x bD one has 

(3.12) P" (~Pr1 = Q " (a~Q)n- 1 =or" (l3orr 1• 

PROOF. By applying ojoCi to the equation 

n n 

g = L g.( C. - z.) = A· p# = A L P.(C. - z.), 
v=1 v=1 

valid for I(- zi ~ y (see Proposition 3.l(iv)), one obtains 

n og. oA n oP. 
(3.13) gj + .f:1 oCj (C.-z.)= oCj L P.(C.- z.) +A~+ A .f:1 oCj (C. - z.). 

Rewrite (3.13) in the form 

n 

(3.14) gi = A~ + L B.(C. - z.), 
v=1 

where B. = -og./oCi + oA/oCi P. + A oP./oCi is of class Ck·"'. Hence 
B.(C. - z.) is differentiable at C = z (use statement 11(2.8) if k = 0!), and 
a~[B.(C.- z.)J (C, 0 = 0. Thus, by applying a~ to (3.14) one obtains 

(3.15) ~gi =(~A)~+ A~~ at (C, C). 

Formula (3.5) for A implies A(C, 0 = 1 and a~A(C, 0 = 0, while the definition 
of ~ (see V(1.9)) implies ~(C, 0 = orfoCj and (~~)(C, 0 = a(orjoCj). Thus 
(3.14) and (3.15) give 

(3.16) Q = P = or at (C, 0 

and 

(3.17) at (C, 0, 

and (3.12) follows. • 

We can now identify the principal singularity of the Cauchy kernel. 
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Proposition 3.8. Suppose D is strictly pseudoconvex with boundary of class Ck+ 2, 

k ~ 0. Then 

(i) !lo(WHR) = Q 0(or/<l>) + O(l~-=- zl). 

(ii) E = !l0 (Lv) = !l0 (or/<l>) + O(l~-=- zl). 

We shall see below that 

(3.18) with h(() > 0, 

where z: bDC... en is the inclusion. Thus Proposition 3.8 indeed shows that 
Q 0 (or/<l>) is the principal singularity for either Cauchy kernel. 

PROOF. (ii) is an immediate consequence of Lemma 3.7. In fact, since Q 0 (P) is 
of class ck,oo on bD X D~. all partial derivatives of no(P) with respect to z are 
continuous on bD x D~ (even if k = 0!), and hence bounded on bD x D~·· if 
t/ < b. So an application of the Mean Value Theorem with respect to z gives 
!l0(P)((, z) = Q 0(P)((, 0 + 0(1( - zl). A similar argument, combined with the 
fact that g =A <I> for lz- (I ~ y, with A((,() = 1, gives (i). • 

Remark. Notice the formal analogy of the principal part z*Q0 (or/<l>) of the 
Cauchy kernel for strictly pseudoconvex domains with the Cauchy kernel 
Cv = z*Q0 (orj(or, (- z)) for a convex domain D (see IV.§3.2), where 

n or 
(or, (- z) = L -((i- zj) 

j=l o(j 

is the linear part of the Levi polynomial of r, which is, locally, the linear part 
of <I> as well. We see that at the local level, passing from convex domains to 
strictly pseudoconvex ones is essentially accomplished by adding the second
order terms of the Levi polynomial F. The fact that we have used the modifi
cation F# instead ofF is a minor technical point, necessary only in the case 
of C2 boundaries. If bD is of class ck+3, k ~ 0, one can use the Levi polynomial 
F itself. On the other hand, the fact that h(() > 0 in (3.18) turns out to be 
equivalent to strict pseudoconvexity, and does not hold for arbitrary convex 
domains. (See Exercise E.3.4 for a specific example.) 

3.5. A Geometric Formula for Q 0 (or) 

We shall now prove (3.18) by finding a precise representation of the numerator 
of the Cauchy kernel in terms of geometric quantities. The Levi form of the 
defining function r for D induces a Hermitian form 

.Pp(r): Tpc(bD) x Tpc(bD) --+ C 
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on the complex tangent space Tpc(bD) at P E bD, defined by 

n iJ2r _ 
(3.19) !l'p(r)(t, t') = L: --_ (P)tit~ 

j,k=1 iJ(jiJ(k 

for t, t' E Tpc(bD). We shall denote the determinant of !t'p(r) by .@p(r). Notice 
that Dis strictly Levi pseudoconvex at P if and only if Yp(r) is positive definite, 
which implies .@p(r) > 0. After a unitary change of coordinates in en we may 
assume that iJrjiJ(j(P) = 0 for 1 ~j ~ n- 1, so that 

(3.20) iJr(P) = (iJrjiJ(n)(P) d(n 

and Tpc(bD) = {t = (t 1, ... , tn)ECn: tn = 0}, and furthermore, that !l'p(r) is in 
diagonal form, i.e., 

for 1 ~ j, k ~ n - 1, 

where A. 1, ... , An-1 are the (real) eigenvalues of !l'p(r). It follows that .@p(r) = 
A.1 · • · · • A.n-1· 

Lemma 3.9. If z: bD -+ en is the inclusion, then 

(n- 1)! 
z*00 (iJr) = 4 .@(r)lldrll dS nn (3.21) 

on bD, where dS is the surface element of bD. 

PROOF. It is enough to verify (3.21) at an arbitrary point P E bD. Fix P and 
choose the coordinates of en as above, so that !l'p(r) is diagonal. All forms 
below are evaluated at P. Then 

n-1 
(3.22) 8iJr = L A.i d(i " d(i + w 1 " d(n + w2 " d(n 

j=l 

for certain 1-forms w1 and w2, and since z*(iJr) = -z*(8r), (3.20) and (3.22) 
imply 

(3.23) 

It follows that 

(3.24) 

(n- 1)! [ iJr ( - )] z*00 (iJr) = (2nit .@p(r)z* iJ(n d(n 1\ f:.n d(i 1\ d(i 

_ (n- 1)! * [ iJr J 
- 2nn .@p(r)z * iJ(n d(n ' 

where we have used Lemma III.3.3 in the computation of the *-operator. By 
Corollary 111.3.5, z*(*iJr) = 1/211 dr II dS. After inserting this into (3.24) (use 
(3.20) again!), the desired conclusion follows. • 
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Corollary 3.10. The Henkin-Ramirez kernel Q 0 (W8 R) on a strictly pseudo
convex domain D c C" with Ck+ 2 boundary satisfies 

(3.25) 

where hE Ck(bD) and h(() > 0 for all ( E bD. 

ExERCISES 

E.3.1. Give a complete proof of Proposition 3.3 by using Lemma 3.5. 

E.3.2. Prove the properties of the Cauchy kernel C"R stated in Theorem 3.6. 

E.3.3. By (3.10), the Henkin-Ramirez kernel is given by g-"Q0 (Q). Use the fact that 
for every ( E bD there is a peaking function h, E @(15) for ((see Corollary 3.2) to 
show that t*!l0 (Q)((, () *- 0, where 1: bD -> C" is the inclusion. (Hint: If not, then 
!l0 (W"R)( ·, p) would be in U(bD) for some p e bD! Why?) 

E.3.4. For me f'\:J+, let Dm = {lz1 12 + lz2 12m < 1 }. Show by direct computation that for 
m > 1 the Cauchy kernel Cvm does not have the property stated in E.3.3 (with 
g = (ar<m>, (- z) and r<m> = lz112 + lz2 12m- 1). 

§4. Gleason's Problem and Decomposition in A(D) 

4.1. Some Background 

In case of one complex variable it is obvious that every f E lD(D) with 
f(a) = 0 at a point a ED c C 1 has a factorization f = (z- a)g, where g = 
(z - a)-1f is holomorphic on D. Thus z - a generates the ideal Ia(D) = 
{! E lD(D): f(a) = 0} over lD(D). Furthermore, it is clear that iff E A(D), then 
g E A(D) as well. We shall now consider analogous results in several variables. 
It should not come as a surprise that matters become quite a bit more 
complicated. For example, if D c C" and a ED, it follows from the power series 
expansion off E /a{ D), that f = Lj=1 (zi - ai)gi for some functions g 1, ••• , gn 
in the ring lDa of functions holomorphic at a, but it is not at all clear whether 
the functions g 1, ... , g, can be chosen globally holomorphic on D, except in 
special cases like a polydisc. 

We are already familiar with one major positive result: Refer's Theorem 
V.2.2 implies that if K c C" is a Stein com pactum and a E K, then every 
f E &(K) with f(a) = 0 has a decomposition f = Lj=1 (zi - a)gi, with gi E 

lD(K). The same method of proof, combined with the fact that H~(D) = 0 for 
a Stein domain D, yields the following result. 

Theorem 4.1. If D c C" is Stein and f E lD(D), there are Q1, ... , Qn E lD(D x D) 
such that 
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for all z, wED. 

n 

f(z) - f(w) = L (zi - wi)Qi(z, w) 
j=l 
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Theorem 4.1 implies that the ideal l 0 (D) of functions in (!}(D) vanishing at a 

is generated over (!}(D) by the coordinate functions z1 - a 1 , ••• , zn- an. The 
theory of coherent analytic sheaves, and, in particular, Cartan's Theorems A 
and B (see VI.§6) provide a powerful tool to deal-in much greater generality
with many similar questions of a global nature. However, this general theory 
is of little use when one is interested in boundary behavior, as is the case 
if one wants to study generators for ideals in the algebra A(D). Interest in 
this latter sort of question arose in the 1950s and early 1960s, as the theory 
of uniform algebras was developed. Specifically, when A. Gleason ("Finitely 
generated ideals in Banach Algebras", J. Math. Mech. 13 (1964), 125-132) 
proved the existence of complex analytic structure in a neighborhood of a 
finitely generated maximal ideal in the spectrum of a uniform algebra, he was 
looking for examples of such finitely generated ideals among the standard 
uniform algebras of holomorphic functions, and he immediately ran into the 
followingconcretequestion:ifB = {(z, w)EC 2 : lzl 2 + lwl 2 < 1}istheunitball 
in C2 and f E A(B) satisfies f(O) = 0, are there g 1 and g2 E A(B) so that f = 
zg 1 + wg2 ? The reader should try his "bare hands" at answering this 
apparently simple question in order to appreciate its nontrivial nature. 

During the 1960s, this question, as well as its analogue for more general 
domains, became known as "Gleason's Problem". Eventually, Z.L. Leibenson 
(unpublished; see G.M. Henkin [Hen 3], and also Exercise E.4.3) gave an 
affirmative answer based upon elementary arguments. However, his proof was 
limited to Euclidean convex domains, and thus was of no use for more general 
domains. Finally, Gleason's problem was solved in reasonable generality 
around 1970 by the methods of integral representations and precise estimates 
for solutions of iJ (Henkin [Hen 3], Kerzman and Nagel [KeN a], Lieb [Lie 2], 
and 0vrelid [0vr 2]]). In the next section we will solve Gleason's problem-in 
more general form-by proving an A(D)-version of Hefer's decomposition 
theorem on strictly pseudoconvex domains. 

4.2. Decomposition of Functions in A(D) 

We state the principal result of this section. 

Theorem 4.2. Let D cc C" be strictly pseudoconvex with boundary of class 
;;:::: 3. There are linear operators Li: A(D) __. (!}(D x D), 1 :::;; j :::;; n, such that for 

f E A(D) the following hold: 

n 

(4.1) f(z) - f(w) = L (zi - wi)(Lif)(z, w) for z, wED. 
j=l 

(4.2) For fixed a ED, the functions (Lif)(a, ·)and (Lif)( ·,a) are in A(D). 
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The Theorem immediately solves Gleason's problem for a strictly pseudo
convex domain D. 

Corollary 4.3. Iff E A(D) andf(a) = 0 at the point ae D, then there are functions 
gl, ... , 9nEA(D) such that 

n 

f(z) = L (zi - a)gi(z). 
j=l 

PROOF. Take gi = (Lif)( ·,a). • 

PROOF OF THEOREM 4.2. We shall use the reproducing kernel 0 0 (W"R) = 
Q0 (Q/g) = g-"Q0 (Q) of Henkin and Ramirez, and write z*00 (Q) = N((, z) dS{, 
with NeC1 •00(bD x D~) holomorphic in z. For feA(D) and z, weD one 
obtains 

f(z) - f(w) = l f(O [~((, z) - ~((, w)J dS{ 
JbD g ((, z) g ((, w) 

= f f(()g"((, w)N((, z)- g"((, z)N((, w) dS 
J bD g"((, z)g"((, w) {· 

(4.3) 

The function H((, z, w) = g"((, w)N((, z) is in cLoo(bD x (15 x D)) and holo
morphic in u = (z, w). We apply Proposition 3.3. to H and the Stein com
pactum K = i5 X i5 c C 2", and obtain functions Ql' ... ' Q2n E cl,oo(bD X 

(K x K)), holomorphic in (u, v) on K x K, so that 

2n 

(4.4) H~~-H~0=I~-~~~~~ 
i=l 

By taking u = (z, w) and v = (w, z) in (4.4), it follows that 

n 

~~ H~~~-H~~~=I~-~~~~~ 
j=l 

where 

Mi((, z, w) = Qj((, z, w, W, z)- Qn+j((, z, w, w, z) 

We then define 

for j = 1, ... , n. 

f Mj((, z, w) 
Lif(z, w) = JbD f(O g"((, z)g"((, w) dS{. 

It is clear that Life (!)(D x D), and that (4.3) and (4.5) imply (4.1). We now 
prove (4.2). By Corollary 3.10, N((, z) = h(O + 0(1(- zl), where h(O =I= 0 for 
all ( e bD. Hence, for a ED we may write 

(4.6) l h(O 
Lif(z, a)= f(Ox((, z, a),---(' ) dS{ 

bD g \,, Z 
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where 

By (4.6) and (3.25), 

(4.7) 

Mj(C, z, a) 
x(C, z, a) = h(C)g"(C, a). 

and by setting x(C, z, a) = x(C, C. a) + O(IC - zl), we obtain 

Lif(z, a) = l f(C)x(C, C. a)Q0(WHR) 
JbD 

(4.8) 
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Since x(C, C. a) is of class C1 on bD, (this is where bD of class C3 is used), 
Theorem 3.6(v) implies that the first integral in (4.8) is in A(D). The kernels in 
the remaining two integrals in (4.8) are uniformly integrable over C ebD for 
all z E i5 (see Lemma 1.5), so that these integrals extend continuously to i5. 
Hence (4.8) implies that Lif(., a) E A(D). By interchanging the roles of z and 
win the above proof one obtains that Lif(a, ·) E A(D) as well. • 

Remark. We leave it to the reader to show that Lif even extends continuously 
to jj X jj- {(C, C): CebD}. 

EXERCISES 

E.4.1. Let P = P(O, 1) be the unit polydisc in en. Show by elementary arguments that 
if aeP and fe A(P) is 0 at a, then 

n 

f(z) = L (z1 - a1)g1(z) 
j=l 

where g1 , ••• , g. e A(P). 

E.4.2. Let D cc en be convex. 

(i) Show that iff e f9(D) and a e D, then 

· J' of f(z) = f(a) + L (z1 - a1) -(a + t(z - a)) dt. 
J=l o iJz1 

(ii) Use (i) to obtain an elementary proof that 

n 

f(z) = f(a) + L (z1 - a1)gj(z) where g1 , ••• , g. e f9(D). 
j=l 

E.4.3. Use the explicit method in E.4.2 to show that in caseD = B is the unit ball and 
f E A(B), then the functions g1 , ••• , g. are in A(B) as well, i.e., Gleason's problem 
is solved for B. 

E.4.4. Prove Theorem 4.1. 
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E.4.5. Prove that the functions LJ; 1 s j s n, f E A(D), given in the proof of Theorem 
4.2 extend continuously to i5 x i5 - { ((, (): ( e bD }. 

E.4.6. Let D be strictly pseudoconvex with boundary of class C3. Show that if a ED 
and fe {!)A.(D) for some 0 <IX< 1, then 

n 

f(z) - f(a) = I (zi - ai)gj(z) for zeD, 
j~l 

where g1 , .•• , g. E {!) A.12 (D). (By using E.1.2, extended to CHR, one can show that 
g1 , •.. , g.e{!)A.(D).) 

E.4.7. Let D be strictly pseudoconvex with C3 boundary. Fix aeD. 

(i) Show that there isM < oo such that for all f E A(D) there are g1, ... , g. E A(D) 
with I gilD s Mlflv for j = 1, ... , nand 

f(z) - f(a) = I (zi - ai)gj(z) for zED. 

(Hint: Use the Open Mapping Theorem.) 
(ii) Iterate (i) to prove: there is<: > 0 such that every f E A(D) has a power series 

expansion f(z) = I .. N" c.(z -a)" which converges on P(a, <:). Do not use 
Theorem 1.1.18! 

Remark. A. Gleason used this sort of argument to introduce an analytic 
structure in a suitable neighborhood of a finitely generated maximal ideal in 
a Banach algebra. 

§5. LP Estimates for Solutions of a 
The integral solution operator Sq for au = f on a strictly pseudoconvex 
domain D given by Theorem V.2. 7 satisfies Lipschitz estimates for u = Sqf up 
to the boundary of D, but since Sq involves integration over bD as well as over 
D, it can only be applied to forms defined on i5. This limitation could be lifted 
by introducing a suitable exhaustion of D from the interior, but instead of 
pursuing this approach, we shall now discuss a modification of Sq in which 
the boundary integrals are replaced by integration over D. The additional 
advantage of such a modification is that it makes it easy to estimate solutions 
of au =fin terms of the U(D) norm off for 1 ::;; p ::;; oo. Such estimates are 
useful in applications, as we shall see in §6. 

5.1. Extension to the Interior of D 

The essential step in the modification to be carried out involves an application 
of Stokes' Theorem in order to eliminate all boundary integrals in the funda
mental representation 

(5.1) 
f= Eqf + aTqf (q ~ 1), 

f = Eof (q = 0) 
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for a-closed forms fin CL(i)) obtained in V(1.11). Formula (5.1) is a special 
case of Theorem IV.3.6, which, in the case at hand states 

(5.2) f = l fO.q(Lv) +a[ l fA nq-l(Lv)- l fA O.q-l(B)], 
JbD JbDxl JD 

where Lv = Pj$, B = apjp, and Lv = ).Lv + (1 - A.)B. Recall that 

Eqf = l f A O.q(Lv), 
JbD 

and that Tqf is the expression in [ ] in (5.2), where T 0 f = 0 since 0._1 = 0 by 
definition. In Lemma V.3.2 we introduced a double form Aq(Lv, B) on bD x D 
so that 

(5.3) 

Before applying Stokes' Theorem we must extend the generating forms Lv 
and B from bD x D to i5 x D without singularities. Let us first consider 
Lv = Pf$. The extension we shall choose is motivated by the computation of 
the Bergman kernel for the unit ball B = B(O, 1) in Chapter IV, §4.4, and it will 
play an important role later in §7, when we consider the Bergman kernel for 
an arbitrary strictly pseudoconvex domain. Recall that the Levi polynomial 
F ofr(z) = lzl 2 - 1 is given by 

F(,, z) = I ~('i- zj) = 1'12 - (z, ,). 
j=l 

For' EbB this agrees with 1 - (z, 0 = F(,, z)- r(O, a function without zeroes 
on B x B. Returning to the general case with strictly plurisubharmonic defining 
function r, it thus appears that F(,, z)- r(O is a natural choice for extending 
the Levi polynomial from the boundary bD to D without introducing new 
zeroes-at least locally. Since $ = F locally, we therefore consider 

<1>(,, z) = $(,, z) - r(,). 

We fix Bo > 0 so that g E U: lr(OI < 2t:o} cc U, and choose cp E C 00 (D), with 
cpm = 1 for 'E u with r(O ~ -eo and cp(O = 0 for 'ED with rm ~ - 2t:o. 
For 0 ~ q ~ n we then define the double form 

(5.4) Eq = cpn~:). 

We will denote the "boundary diagonal" { (,, '): 'E bD} by L\bD· The following 
result holds. 

Lemma 5.1. Suppose r is of class Ck+ 2 • The neighborhood U of bD, and the 
positive constants c, e, and {) can be chosen so that 

(5.5) for' E U, 2 Re <1>(,, z) > {-r(')- r(z) + cl'- zl2 if iz- 'I~ t:/2; 
- -r(') + {) if iz- 'I ~ t:/2 and r(z) ~b. 
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{5.6) EqECk,oo(15 x 156) for 1::::; q::::; n. 

{5.7) E0 = Ck·oo(15 x 15- Abn), and E0 is holomorphic in z for I(- zl < e/2. 

{5.8) 
. ('; !lq(P) 

{z.e., r{() = 0), Lq = ~ = !lq(Ln). 

PROOF. Equation {5.5) is an immediate consequence of the estimates V{1.6) 
and V{l.7) for <I>; {5.7) and {5.8) then follow from {5.5) and {5.4). The fact that 
Eq is nonsingular and extends to 156 if q ;;:: 1 follows as the corresponding fact 
for Oq(Ln) in Proposition V.l.l. Just use {5.4) and {5.5), and recall that Pis 
holomorphic in z for lz- (I < e/2, so that Oq{P) = 0 for lz- (I ::::; e/2 if 
q;;:: 1. • 

Next we set /3 = [3 + r{()r{z) = I(- zl 2 + r(()r(z) and define B = ap;/3. 
Clearly BE C 00 {15 X 15- AbD), and B = B for' E bD. The particular extension 
B chosen here is motivated by symmetry considerations which are important 
in other contexts, but for the present purposes, any other nonsingular extension 
of B would serve just as well. 

By using the extensions cD and /3 in the denominator of Aq(Ln, B) we now 
obtain an extension Aq(Ln, B)ECk·oo(15 x 15- Abn) of Aq(Ln, B). More pre
cisely, we set 

{5.9) 

and 

{5.10) 
n-q-2 q 

Aq(Ln, B) = L L a~·k A~·k(Ln, B), 
j=O k=O 

where a~·k are the numerical constants in Lemma V.3.2-the reader should 
review that result together with V{3.13) in order to recall how we were led to 
these particular forms. 

It follows directly from the definition that 

{5.11) on bD x D. 

5.2. A Modified Parametrix for 8 

We now assume that bD is of class ck+2 with k ;;:: 1, so that the kernels Eq and 
Aq are at least of class C1 and Stokes' Theorem may be applied. We define 
the integral operators 0'tq: L~.q(D)-+ L~.q-1 {D), 1 ::::;; q::::; n, by 

(5.12) o'tqf = { -l)q Lf 1\ a,Aq-dLn, B)- Lf 1\ nq-l(B), 

and 
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by 

(5.13) 

It is clear that ;;T q and ;;Eq are defined for f E LL(D), and that Eqf E C(f,q(D) 
(see Lemma 5.1), but the fact that aTqf is in L1 is more delicate and will be a 
special case of Theorem 5.4 below. We first state some immediate consequences 
of the definitions. 

Lemma 5.2. (i) For f E CJ,q(i5) with iJf = 0 one has 

aEqf = Eqf and aT9 f = Tqf 

(ii) If q ;;::: 1, then aE9 f E CO,q(Db) and 

(5.14) laEqfb».> ::5 llfllu<D> for I = 0, 1, 2, .... 

PROOF. (i) follows from (5.3) and (5.11), and an application of Stokes' Theorem
note that iif = 0! (ii) follows from (5.13) and (5.6) by standard estimations. • 

Because of Lemma 5.2(i) we may rewrite (5.1) as follows: 

(5.15) f=aEof forfEA 1(D); 

(5.16) f = aEqf + iJ(0Tqf) if q ;;::: 1,f E CL(i5), and iJf = 0. 

Proposition 5.3. (i) The representation (5.15) holds for all f E@ L 1 (D). 
(ii) The representation (5.16) holds for all f E CL(D) n L1 with iif = 0 on D. 
(iii) If q ;;::: 1, then 0Eqf is iJ-closed on Db for all f as in (ii). 

Remark. The main new feature is that no hypotheses about boundary values 
off are required; the integrability off over D is, of course, necessary for the 
definition of the integral operators in (5.12) and (5.13). On the other hand, the 
interior C 1 regularity off could be dropped by introducing derivatives in the 
distribution sense, but we shall not pursue such technical generalizations. 

PROOF OF PROPOSITION 5.3. Let us first consider (ii) and fix f E CL(D), q ;;::: 1, 
with iif = 0. For 11 < 0 sufficiently small, the double forms Qq(LD) and Aq(LD, B) 
are defined on bD, x D,, and since f E CJ,q(i5,), (5.1) holds on D,, i.e., 

(5.17) f = r fA Eq + az[ r fA Aq-1(LD, B)- r fA Qq_1 (B)J. 
J~ J~ J~ 

In (5.17) we now replace Eq and Aq_1 by their extensions E~"> and A~'!!. 1 from 
bD, x D, to 15, x D,, which are defined just as E9 and Aq_1, except that the 
defining function r forD is replaced by the defining function r - 17 forD,. Next, 
we apply Stokes' Theorem (use iif = 0!), and obtain 



298 

(5.18) 
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f = ( -1)q r f " 8{£~~) Jn, 

+ 8{(-1)q L/" 8{..4~"!.1- L/" nq-1(B)J. 

Since f is assumed to be in L~.q(D), the representation (5.16) now follows by 
standard analysis techniques by fixing zeD and letting '7-+ 0 in (5.18). This 
same argument proves also (i), the only difference being that A_1 and Q_1 are 
zero. Finally, in order to prove (iii), notice that 

G~f: = ( -1)q l f" 8{£~~> = l f" Eq = l f" Qq(Lv) J D, J bD, J bD, 

is 8-closed on fjd by Lemma V.l.2 applied to the domain D~ instead of D. But 
0Eqf = lim~--.0 G~J, the convergence being uniform for all derivatives (this uses 
f E L~,q(D)), and hence 0Eqf is 8-closed on fjd as well. • 

5.3. The LP Boundedness of aTq 

Notice that by Lemma 5.2(i) atq agrees with Tq on 8-closed forms which are 
smooth up to the boundary, so not much seems to have been gained. We now 
prove the result which justifies our work in §5.1 and §5.2. 

Theorem 5.4. Suppose D is strictly pseudoconvex in C" with boundary of class 
at least C3 . Then there is a constant C < oo such that the operators 01'q defined 
by (5.12) for 1 ::;; q ::;; n satisfy the following: 

(i) lla1'qfllu<n>::;; CllfiiLP(DJfor all1::;; p::;; oo. 
(ii) lofqfiA,12(D) ::5 CIIJIIL00 (D)· 

(iii) For l = 0, 1, 2, ... , afJ E Cb,q-1 (D) iff eL~.q(D) n Cb,q(D). 

The main new result is the LP estimate (i), since (ii) and (iii) are already 
known forT q (see the proof of Theorem V.2. 7), although a separate proof will 
be needed for the operator atq. The proof of (i) will be a consequence of 
standard results in analysis once we prove the following estimate. 

Lemma 5.5. Let M((, z) denote any of the coefficients of the double forms 
8{Aq_1 (Lv, B) and Qq_1 (B) which make up the kernels of atq. For each s with 
1 ::;; s < (2n + 2)/(2n + 1) there is a constant c.< oo such that 

(5.19) LIM((, z)l' dV(O::;; c. for all zeD, 

and 

(5.20) LIM((, z)l' dV(z)::;; c. for all ( eD. 
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(5.21) with 1 ::;; l ::;; n - 1, 

where N1 E C1• 00 (D x D) and N1 = 0(1'- zl). Hence M is a liqear combina
tion of terms 

(5.22) B~N1 _ l(B~<D)N1 _ (n _ l) [Bd3 + (B,r)r(z)]N1 

cl>l pn-1 cl>l+l pn-1 cl>l pn-1+1 ' 

with 1 ::;; l ::;; n - 1. Suppose ( E U n D and zED. By using the estimates 
icl>/ ;;::; /r(z)/ + I'- z/ 2, which follows from (5.5), and !PI ~ I'- z/2, (5.22) 
implies 

(5.23) 

1 1 
/M((, z)/ ~ /cl>/ I'- z/2n-2 + /cl>/21'- z/2n-3 

1 
for(, ZED. 

Clearly the third term on the right in (5.23) is uniformly integrable over D in 
z or in (. We now prove the necessary estimates for the second term. The 
corresponding estimates for the first term are handled by analogous methods 
and will be left to the reader. Let us first prove 

(5.24) f dV(() < 1 
vnu/cl>((,zWI'-z/2" 3 "' 

for all zED. 

As in similar situations, we fix zED close to bD, and we use the coordinate 
system t = (t 1, t2, t'), t' E ~2"- 2, given by Lemma V.3.4 on the neighborhood 
B(z, 17), where 11 > 0 is independent of z. Recall that t 1 = r(() and t2 = 
Im <D( ·, z) = Im cl>( ·, z). Since the integrand in (5.24) is bounded uniformly for 
I'- z/ ~ 17, independently of zED, in order to prove (5.24) it suffices to prove 
the estimate with the region of integration D n U replaced by D n B(z, 17 ). From 
( 5.5) it follows that for ( E B(z, 17) n D 

(5.25) Re cl>((, z);;::; -t1 + !5v(z) + /t/ 2 , 

and hence 

(5.26) 

where t = t((). It is now clear that (5.24) will follow from 

(5.27) I = i dtl dt2 ... dt2n 
2 2 2 3 < 00 · 

O<r.<l;O<r2 <l;lt'l:s;l [tl + t2 + /t'/ ] /t'/ n 
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By integrating first in t 1 and then in t 2 one obtains 

(5.28) I~ i lloglt'l 2
1 dt3 ... dtzn 

lt 'l2n-3 
lt'l:->1 

and the latter integral is easily seen to be finite; so (5.27), and hence (5.24), is 
proved. 

The proof of the estimate 

(5.29) 
f dV(z) 
Jvl<ll(,, z)jZI(- zl 2" 3 ~ 1 forall,eDnU, 

which is needed for the proof of ( 5.20), is basically the same: A proof identical 
to the one of Lemma V.3.4, except for obvious modifications, shows that for 
'ED fixed near bD there is a coordinate system u = (u1 , u2 , u') for zeB(,, ij), 
where ij > 0 is independent of,, such that u1 (z) = r(z), u2 (z) = Im <D(,, z), and 
u(O = (rm, 0, ... , 0), which has properties analogous to those of the coor
dinate system ton B(z, 17). From (5.5) we then obtain 

(5.30) 1<11(,, z)l :<: lu11 + lu2 1 + bn(') + lul 2 

for u = u(z) and z E B(,, ij) n 15, so that one can proceed as in the proof 
of (5.24). • 

PROOF oF THEOREM 5.4. Part (i) is an immediate consequence of Lemma 5.5, 
with s = 1, and the generalized Young's inequality (see Appendix B). Part (iii) 
is obvious from the definition of 0Tq (recall also Theorem IV.1.14 for the 
required regularity result for !lq(B)). Finally, the estimate (ii) follows from 
Theorem IV.l.14 and from Lemma V.3.1 combined with 

(5.31) I dz tf 1\ a,rfq-1(', z)l ~ (jn(z)-112 11/IILoo(D)• 

The proof of (5.31) is obtained by combining the methods used in the proof 
of Proposition V.3.3, the representation (5.22) for the typical term in a coeffi
cient of a,rfq_1, and the estimate (5.26) for 1<111. The details are left to the 
reader. • 

5.4. A Solution Operator for a with LP Estimates 

By combining the parametrix 0Tq for a with the construction in Chapter V, 
§2.4, we easily obtain a solution operator for a with the same regularity 
properties as a'tq, as follows. 

Theorem 5.6. Let D cc IC" be strictly pseudoconvex with boundary of class C3• 

For 1 :::;; q :::;; n there are linear (integral) operators 

Sq: L~,q(D) -+ L~.q-1 (D) 
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and a constant C with the following properties: 

(i) IISqfllu(Dl ~ Cllfllu<Ddor 1 ~ P ~ oo. 
{ii} ISqfiA,,z(D) ~ CllfiiL 00(D)• 

(iii) For l = 0, 1, 2, ... ' iff E L~.q n C1, then Sqf E c~.q-1 (D). 
(iv) Iff E CJ.q(D) n L~.q and af = 0, then a(Sqf) = f on D. 
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Remark. Except for (i), this result is identical with Theorem V.2.7. In fact, the 
definition of Sq below and Lemma 5.2(i) show that the operators Sq and Sq 
agree on a-closed forms which are C1 up to the boundary. 

PROOF. By Lemma 5.2(ii), atq: L~,q{D) -+ CO,q{D6) is continuous for 1 ~ q ~ n. 
As in the proof of Theorem V.2.7, we introduce the operator T:·vo given by 
Theorem V.2.5, where D cc V0 cc V cc D6, and define 

(5.32) sq = a'tq + T:·vOootq. 

Suppose f E L~,q{D) n CJ.q(D) is a-closed. By Proposition 5.3(ii), 

(5.33) f = Otqf + a(oTqf), 

and since by Proposition 5.3(iii), atqf is a-closed on D6 , it follows from 
Theorem V.2.5 that 

(5.34) a(T:· Vo 0 atqf) = oEqf on D. 

Clearly (5.32), (5.33), and (5.34) imply (iv) in Theorem 5.6. By (5.14) and the 
definition of T:· Vo, it is clear that (i), (ii), and (iii) hold for the operator 
T:·vo o 0Eq, and since by Theorem 5.4 they hold for 01q, by (5.32) they hold for 
sq as well. • 

Remark 5.7. By using Lemma 5.5 for arbitrary s < (2n + 2)/(2n + 1), Appendix 
B implies that a'tq is a bounded operator from LP to I: for any 1 ~ p, r ~ oo 
which satisfy 1/r > 1/p- 1/(2n + 2). One easily checks, by (5.14), that 

(5.35) 

for any ex < 1. Hence it follows that 

(5.36) IISqfiiL•(Dl ~ llfllu(Dl if ~>~--1-. 
r p 2n + 2 

In particular, 

(5.37) ifp>2n+2. 

More precisely, one can show that 

(5.38) ISqfiA,,z-tn+l)tp ~ llfllu<Dl for p > 2n + 2. 

The reader interested in such refinements may consult [Kra 1]. 
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Remark 5.8. All the estimates for the operator S4 given in Theorem 5.6 are 
stable under sufficiently small C 3 perturbations of the defining function r. This 
can be verified by arguments analogous to those used in the proof of the corre
sponding stability result for the operator S4 in Theorem V.3.6. We shall not 
go into these details here, but consider only the special case of the domain D~ 
with defining function r<~> = r- 11 for 1111 ::;;; '1o· If '1o is sufficiently small, the 
generating form Lv is well defined on bD~ x D~ for 1111::;;; '1o· Similarly, the 
kernels £~~> and A~~l(Lv, B) are well defined (we had already used these for 
11 < 0 in the proof of Proposition 5.3), and we can define 

s~~) = ot~~) + T:· Yo 0 ;;t~~l: L~.q(D~)--+ L~.q-1 (D~), 

where the integrals in 01'~~> and 01t~~> are now taken over D~. Since the 
derivatives of r<~> are independent of 17, and since the volume of D~ is bounded 
by a constant independent of 11 for 1111 ::;;; 17 0 , it follows that all the estimates 
involved in the proof of Theorem 5.6 are independent of 11 for 1111::;;; '1o· We 
thus have: 

Corollary 5.9. There is '1o > 0 such that the operatorS~~> given by Theorem 5.6 
for the domain D~ for 1111::;;; '1o satisfies (i)-(iv) with a constant C independent 
of '1· 

As mentioned earlier, on an arbitrary smoothly bounded pseudoconvex 
domain D, in general there does not exist a solution operator S4 for a, such that 

II Sqfll L~(D) ;:;:; II f II LOO(D) 

(seeN. Sibony [Sib]). On the other hand, L. Hormander [Hor 1] has proved 
the remarkable result that for every bounded pseudoconvex domain D in IC" 
there is a solution operators:: L~,q(D)--+ L~. 4_ 1 (D) with 

a<s:n = f ifaf = 0 

and 

IIS:fiiLz(Dl::;;; CvllfiiL2(Dl• 

where the constant Cv depends only on the diameter of D. Hormander's 
techniques are based on functional analysis and a priori estimates in Hilbert 
spaces, and they are nonconstructive. Nothing seems to be known regarding 
£P estimates for solutions of a on arbitrary pseudoconvex domains for p < 00 

except in case p = 2. 

EXERCISES 

E.5.1. Let D cc IC". Show that the BMK kernel K 4 = !l4(B) satisfies 

L IK4(,, z)l' dV(')::;;; C, < oo for all zeD 

and all s with 1 ::;;; s < 2n/(2.n- 1). 
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E.5.2. In the setting of §5.3, show that 

( dV(C) 

~~~ Jvi&IIC- Zl 2"- 2 < 00 

E.5.3. Prove Lemma 5.5 for 1 < s < (2n + 2)/(2n + 1). 

E.5.4. Give a complete proof of the estimate (5.31). 

§6. Approximation of Holomorphic Functions in 
LPNorm 
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We shall now consider the problem of approximating functions in (!)£P(D) by 
functions in (!)(D) in £P norm. In particular, we will obtain a new proof for the 
uniform approximation result for functions in A(D) discussed in §2. The basic 
idea of the proof is very simple: locally, the approximation is achieved by 
translation; the global obstruction to fitting together the locally defined 
approximating functions is then removed by solving an additive Cousin 
problem with bounds via estimates for solutions of a. 

6.1. Local Approximation 

We choose an open covering {~,j = 1, ... , N} of bD by neighborhoods~ of 
points JJ.i E bD, so that Lemma 1.9 holds. Thus, ifni is the inner unit normal 
to bD at JJ.i, and if for 0 < -r < -r0 we set U0 = D and 

(6.1) U] = {z = w- -rnj: WE £!in D} n ~ 
for j = 1, ... , N, then {~':j = 0, ... , N} is an open cover of i5 provided 1:0 is 
sufficiently small, and the following result holds. 

Lemma 6.1. Suppose 1::;;; p::;;; oo and let fEl!JLP(D). For 0 < -r < -r0 define 
fo = f and 

(6.2) 

Then 

(6.3) 

(6.4) 

for j = 1, ... , N. 

f/ E (!)£P(~') for j = 0, 1, ... , N. 

lim f./= f pointwise on D n [!_;. 
r-o 

(6.5) lim II!/- fiiLP(U-nDJ = 0 
t-+0 J 

if either p < oo, or if p = oo and f E A(D). 

PROOF. Equations (6.3) and (6.4) are obvious from the definitions of [!_;' and 
f/ Equation (6.5) for p < oo follows from the fact that translation defines a 
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continuous operator on U spaces if p < oo; the case p = oo follows from the 

uniform continuity of f. • 

Unfortunately, the local approximating functions f/ do not match up to 
form a global holomorphic function on i5, since 

(6.6) on U]n U;" 

will in general be different from zero if i f= j. However, Lemma 6.1 implies that 
gij is "almost" zero, as follows. 

Corollary 6.2. Define 

(6.7) O~i,j~N}. 

Then one has 

(6.8) limM;(f) = 0 if p < oo or if p = oo andfEA(D), 
r-o 

and 

(6.9) iffEL"'(D). 

PROOF. Equation (6.9) is obvious. For (6.8), fix i andj and let w = ui n ~ n D. 
Then 

llgi}llu<W> ~ ll.f/- fllu<w> + II/;'- fllu<W>• 

and (6.5) implies that 

(6.10) II gij II LP(W) -+ 0 as r-+ 0. 

Since vol[(U;" n ~')- W]-+ 0 as r-+ 0, (6.10) implies (6.8) for p < oo. The 
case p = oo follows again by the uniform continuity off E A(D). • 

6.2. An Additive Cousin Problem with Bounds 

The obstruction in §6.1 to finding a global approximating function is given by 

{gij}, defined in (6.6); clearly this data satisfies the necessary relations 

(6.11) 

for the solution of an additive Cousin problem (see Chapter VI, §4). Of course 

the obvious solution { .f/} is of no use here; instead, what is needed is a solution 

{g/} which is bounded by {gij}, i.e., by M;(f). Since the relevant result is of 

independent interest, we state it separately. 

Theorem 6.3. Let D be strictly pseudoconvex with C 3 boundary and let { ~: j = 0, 
... , N} be an open covering of i5. Set Vj = ~ n D. Then there is a constant 
c < 00 with the following property. If the functions gii E (I)( f'; n Vj) satisfy ( 6.11) 
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for all i,j = 0, ... , N, and if 

MP = Mp( {gii}) =max { ffgiiflu(v,nvi 0 ~ i,j ~ N}, 

then there are functions gi E (()(J.j), j = 0, ... , N, such that 

(6.12) on V; n Vj 

and 

(6.13) for 1 ~ p ~ oo. 
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PROOF. The proof is analogous to the proof of Theorem Vl.4.8, so we will be 
brief. Choose coo functions XiEC(f(UJ,j = 0, ... , N, such that LXi = 1 on 
15, and set vi= L~=oXvgvj· Then viEC 00 (Vf) and 

(6.14) 

moreover, by (6.11), 

N N 
(6.15) vj - V; = L Xv(gvj - gv;) = L Xv(gij) = gij• 

v=O v=O 

Hence avL- av; = agij = 0 on V; n J.j, so that the (0, 1)-form _IX defined locally 
on Vj by avi is globally well defined and coo on D. Clearly aa = 0, and since 
avj = I (axv)gvj• one has 

N 

(6.16) lfaffL:;,l(D) ~ L rravjflu(Vj) ;$ Mp. 
j=O 

By Theorem 5.6 and (6.16), u = Slo:EC 00 (D) satisfies au= a and 

(6.17) 

It follOWS that gj = Vj - U E C 00 ( Vf) satisfies Jgj = 0, i.e., gj is holomorphic, and 
by (6.15), gi-g;= (vi- u)- (v;- u) =vi- v; = gii on V; n J.j. Finally, (6.14) 
and (6.17) imply (6.13) with a new constant C independent of {gii} and p. • 

6.3. Global Approximation 

We now apply Theorem 6.3 to the data {g;j}, 0 < r < r 0 , defined by (6.6) on 
a suitable neighborhood Dq(rJ of 15, as follows. Given the covering {~: j = 1, 
... , N} of bD introduced at the beginning of section 6.1, we choose XiE C(f(~) 
and Xo E C(f(D), so that "'f=o Xi= 1 on a neighborhood n of 15. For each 
r < r 0 choose ry(r) > 0 so that 

Dq<r> c nn(Qo ~)-
Clearly ry(r) ~ 0 as r ~ 0. By choosing r 0 sufficiently small, we may assume 
that 
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supp Xi n D~(<) c VI for all 0 < T <To andj = 0, ... ' N, 

and that the estimates for the operator S\~<•>> given by Theorem 5.6 on the 
domain D~<•> are independent ofT for 0 < T < To (see Corollary 5.9). Now set 

lJ' = VI n v~<·>· 
and apply Theorem 6.3 to the functions g;jE@(V;'n lj'). We thus obtain 
functions gi E @(lj'), 0 ~ j ~ N, such that 

(6.18) on Iii' n lj' 
and 

(6.19) for 1 ~ p ~ oo. 

The remarks just made about S\~<·n, and the fact that the functions Xi intro
duced above-which are used in the proof of Theorem 6.3-are independent 
ofT, imply that the constant C in (6.19) is independent ofT. 

We are now ready to complete the construction of the global approximating 
functions. From (6.6) and (6.18) it follows that 

f/ - gi = f/ - gt on Iii' n ljt. 
Hence there is J< E @(D~<•l), such that 

(6.20) f'=f/-gi on lj<. 

Finally, we estimate f- r as T-+ 0. Since fo = f, (6.20) and (6.19) imply 
N 

(6.21) llf- f'llv(D) ~ L llf- !/llvwnn) + (N + 1)CM;{f). 
i=l J 

If p < oo, or if p = oo and f E A(D), then (6.5), (6.8), and (6.21) imply that 

(6.22) II f- r llv(D)-+ 0 as T-+ 0. 

In case f is only in H 00(D), the above arguments do not imply II!- FIILro<n>-+ 0. 
(The reader should make sure to see where the argument breaks down!) 
However, we can draw the following conclusions: from (6.20), (6.19), and (6.9) 
one obtains 

(6.23) 

for all 0 < T < T0 , where Cis independent of-r; and since H 00 (D) c @LP(D) for 
any p < oo, we still have (6.22) for any p < oo. 

We now summarize the above results. 

Theorem 6.4. Let D be strictly pseudoconvex with C3 boundary. For 1 ~ p < oo, 
every function in @U(D) can be approximated in U(D) norm by functions in 
@(D). Moreover, there is a constant C < oo, such that every f E H 00 (D) can be 
approximated in @(D) by a sequence Uv: v = 1, 2, ... } c @(D) with the following 
properties: 

for all v;;:: 1. 



§7. Regularity Properties of the Bergman Projection 307 

(ii) lim.-oo II f. - f llv(Dl = 0 for every 1 ~ p < oo. 
(iii) Iff extends continuously to D (i.e., f E A(D)), then f..,--+ f uniformly on D. 

Remark 6.5. The question of"pointwise bounded approximation" offunctions 
in H 00 (D) by functions in A(D) or (!)(D) has been studied extensively for 
domains D c C1 by a combination of techniques from complex analysis 
and functional analysis (see, for example, A.M. Davie, T.W. Gamelin, and 
J. Garnett: "Distance estimates and pointwise bounded density", Trans. 
A.M.S. 175 (1973), 37-68.). Motivated by such work in one variable, B. Cole 
and R.M. Range proved that the constant C in Theorem 6.4(i) can be chosen 
to be 1. [CoRa]. 

EXERCISES 

E.6.1. Let D cc C" be bounded and suppose f e H 00 (D) and fv e H 00 (D), v = 1, 2, ... , 
satisfy 

(i) fv--+ f pointwise on D as v--+ oo; 
(ii) II fv II L~(D) ::;; Cll f II L~(D)• V = 1, 2, · · ·, 

where C < oo. Show that f.--+ fin U(D) for all p with 1 ::;; p < oo, but not 
necessarily for p = oo. 

In the remaining exercises assume that D is strictly pseudoconvex with C3 

boundary. 

E.6.2. Given f E A(D), show ti;J.at there is a sequence {f.} c A(D), such that If- fviD --+ 0 
as v--+ oo and lfviD ::;; lfiD for all v. 

Remark. See Remark 6.5 for the corresponding statement for feH 00 (D). 

E.6.3. Show that there is rr > 0, such that for every f E (!) LP(D) there is a sequence 
{f.} e (!) U(Dq) such that 

lim II f- fv IILP(D) = 0. 

Is it possible to also require that llfv IILP(D,)::;; CII!IILP(D) for some constant 
C < oo? 

E.6.4. Suppose feH 00 (D) extends continuously to a point PebD. Show that there is 
a sequence {f.} e H 00 (D) of functions which extend holomorphically across P 
such that fv--+ f uniformly on D as v --+ oo. 

Remark. The result remains true with P replaced by an arbitrary subset E of bD; 
see [Ran 1] for details. 

§7. Regularity Properties of the Bergman Projection 

In this section we will use ideas of N. Kerzman and E.M. Stein [KeSt] and 
E. Ligocka [Lig 2] in order to establish a connection between the Bergman 
kernel K D of a strictly pseudoconvex domain D and explicit integral represen-
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tations. This will allow us to prove some estimates and regularity properties 
for the Bergman projection which are of major importance in the study of 
biholomorphic mappings, as we shall see in the next paragraph. Our approach 
is motivated by the computation of the Bergman kernel K 8 for the unit ball 
Bin Chapter IV, §4.4. By using the techniques developed in §1 and §5 we first 
find a rather explicit kernel Gv((, z) on D x D holomorphic in zED, so that 

f(z) = L f(()G((, z) dV(() = (f, G( ·, z) )v for fE£2 = mU(D) and ZED. 

On the ball B we were able to find G8 ((, z) which was Hermitian symmetric, 
i.e., Gl((, z): = G8 (z, 0 = G8 ((, z) (cf. Chapter IV, formulas (4.19) and (4.20)); 
hence G8 ((, z) is holomorphic in(, and this allowed us to conclude that G8 ((, z) 
is the Bergman kernel. On arbitray domains this symmetry does no longer 
hold, but if we are careful, it remains true "approximately". This will allow us 
to use Gv or GJ; as an approximation for the Bergman kernel Kv and to obtain 
estimates for Kv and the Bergman projection by proving such estimates for 
the explicit kernel Gv. 

7.1. A Reproducing Kernel for Functions in £ 2 

Recall the construction of the "Cauchy kernel" C((, z) in §1. C is globally 
holomorphic in z, and C((, z) = E((, z)- A((, z), where E = E0 = Q0 (Lv), 
and A((,·)= Ti·D# (azE((, ·)) has no singularities on bD x i5. We now use 
the extension E = E 0 of E from bD x D to i5 x D given in (5.4) in order to 
find an extension C for C. For ( E i5 we set A((,·)= Ti·v# (l3zE0 ((, · )) and 
C((, ·) = E0 ((, ·)-A((,·). 

Theorem 7.1. Suppose the defining function r forD is of class Ck+ 3 . Then 

(i) A and a AECk+Loo(f5 x D#); 
{ - - --

(ii) a{CEck+l,oo(D X D- AbD), and for (fixed in D, a{C((. z) is holomorphic 
in z on i5 if( ED, and on i5- {(}if( EbD. 

(iii) For allfE(!)U(D) one has 

(7.1) f(z) = L f(()a{C((, z) for zED. 

PROOF. Since E = Q 0 (Lv) = Q 0 (P)/1Pn, it follows that 

- E - [ a{no(P) - n a{d> 1\ !lo(P)J (j 1\ ilo(P) 
0{ - q> [Ill - r(()]n «t>n+l + q> «t>n ' 

which shows that (j{£ is of class Ck+l,oo, as J{Q0 (P) = (2nitn(a{Pt. Hence 
aza{E = a{azE and azE are of class ck+l,oo on i5 X D#' and the same then 
follows for A= T['D# (azE) and a{ A= T['D# (a{azE). This proves (i). (ii) is 
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then clear from the construction of C. Finally, since C((, ·) = C((, ·)for ( E bD, 

(7.1) is an immediate consequence of Theorem 1.3 and Stokes' Theorem if 
f E A 1 (D). The general case f E (!) L 1 (D) follows by applying (7.1) to the domains 
D~ cc D, 17 < 0, and taking the limit 17 -+ 0. The details of this argument are 
essentially the same as those used in the proof of Proposition 5.3, and hence 
will not be repeated here. • 

We now define 

(7.2) for(, ZED; 

then (7.1) can be written as 

(7.3) f(z) = (f, Gv( ·, z) )v = L f(OGv((, z) dV(() 

for f E (!)L 1(D), and hence, in particular, for f E g 2(D). By Theorem 7.1(ii) and 
(7.2), Gv(a, ·)is in (!)(D) c g 2 (D) for fixed a ED. The formal adjoint G;HC z) = 
G0 (z, 0 is then conjugate holomorphic in (, i.e., G*( ·, z) E g 2 (D) for fixed 

zED. If we had G~ = Gv on D x D, then Gv(C z) would be holomorphic in 
(,and therefore (7.3) would imply that Gv is the Bergman kernel Kv. We are 
thus led to investigate the kernel G~ - Gv. 

7 .2. Cancellation of Singularities 

The regularity properties of the mapping f-+ Gvf defined by 

(Gvf)(z) = Lf(OGv((, z) dV(() for zED 

are determined by the singularities of Gv at ( = z E bD, which depend on the 
zeroes of <D = <I> - r((), as follows. 

Lemma 7.2. Suppose bD is of class Ck+ 3 . There are So> u and functions No, 
N1' N2 E ck+1• 00 (D X D) so that 

(7.4) 

and 

(7.5) 

for (with -s0 < r(O ~ 0 and zED. 

PROOF. We choose s0 > 0 as in the construction of Eq in §5.1, so that q>((} = 1 
for -s0 < r(() ~ 0. Since C = E0 - A, it follows from (5.4) that 
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so that (7.4) follows by setting N0 = -n*[a{cl> 1\ Q0 (P)]. To see (7.5), recall 
that cl> = <I> - r((), and that the definition of P = LJ=1 J1.i d(i in V(1.9) implies 

P((, () = or(() and a{P(C, 0 = aor((). 

Hence 

(7.6) at((, n. 
The right side in (7.6) is clearly a real valued (n, n) form, and since the 
*-operator is real, (7.5) follows. • 

Remark. A more careful examination of (7.6) reveals that, as a consequence 
of the strict pseudoconvexity of D, N0 ((, () -# 0 for ( sufficiently close to bD 
(see Exercise E.7.2). 

Lemma 7.3. The function cl> satisfies 

i icl>((, z)j-<n+l+a) dV(() ;5 !log bv(z)l if IX = 0 {
1 i/1X<0 

{{eD:r({)~-•o} [bv(z)]-a if IX> 0 

for all zED. 

PRooF. The proof of Lemma 7.3 is very similar to the one of Lemma 1.5, and 
the details are left to the reader. The modification required to estimate a 
volume integral involving cl>, rather than a boundary integral, has already been 
used in the proof of Lemma 5.5-see the estimate (5.26) for icl>i in terms of 
special local coordinates. • 

It now follows from Lemma 7.2 that the principal term of Gv((, z) is given 
by N0 /cl>"+l, the other two terms in the representation (7.4) for Gn being 
uniformly integrable according to Lemma 7.3. In order to estimate Gn - G~ 
we therefore compute 

N0 N6 N0 ((, z) N0 (z, () 

(7.7) 
ct>n+l - cl>*n+l = cl>((, z)n+l cl>(z, ()n+l 

[ 1 1 J 0(1(- zl) 0(1(- zl) 
= No((, () ct>n+l - cl>*n+l + ct>n+l + cl>*n+l 

where we have used that N0 ((, z) = N0 ((, () + 0(1( - zl) and N0 (z, () = 
N0 ((, () + 0(1(- z!), and the fact that N0 ((, () is real valued (Lemma 7.2). 
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Next, observe that 

(7.8) 
t-1 

= (ell* - ell) L ell-(t-v)ell*-(v+1) 
v~o 

for any t = 1, 2, .... Recall that in case D is the unit ball, ell = 1 - (z, 0 
obviously satisfies ell* = ell. We now show that for an arbitrary strictly pseudo
convex domain one can achieve 

(7.9) 

As we shall see, this approximate symmetry is a crucial ingredient in our study 
of the Bergman kernel. 

In order to prove (7.9), <I> must be chosen in a special way. Recall from V(l.5) 
that <I>= p# for I(- zl < e/2, where p# is a suitable small perturbation of 
the Levi polynomial F = p<rJ of the defining function r, which we had intro
duced in order to carry out the constructions in Chapter V with minimal 
differentiability assumptions on bD. However, in order to prove (7.9) we must 
choose <I> equal to the Levi polynomial F of r for I ( - z I :::; e/2. 

Lemma 7.4. If r is of class C3 and F((, z) is the Levi polynomial of r, then 

[F((, z)- r(()] - [F(z, () - r(z)] = 0(1(- zl 3 ). 

Corollary 7.5. If <1>((, z) = F locally, then 

(i) ell- ell*= 0(1(- zl 3 ), and 
(ii) lell*l ;c; lelll for(, zED close to bD. 

PROOF. (i) is obvious; (ii) is then an immediate consequence, since lell*l ~ 
jellj - jell* - ellj, by the triangle inequality, and jell((, z)j ;c; I( - zj 2 for ( E U n f5 
and z E i5 by Lemma 5.1. • 

PROOF OF LEMMA 7.4. To simplify notation we shall write or/o(j = rj, 
o2r/o(io(k = rik.• etc. In the definition of the Levi polynomial 

n n 

F((, z) = L ri(()((i- z) - 1/2 L rik(()((i - zi((k - zk) 
j~1 j.k~1 

we substitute ri(() by its first order Taylor expansion at z, 

n n 

ri(O = rj(z) + L rik(z)((k- zk) + L rJ;;,(z)((k- zk) + 0(1(- zl 2 ), 
k~1 k~1 

and 
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It follows that 

F(,, z) = ...:..p(z, 0 + Lz(r;'- z) + 0(1'- zl 3 ), 

and since rik(z) = rik(O + 0(1'- zl), this implies 

(7.10) F(C z) = -F(z, 0 + L~(r;'- z) + 0(1'- zl 3 ). 

Now recall the Taylor expansion 

(7.11) r(z) = r(O- F(,, z)- F(C z) + L~(r;'- z) + 0(1'- zl 3 ) 

ofr (see 11(2.31)). By replacing F(C z) in (7.11) with (7.10)-note that L~ = I~
and rearranging, the desired conclusions follows. • 

From now on we shall assume that <I> = F locally, so that Corollary 7.5 
holds. Since the proof of Theorem 7.1 requires <I> to be of class ck+l, 00 , we will 
also assume that bD is of class at least ck+ 4. It then follows that Gv is of class 
Ck+L oo (see Lemma 7.2). 

Theorem 7.6. The kernel 

(7.12) B(C z) = Gv(C z)- Gt(C z) 

satisfies 

(7.13) L IB(C zW dV(O ;;S 1 for all zED 

and 

(7.14) L IB(C z)ls dV(z) ;;S 1 for all' ED, 

for every s < (2n + 2)/(2n + 1 ). 

PROOF. From (7.4), (7.7), and (7.8) with t = n + 1 and Corollary 7.5 it follows 
that 

IGv(C z)- Gt(C z)l;;;; ltD(C z)l-(n+l)+l/2 for C zED close to bD, 

where we have used ltD(C z)l 112 <:I'- zl. Thus IBis ;;S I<DI-s(n+l/Zl for 'ED 
close to bD, and (7.13) follows from Lemma 7.3, since s(n + 1/2) < n + 1 for 
s < (2n + 2)/(2n + 1). Finally, since B(C z) = -B(z, ,), (7.14) follows from 
(7.13). • 

Corollary 7.7. Define the operator B: f"r--> Bf by 

Bf(z) = Lf(OB(C z) dV(O = (f~ B(-, z))v. 

Then 
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(i) B is a bounded operator from U(D) to U(D) for any 1 ::;; p, q ::;; oo with 
1/q > 1/p - 1/(2n + 2). 

(ii) B: L 2 (D)--+ L 2 (D) is compact. 
(iii) The adjoint B* of B has kernel B*(C, z) = B(z, C). 

PROOF. (i) follows from the Theorem and Appendix B, and (ii) follows from the 
Theorem with s = 1 and Appendix C. For (iii), define B*f(z) = (f, B*( ·, z) )D; 
iff, g E C0 (D), it readily follows that (f, Bg)D = (B*f, g), implying that B* is 
indeed the adjoint of B. • 

7.3. A Representation for the Bergman Projection 

We now combine the integral representation formula obtained in §7.1 with 
the results in §7.2 in order to obtain a representation of the Bergman projec
tion PD: U(D)--+ £'2 (D) in terms of explicit kernels. 

Let f be arbitrary in L 2 (D). Then PDf E £' 2(D), and by (7.3) we have 

(7.15) for a ED. 

Since by (7.12), GD = G~ + B, (7.15) implies that 

PDf(a) =(PDf, G~(·, a))D +(PDf, B(·, a))D 

= (f, PDGD(a, ·))+(PDf, B(·, a)), 
(7.16) 

since G~(', a) = GD(a, ·) and P D is Hermitian. Now recall that by (7.2) and 
Theorem 7.1, GD(a, ·)is in £'2(D) for fixed aED, and hence PDGD(a, ·) = 
GD(a, ·).Thus (7.16) implies 

(7.17) PDf(a) = (f, G~(', a))+ (PDf, B(·, a)) 

for all a ED. 
We summarize the main conclusions. 

Theorem 7.8. Define the operator f~---+ Gtf by 

Gtf(z) = L f(C)G~(C, z) dV(C) = (f, G~(', z)). 

Then 

(7.18) as operators on L2 (D). 

Moreover, GD and Gt are bounded in L2 (D), I+ Band I- Bare invertible 
bounded operators in L 2(D), and 

(7.19) 

PROOF. Equation (7.18) is just a reformulation of (7.17). Solving for Gt gives 

(7.20) 
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Since B and P0 are bounded, (7.20) shows that G1; and G0 = G1; + B are 
bounded operators on L 2 (D). By Corollary 7.7(ii), B is in fact compact, and 
since B* = - B (cf. Corollary 7.7(iii)), the eigenvalues of B are purely imagi
nary, implying that the kernels of I- Band I+ Bare {0}. The Fredholm 
Theory of compact operators (see [Rud 2]) then implies that I - Band I + B 
are invertible in the algebra of bounded operators in L 2 (D). Equation (7.19) 
then follows from (7.20). • 

Corollary 7.9. The Bergman kernel K 0 forD satisfies 

K 0 ((, z) = G~((, z) + 9l((, z) on D x D, 

where the kernel9l((, z) defines a compact operator 

R: L2 (D)--+ U(D) via Rf(z) = (f, 9l( ·, z))0 . 

This result makes precise the statement that G~ is the principal term of 
the Bergman kernel K 0 . Since G0 = G!; +Band B is compact, the principal 
term of K 0 -modulo compact operators-is also given by G0 . 

7.4. The HOlder Continuity of the Bergman Projection 

We shall now use the representation (7.19) for the Bergman projection P0 in 
terms of the explicit operators B and G1; in order to prove the following 
important regularity result. For k = 0, 1, 2, ... , and 0 < IX < 1 we denote by 
ck+a(J5) the space of those functions f E Ck(J5) all whose partial derivatives of 
order k are in Aa(D). For f E ck+a(D), the (k + 1X)-norm on Dis defined by 

(7.21) lflk+a,o = lflk.D +max {IDYfla,o: IYI = k}. 

It is straightforward to check that ck+a(J5) with the norm (7.21) is a Banach 
space. 

Theorem 7.10. SupposeD is strictly pseudoconvex with boundary of class C2k+ 4 

for some integer k 2:: 0. Then the Bergman projection P0 maps Ck+a(J5) boundedly 
into ck+af2 (i5) for any 0 < oc < 1. 

Remark 7.11. One can show that for l E N with 0 ~ l < k and 0 < IX < 1 the 
Bergman projection is bounded from C1+a into c~+a (and not only into c~+af2 ). 

The spaces c~+a(f5) are also denoted by A1+a(D), as they are a natural generali
zation of the Holder spaces (or Lipschitz spaces) Aa(D), oc < 1, to higher order. 
In many areas of analysis one considers also HOlder spaces A1 of integer order 
lEN. Without going into the details, let us mention that At (D) is defined in 
terms of second differences, and that At (D) does not agree with ct (D) or with 
Lipt(D) = {!EC(D): lf(z)- f(w)l ~ Cflz- wl}, but is strictly larger than 
either space! (See E.M. Stein [SteE 3] for details.) It turns out that the 
Bergman projection P 0 is bounded from A1(D) to A1(D) for any l E N, 0 < l ~ k, 
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but P n is not bounded from Lip1 (D) to Lip1 (D), or from C1(D) to C'(i5) for any 
integer l ~ 0. This sort of phenomenon is a familiar one in the theory of 
singular integral operators (see E.M. Stein, op. cit.). The proof of the more 
general continuity result for the Bergman projection stated above can be 
obtained by combining the methods we shall use in the proof of Theorem 7.10 
with the techniques of Ahern and Schneider [AhSc]. However, in this book 
we shall limit the discussion to the proof of Theorem 7.10, not only because 
this result is quite sufficient for the applications in the next paragraph, but 
mainly because its proof is technically somewhat simpler than the one for the 
more general result. 

The proof of Theorem 7.10 will be an easy consequence of the following 
regularity results for the explicit operators G~ and B. 

Main Lemma. If bD is of class C2k+4, then 

(7.22) Gn and G~ are bounded from ck+ll(D) to ck+ll/2 (i5) for any 0 < IX < 1, 

and 

(7.23) B is bounded from Ck(f5) to Ck+112 (i5). 

PROOF OF THEOREM 7.10. (Assuming the Main Lemma). Suppose 0 <IX<!. 
Then (7.23) implies that I - B: Ck+ll(D)- Ck+ll(D) is bounded. Moreover, it is 
a consequence of the Ascoli-Arzela Theorem that for IX> 0 the embedding 
Ck+ll- Ck is a compact map (see Exercise E.7.6). Hence, by (7.23), 

.(7.24) B: ck+ll(D) - ck+ll(D) is compact. 

Since I- B has kernel = {0} on L 2 (D), so does its restriction to Ck+ll. There
fore, by the Fredholm Theory (see [Rud 2], Chapter 4), (7.24) implies that 
I - B is invertible in the algebra of bounded operators on Ck+ll(D), i.e., 
(I - B)-1 is bounded from ck+ll to Ck+ll. The Theorem now follows from this 
statement combined with (7.22) and the representation Pn =(I- B)-1 a G~ 
given in Theorem 7.8. • 

The remainder of this section will be devoted to the proof of the Main 
Lemma. Even though the proof is elementary insofar as it is based on integra
tion by parts and concrete estimations of integrals, the details are quite long 
and technical. The reader is advised to skip this proof on first reading, and to 
proceed directly with the applications of Theorem 7.10 in §8. 

7.5. Admissible Kernels 

In order to prove the Main Lemma we first introduce a class of kernels on 
D x D which includes the kernels Gn and Bn. as well as the kernels of the 
commutators of operators like Gn or B with differentiation operators. We 
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shall assume throughout §7.5 and §7.6 that D is strictly pseudoconvex in en 
with boundary bD of class Ck+ 4 , so that<!> is of class ck+z, 00 • The hypothesis 
bD of class C2k+4 , which appears in the Main Lemma, will only be used in §7. 7. 

Definition. A kernel d((, z) on D x Dis said to be simple admissible of class 
C1, 0:.::;; I:.::;; k + 2, if dis of class C1 on i5 x i5- AbD• and if for each PEbD 
there is a neighborhood U of P, such that on U x U d has a representation 

(7.26) 
t&j((, z) 

d((, z) = [<!>((, z)J 

where j and tEN, and t&J is of class C1 satisfying I t&'J((, z) I ;S I( - z li on U x U. 
We say that the representation (7.26) is of (weighted) order A if 

(7.27) A = 2n + j + min (2, t) - 2t. 

d is of order ;::: A if the representations (7.26) can be chosen of order ;::: A. 

The definition of the order A in (7.27) is motivated by the fact that in suitable 
local coordinates the function <l> vanishes to first order at ( = z E bD in two 
directions, while it vanishes to order 2 in all other directions (see the estimate 
(5.26)!). Thus when counting the order of zeroes in (7.26), up to two factors <l> 
in the denominator can be counted as if they were of order 1, while the 
remaining factors are of order 2. 

Next we enlarge our class of kernels by considering "asymptotic expansions" 
of simple admissible kernels, as follows. 

Definition. A kernel d((, z) on D x D is said to be admissible of class C1, 

0 :.::;; I :.::;; k + 2, if d is of class C1 on D x D and if there are simple admissible 
kernels SJf<0>, ... , SJf<N-1) of class C1 (N depends on d and /) such that 

N-1 

(7.28) d = L SJf(S) + [Jl(N), 
s=O 

where the kernel ;Jll<N> = d - L~=-J SJf<•> satisfies 

(7.29) I~<Nlflz.v =I I f(()!Jl<N>((, ·) dV(() I ;S llfllu 
D !,D 

for all f E L2 (D). If k = oo, dis of class coo if it is of class C1 for each l < oo. 
The admissible kernel d is said to be of order ;::: A if a representation (7.28) 
exists, in which all s(<•> are of order ;::: A. 

Notice that Lemma 7.3 implies the following result. 

Lemma 7.12. If d;.((, z) is a simple admissible kernel of order zA, then 

ifA>O 

ifA=O 

if A< 0. 
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In the following we shall denote a generic admissible kernel of order ~A. 
by .91;.. The precise form of .91;. will generally differ from place to place. Notice 
that .91;. is also of order ~A. - j for any j E 1'\:J, and that it is possible for a kernel 
.91;. to actually be of order ~A. + j for some j > 0. If we want to indicate in 
the notation that .91;. is of class C1, we shall write A;., 1• 

It follows from Lemma 7.2 that the kernel Gv((, z) is admissible of class Ck+1 

(recall that cD = F locally and that we assume bD of class Ck+4 !), and of 
order ~0. The fact that N0 ((, () -::J: 0 on bD (see Exercise E.7.2) implies that 
Gv is not of order ~A. for any A. > 0. In order to see that also the kernels G~ 
and B = Gv - G~ are admissible we need the following Lemma. 

Lemma 7.13. Suppose ~.j ~ 0, is of class C1 on i5 x i5, 1:::;; k + 2, and 1~1 ~ 
I(- zli. Suppose t 1 , t2 E 1'\:J. Then 

(7.30) 

is admissible of class C1 and of order ~A., where 

A.= 2n + j + min(2, t 1 + t2)- 2(t1 + t 2 ). 

PROOF. By (7.8), for any integer t ~ 0 we have 

(7.31) 
1 1 1-1 

_ = _ + (~ _ ~*) L ~-(1-v)~*-(v+l) 
~*I ~~ v=O • 

By introducing (7.31) with t = t 2 in (7.30), and iterating this step with 
appropriate choices oft, one obtains 

(7.32) 

_ N-1 ~(s)(~ _ ~*)' 
.91- L ~(1 1 +12 +s) 

s=O 

12-1 
+ (~ _ ~*t L Jj<•l~-(1 1 +12+N-1-v). ~*-(v+1) 

v=O 

for any N ~ 1, with new terms ~<•> and Jj<•> of class C1• Denote the second 
summand in (7.32) by ~<N>. By Corollary 7.5, each term in the first sum in (7.32) 
is simple admissible of class C1 and of order ~A., while ~<N> is of class C1 on 
D x D and all its partial derivatives of order :::;; 1 with respect to z are sums of 
expressions which are dominated by terms of the form 

(7.33) 
I( _ zlj+3N-v 

~~~~, +I2+N+I v' 
0 :::;; v :::;; 1. 

If N is chosen sufficiently large (N ~ 2(t1 + t2 + l)- j will do), the kernels in 
(7.33) are uniformly bounded on i5 x i5. Thus the required estimate (7.29) for 
~<Nl follows in a standard way by differentiation under the integral sign. • 

Corollary 7.14. If .91 is admissible of class C1 and of order ~A., then its conjugate 
si and its formal adjoint .91*((, z) = d(z, () are admissible of class C1 and of 
order ~A.. 
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Corollary 7.15. The kernel B = Gv - GZ is admissible of class Ck+1 and of 
order ~1. 

PROOF. It is clear from the above that B is admissible of class ck+1. From (7.4) 
and (7.7) it follows that 

(7.34) B = No((, 0 [ $:+1 - <Y>}n+ 1 J + d1. 

Now (7.8) with t = n + 1, Corollary 7.5(i), and Lemma 7.13 imply that the 
first term on the right side of (7.34) is admissible of order ~ 1 as well. • 

The proof of the following result is a straightforward consequence of stan
dard differentiation rules, the definition of admissible kernels, and the fact that 
<i> E Ck+ 2 • 00 (lJ X 15). 

Lemma 7.16. Suppose d;.,l is an admissible kernel on D X D of class C1 with 
1 :s; I :s; k + 2, and of order ~A.. Let v<zl be a vector field of class Con 15 acting 
in the z-variable. Then 

7.6. Integration by Parts 

Lemma 7.16 shows how the kernel changes when one differentiates an integral 

L f(()d;.((, z) dV(O = (f, d;. ( ·, z))v 

with respect to the parameter z. We now introduce a suitable integration by 
parts which allows to reverse the "negative" effect (i.e., the lowering of order 
by 1, respectively 2) by moving the differentiation onto the function f. The 
heart of the matter is the existence of a special vector field Y on 15, acting (, 
with the properties 

(7.35) 

and 

(7.36) (f, Yg)v = (Y*f, g)v 

for some first order partial differential operator Y* .1 

In order to avoid boundary integrals in the integration by parts (7.36), the 
vector field Y must be "tangential" in the following sense: a vector field L on 
15 is said to be tangential (to bD), if L~ E ~bD for ( E bD. This is equivalent to 
Lr = 0 on bD for any defining function r for D. 

1 A first order partial differential operator L of class C1 is a sum L = V + A, where Vis a vector 
field and A a function of class C'; Lf is defined by (Lf)(O = Vr;J + A(()f(O for f E C1. 
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Lemma 7.17. Suppose D c !Rn with bD of class C1+ 1, l ~ 1, and let L be a 
tangential vector field on i5 of class C1• Then there is a first order (tangential) 

partial differential operator L * on i5 of class C1- 1 such that 

(7.37) (f, Lg)D = (L*f, g)D 

for all f, g E C1(D). 

It is clear that (7.37) defines L *uniquely; we call L *the adjoint operator to L. 

PRooF. We first consider the case that Lis supported in a suitable open set 
U. If U cc D, then the existence of L * satisfying (7.37) follows by standard 
integration by parts. No boundary integral appears since L, and hence also 
L *are 0 on bD. Next, assume that U n bD =f. 0 and that U is so small that on 
U there is a positively oriented C1+1 coordinate system (x1, x'), where x 1 = r 
is a C1+1 defining function forD and x' = (Xz, ... ' xn). Then 

n a 
L = L ai

i=1 axj 

and Lis tangential if and only if a 1 (0, x') = 0. The volume element dV satisfies 
dV=y(x)dx 1 1\ dx 2 .•. 1\ dxn, with y(x)>O for xEU. Letf,gEC1 (U). By 
integration by parts one obtains 

(7.38) 

Here the boundary integral vanishes since L is tangential (i.e., a 1 (0, x') = 0). 
Now observe that 

(7.39) 

Hence, if we set 

n a n a 
L* = - L Gj-- y-1 L -(Gjy), 

j=1 axj j=1 axj 

(7.38) and (7.39) imply (7.37). Finally, the general case follows from the special 
cases just considered by a straightforward partition of unity argument. The 
details are left to the reader. • 
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We now return to the strictly pseudoconvex domain D in en with Ck+ 4 

defining function r and define the vector field Y. 

Lemma 7.18. The vector field 

nara nara 
Y= y<r)= I~-- I-~ 

j=l a,j a(j j=l a(j a(j 
of class Ck+ 3 on i5 is tangential and satisfies (Y<I>)((, 0 #- 0 for ( E bD. 

PROOF. It is obvious that Yr = 0, so Y is tangential. Hence Y<l> = Y<D - Yr = 
YF at points((,(), where F is the Levi polynomial ofr. It is now easy to check 
that 

n I ar 12 (YF)((, () = i~ a(i (() #- 0 for ( EbD. • 

Thus Lemma 7.17 applies to Y, and property (7.36) holds. Next, we establish 
property (7.35) for the vector field Y. For our purposes it is important to also 
keep track of the differentiability class of the kernels involved. 

Lemma 7.19. Let .91;., 1 be admissible of class C1, with 1 ~ l ~ k + 2, and of order 
~A.. Then 

(7.40) if A.~ -1, 

and 

(7.41) if A.= 0. 

PROOF. Consider the representation .91;., 1 =I::-~ .s;~<•> + 37l<N> according to 
(7.28) and (7.29), with .s;~<•> simple admissible of order ~A.. The remainder 37t<N>, 
and any term .s;~<•>, for which the local representations can be chosen of order 
>A. (i.e., ~A.+ 1), can be included in the kernel .s#H1, 1_ 1 in (7.40) or (7.41) for 
any A.~ 0. So the proof is reduced to the case where .91;., 1 is simple admissible, 
with a representation 

d -~ 
).,! - <t>t' 

of order A., i.e., 

(7.42) 2n + j + min(2, t) - 2t = A.. 

Since tEN, (7.42) implies t ~ 2 ifj =A.= 0, and t ~ 3 ifj > 0 or A.~ -1. 
Let W be a neighborhood of the boundary diagonal AbD = {((, ()EC2n: 

( E bD} such that (Y<I>)((, z) #- 0 for ((, z) E W, and choose cp E CQ'(W) so that 
0 ~ cp ~ 1 and cp = 1 on a neighborhood W' cc W of AM. Then 

(7.43) 
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On the open set W - L'lbv we can write 

( ~ ) t3J-1 
= Y <f>t-1. + <f>r-1' 

where ~is of class CZ, 6]_ 1 is of class C1- 1, and satisfies 1@}-11 ;S I(- zli-1 if 
j :2: 1, and both~ and 6f- 1 have compact support in W By using (7.42) it 
follows that ~/<D'- 1 = dH2.1 if A .::;; - 1 (t :2: 3 in this case!), and ~/<D'- 1 = du 
if A= 0, and furthermore @"i_ 1 j<l>'-1 = sJi'Hl.l-l (use t :2: 3 if j :2: 1!). Since 
outside W we have cpd;. = 0, we have thus shown that 

if A.::;; -1, 

and 

if A= 0. 

The other term (1 - cp)d;.. in (7.43) is of class CZ on 15 x 15 since 1 - cp = 0 near 
the singularities of d;.. Hence it is simple admissible of order :2: 2n, and thus it 
can be included in the admissible kernel.W'Hl.l-1 in (7.40) or (7.41) • 

We can now prove the main result of this section. 

Proposition 7.20. Suppose bD is of class ck+ 4, with k :2: 1, and let d;.., 1 be 
admissible of class CZ, 2 .::;; l .::;; k + 1, and of order :2: A with A = 0 or 1. If v<zl 
is a vector field in z of class CZ on 15 and f E C 1(15), then 

(7.44) v<z) L fd;..,l dV = L (Y*f).W';..,I-1 dV + L f.W';_,I-2 dV. 

PROOF. By differentiating under the integral sign and applying Lemma 7.16 
to d;.., 1 one obtains 

(7.45) v<z) Lfd;.,l dV = (f, d;..-2)D + (f, d;..-1,1-l)D. 

By applying Lemma 7.19 to the first term on the right side of (7.45) (notice 
that ). - 2 .::;; -1 if A = 0 or 1 !) and integration by parts, it follows that 

(f, .W';.-2,1) = (f, Yd;.,l) + (f, d;.-u-d 
(7.46) 

= (Y*f, -~;.,1) + (f, d;.-1,1-d· 

To the last terms in (7.45) and (7.46) we apply Lemma 7.19 once more (this time 
allowing for A - 1 = 0), and we obtain 

(7.47) 
(f, d;.-1,1-d = (f, Yd.u-d + (f, .si;.,1-2) 

= (Y*f, d;..,1-d + (f, .s1';.,1-2)· 

Equation (7.44) now follows by combining (7.45)-(7.47). • 
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Remark 7.21. Notice that the differentiability class of the kernel drops by 2 in 
Proposition 7.20, even though v<z> involves only differentiation of order 1. If d 
has the special form .s;{ = cS'o/<f>n+l with cS'o E C1· 00 ' one can show that Propo
sition (7.20) holds with a loss of only one order of differentiability (see Exercise 
E.7.9). Notice that the kernel Gv is of this form. However, the study of the 
operator B = Gv- G~ of order ;;::: 1 requires the general version of Proposi
tion 7.20. Thus, in order to estimate k derivatives of Bfthe kernel B must be 
at least of class C 2k. This explains the particular differentiability hypothesis 
in the Main Lemma and in Theorem 7.10. 

7.7. Proof of the Main Lemma 

We have now collected all the ingredients necessary for the proof of the Main 
Lemma in §7.4. As suggested by Remark 7.21, we assume that bD is of class 
C2 k+ 4 • The kernels Gv, G~, and B = Gv - G~ are then admissible of class 
C2 k+l and of order ;;::: A for A = 0, respectively A = 1. By applying Proposition 
7.20 with v<z> = a;azj or a;azj, 1 ~j ~ n, to an admissible kernel d).,2k+l• and 
using induction overmEN, it follows that 

m 

D;li(J, d).,2k+dn = L (Y*•f, .s;{~·fil-m)+dn 
v=O 

for all multi-indices IX, f3 EN" with I lXI + 1/31 = m and for all m with 0 ~ m ~ k; 
in particular, for m = k, we obtain 

(7.48) for IIXI + 1/31 = k. 

The Main Lemma is an immediate consequence of the remarks above, the 
representation (7.48), and the following Lemma. 

Lemma 7.22. Define the operator f r--+ dJ by 

dJ(z) = Lf(()d;., 1((, z) dV((). 

Then 

(i) d 0 is bounded from A"'(D) to Aa.~2 (D)for any 0 <IX< 1. 
(ii) d 1 is boundedfrom L 00 (D) to A112 (D). 

PROOF. Let us first prove (ii), which is the simpler case. By Lemma V.3.1, it is 
enough to show that 

(7.49) for zeD: 

Equation (7.49) follows by differentiation under the integral sign, Lemma 7.16, 
and a straightforward estimation based on Lemma 7.12-notice that the 
relevant kernels are of order ;;::: - 1 in this case. 
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Similarly, in order to prove (i) it suffices to show that 

(7.50) for zED. 

By Lemma 7.16, with v<zl = 8/8zi or 8j8zi, one has 

(7.51) 

By Lemma 7.12, the first term on the right in (7.51) is estimated by I flvb.D1'2(z), 
which is dominated by the right side of(7.50) for any et ::s; 1. In order to estimate 
the second term in (7.51) we may assume without loss of generality that d _2,1 
is simple admissible. We then write 

(7.52) 
Lf(()d-2,1((, z) dV(() = L [f(()- f(z)]d_ 2,1 dV(() 

+ f(z)(1, d -2. d. 
The formula (7.27) for the order implies in casd = -2 that t = n + 2 + j/2, so 
that 

I(- zla+i 
l[f(()- f(z)Jd-2.1((, z)I::S lflalci>l"+2+i/2 

::5 lflalc!>l-n-2+~2 

for(, zED near bD (recalllci>l ~ I( - zl 2 !). Hence, by Lemma 7.3, the first term 
on the right in (7.52) is estimated by the right side of (7.50). Finally, for the 
remaining term in (7.52) we use Lemma 7.19 and integration by parts to obtain 

(1, d_2,1)v = (1, Yd0 , 1) + (1, d-1,0 ) 

= (Y*1, d 0,d + (1, d-t,o) 

= (1, .9i -1,0). 

Hence, again by Lemma 7.12, it follows that 

lf(z)(1, d -2,1 ( ·, z))vl ::5 II f IILoob.D112 (z), 

so that this term is also estimated by the right side of (7.50). We have thus 
verified (7.50), and the proof of the Lemma is complete. • 

EXERCISES 

E.7.1. Carry out the details of the reproducing property (7.1) of ~C in casef E (!)L 1(D). 

E.7.2. Prove that the function N0 in Lemma 7.2 satisfies 

where ~~(r) is the determinant of the Leviform on r.c(bD) (cf. §3.5 for the precise 
definition). 

E.7.3. Carry out the details of the proof of Lemma 7.3. 
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E.7.4. (i) Show that for any e with 0 < e < 1 one has 

sup l 1~(,, z)l-(n+l)lr(z)l'lr(,)l-• dV(O < oo. 
zeDJD 

(r is the strictly plurisubharmonic defining function for D.) 
(ii) Use (i) to show that any continuous kernel G(C z) on D x D which satisfies 

IG(,, z)l:::; 1~(,, z)l-(n+l) on D x D defines, by integration, a bounded linear 
map G: U(D)--+ U(D) for any p with 1 < p < oo. (See also [PhSt].) 

E.7.5. (i) Let G0 be the kernel on D x D defined in the text, and let G~(,, z) -= G0 (z, ,). 
Show that the corresponding operator G~ with kernel G~ is the Hilbert space 
adjoint of G0 on L 2 (D). 

(ii) With the notations of the text, show that one also has the representation 
P0 = G 0 o(l + B)-1. 

E.7.6. Suppose 0 <IX < {3 < 1. Show that the embedding Ck+fl(D)--+ Ck+"(D) is a com
pact operator. (Hint: Consider k = 0 first~) 

E.7.7. Show that if D c:c: IR" has C1 boundary and ~E C1(D X D) satisfies l~(x, y)l = 

O(lx- yli) for some integer j with 1 :Sj :S I, then ldx~(x, y)l anclldA(x, y)l 
are O(lx - yli-l ). 

E.7.8. Let D c:c:_ C" be strictly pseudoconvex with C2 boundary. Allowable vector 
fields on D where defined in E.V.3.2. 

(i) Show that the vector field Yin Lemma 7.18 is not allowable. 
(ii) Show that for every P E bD there are a neighborhood U of P, a function g on 

U, and allowable vector fields W1 , W2 , W3 on U, such that Y = g[W1 , W2 ] + 
W3 on U. ([W1 , W2 ] is the commutator W1 W2 - W2 W1 .) 

(iii) Improve Lemma 7.16 as follows: if the vector field Vis allowable, then 

y(z)JiiJ.,l = d;.-!,1-!• 

E.7.9. (i) Let d 0 , 1 = S0j~•+l be a simple admissible kernel with S0 of class C1·"'. Let V 
be any C"' vector field. Show that 

V(z)d0 ,1 = Ydo,l + do,l-1• 

where the kernels d and d are of the same type as d 0 •1, with 80 and l 0 of 
class C1·"' and cl-l,oo, respectively, 

(ii) Use (i) to show that if bD is of cla~s Ck+\ then the operator G0 defined in the 
text is bounded from Ck+•(f5) to Ck+ofl(f5) for any 0 < IX < 1. 

§8. Boundary Regularity of Biholomorphic Maps 

In this section we show how the property that the Bergman projection 
operator preserves differentiability of functions up to the boundary can be 
used in the study of boundary regularity of biholomorphic maps. By combin
ing these methods with Theorem 7.10 we obtain as the main application a 
complete proof of the following fundamental theorem: Any biholomorphic map 
between two bounded strictly pseudoconvex domains extends smoothly to the 
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boundary. This result is classical in one complex variable, 1 but in several 
variables it had been a major outstanding conjecture for many years. 

The first-and very complicated-proof of this theorem was given by 
Charles FetTerman in 1974 [Fef]. The proof presented here is quite different 
and more elementary than the original one. More significantly, the methods 
are applicable in much more general situations whenever the necessary regu
larity property for the Bergman projection can be established. The main ideas 
of this proof were developed in the late 1970s, beginning with a paper of 
S. Webster [Web] and culminating in the work of S. Bell and E. Ligocka 
[BeLi]. Since then, these methods have proven very fruitful in numerous 
investigations (see the Notes for some additional references). 

FetTerman's Mapping Theorem is of major importance in the classification 
of strictly pseudoconvex domains-comparable to the role of the Riemann 
Mapping Theorem in one variable. In fact, by FetTerman's result, the question 
of whether two smoothly bounded strictly pseudoconvex domains D1 and D2 

in C" are biholomorphically equivalent is reduced to the question of whether 
there is a diffeomorphism ft: bD1 --+ bD2 which satisfies the tangential Cauchy
Riemann equations. It is known that in case n;;::.: 2 there is an infinite sequence 
of differential obstructions to the existence of such a map F, even at the local 
level-notice that by the Riemann Mapping Theorem locally there are no 
obstructions if n = 1; moreover, these obstructions are, at least in principle, 
computable. This was discovered already in.1932 by E. Cartan in case n = 2 
("Sur Ia geometrie pseudoconforme des hypersurfaces de deux variables com
plexes", Oeuvres II, 2, 1231-1304, and III, 2, 1217-1238). The general case was 
studied more recently by N. Tanaka [Tan] in 1967 and by S.S. Chern and 
J. Moser [ChMo] in 1974. Even though the discussion of these results is be
yond the scope of this book, these brief remarks should help to put FetTerman's 
Mapping Theorem in the proper perspective. 

8.1. A Regularity Condition and Differentiability of the 
Bergman Kernel 

We begin by singling out the regularity property which has played a funda
mental role in recent investigations on boundary regularity of holomorphic 
maps. 

Definition. A bounded domain D in C" is said to satisfy condition (Rd for some 
kEN if there is an integer mkE N such that the Bergman projection PD: 
L 2 (D)--+ £ 2 (D)( = (f}L 2 (D)) is a bounded map from cmk(D) into Ck(i5), i.e., if 
the following hold: 

1 The first proof seems to be due to P. Painleve "Sur Ia theorie de Ia representation conforme", 
C.R. Acad. Science Paris 112, 653-657 (1891). Other proofs were given by O.D. Kellogg, Trans. 
Amer. Math. Soc. 13, 109-132 (1912), and S. Warschawski, Math. Zeitschrift 35, 321-456 (1932). 
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(i) p vf E Ck(f5) iff E cm•(D), and 
(ii) there is a constant ck < oo such that 

IPvflk,D S cklflm •. D 

for allf E cm•(D). 

D is said to satisfy condition (R) if it satisfies (Rd for every kEN. 

In general, the precise relationship petween k and mk will not matter, but we 
shall write (Rk,m.) instead of (Rd w~enever we want to emphasize mk as well. 

The essential conclusion of Theorem 7.10 can now be stated as follows. 

Theorem 8.1. A bounded strictly pseudoconvex domain D in IC" with C2 k+ 4 

boundary satisfies condition (Rk.k+l ). 

Condition (R) holds for many other domains; for example, we will show in 
§8.6 that it holds for smoothly bounded complete Reinhardt domains. It also 
holds for (weakly) pseudoconvex domains with real analytic boundary. This is 
a simple consequence of deep regularity results for the a-equation on such 
domains proved by J.J. Kohn in 1977 [Koh 3]. On the other hand, quite 
recently D. Barrett [Bar] found a smoothly bounded domain in IC 2 which does 
not have property (Rd for any k. Barrett's example is not pseudoconvex; it is 
still unknown whether condition (R)-or just (Rk) for some k -holds for every 
smoothly bounded pseudoconvex domain. 

Theorem 8.2. Suppose D cc iC" satisfies condition (Rk). Then K v( ·, a) E Ck(f5) 
for every a ED. 

The proof is an immediate consequence of the following useful represen
tation for the Bergman kernel. 

Lemma 8.3. Let a ED and suppose (/)a E C0 (D) is radially symmetric about a 
(i.e., (/Ja depends only on lz - al), and J ({Ja dV = 1. Then 

Kv(.' a)= Pv(/Ja· 

PRoOF OF LEMMA 8.3. We may assume that qya is supported in a balJ B(a, e) cc 

D. By the mean value property (see Exercise E.8.2)f E @(D) satisfies 

(8.1) f(a) I dS = I f dS 
JbB(a,p) JbB(a,p) 

for 0 < p s e. Since qya is constant on bB(a, p), (8.1) implies 

(8.2) f(a) ~ (/)adS= ~ fqyadS. J bB(a,p) J bB(a,p) 

Integrating (8.2) with respect to p from 0 to e gives 
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f(a) l CfJadV = l fcpadV, J B(a, e) J B(a, e) 

which, because of J CfJa dV = 1, implies 

(8.3) f(a) = (J, ijja)D forfe(!)(D). 

Iff E Jl'2 (D), thenf = P 0 f, and since P 0 is Hermitian, it follows from (8.3) that 

(8.4) 

Since P 0 (jja E Jl'2, (8.4) implies the desired result. • 

8.2. Homogeneous Bergman Kernel Coordinates 

In this section we give an overview of the method we shall use in order to study 
the behavior of a biholomorphic map F: D1 -+ D2 at the boundary. 

Given points a0 , a 1 , ... , aneD1 , we introduce (a priori meromorphic) 
functions 

(8.5) u-(z) = K 0 , (z, a) 
1 K 0 , (z, a0 ) 

on D1 

and 

(8.6) v-(w) = K 02(w, F(ai) 
1 K 02 (W, F(a0 )) 

onD2 

forj = 1, ... , n. ThetransformationformulafortheBergmankernel(Theorem 
IV.4.9) implies that 

(8.7) 

If the points a0 , a 1 , a2 , ... , an E D1 can be chosen so that the corresponding 
functions u 1 , ... , un and v 1 , ... , vn form (local) holomorphic coordinate 
systems, then (8.7) shows that the representation ofF in these coordinates is 
a complex linear transformation! This suggests that in order to study the 
behavior of F near a boundary point P E bD1 one should try to find such 
coordinates u1 , ... , un in a neighborhood U n D1 of P and corresponding 
coordinates v1, ... , vn near "Q = F(P)". 

This is, of course, quite vague as long as F is not defined on bD1 • But 
assuming condition (R 1), we at least know that K0 ,(", a) extends as a C1 

function to the boundary bD1 for fixed a E D1 (Theorem 8.2), so one has 
something to start with. The immediate obvious question then, is whether, 
given PebD1 , one can find a0 ED1 so that K 0 ,(P, a0 ) # 0. Assuming this to 
be the case, the next, and apparently much more difficult question is whether 
one can find additional points a 1 , .•• , an E D1, so that 
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(8.8) det [j_(Kv, (.' ai) )] _ (p) ;6 0 az K (· a ) '·=l, ... ,n I D 1 ' 0 J-l, ... ,n 

Quite surprisingly, affirmative answers to both these questions are rather 
elementary, though nontrivial consequences of condition (Rd. And once the 
existence of the special coordinate systems (8.5) and (8.6) at the boundary has 
been established, it will be a fairly simple matter to turn the vague ideas 
sketched above into a rigorous argument. 

In the next few sections we shall carry out the details of this program. 

8.3. Bell's "Density Lemma" 

We first discuss the result which will be the key ingredient in the proof of the 
non vanishing of the determinant (8.8). 

Theorem 8.4. SupposeD cc C" has coo boundary and satisfies condition (Rd. 
Then A 00 (D) is contained in the closure of the linear span of { K v( ·, a): a e D} in 
the C1 norm over D. The same conclusion holds for a strictly pseudoconvex 
domain with boundary of class at least C6 • 

PRooF. We shall discuss the proof in case D is strictly pseudoconvex with 
boundary of class C6, so that D satisfies condition (R 1, 2 ) by Theorem 8.1. The 
modifications necessary for the other case will be left to the reader (see also 
Lemma 8.13). The proof will involve two technical lemmas, but the basic 
scheme is quite simple, as follows. GivenfeA 00 (D), we havef = Pvf; by 
Lemma 8.5, below, there is q e C2 (D) such that (i)f = P vU - q), and (ii)f - q 
and all its partial derivatives of order ~ 2 vanish on bD. It then follows by 
standard real analysis techniques (Lemma 8.6 below) that!- q = Iimi_.oogi 
in C2 (D), where gi is in the linear span of functions (/)a e C0(D), a e D, which 
satisfy the hypothesis of Lemma 8.3. Thus P v9i is in the linear span of {P v(/Ja: 

aeD} = {Kv(·, a): aeD}, and by Theorem 8.1 with k = 1 it follows that 
f = Pv(f- q) = limj ... oo PDgi in C1(D). • 

We now prove the two lemmas which were used in the proof of Theorem 8.4. 

Lemma 8.5. Suppose D cc C" has boundary of class at least C6 and satisfies 
(R0 ). Given f e C6 (D), there is q e C2(D) with P Dq = 0 and such that 

(8.9) D''li(J- q)ibv = 0 for all tX, PeN" with ltXI + IPI ~2. 

PRooF. By a partition of unity argument it is enough to prove the Lemma forf 
with support in U n i5, where U is a neighborhood of an arbitrary point P e bD. 
Let r be a C6 defining function for D. We choose U = U(P) so small that for 
somej between 1 and none has ar;azi ;6 0 on U. In order to achieve Pvq = 0, it 
is enough to construct q of the form 
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(8.10) 

In fact, if(8.10) holds, one has 

r ag 
Pnq(z) = (q, Kn(', z))n = Jna'i Kn(,, z) dV 

=-Lga~ Kn(,,z)dV 

by integration by parts-the boundary integral vanishes since gibn = 0 and 
K( ·, z) e C(D) by condition (R0 ) and Theorem 8.2-and the last integral is 0 
since Kn(,, z) is holomorphic in'· 

We may assume that U is so small that on U there is a C6 coordinate system 
(x 1 , x') with x 1 = r and that U = { (x 1, x'): - e < x 1 < e, x' e U'} for some 
neighborhood U' of 0 in IR 2n-1• In these coordinates the vector field a;azi 
transforms into a complex valued vector field V = :L~:! 1 a.(x)(a;ax.) of class 
C5 which satisfies Vx 1 =1= 0 on U. In order to satisfy (8.9) and (8.10) we must 
construct g on U so that 

(8.11) 
g(O, x') = 0 and D~(f - V g)(O, x') = 0 for all x' e U' 

and ate N 2n with latl :::;; 2. 

We set 

2 
(8.12) g(x1 , x') = L x1+ 1 u.(x') 

v=O 

with functions u. on U' which we now specify. Clearly g satisfies g(O, x') = 0. 
The case at = 0 in (8.11) gives 

0 = (f- Vg)(O, x') = f(O, x')- (Vxd(O, x')u0 (x'), 

i.e., u0 (x') = (f/Vxd(O, x'). 
Similarly, by recursively applying (8.11) with D12 = a;ax 1 and a2;axf one 

obtains 

and 

a2 
~[f- V(x 1 u0 + x~ud] 

u2(x') = x (0, x'). 
3! Vx 1 

The above equations define u0 , u1 , u2 as functions on U' of class CS, C\ and 
C3, respectively. Hence g given by (8.12) is of class C3 on U, and it easily follows 
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from the above that (8.11) holds. Finally we choose <p E Cg'(U) with <p = 1 
on support/ cc U, and replace g by <pg. After returning to the original co
ordinates, the function q = a;azjg is then in C 2 (i5) and it satisfies (8.9), as 
required. • 

The other lemma used in the proof of Theorem 8.4 is independent of the 
complex structure; we therefore state it for regions on IR". 

Lemma 8.6. Suppose D cc IR" has boundary of class Ck, k ~ 1, and denote by 
9l(D) the linear span of all functions <p E Cg'(D) which are radially symmetric 
around points a ED and satisfy J <p dV = 1. Then every f E Ck(f5) which satisfies 

(8.13) (D"f)(x) = 0 for x E bD and all a. E ~n with Ia. I 5, k, 

is the limit in Ck(f5) norm of a sequence of functions on 9l(D). 

PROOF. We first show that every function/ E Ck(f5) which satisfies (8.13) can be 
approximated in Ck(f5) norm by functions with compact support in D. By a 
partition of unity argument, we may assume thatfhas support in U, where U 
is a neighborhood of P E bD for which Lemma 2.4 holds. If we define j by 
j(x) = j(x) for X E jj n U and j(x) = 0 for X E U - f5, then (8.13) implies 
that jE C~(U). Moreover, if n is the inner unit normal at P, then f.(x): = 
f(x - -m) has compact support in D n U for sufficiently small r > 0, and 
If- f.:lk,nnu-+ 0 as r-+ 0. 

Thus, by replacing f with f.:, we may assume that f E q(D). Let <p E 
Cg'(B(O, 1)) be a radially symmetric function around 0 with J <pdV = 1, and 
set <pj(x) = j"<p(jx) for j = 1, 2, .... Define 

(8.14) jj(x) = f f(y)<pi(x- y) dV(y) = f f(x- y)<pi(y) dV(y). 

Then jj E Cg'(D) for j sufficiently large, and it follows by standard analysis 
techniques (see also the proof of Theorem 11.4.12) that 

(8.15) D"jj(x) =I f(y)D~<pi(x- y) dV(y) =I (D"f)(y)<pi(x- y) dV(y) 

for all a.E ~"with Ia. I 5, k, and that If- jjlk,D-+ 0 asj-+ oo. 1 

Finally, for fixed j, we approximate the integral (8.14) defining jj(x) by 
Riemann sums. These are of the form 

N 

L c./(1'/.)<pj(x - 11.) 
v=l 

with certain constants c., and hence are elements of 9l(D) if j is sufficiently 
large. Since the modulus of continuity of the functions y-+ f(y)D~<pi(x- y) 
can be bounded independently of x and a. E ~" for I a. I 5, k, it follows from the 
representation (8.15) that the approximation of the integral (8.14) by Riemann 
sums will converge to jj in Ck(f5) norm. • 

1 The procedure used here is commonly known as convolution off with an "approximate identity". 
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8.4. Ligocka's Nondegeneracy Condition 

The non vanishing of the determinant (8.8) will be an elementary consequence 
of the nonvanishing of another determinant. Because of the fundamental 
importance of this latter condition we make the following formal definition. 

Definition. The domain Din en is said to satisfy condition (Bk) for some k ;;::: 1 if 

(i) for each a ED one has K D( ·, a) E Ck(.D), and 
(ii) for each P E i5 there are points a0 , ••• an ED with 

(8.16) 

and 

KD(P, a0 )· •· KD(P, an) 

(8.17) det 

iJKD iJKD 
-, -(P, a0 ) • • • -, -(P, an) 
uz 1 uz1 

:;6 0. 

The derivatives in (8.17) are taken with respect to the first variable in 
KD( ·, ai). Notice that (i) implies that all entries in the determinant (8.17) are 
well defined even at points P E bD; this is the crucial case for our purposes. 

Condition (Bk) was introduced by E. Ligocka in 1979 [Lig 1]. A closely 
related condition was formulated earlier by S. Webster [Web]. 

We can now easily prove the main result of this section. 

Theorem 8.7. A strictly pseudoconvex domain D in en with boundary of class 
C2k+4 with k;;::: 1 satisfies condition (Bd. Moreover, every smoothly bounded 
domain for which condition (Rk) holds satisfies (Bd. 

PROOF. Part (i) of condition (Bk) is obvious by Theorem 8.1 and Theorem 8.2. 
To prove (ii), fix P E i5 and suppose the determinant (8.17) were 0 for all 
(ao, a1' ... ' an) E vn+1. By using Theorem 8.4 and the multilinearity and con
tinuity of the determinant as a function of the columns, it would follow that 
for every collection of functions g0 , g1, ... , gn E A 00 (D) one has 

go(P) · · · · · gn(P) 

ogo ogn 
-(P)·····-(P) oz 1 oz 1 

det = 0. 
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But this is clearly impossible: take, for example, g0 = 1 and gj(z) = zi for 
1 :::;; j :::;; n. Thus (8.17) must hold for some (ao. a1' ... ' an) E Dn+1. In particular, 
the first row contains a nonzero entry, and, after renumbering, we may assume 
that (8.16) holds as well. • 

Condition (Bk) is not limited to domains with differentiable boundary. For 
example, one has the following result. 

Lemma 8.8. If the regions D; cc en•, i = 1, 2, satisfy condition ( Bk), so does 
D = D1 X D2. 

The proof is left to the reader (use Theorem IV.4. 7!). 
We can now prove the existence of the special homogeneous Bergman 

kernel coordinates mentioned in §8.2. 

Corollary 8.9. Suppose D c en has Ck boundary and satisfies condition (Bk). 
Then for each P E bD there are a neighborhood Q of P and points a0 , a 1 , .•• , 

an ED, such that the map u = (u 1 , ... , un) defined by 

u.(z) = KD(z, ai) 
1 KD(z, a0 ) 

has components in Ak(Q n D) and satisfies 

(8.18) det u'(P) =f 0. 

Moreover, u is a holomorphic coordinate system on Q n D whose inverse u - 1 has 
components in Ak(u(Q n D)). 

PROOF. Given P E bD, choose a0 , ••. , an ED according to condition (Bk), so that 
(8.16) and (8.17) hold. By continuity, there is Q = Q{P), so that KD(z, a0 ) =f 0 
for z E 0 n f5, and hence, by (i) in (Bk), u1, ... , un are well defined functions in 
Ak(Q n D). To see (8.18) notice that 

oui _1 oKD (oKD _2 ) 
~(P) = KD(P, a0 ) -:1-(P, ai)- -:1-KD (P, a0 )KD(P, a). 
u~ u~ u~ 

Hence, after multiplying the (l + 1)st row of the determinant in (8.17) by 
KD(P, a0 )-1 and then subtracting from it 

( oKD _2 ) 
OZt KD (P, ao) 

times the first row, for 1 :::;; l :::;; n, the non vanishing of (8.17) implies that 

K D(P, a0 ) · • • K D(P, an) 

0 

det 
( oui(P)) _ 

OZ 1.:1, ... ,n 
I J-1, ... ,n 

=f 0, 

0 
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and (8.18) follows. The remaining statement, with a perhaps smaller neighbor
hood n, is now a consequence of the inverse function theorem, as follows. Since 
ui is holomorphic on n n D, one has (ou)oz1)(P) = 0 for i -:::;.. j, l -:::;.. n, so that 
(8.18) implies that det J~u(P) =f. 0, by Lemma 1.2.1. Since bD is of class Ck near 
P, one can extend the functions ui as Ck functions to a full neighborhood n of P 
(see Exercise E.III.l.15), so that the standard inverse function theorem from 
real calculus applies, showing that-after perhaps shrinking n-the map 
u: n--+ u(Q) is a Ck diffeomorphism onto the open set u(Q). Finally, since u 
is holomorphic on U n D, it follows that u - 1 is holomorphic on u(Q n D). • 

Remark. The conclusions of Corollary 8.9 remain true under much weaker 
regularity assumptions on bD, but we shall not pursue such technical gen
eralizations here. The interested reader may consult Exercise E.8.5. 

8.5. The Differentiability of Biholomorphic Maps at the 
Boundary 

We now have available all the tools required for the proof of the following 
regularity result for biholomorphic maps. 

Theorem 8.10. Let D1 and D2 be bounded domains inC" with boundary of class 
Ck which satisfy condition (Bk). Then every biholomorphic map F: D1 --+ D2 is in 
Ck(D1). 

The statement FE Ck(i51 ) means, of course, that every component of F = 
(/1 , ... Jn) is in Ck(i51 ). It follows that F has a Ck extension to a neighborhood 
of 151 (see Exercise E.III.l.15). The differentiability assumptions on bD can be 
weakened-see the Remark at the end of the preceding section. 

By combining Theorem 8.10 with Theorem 8.7 one immediately obtains the 
following more precise version of FetTerman's Mapping Theorem. 

Theorem 8.11. Suppose D1 and D2 are bounded strictly pseudoconvex domains 
in C" with boundary of class C 2 k+ 4 , where k ~ 1. Then every biholomorphic map 
F: D1 --+ D2 is in Ck(D1). 

FetTerman's original proof [Fef] dealt with the case k = oo. The version 
given here was proved by E. Ligocka in 1980 [Lig 2]. 

Remark 8.12. By applying Theorem 8.10 or Theorem 8.11 to F and F-1, it 
easily follows that the biholomorphic map F extends to a Ck diffeomorphism 
of the closures D1 and D2 • 

PROOF OF THEOREM 8.1 0. The proof will involve three elementary steps. 

Step 1. There are constants c1 , c2 such that 0 < c1 ~ ldet F'(z)i ~ c2 < oo for 
all zED1 • 
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PROOF. Arguing by contradiction, suppose there is a sequence { p.} c D1 such 
that det F'(p.)--+ 0 as v--+ oo. Since det F' # 0 on D1 , we may assume-after 
passing to a subsequence-that limp.= PebD1 • By the transformation for
mula for the Bergman kernel (Theorem IV.4.9.) we have 

(8.19) KD, (p., a)= det F'(p.)KD 2 (F(p.), F(a)) det F'(a) 

for every aeD1 • Since condition (Bk) implies that KD,(·, a) and KD2 (·, F(a)) 
are, in particular, continuous on D1 and D2 , respectively, (8.19) implies that 
KD,(P, a)= lim.-ooKD,(p., a)= 0. Since aeD1 is arbitrary, this contradicts 
(8.16) in condition (Bd for D1 . The same argument applied to F-1 shows that 
ldet(F-1)'(w)l ~ c > 0 for all weD2 , which implies ldet F'(z)l:::;; 1/c for all 
zeD1 . 

Step 2. F extends continuously to D1 . 

PROOF. It is enough to show that all partial derivatives ojj/oz1, 1 :::;; j, l :::;; n, of 
the components f 1 , ... ,f,. ofF are bounded on D1 . 

Arguing again by contradiction, assume that there is a sequence {p.} c D1 

such that 

(8.20) I a;; I max ~(p.) --+ oo 
1 $.j,l$.n uZz 

for v--+ oo. 

Passing to a subsequence, we may assume that p. --+ P E bD1 and q. = F(p.) --+ 
Q E bD2 as v--+ oo. Let b0 , ••• , bn E D2 be points associated to Q E bD2 according 
to condition (Bk) for D2 , so that KD2 (Q, b0 ) # 0 and that, by Corollary 8.9, 
v = (vl, ... , vn) defined by 

(8.21) v-(w) = KD2 (w, b) 
J KD2(w, bo)' 

1 :::;;j:::;; n, 

satisfies det v'(Q) # 0, and v gives a coordinate system in Ak(Q2 n D2 ) for some 
neighborhood Q2 of Q. Set ai = F-1 (bi) for j = 0, 1, ... , n. Then (8.19) with 
a= a0 and Step 1 imply that KD,(P, a0 ) # 0. So there is a neighborhood Q1 

of P, such that 

(8.22) u-(z) = KD, (z, a) 
1 KD,(z, ao) 

defines a function in Ak(Q1 n D1 )forj = 1, ... , n. Choose v0 , so that p.eQ1 n D1 

and F(p.) E n2 n D2 for v ~ Vo. The transformation formula (8.19) for the 
Bergman kernel and the definitions (8.21) and (8.22) imply 

(8.23) u/p.) = vi(F(p.))A.i fori :::;;j:::;; nand v ~ v0 , 

where 

A..= (det F'(ai))· 
1 det F'(a0 ) 
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By introducing 

= [~1 Aoz ~] 
A ; 0 

0 An 

and writing u and v as column vectors, (8.23) can be stated as 

(8.24) u(p.) = A v(F(p.)). 

By differentiating (8.24) and by the chain rule one obtains 

(8.25) u'(p.) =A v'(F(p.))F'(p.), 

and hence 

(8.26) F'(p.) = v'(F(p.}r1 A - 1u'(p.). 

Since det v'(Q) # 0, (8.26) implies that the coefficients of F'(p.) remain bounded 
as v--+ oo; but this contradicts the initial assumption (8.20), and the proof is 
complete. 

Step 3. F is in Ck(D1 ). 

PROOF. Once we know, by Step 2, that F extends continuously to D1, the 
arguments given in the proof of Step 2 can be applied in a full neighborhood 
of an arbitrary point P E bD1 , as follows. Set Q = F(P) and define v and u as in 
Step 2 (cf. (8.21) and (8.22)). Since ldet F'l 2 c1 > 0 by Step 1 and det v'(Q) # 0, 
(8.25) implies that det u'(P) # 0 as well. We can therefore choose the 
neighborhoods n1 of p and n2 of Q so that u and v are ck coordinates on 
n1 n jj1 and n2 n Dz, respectively, and so that F(Q1 n Dd c n2 n Dz. Equa
tion (8.24) then holds for all Z E 0 1 n D1, i.e., one has 

F(z) = v-1 (A - 1 u(z)) 

on n1 n jj1' showing that FE Ck(Q1 n Dd. • 

8.6. Complete Reinhardt Domains 

Now that the reader has seen the far-reaching implications of the regularity 
condition (R), it might be useful to verify this condition for some class of 
domains other than the strictly pseudoconvex ones. This we now do for 
complete Reinhardt domains with smooth boundary. In contrast to the strict
ly pseudoconvex case discussed in §7, the techniques used here are quite 
elementary. Moreover, it is of particular interest that no pseudoconvexity 
assumptions are required. 

We first show that condition (R) is a consequence of a special growth 
estimate for the Bergman kernel KD. 
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Theorem 8.12. Let D c:c: C" have C"" boundary. Given k E 1\l, suppose there are 
an integer s" and a constant c" such that 

(8.27) 

for all a ED. Then D satisfies condition (R"). 

Remark. The estimate (8.27) for some s" is in fact equivalent to condition (R"). 

In order to prove Theorem 8.12 we will need the following technical gener
alization of Lemma 8.5. 

Lemma 8.13. For each positive integers there are an integer N. and a linear 
operator 

with the following properties: 

(i) T1"1 is bounded, i.e., I T1"~fl. ;:5 I fiN ; 
(ii) P » o T1"1 = P » on CN•(D); • 

(iii) Da:(T1"lj) (z) = Ofor zebD,I(XI ~ s, andfeCN•(D). 

The proof of Lemma 8.5 gives Lemma 8.13 in cases= 2, with N. = 6, by 
setting Tl21f = f - q. The general case is proved by the same method. The 
details are left to the reader. 

PROOF OF THEOREM 8.12. We will prove that the Bergman projection P» is 
bounded from cmk(D) to C"(D), where mk is the integer N.k associated to s = sk 

according to Lemma 8.13. Forfe cmk(D) we have 

(8.28) P»f(z) = P»(T1"k1f)(z) = L T1"klj(,)KD(z, ') dV(O. 

By (8.27) we may differentiate under the integral sign in (8.28) up to k times, 
obtaining 

(8.29) IDa:P»f(z)l ;:5 L I T1"k1f(01<5.D"k(0 dV(O 

for any multi-index (XE 1\l" with I(XI ~ k. Now notice that Lemma 8.13(iii) 
implies 

so (8.29) implies 

IDa:P»f(z)l ::5 I yc•k>JI.k ::5 lfiN.k 

for all zeD, and the desired conclusion follows. • 
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Next we consider a special property of the Bergman kernel KD of a complete 
Reinhardt domain D which will allow us to prove the estimate (8.27), and 
hence establish condition (R) for such domains. 

Lemma 8.14. Let D be a complete Reinhardt domain with center 0. Then 

(8.30) 

for all A., (, z e C" with (, z, A.(, Iz e D. 

PROOF. The formula (8.30) is an obvious consequence of the representation 

(8.31) KD((, z) = L c.cz· onD x D, 
veN" 

with suitable constants c,, valid for the Bergman kernel of a complete Rein
hardt domain D. In order to see (8.31) notice that the set .A= {z': ve N"} of 
holomorphic monomials is orthogonal in L 2(D) (just integrate in n-fold polar 
coordinates), and recall from Corollary 11.1.7 that the Taylor series of any 
f e (!)(D) converges to f on D. This latter fact implies that .A is complete in 
Jlf2 (D) (Exercise!), and hence 

{cp.: = llz'll~2z•: ve N"} 

is an orthonormal basis for Jlf2 • The representation (8.31) then follows from 
Theorem IV.4.3, with c, = llz'll~1<»>· • 

Theorem 8.15. Let D cc C" be a smoothly bounded complete Reinhardt domain. 
Then the estimate (8.27) holds for each keN, and hence D satisfies condition (R). 

PRoOF. The idea is quite simple: given (, zeD, we use (8.30) to shift ( towards 
the interior of D to a point(' by an amount which is a small, but fixed multiple 
of b»(z), while moving z a corresponding amount toward the boundary. This 
allows to fit inside D a polydisc with center (' and multiradius estimated by 
b»(z), and to obtain the required estimates by applying the Cauchy estimates 
to KD on that polydisc. 

Let us first set up the necessary geometric details. Since D has a smooth 
boundary, there is e > 0 such that for each ( ei5 with 15»(0 ~ 3e there is a 
unique point Pc e bD which minimizes the distance between ( and bD, and 
which depends smoothly on (. It follows that for ( e D 

n(O = (Pc - WIPe - Cl 
is the unit outer normal to bD at Pc, and that n(O extends smoothly to i5. 
Notice that ni(O = 0 if Ci = 0. In fact, if (i = 0, and Pc = (p1 , •.• , p,.), then 
P'(O) = (p1, ..• , e;6pi, ... , p,.) lies in bD (here we use that Dis a Reinhardt 
domain!)andiP'(O)- (I= IPc- Cl = b»(()forallO ~ 0 ~ 2n. The uniqueness 
of the minimizing point then implies that Pi= 0, so that ni(O = 0 as well. 
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Because n(() depends smoothly on (, we can therefore find a constant A ~ 1 
so that 

(8.32) for 1 ::;;,j::;;, n. 

We also choose M with I( I ::;;, M for all (ED. 

Claim. Fix zED and set 

. { 1 bv(z) } 
r = mm s, 2A' 4AMJn . 

If (ED and bv(O < s, then A.= (A. 1, ... , A.n)EC" defined by A.(= (- rn(() 
satisfies 

(8.33) 

(8.34) 

(8.35) 

(8.36) 

IA.il ~ 1 for 1 ::;;,j::;;, n, 

P(A.(, r/Jn) c D, 

I-1 z: = (I!1 z1 , ... , J:,- 1 zn)ED, 

bv(I11 z) ~ bv(z)/2. 

PROOF OF THE CLAIM. Since A./i = (;- rn;(() and lrn;(()l::;;, rAI(il by (8.32), 
we have 11 - A.;l ::;;, rA ::;;, !-, which implies (8.33). Since r ::;;, s, it is clear that 
(8.34) holds as well. Next we estimate 

- 11-II r:. IA.i- 1 zi- zil = I; 1 lz;l::;;, 2rA M::;;, bv(z)/2v n. 

Hence II - 1 z- zl ::;;, bv(z)/2, and this implies (8.35) and (8.36). 
We are now ready to estimate DtKv((, z) for an arbitrary multi-index 

a E Nn. We will need the estimate 

(8.37) for a ED 

(see IV(4.2)). Fix zED and assume first that bv(() < s. Chooser > 0 and A. E C" 
as in the Claim. By Lemma 8.14 we have Kv((, z) = Kv()o(, I - 1 z), so that, with 
(' = A.(, 

(8.38) 

By applying the Cauchy estimate (1.20) in Theorem 1.1.6 to the polydisc 
P = P((', r/Jn) and by (8.37) we obtain 

- 1 -
D{-Kv(C, A - 1z) ~ ,lai+Zn II Kv(", A - 1z) IIL'(P) 

(8.39) 

1 -< ~-n(1-1) 
~ rlal+n uD A Z . 
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Since -r = -r(z) <; !5v(z) when z is close to bD, (8.38), (8.39), and (8.36) imply the 
required estimate 

ID{Kv((, z)l ;S !5j)ial-2n(z) 

in case !5v(0 < e. Finally, since n = { (ED: !5v(() ~ e} is compact in D, Corol
lary 1.1. 7 and (8.37) imply 

sup ID{Kv((, z)l ;S II KvL z) IIL2(DJ ;S !5j)"(z). 
CeO 

The proof of Theorem 8.15 is complete. • 

EXERCISES 

E.8.1. Let D cc C" have coo boundary. Show that ifPvfE C00 (D) for every jE C00 (D), 
then D satisfies condition (R). (This follows by using the Closed Graph Theorem 
in Frechet spaces.) 

E.8.2. Let B = B(a, r) be a ball in C". Show that iff E A(B), then 

f(a) = (vol bB)- 1 j f dS. 
JbB 

(This mean value property holds more generally for harmonic functions in IR".) 

E.8.3. Prove Lemma 8.13. 

E.8.4. Prove Lemma 8.8. 

E.8.5. A domain D cc IR" is said to satisty "minimal regularity conditions" if its bound
ary bD can be described locally as the graph of a Lipschitz function in suitable 
coordinates for IR". In particular, every domain with C1 boundary satisfies 
minimal regularity conditions. 

Show that if D cc C" satisfies minimal regularity conditions and condition 
(Bk), then the conclusions of Corollary 8.9 remain true. (Hint: The main difficulty 
is a technical generalization of the Inverse Function Theorem; this is obtained, 
for example, by an analysis of the proof of that theorem based on the Fixed 
Point Theorem for contractions in complete metric spaces. Alternatively, one 
may use the Whitney Extension Theorem to extend f E Ck(D) to a Ck function 
on a neighborhood of D. See [Lig 1] and [SteE 3], Chapter VI, for more details.) 

E.8.6. Show that if D1 and D2 are bounded domains in C" with Ck boundary which 
satisfy condition (Bk), then every biholomorphic map F: D1 ~ D2 can be ex
tended to a ck diffeomotphism f: w, ~ W2 of open neighborhood w, and W2 

of D1 and D2 , respectively. 

E.8. 7. SupposeD cc c• has coo boundary and satisfies condition (Rk). Show that the 
estimate (8.27) in Theorem 8.12 holds for some integer sk. 

E.8.8. Let D be a complete Reinhardt domain D with center 0. Show that the (ortho
gonal) set .H = {z•: vE 1\J"} of monomials is dense in .Yt'2 (D) (and hence is a 
basis). 
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E.8.9. Let D1 and D2 be domains in C" with connected boundary of class C1. Show 
that if n > 1 and if there is a CR-diffeomorphism F: bD1 -> bD2 (i.e., a C1 

diffeomorphism whose components are CR-functions), then D1 and D2 are 
biholomorphic. 

§9. The Reflection Principle 

It is well known that a biholomorphic map F: D1 --+ D2 between two domains 
in the complex plane extends holomorphically across the boundary bD1 if both 
domains have real analytic boundaries. The proof involves two parts: first one 
shows that F extends continuously to the closure D1-by Caratbeodory's 
Theorem this holds under much weaker restrictions on the boundaries-and 
then one applies the Schwarz reflection principle. 

In the preceding paragraph we have generalized the first step to several 
variables, proving not only continuous, but even differentiable extension of 
biholomorphic maps to the boundary under appropriate hypotheses. We will 
now consider a corresponding generalization of the reflection principle. The 
main result is local, and its rather elementary proof could have been presented 
in Chapter II; but in contrast to the one-variable case, the a priori knowledge 
of a C1 extension seems to be unavoidable, and therefore the application of 
the reflection principle in several variables does require results of the type 
discussed in §8. 

9.1. Reflection on Real Analytic Arcs in the Plane 

We shall first review the classical reflection principle in the complex plane, 
emphasizing those features which will help to understand the generalization 
to higher dimensions given later on. 

The "refection" z f--+ z on the real axis in C is generalized to arbitrary real 
analytic arcs as follows. Recall that a subset y c C is a regular real analytic 
arc at the point P E y if y has a regular real analytic parametrization in some 
neighborhood n of P, i.e., if there is a real analytic map cp: I--+ n, where 
I c IR c Cis an interval containing 0, such that cp(O) = P, cp'(x) =f. 0 for x E I, 
cp: I--+ cp(I) is one-to-one and n n y = cp(I). If this property holds at every 
point PEy we say that y is a regular real analytic arc. We will only consider 
regular arcs (i.e., the parametrizations cp satisfy cp' =f. 0), and hence we will omit 
"regular" in the following. By replacing x with z in the power series expansion 
of cp at 0 we extend cp to a holomorphic function cp on a disc i\ with center 0. 
Since cp'(O) =f. 0, we may assume that cp: i\--+ cp(i\) is biholomorphic; moreover, 
we choose n = cp(i\). We then define the reflection a1 on the arc yin n by 

(9.1) for zEfl. 
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It follows that u1 : Q--+ Q is an involution (i.e., u1 o u1 = identity) whose com
plex conjugate u1 is holomorphic, and uy(z) = z for z E y. By the Identity 
Theorem applied to u1 these properties define u1 uniquely. In particular; the 
definition (9.1) is independent of the parametrization cp, and ify is real analytic 
at every point P E y, then the reflections defined locally by the above procedure 
can be glued together to a reflection u1 on a suitable neighborhood Q of y. 
Also notice that (9.1) implies that u1 maps points on one side ofy to the other 
side (this statement makes sense for points z sufficiently close toy). 

Let us summarize the above discussion. 

Theorem 9.1. If y c C is a connected real analytic arc, then there are a con
nected neighborhood Q ofy and a diffeomorphism u1 : Q--+ Q with the following 
properties: 

(i) u1 is holomorphic on Q. 

(ii) u1(z) = z for z E y. 

The properties (i) and (ii) determine u1 uniquely in the following sense: if u<i>: Qi--+ 
Qi, j = 1, 2, are two maps which satisfy (i) and (ii), then u(ll = u<2> on the 
connected component of01 n 0 2 which contains y. 

For our purposes it will be convenient to consider real analytic arcs which 
are given in implicit form. By standard analysis techniques, y is a real analytic 
arc at P E y if and only if there are an open neighborhood Q of P and a real 
analyticfunction r: Q--+ ~such that dr # 0 on Q and Q n y = { z E Q: r(z) = 0}. 
The reflection u1 on y is obtained from the defining function r as follows. For 
simplicity, assume P = 0. By replacing x = (z + z)/2 and y = (z - z)/2i in the 
power series expansion of r(x, y) we write r(z) in the form r(z, z), where r(z, w) 
is holomorphic on a bidisc A x A in C2 centered at 0 with or/ow(O, 0) # 0. 
By the Implicit Function Theorem I.2.4, if A' c A are sufficiently small, the 
equation r(z, w) = 0, (z, w) E A' x A, has a unique solution w = t(z) for each 
zeA'; moreover, t(z) is holomorphic in z. We may assume A' c Q. Since for 
z E A' n y the point w = z also solves r(z, w) = 0, it follows that t(z) = z for all 
z E A' n y. Hence, by the uniqueness statement in Theorem 9.1, Uy(z) = t(z) for 
zEA'! We have thus shown the following result. 

Lemma 9.2. If y is defined near P E y by { z: r(z, z) = 0} as above, then the 
reflection u1 is the (locally) unique solution of r(z, ify{z)) = 0 in a neighborhood 
of(P, P). 

Example. Suppose y is a circle with center a and radius R, i.e., y = { z E C: 
r(z, z) = 0}, where r(z, z) = (z- a)(z- a)- R2• Then t(z) =a+ R2/(z- a), 
and the reflection u1 is given by u1(z) = a + R2 /(z - a) for z E C - a. 

It is now easy to describe the process of analytic continuation by reflection. 
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Theorem 9.3. Let D be open in C and P E bD. Suppose there is an open disc 
centered at P such that y = An bD is a real analytic arc which bounds D from 
one side. Iff E @(D) extends continuously to D U y andf(y) c r, where r is some 
other real analytic arc in C, then f has a holomorphic extension J to a neighbor
hood of P. If A is sufficiently small, the extension J is given by 

(9.2) J(z)={f(z) forzeAni5 _ 
ur(f(o"y(z))) for zeA- D. 

PROOF. We leave it to the reader to verify that J in (9.2) is defined for zeA 
provided A is sufficiently small, and that J is holomorphic on A - y. The 
hypothesis on f implies that J extends continuously from A - i5 to y, and 
since ur(f(u1(z))) = f(z) for z E y, (9.2) shows that J is continuous on A. It then 
follows by a standard result that J is holomorphic on A (see Exercise E.9.2.) . 

• 
Remark 9.4. An analysis of the construction of J reveals the following: in order 
to find the holomorphic extension off across Pit is enough to find a holomor
phic function t(z) on AnD which extends continuously to An i5, so that 
t(z) = f(z) for z E An bD. The extension j is then defined by j(z) = t(~(z)) for 
zeA- i5. To find such a function t, one uses the hypothesis p(f(z), f(z)) = 0 
for z E An bD, where p is a real analytic defining function for the arc r. t(z) is 
then the (locally) unique solution of the equation p(f(z), t(z)) = 0 in a neighbor
hood of (f(P), f(P) ). In several variables we will carry out analogs of these 
two steps separately in §9.3 and §9.4, as it is not possible to directly use a 
formula like (9.2) to define the holomorphic extension. 

9.2. Real Analytic Hypersurfaces in en 
Passing to several variables, we first introduce the higher dimensional analog 
of a real analytic arc. A set S c C" is called a real analytic hypersurface if for 
each PeS there are a neighborhood U of P and a real analytic function 
r: U-+ ~with dr =f 0 on U, such that 

(9.3) sn U = {ze U: r(z) = 0}. 

We call such a function r a defining function for S in U. In analogy to the 
situation in C 1 we write (9.3) in the form 

(9.4) snU= {zeU:r(z,:Z)=O}, 

where the function r(z, w) is holomorphic in a neighborhood of (P, P) in C 2". 

An open set D in C" is said to have real analytic boundary at P E bD if there 
is a neighborhood U of P such that S == U n bD is a real analytic hypersurface 
so that D n U lies on one side of S. Without loss of generality we choose U 
and the defining function r so that 
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Dn U = {zE U: r(z, :Z) < 0}. 

Dis said to have real analytic boundary if the above holds at every point P E bD. 
We now want to study reflections on a real analytic hypersurface S. First, 

observe that even in the special case that Sis a linear real hyperplane inC", 
the natural (geometric) reflection on S is not the conjugate of a holomorphic 
map if n ~ 2! In fact, suppose s = { (z', Zn) E C": Im Zn = 0}, where z' E cn-1 ; 

then the reflection Us on S is given by Us(z', zn) = (z', :Zn), so Us(z) = (:Z', zn) is 
holomorphic only in zn, but not in the tangential coordinates z 1 , ... , zn_1 . This 
situation persists no matter how one tries to define Us. If n ~ 2, there is no 
holomorphic map u from a neighborhood of 0 into itself which satisfies 
u(z) = z for z E S. Thus we see that for a general real analytic hypersurface S, 
the best one can hope for is a "reflection" Us whose complex conjugate is 
holomorphic in the "normal direction". This can indeed be done quite easily
at least locally. The remarkable fact is that this limited information suffices
under suitable additional technical hypothesis-to obtain the holomorphic 
continuation by reflection across S of certain holomorphic maps defined on 
one side of S. 

Suppose that the real analytic hypersurface S is described near PES as in 
(9.4). After a holomorphic change of coordinates we may assume that P = 0 
and that (orjown)(z, w) # 0 on a polydisc P(O, e) x P(O, e) in C2" for some 
e > 0. It follows that for c' E P' (0, e) c cn-1 the set 

Yc· = {(c', Zn): lznl < e and r((c', Zn), (c', :Zn)) = 0} 

is a real analytic arc in the plane nc. = {(c', zJ: ZnEC}. Denote by Uc· the 
reflection on the arc Yc· in the plane nc'• and define the reflection Us on the 
hypersurface S by 

(9.5) 

Lemma 9.5. Fore sufficiently small the reflection Us is defined and real analytic 
on the polydisc P(O, e). Moreover, us(z) = zfor z E S, and Us(z', zn) is holomorphic 
in znfor lznl <e. 

PROOF. By Lemma 9.2, CTz·(Zn) = wn(z', Zn, :Z'), where wn(z', Zn, w') is the unique 
holomorphic solution of the equation r(z', zn, w', wn) = 0. The desired conclu
sions are then obvious. • 

Remark 9.6. In contrast to the situation in Cl, the reflection Us defined above 
is not determined uniquely by intrinsic properties of S when n ~ 2. Definition 
(9.5) is valid only locally and it depends on the choice of coordinates. 

We now use the reflection Us to prove an extension theorem which will be 
needed later on. 

Lemma 9.7. Suppose Us is defined on P(O, e) and let cp be real analytic in a 
neighborhood of S. Then, after perhaps shrinking e, there is a real analytic 
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function cp on P(O, e) which is holomorphic in Z 11 and which satisfies cp(z) = q>(z) 
for zeP(O, e) n S. 

PROOF. We may write q> = q>((z', Z11), (z', Z11)), where q>(z, w) is holomorphic on 
P(O, e) x P(O, e) (shrink e, if necessary). The function cp(z): = q>(z, a8 (z)) is then 
an extension of q>ls with the required properties. • 

Lemma 9.7 generalizes the well known one variable result that a real 
analytic function defined on a real analytic arc y c C has a holomorphic 
extension to a neighborhood of y. 

9.3. Analytic Continuation by Reflection 

The following result, which is motivated by the discussion of the one variable 
case in Remark 9.4., shows how the reflection on a real analytic hypersurface, 
even though conjugate holomorphic in only one variable, can nevertheless be 
used to obtain holomorphic continuation in all variables. 

We assume that r(z, z) is a real analytic defining function for S in the 
polydisc P(O, e) c C" with orjoz11 =1- 0 and set D = {zeP(O, e): r(z, z) < 0}. 

Proposition 9.8. Let F: D-. C" be a holomorphic map which extends continu
ously to D n P(O, e)= {z E P(O, e): r(z, z) ~ 0}. Suppose there is a continuous 
map T: D n P(O, e) -. C" such that 

(9.6) 

and 

(9.7) 

T(z', Z11 ) is holomorphic in Z 11 for (z', Z11) ED, 

T(z) = F(z) for zeS n P(O, e). 

Then F extends holomorphically to a neighborhood ofO. 

PRooF. Recalling the discussion of the one variable case it is clear how one 
should define the extension P of F. For zeP(O, e)-shrink e, if necessary-we 
set 

P(z) = {F(z) 
T(as(z)) 

ifr(z, z) ~ 0 

if r(z, z) > 0. 

Since by (9.7) one has T(a8(z)) = T(z) = F(z) for z E S, it follows that P is 
continuous on P(O, e). Furthermore, by (9.6) and Lemma 9.5, if z' is fixed, 
P(z', Z11 ) is holomorphic in z, if r((z', z,), (z', z,)) =1- 0. Therefore, as in the proof 
of the one variable reflection principle, P(z', ·)is holomorphic for lz,l < e. We 
now show that Pis holomorphic at 0 in all variables! Fix a = (0, a,) and~ > 0 
with P(a, ~) c { z E P(O, e): r(z, z) < 0}. Then Pis holomorphic on P(a, ~)in all 
variables. Each component of P thus satisfies the hypotheses of Lemma 9.9 
below, and the desired conclusion follows. • 
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Lemma 9.9. Suppose f is a continuous function on the polydisc P(O, (e', en)) in 
e which satisfies 

(9.8) for each fixed z' E P'(O, e'), f(z', zn) is holomorphic in Zn for fznl < en; 

(9.9) there are an and b > 0 such that f is holomorphic on 
P'(O, e') X {zn: fan- znf < b}. 

Then f is holomorphic on P(O, (e', en)). 

PROOF. By Corollary I.1.5 and by (9.8) it is enough to show that f is separately 
holomorphic on P(O, (e', en)) in each of the other variables z 1, ... , zn_ 1 • This 
will follow from Morera's Theorem if we show for 1 s, j s, n - 1 and (z', zn) E 

P(O, (e', en)) that 

(9.1 0) J~il(z', zn): = f/(z 1, ... , zj-1, (, zj+1, ... , zn) d( = 0 

for every closed curve y c { ( E 1C: I (I < e'}. 
To prove (9.10) we first show that J~il(z', ·) is holomorphic in zn on the disc 

An = {lznl <en}. In fact, let Yn be any closed curve in An. Since f is continuous 
in all variables, we may interchange the order of integration to obtain 

(9.11) f" J~il(z', Zn) dzn = f [ f" f(z 1, ... , zj-1, (, ... , zn) dzn J d(. 

Because of (9.8), the inner integral on the right in (9.11) is 0 by Cauchy's 
Theorem; hence the integral on the left in (9.11) is 0, and the statement above 
follows by Morera's Theorem. 

To complete the proof, notice that because of (9.9) and Cauchy's Theorem 
the integral in (9.10) is zero for zn with fzn- ani < b. Since we just saw that 
J~il(z', Zn) is holomorphic in Zn, the Identity Theorem implies that J~il(z', zn) = 0 
for fznl <en, and we are done. • 

9.4. A Sufficient Condition for Analytic Continuation 

In order to apply Proposition 9.8, one is left with the task of finding the map 
T which satisfies (9.6) and (9.7). As in case n = 1 (see Remark 9.4) we shall 
try to find T as the solution of a certain system of equations. Consider the 
setting in Proposition 9080 Without loss of generality let F(O) = 00 More
over, let us assume that F(S n P(O, s)) is contained in a real analytic hyper
surface S# defined near 0 = F(O) by the real equation p(u) = p(u 1 , 0 0 0, un, 
ul, 0 0 0' un) = 0, where p(u, v) is holomorphic in a neighborhood of 0 in C2n, 
and opjovn(O) # 00 Thus 

(9.12) p(F(z), F(z)) = 0 for zESnP(O, e), 

and (907) implies that T(z) must satisfy 
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(9.13) p(F(z), T(z)) = 0 for zES. 

Clearly (9.13) is not sufficient to determine T(z) if n > 1. We will therefore 
generate additional equations which must be satisfied by T(z) by differentiat
ing (9.12) along S. For this purpose we must assume that F extends not only 
continuously, but as a C1 map from D to i5 n P(O, a), and some other technical 
conditions will be required to ensure that the resulting system of equations is 
analytically independent. 

We now proceed with the details. Without loss of generality we choose the 
coordinates so that orjozi(O) = opjouiO) = 0 for 1 ~j ~ n- 1 and orjozn(O) = 
opjoun(O) = 1. Define the (1, 0) vector fields Li, 1 ~ j ~ n - 1, by 

or a or a 
Li = -(z, z)-- -(z, z)-. 

OZn ozj ozj ozn 
(9.14) 

Clearly L1, ... , Ln- 1 are tangential to S, and I 1, ... , In_1 are tangential 
Cauchy-Riemann operators. Thus L;fi' = (L;F) = 0 on D, and-by con
tinuity-along S n P(O, a) c bD as well. Application of Lito (9.12) gives 

(9.15) 
n op --

v~1 ou. (F(z), F(z))LiF.(z) = 0 for zESnP(O, a). 

For u, VE en and w = (wu, ... ' wj., ... ' wn-1,n)E q:::n(n-1) we set 

(9.16) 
n op 

Hi(u, v, w) = L -;-(u, v)wiv 
v=1 uUv 

for 1 ~j ~ n- 1 

and 

(9.17) Hn(u, v, w) = p(u, v). 

Also, let w<o> = (L 1 F1 (0), ... , LiF.(O), ... , Ln-1 (Fn(O) ). 

Lemma 9.10. Suppose 

(9.18) (aH ) det OV: (0, 0, W(O)) -:/= 0. 

Then there are a > 0 and a continuous map Ton i5 n P(O, a) which satisfies the 
hypotheses (9.6) and (9.1) in Proposition 9.8. 

PROOF. Application of the Implicit Function Theorem 1.2.4 to the holo
morphic system of equations Hi(u, v, w) = 0, 1 ~ j ~ n gives J', t5 > 0 such 
that if (u, w) E P(O, t5') x P(w<0 >, J'), then there is a unique solution v = 
G(u, w) E P(O, t5) of this system. Moreover, G(u, w) is holomorphic in u and w. 
The uniqueness of solution together with (9.12), (9.15), and (9.16) implies that 

(9.19) G(F(z), ( ... ' LjF.(z), ... )) = F(z) for all z E s n P(O, a), 

provided a is sufficiently small. It remains to be seen that the left side of(9.19) 
has a continuous extension T to i5 n P(O, a) which is holomorphic in zn. 
Obviously F(z) and the partial derivatives oFjozk have such an extension, and 
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since by (9.14) the coefficients of Li are real analytic functions, it follows from ............ -
Lemma 9.7 that LiFvls also has such an extension LiF• to D n P(O, e) if e is 
sufficiently small. Since G is holomorphic, it follows that 

............ 
T(z): = G(F(z), ( ... , LiF.(z), ... )) 

has all the required properties. • 

Corollary 9.11. Jf(9.18) holds, then F has a holomorphic extension across 0. 

Let us analyze the condition (9.18) in more detail. From (9.16) and (9.17) 
one obtains 

ifj < n, 

and 

aHnjavk(O, 0, w<0 >) = apjauk(O) = bkn• 

where we again view pas a function p(u) = p(u, u) of u by substituting v = u. 
Therefore, 

(9.20) 

r *1 
[ n azp J : 

= .~ au au (O)(LiF.)(O) . - - : . 
1 v k J,k-1, ... n 1 * 

0 0 ................. 0 1 

Lemma 9.12. Suppose the Levi form of the hypersurface S# is nondegenerate 
at 0 and that the map F satisfies det F'(O) i= 0. Then the hypothesis (9.18) in 
Lemma 9.10 is satisfied. 

PRooF. The first hypothesis means that the Levi form 

n azp 
(t, t') I-+ L 0 (p; t, t') = I a a- (O)t;t~ 

v,k=1 u. uk 

at 0 of the defining function p for S# restricts to a nondegenerate Hermitian 
form on the complex tangent space T0e S# of S# at 0. Since Li is 
tangential to S and F(S) c S#, it follows that lj: = (LiF1 (0), ... , LiFn(O)) = 
(aF1 /ozi(O), ... , oFn/oziO)) lies in T0e S# for j = 1, ... , n- 1. Moreover, the 
fact that F'(O) is nonsingular implies that { V1 , ... , V..-d is linearly independent 
and hence a basis for T0e S#. The nondegeneracy hypothesis therefore implies 
that 

[ 
n (JZp J 

det L a a- (O)(LjF.)(O) j=1, ... ,n-1 i= 0. 
v=1 u. uk k=1, ... ,n-1 
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Hence the matrix on the left in (9.20) also has nonzero determinant, i.e., (9.18) 
holds. • 

9.5. The Lewy-Pincuk Reflection Principle 

By combining the results obtained in Sections 9.3 and 9.4, one obtains the 
following several variables version of the reflection principle. 

Theorem 9.13. Let F: D ~en be a holomorphic map on the open set D c en. 
Suppose D has real analytic boundary at the point P E bD and that there is a 
neighborhood U of P such that 

(i) F extends as a C 1 map to U n i5 with det F'(P) =1= 0, and 
(ii) F(U n bD) is contained in a real analytic hypersurface whose Levi form is 

nondegenerate at F(P). Then F extends holomorphically to a neighborhood 
ofP. 

Remark 9.14. Theorem 9.13 is not true without any restrictions on the real 
analytic hypersurface which contains F(U n bD) in (ii). Consider, for example, 
D = { (z1 , z2 ) E e2, Im z2 > 0}. Then bD = {z E e2 : Im z2 = 0} is real analytic. 
Let h be holomorphic function on the upper half-plane which has a C1 

extension to a neighborhood ofO but no holomorphic extension across 0 (such 
functions do exist!), and define F(z 1 , z2 ) = (z 1 + h(z2 ), z2 ) for (z 1 , z2 )ED. 
Then F maps D biholomorphically onto D, F extends as a C 1 map to U n i5 
for some neighborhood U of 0, and det F' (0) = 1, so the hypothesis (i) in 
Theorem 9.13 holds. Moreover F(U n bD) c bD, but clearly the map F has 
no holomorphic extension to 0. Notice that the Levi form of bD is identically 
zero at every point of bD. This implies that no matter how often one differen
tiates Equation (9.12) along complex tangential directions to bD, the resulting 
equations will not be analytically independent of (9.12). On the other hand, if 
the Levi form of S# :::J F(U n bD) degenerates only to "finite order", it may be 
possible to save the reflection principle. The reader may consult [Der] and 
the references therein for such generalizations. 

We conclude with the main application of Theorem 9.13. 

Theorem 9.15. Let D1 and D2 be bounded strictly pseudoconvex domains in 
en with real analytic boundary and let F: D1 ~ D2 be biholomorphic. Then 
F has a holomorphic extension to a neighborhood of D1 . 

PROOF. By Fefferman's Mapping Theorem, F extends as a coo map to 151, and 
we saw in Step 1 of the Proof of Theorem 8.13 that I det F'(z) I :2: c > 0 on D1 , 

hence det F'(z) =/= 0 for z E bD1 as well. 1 Clearly F(bD1 ) c bD2 , and the strict 

1 Alternatively, apply FetTerman's Theorem to F- 1 and use that F'(z) · [(F- 1)'(F(z))] is the identity 
matrix for all z E D1, hence also for z E D1. 
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pseudoconvexity of D2 implies the nondegeneracy of the Levi form of bD2 • 

Hence the hypotheses of Theorem 9.13 are satisfied at every boundary point 
P, and it follows that F has a holomorphic extension Fp to some ball Bp 
centered at P for each P E bD. We may assume that if P, Q E bD and Bp n Bq =I= 
0, then D n (Bp n Bq) =I= 0. Since Fp = Fq = F on D n Bp n Bq, the Identity 
Theorem implies Fp = Fq on Bp n Bq. Therefore there is a unique holomorphic 
function P on Q = (UPebvBp)UD such that P =FonD and P = Fp on Bp 
for all P E Bp. • 

ExERCISES 

E.9.1. Show that if o-1 and o-Y are the reflections on two real analytic arcs in the plane 
and iff is holomorphic, then o-1 of o o-Y is holomorphic wherever defined. 

E.9.2. Suppose y is a closed, regular differentiable arc in the disc~- Let f be continuous 
on ~ and holomorphic on ~ - y. Show that f is holomorphic on ~-

E.9.3. Generalize E.9.2 to IC", replacing the arc y by a closed C1 submanifold of 
dimension 2n - 1. 

E.9.4. Let y c IC be a real analytic arc and suppose cp: y---+ IC is real analytic. Show 
that cp has an extension to a holomorphic function on an open neighborhood 
Qofy. 

E.9.5. Let S c IC" be a real analytic hypersurface with 0 E S. Show that if n > 1 there 
is no holomorphic map T: U ---+ IC" defined on some neighborhood U of 0 such 
that T(z) = z for ZE u n s. 

E.9.6. Suppose D cc IC" and Q n bD is real analytic for some open set n. Show that 
iff E @(D) extends continuously ton n jj and if f(il n bD) is contained in a real 
analytic arc in IC, then f extends holomorphically to n n D. 

E.9.7. Let D1 and D2 be bounded strictly pseudoconvex domains in IC" with C2 

boundary. Suppose F: D 1 ---+ D2 is a proper holomorphic map which extends as 
a C2 map to D1 • Prove that det F'(z) i= 0 for z E bD1 • (Hint: If r is a C2 strictly 
plurisubharmonic defining function, use the HopfLemma (see E.II.4.1 0) to show 
that cp = r oF can be extended to a C2 defining function for D1 . Use the proof 
of Proposition 11.2.14 to construct from cpa strictly plurisubharmonic defining 
function ljJ = eA"' - 1, and compare the Levi forms of 1/J and r.) 

Notes for Chapter VII 

Part A 

Here we give references and some additional results directly related to the 
topics discussed in this chapter. 

§1. The construction of the Cauchy kernel given here is due toN. Kerzman 
and E.M. Stein [KeSt], except for the technical simplifications due to the use 
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of the explicit integral operator Ti·v# instead of Hormander's L 2 solution 
operator for a. This makes it elementary to keep track of differentiability in 
both ( and z. Theorem 1.4 had been obtained first for the kernel of Henkin 
and Ramirez (§3). In particular, part (iv) was already proved by G.M. Henkin 
[Hen 1], while (iii) (in strengthened form) was proved, independently, by 
P. Ahern and R. Schneider [AhSc] and D.H. Phong and E.M. Stein [PhSt]. 
Regularity properties of the Cauchy kernel on the Hardy spaces H P(bD) were 
studied by E.L. Stout [Sto]. Kerzman and Stein obtain (iii) (and much more) 
as a consequence of earlier results of G.B. Folland and E.M. Stein [FoSt]. 

§2. The proof of Theorem 2.1 given here follows Henkin's proof [Hen 1]. 
Henkin proved the crucial Lemma 2.3 and mentions the Mergelyan type 
approximation result only in a footnote. By the example of Diederich and 
Fornaess [DiFo 2] the approximation theorem does not hold in general for 
smoothly bounded pseudoconvex domains. So far, attempts to find a good 
general version for weakly pseudoconvex domains have been unsatisfactory. 
E. Bedford and 1.E. Fornaess [BeFo] obtain the result for pseudoconvex 
domains with real analytic boundary, but their method works only in C2 • 

Other generalizations can be found in [BeRa] and in the references given 
there. 

§3. Compared to Henkin's paper [Hen 1], the construction of E. Ramirez 
[Ram] is technically much more demanding; also, it is limited to the case of 
coo boundaries. The presentation here involves ideas of both authors, simpli
fied further by the use of the explicit integral solution operator Ti· Vo, which 
gives the required optimal differentiability properties by elementary means. 
In particular, we follow Ramirez in constructing the function g so that 
Reg((, z) > 0 on bD x i5 for (=I= z (cf. Proposition 3.1). This feature is of 
interest in the context of peaking functions (cf. Corollary 3.2). The identifica
tion of the principal part of Q0(WHR) involving the geometric information 
given in Lemma 3.9 is in [KeSt]. 

§4. The history and principal references are given in §4.1. The idea of the 
proof presented here is due toP. Ahern and R. Schneider [AhSc], who obtain 
the corresponding result for functions in Ak(D) as well. Modulo Fatou's 
Theorem (see [SteE 2]), the arguments presented here can easily be adapted 
to functions in H 00 (D). Quite recently 1.E. Fornaess and N. 0vrelid [Fo0v] 
solved Gleason's problem for pseudoconvex domains in C2 with real analytic 
boundary; unfortunately, it is not at all clear how to extend their methods to 
dimension 2 3. 

§5. U estimates for au= f were obtained first by N. Kerzman [Ker 1] in 
case f is a (0, 1)-form, and in the general case by N. 0vrelid [0vr 1], except 
for the classical case p = 2, due to 1.1. Kohn [Koh 1], and the case p = oo 
already discussed in Chapter V. The construction of the parametrix (1Tq 
presented here appears implicitly in [LiRa 2], who modified the construction 
from [Ran 6]. Optimal U estimates have been investigated by S. Krantz [Kra 1]. 
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The nonisotropic nature of the estimates (see E.V.3.2) and the relationship 
with analysis on the Heisenberg group has been discovered by E.M. Stein 
[SteE 1] and developed extensively by him and his collaborators (see [FoSt], 
[GrSt], and [PhSt]). R.M. Range proved Holder estimates for solutions of a 
on some special weakly pseudoconvex domains [Ran 4]. Generalizations of 
Range's results have recently been obtained by J. Bruna and J. del Castillo 
[BrCa], but so far no satisfactory general result of this type is known in the 
weakly pseudoconvex case. In particular, it is widely believed that Holder 
estimates for a should hold on pseudoconvex domains with real analytic 
boundary, but even in case of a convex domain with real analytic boundary, 
where an explicit integral solution operator is well known (see Chapter 
IV, §3.4), such estimates are known only in C2 [Ran 4]. Most recently, J.E. 
Fornaess [For 3] obtained L oo estimates for solutions of a on a class of weakly 
pseudoconvex domains in C2 , which includes the Kohn-Nirenberg example 
(see E.II.2.6) which, in particular, is not locally biholomorphic to a convex 
domain. 

§6. The proof of the approximation theorem for A(D) based on the solution 
of a Cousin I problem with bounds is due toN. Kerzman [Ker] and I. Lieb 
[Lie 1]. Theorem 6.3 was proved by Grauert and Lieb [GrLi]. Approximation 
in U norm, p < oo, and pointwise bounded approximation for f E H 00 (D) are 
discussed in [Ker] and in [CoRa]. For other related work, see the discussion 
of§2 above. 

§7. The Bergman projection Pv is intimately related to the solution Sl_f of 
au = f which is orthogonal (in the L 2 sense) to ker if: L 2 (D)---+ L6. 1 (D), i.e., to 
the space(!) L 2 (D): clearly one hasp vU = u - sl_Jfu for u E dom a. By results of 
Hormander, Sj_ exists on arbitrary pseudoconvex domains ([Hor 1]). Regu
larity at the boundary for P0 is thus a consequence of deep results for S_l 
obtained by J.J. Kohn in the theory of the a-Neumann problem (see [Koh 1, 
3] and [FoKo]). An alternate approach for strictly pseudoconvex domains, 
based on FetTerman's asymptotic expansion of the Bergman kernel [Fef], was 
developed in [AhSc] and [PhSt]. The more elementary methods presented in 
§7, which give more precise results than those which follow from Kohn's work, 
are based on ideas of N. Kerzman and E. Stein [KeSt] and E. Ligocka 
[Lig 2]. In 1977 Kerzman and Stein investigated symmetries of the Henkin
Ramirez kernel and used them to obtain a representation of the abstract Szego 
kernel in terms of explicit kernels. Ligocka then adapted these methods to the 
Bergman kernel. Ligocka lectured on her results at a meeting in Oberwolfach 
in 1980, but published them only much later. In the meantime, part of 
Ligocka's results were included as a special case in [LiRa 2]. Lemma 7.4, which 
is crucial, is already in [KeSt]. A calculus for a class of admissible kernels 
similar to the one considered here was developed by C. FetTerman in 1974 
[Fef]. Techniques of integration by parts similar to those used here have been 
used by many others in related contexts (see, for example, [AhSc], [PhSt], 
and [LiRa 1]). A more general class of admissible kernels involving singu-
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larities of mixed type is introduced in [LiRa 2]. The admissible kernels in §7.5 
are a subclass of the pure admissible kernels in that paper. 

§8. (See also the introduction to §8.) One of the earliest results on continu
ous extension to the boundary of biholomorphic maps in more than one 
variable seems to be due to W. Rothstein ("Zur Theorie der analytischen 
Abbildungen im Raum zweier komplexer Veriinderlichen," Dissertation, Univ. 
of Munster, 1935), who considered special analytic polyhedra in C2 • No 
progress was made on this important question until 1973, when, indepen
dently, G.M. Henkin [Hen 4], S. Pincuk [Pin 1], and N. Vormoor [Vor] 
proved the continuous extension to the boundary (and even Holder con
tinuity) of biholomorphic maps between bounded strictly pseudoconvex do
mains. These proofs made use of estimates for the Caratheodory metric which, 
in turn, were obtained by means of the L oo estimates for solutions of if which 
had become available just a few years earlier. R.M. Range [Ran 2] then 
combined the techniques of Henkin and Vormoor with the estimates for (j of 
Range and Siu [RaSi] in order to obtain the corresponding result for domains 
with piecewise strictly pseudoconvex boundary. This result is of interest since 
the continuous extension to the boundary already fails for biholomorphic 
maps between bounded pseudoconvex domains if the boundary is only piece
wise differentiable (see B. Fridman [Fri] for the relevant example). No such 
counterexample is known for bounded domains with smooth boundary, pseu
doconvex or not! On the other hand, it is easy to find counterexamples for 
unbounded domains. We leave it to the reader to suitably modify the example 
in Remark 9.14. Various generalizations to weakly pseudoconvex domains 
were obtained thereafter (see, for example, [Ran 3] and [DiFo 4]), but, 
together with the earlier results mentioned above, they became mostly obsolete 
once S. Bell and E. Ligocka [BeLi] introduced new methods which not only 
yielded a simple proof of Fefferman's Mapping Theorem, but which were 
applicable in much more general situations. 

Most of§8 is based on [BeLi]. Bell's Density Lemma was published first in 
[Bell]. The results in §8.6 on complete Reinhardt domains are due to S. Bell 
and H. Boas [BeBo]. 

In 1980 S. Bell [Bel2] extended the new methods further, obtaining a new 
simple proof of Fefferman's Mapping Theorem in the following general form: 
A biholomorphic map F: D1 --> D2 between bounded pseudoconvex domains in 

iC" with coo boundary extends smoothly to the boundary as soon as at least one 

of the domains satisfies Condition (R). The proof uses a regularity theorem of 
1.1. Kohn for solutions of (j on smoothly bounded pseudoconvex domains 
[Koh 2] which is beyond the scope of this book. The mapping theorem may 
very well hold for arbitrary bounded domains with coo boundary, even though 
it is known that Condition (R) does not hold in this generality (see [Bar]). In 
1981 S. Bell discovered how to apply the new methods to proper holomorphic 
maps [Bel 3]. This area has been investigated vigorously since then by Bell 
and many others, and we refer the reader to the recent survey article by 
E. Bedford [Bed] for a thorough discussion and for additional references. 
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§9. The main results here are due to H. Lewy [Lew] and S.l. Pincuk 
[Pin 2]. As mentioned in Remark 9.14, it is possible to extend the reflection 
principle to certain weakly pseudoconvex cases. Most recently, M.S. Baouendi, 
H. Jacobowitz, and F. Treves [BJT] have introduced some far-reaching new 
ideas into this area, proving the real analyticity of CR-diffeomorphisms be
tween real analytic manifolds under very general hypotheses which are satisfied 
in a wide range of applications. 

Part B 

Here we briefly mention several other significant topics related to complex 
analysis on strictly pseudoconvex domains and/or integral representations. In 
some instances partial results are known for special classes of weakly pseudo
convex domains. This list is by no means intended to give a complete picture, 
but merely to encourage the reader to explore some other areas of contempo
rary research which are close to the topics discussed in this book. 

1. The a-Neumann Problem. This was briefly mentioned above in the Notes 
to §7. It involves existence and regularity theory in L 2 Sobolev spaces for the 
boundary value problem for the complex Laplacian D defined with respect 
to some Hermitian metric, and it leads to information about the (unique) 
solution to a orthogonal to ker a. The main results are due to J.J. Kohn [Koh 
1, 2, 3]. In order to apply them to pseudoconvex domains with real analytic 
boundary, some additional geometric information due to K. Diederich and 
J.E. Fornaess [DiFo 3] is required. This seems to be the area in which the 
theory for weakly pseudoconvex domains has been most successful, though 
the results are by no means complete. Kohn's results are the principal tool for 
establishing condition (R) on weakly pseudoconvex domains, i.e., the crucial 
hypothesis in the study of boundary regularity of proper holomorphic maps. 
For a quick introduction to the a-Neumann problem the reader should con
sult the survey article by Kohn [Koh 4]. 

Quite recently I. Lieb and R.M. Range [LiRa 2, 3] have studied the 
a-Neumann problem on strictly pseudoconvex domains by means of explicit 
integral representations of the type considered in this book, thus obtaining in 
particular a satisfactory theory of Ck estimates for solutions of a. The inter
ested reader is referred to [LiRa 3] for background and additional references. 

2. Characterization of zero sets of functions in the Nevanlinna class. The 
classical Blaschke condition for zero sets of functions in the Nevanlinna class 
on the unit disc in IC has a natural generalization to several variables. G.M. 
Henkin [Hen 5] and H. Skoda [Sko] proved that on strictly pseudoconvex 
domains the Blaschke condition still characterizes the zero sets of functions 
in the Nevanlinna class, even though-except for the case of one variable
the Blaschke condition for an analytic set A is not sufficient for A to be the 
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zero set of a bounded holomorphic function, or even of a function in any of 
the Hardy spaces H P(bD), p > 0. A proof of the Henkin-Skoda Theorem for 
the ball is in [Rud 3]. The interested reader should also consult N. Varopoulos 
[Var] and the references given there. 

3. Estimates for a on domains with non-smooth boundary. There is a vast 
literature, mainly due to G.M. Henkin and his collaborators, which deals with 
generalizations of the Bergman-Wei! formula to obtain integral solution 
operators for a on analytic polyhedra which satisfy L ro estimates. G.M. 
Henkin and J. Leiterer have also obtained the Holder 1/2-estimate for a on 
strictly pseudoconvex domains with not necessarily differentiable boundary. 
The reader is referred to [HeLe] and [AiYu] for details and references. 

4. Peak points and zero sets. The question of whether a point p E bD is a peak 
point for A(D) (or for some other algebra d c A(D)), i.e., whether there is 
hEd with h(p) = 1 and lh(z)l < 1 for zED- {p}, is intimately related to the 
local complex geometry of bD. Notice that by Theorem VI.1.13, if Dis strictly 
pseudoconvex, then every p E bD is a peak point for @(D), but in case D = 
P(O, 1), no point in bP- b0 P is a peak point for A(P) (use E.I.1.11). The 
general situation is still understood very little. E. Bedford and J.E. Fornaess 
[BeFo] proved that if D cc C2 is pseudoconvex with real analytic boundary, 
then every p E bD is a peak point for A(D), but no such result is known in 
higher dimensions. Notice that under the above hypothesis there are points 
p E bD which are not a peak point for @(D) (see [KoNi]) or even for A 1 (D) (see 
[For 2]). On strictly pseudoconvex domains attention has focused on charac
terizations of peak sets and zero sets in bD for A(D) and A"'(D). The reader 
should consult the recent articles [FoHe] and [ChCh] and the references 
therein. 

5. Kernels with weights. Recently B. Berndtsson and M. Anderson have intro
duced weight factors in the integral representation formula of Henkin and 
Ramirez [BeAn]. These methods allow for a new degree of freedom in the 
kernels and should have interesting applications. 

6. Harmonic analysis. There are deep connections between several complex 
variables on one side, and harmonic analysis in Euclidean spaces and in more 
abstract settings on the other side. In particular, the osculation of the boundary 
of a strictly pseudoconvex domain by the Heisenberg group has been an 
extremely fruitful idea. The reader should consult, for example, [FoSt] and 
Chapter 8 in [Kra 2]. 

7. Invariant metrics. The classical Poincare metric on the unit disc can be 
extended in a number of different ways to higher dimensions. The Bergman 
metric (see E.IV.4.2-4.4) is just one of these possibilities. These invariant 
metrics have many interesting geometric applications, and their behavior near 
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the boundary on strictly pseudoconvex domains is fairly well understood. 
A standard reference for the basics is S. Kobayashi [Kob]. References to 
more recent results may be found in [GrKr], [DFH], and in Chapter 10.2 of 
[Kra 2]. 



Appendix A 

We give a self-contained proof of the "Morse Lemma" needed in Chapter 
II, §2.10. The main step is the following special case of Sard's Theorem (see 
also [Nar 4]). 

Lemma 1. Let D c IR" be open and suppose F: D ~ IR" is of class C 1. Let A c D 
be the set of critical points of F, i.e., the set of those points a ED, for which 
det JIFI.F(a) = 0. Then F(A) has measure 0 in IR". 

PROOF. It is clearly enough to show that F(Q n A) has measure 0 for any 
compact cube Q c D. For all x, yEQ we have 

F(x)- F(y) = dFy(x - y) + r(x, y), 

where r(x, y) = o(lx- yl) uniformly on Q x Q; hence there is a function 
A: IR+ ~ IR+ with A.(t) ~ 0 as t ~ 0, such that 

lr(x, Y)l:::;;; A.(lx- Yl)lx- yl. 

Suppose Q, c Q is a compact cube with side e > 0 which contains a point 
a EA. By hypothesis, V,. = dFa(IR") has dimension < n. After an orthogonal 
change of coordinates in the image space IR" we may assume that V,. c 
{un=O}. Thus, if e is sufficiently small and xEQ., then F(x)c{uEIR": 
lun- fn(a)l:::;;; A.(Jne)Jne}.Also,bytheMeanValueTheorem,thereisM < oo, 
such that F(x) lies in a cube of side Me with center F(a) (with sides parallel 
to the u-coordinate axis). Since the measure of F(QJ in IR" is invariant under 
orthogonal coordinate changes, it follows from the above that the measure of 
F(QJ is O(e" A.(Jne)). Let I be the length of a side of Q. Divide Q into N = {1/et 
cubes Q 1 , ... , QN of side e. It then follows that 
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measure F(Q n A) ~ L measure F(Qi n A) ::5 N e" A.(Jne) 
i:Q,nA#0 

::5 A.(Jne). 

Now let e -t 0; since A.(Jne) -t 0, measure F(Q n A) = 0. • 

Lemma 2. SupposeD c IR" is open and f: D -t IRis of class C2 . If a ED is a 
nondegenerate critical point off (i.e., det[iJlfjoxioxk(a)] =F 0), then there is a 
neighborhood U of a, such that a is the only critical point off in U. 

PRooF. After an orthogonal change of coordinates we may assume that 
(o 2f/oxioxk(a)) is diagonal with nonzero entries A. 1, ... , A." in the diagonal. In 
a neighborhood U of a one then has (notice that dfa = 0) 

n 

f(x) = f(a) + L A.j(xi - ay + r(x), 
j=l 

where r(x) = o(lx - al 2) as lx- a I-t 0. It follows that 

!grad f(x)l;::: 2C~J~n IA.il) lx- al- o(lx- al), 

which implies I grad f(x)l =F 0 for x =Fa if xis in a sufficiently small neighbor
hood U of a. • 

We can now prove Lemma 11.2.22. 

Lemma 3. Let D c IR" be open and suppose g E C2(D) is real valued. Then there 
is a set E c IR" of measure 0, such that for all u E IR" - E the set Au of critical 
points of gu: D -t IR, defined by gu(x) = g(x) - (u, x), is discrete in D. 

PROOF. Define F: D -t IR" by 

( og og ) 
F(x) = oxl (x), ... 'OXn (x) . 

Then F is of class C 1• By Lemma 1, there is E c IR" of measure 0 such that 
F- 1 (E) contains all critical points of F. Fix u E IR" - E; then Lu = {xED: 
F(x) = u} contains no critical point of F. This means that (o 2gjoxioxk(x)) is 
nonsingular for x E Lu, and since this matrix does not change if g is replaced 
by gu, and since a ED is a critical point of gu if and only if a E Lu, we see that 
all critical points of gu are nondegenerate. The desired conclusion for gu then 
follows by Lemma 2. • 
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The following result is a generalization of the classical Young inequality for 
convolution integrals. 

Theorem. Let (X, 11) and (Y, v) be two measure spaces, and suppose that K is a 
measurable function on X x Y (with respect to product measure), which satisfies 

(i) L IK(x, y)ls dJ1(X) ~ Ms for almost all y E Y 

and 

(ii) L IK(x, y)ls dv(y) ~ Ms for almost all x EX 

for some M < oo and s ~ 1. Then the linear operator f~---+ Tf defined v-a.e. by 

Tf(y) = t K(x, y)f(x) d11(x) 

is bounded from U(X) to U(Y) with norm ~M for alii ~ p, q ~ oo with 

(iii) 
1 1 1 
- =- +-- 1, 
q p s 

with the usual conventions in case q or pare oo. 

PROOF. We will prove the theorem in case q < oo and 1 < p, s < oo; the 
remaining cases are simpler and are left to the re~der. Suppose f E U(X). For 
v-almost all y we write 
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Tj(y) = L (K'JP)1fqK1-sfqj1-pfq d!l(X) 

and apply Holder's inequality (with three factors) to the integral on the right. 
Notice that (K"( ·, y)fP)1fq eU for v-almost ally, [K( ·, y)J•< 11•- 1/q) e£PIP-1 (by 
(i) and (iii)), JP< 11P- 1fq> E V'"- 1 (by (iii) and fEU), and that by (iii) one has 

We thus obtain 

1 p-1 s-1 
-+--+--= 1. 
q p s 

ITf(y)l::;; (L IK(·. y)l"lfiPY'\L IK(·. y)l.yp- 1)/p(L lfiPy- 1
)/·. 

Therefore 

L ITflq dv(y)::;; L (L IK(x, y)l"lf(x)IP d11(x)) dv(y)· Msq(p- 1 )/pllfllf~<•- 1 >1•, 

where we have used (i). By Fubini-Tonelli we may interchange the order of 
integration in the double integral, and because of (ii) it then follows that 

IITJIIi.. =:;; M"IIJIIfPMsq(p- 1 )/pllfllf~(s- 1 )/s = Mqllflli.p, 

where we have again used (iii) in the last equation. • 
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The result below holds in more general settings, but to keep matters simple 
we only state the version which is needed in Chapter VII, §7. 

Theorem. Let D cc ~n be open and suppose K(x, y) is measurable on D x D 
(with respect to Lebesgue measure) and that there is C < oo such that 

(1) L IK(x, y)l dV(x) ~ C for all yED, 

and 

(2) L IK(x, y)l dV(y) ~ C for all xED. 

Then the linear operator K: U(D) --+ U(D) defined by 

Kf(y) =:' L K(x, y)f(x) dV(x) 

is compact for all p with 1 ::; p < oo. 

For the proof we will need the following 

Lemma. Let {K., v = 1, 2, ... } be a sequence of measurable functions on 
D x D such that 

(3) IK.(x, y)l ::; M < oo for x, yED and v = 1, 2, ... , 

and 

(4) lim K.(x, y) = 0 for X, yED. 
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If II Kv II P denotes the operator norm of the corresponding operator Kv: LP(D) ~ 
U(D), then limv_oo II Kv liP = 0 for 1 ::;; P < 00. 

PROOF OF THE LEMMA. Fix p < oo and let q be the conjugate exponent. If 
f E U(D), Holder's inequality applied to KJ = K~fq(K~IPJ) implies 

IKJ(y)l::;; [L IKv(x, Y)l dV(x)J
1TL IKv(x, y)llf(x)IP dV(x)J

1
P. 

Hence 

(5) IIKJIIfP::;; l(Kv) LL IKvllf(x)IP dV(x) dV(y), 

where 

(6) /(Kv) = L [L IKvl dV(x)J/q dV(y). 

By integrating first in y, (3) and (5) imply 

(7) 

Finally, (3) and (4), together with repeated applications of Lebesgue's Conver

gence Theorem, imply that limv~oo I(KJ = 0; (7) then implies the desired 

conclusion. • 

We now come to the proof of the theorem. We first assume that K(x, y) is 

bounded on D x D, say be C < oo. We then choose a sequence {Kv(x, y), v = 
1, 2, ... } of simple functions, each being a finite linear combination of charac

teristic functions of product sets in D x D, such that IKv(x, y)l ::;; 2C for v = 1, 
2, ... , and Kv ~ K pointwise almost everywhere on D x D. This implies that 
the corresponding operator Kv: LP(D) ~ LP(D) has finite dimensional range, 

and hence is compact for v = 1, 2, .... By applying the Lemma to the sequence 

{ K - Kv}, it follows that II K - Kv liP~ 0 as v ~ oo if p < oo. Since the sub
space of the Banach space of bounded operators on LP(D) consisting of all 
compact operators is closed in the operator norm, it follows that K: LP(D) ~ 
U(D) is compact. 

For the general case, define 

if IK(x, y)l :s;j 

otherwise 

for j = 1, 2, .... Then KU> is bounded, and hence K(j) is compact on U(D), by 

the first part of the proof. We now apply the arguments in the proof of the 

Lemma to K- KU> instead of Kv. By integrating first in yin (5) and by (2) it 

follows that 

II(K- K<il)fllfp ;$ llfllfp/(K- KW), 

where I(K- K(j)) is defined in (6). If gi(y) = JD IK(x, y)- K(j)(x, y)l dV(x), 
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then gr-+ 0 pointwise and igiy)i:::;; 2C for yED by (1). By Lebesgue's Domi
nated Convergence Theorem we again obtain 

I(K - K(J)) = L [giy)JPiq dV(y) ~ 0 

as j ~ 0, i.e., we have proved that KUl ~ K in the operator norm on U(D). 
Since KUl is compact, so is K. • 
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General 

(a, b) 

Ia I 
(vp, wp)p 
(q>, v)p 

(q>, t/J)p 
(q>, t/J)M 

llcpiiM 
A;;SB 
s;t 
r(D) 
Da, Dli, Da7i 
JIH.(F)(a) 
F'(a) 

dFa, dF(a) 
QccD 
bA 
dist(A, B) 
bv(z) 
J_g>(z) 

standard Hermitian product of a, bE en, 2 
Euclidean norm of a E en, 2 
inner product between tangent vectors at P, 131 
action of 1-form q> on tangent vector v (also q>(v)), 
168 
inner product between forms at P, 132, 133 
integral inner product over M of forms q> and t/J, 
134 
= (q>, cp)!f, 134 
A ::;; cB for some constant c, 157 
sign of permutation, 135 
image of D c en in absolute space, 3 
partial differentiation operators, 5 
real Jacobian matrix of the map F, 19 
complex Jacobian matrix, or derivative, of the 
holomorphic map F, 19 
differential of the map Fat a, 19, 107 
Q is relatively compact in D, 2 
topological boundary of A, 2 
Euclidean distance between sets A and B, 2 
Euclidean distance from zED to bD, 2 
distance from z to bD with respect to polydisc 
P(O, r), 74 
distance from z to bD in u-direction, 94, 95 
reflection on the real analytic curve y, 340 
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(R), (Rd 

Special Sets 

B(a, r) 
P(a, r) 
b0 P 
H(r) 
De 

Z(f, U) 
AbD 
s,as 
(r, f) 
(r*, f*) 
J<c, K!i'(IR") 

K&<m 
£@(K) 

K...~~ 
K& 
KPS(D) 

H~(M) 

H~, H~·q, H~:: 
r(Y, Y') 
Hq("f/', Y') 
Hq(X, Y') 

regularity conditions for the Bergman projection, 
325,326 
regularity condition for the Bergman projection, 
331 

ball of radius r and center a, 2 
poly disc of multiradius r = (r 1 , ... , r n), 3 
distinguished boundary of the poly disc P, 8 
Hartogs domain, 3 
{z: r(z) < c}, where r is the given defining function 
forD, 223, 274 
zero setoff in U, 28 
diagonal in bD x bD, 295 
analytic disc and its boundary, 93 
standard Hartogs frame, 49 
general Hartogs figure, 49 
linearly convex hull of K, 67 
holomorphically convex hull of K in D, 68 
holomorphically convex hull of L in K, 77 
hull of K with respect to monomials, 79 
polynomially convex hull of K, 218 
plurisubharmonic hull of K in D, 93 
de Rham cohomology group of M, 129 
a-cohomology groups, 129, 130 
sections of the sheaf 2 over Y, 253 
Cech cohomology group, 255 
sheaf cohomology group of X, 255 

Spaces of Functions, etc., and Norms 

lflk,D• lflk, lfln 
Aa(D) 
lfla,D 
ck,oo(M X N) 
(f)( D) 
At(D) 
(9(K) 

continuous, and k times continuously differenti
able functions on D, 4 
continuous functions with compact support in D 
functions in Ck(D) with k-th order derivatives in 
C(D), 4 
Ck norms over D, 5 
Lipschitz functions of order a, 156 
Lip-a norm over D, 156 
ck functions on M X N which are coo in yEN, 172 
holomorphic functions on D, 5 
meromorphic functions on D, 233 
holomorphic functions on neighborhoods of the 
compact set K, 5 
germs of holomorphic functions at a (Ecn), 231 
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.Aa, n.Aa 
(!)*(U), .A*(U), ~*(U) 

A(P) 
A(D) 
Ak(D) 
(!)U(D) 
.Yf2(D) 

PS(D) 
f!l' 

f!I'(K) 
E0(D) 
Tp(bD) 
Tpc(bD) 

Tp(M) 
CTpM 
Tl·oM, Tpo,lM 

Tl· 0 (bD), Tp0 • 1(bD) 

Tp*M 
CTp*M 
NTp*M 
c:(M) 
Q'(D) 
'§p(M) 
'§'(M) 
Ap.q(Tp* M), A~·q(M) 
c~.q(M) 
C~;';'(bD x D) 

L;,q(M) 
L~.q(D) 

Glossary of Symbols and Notations 

germs of meromorphic functions, 232 
invertible holomorphic, meromorphic, and con
tinuous functions on U, 237 
polydisc algebra, 10 
C(D) n (!)(D), 17 
Ck(i5) n (!)(D), 165 
holomorphic LP functions on D, 9 
holomorphic L 2 functions on D (also (!)L 2 (D)), 9, 
179 
plurisubharmonic functions on D, 88 
holomorphic polynomials on C", 218 
uniform closure of&> in C(K), 218 
divisors on D: in C 1, 246; inC", 247 
tangent space to bD c C" at P, 52 
complex tangent space to bD, 53 
tangent space of Mat P, 107 
complex valued tangent vectors, 123 
tangent vectors of type (1, 0) and (0, 1), 126 
tangent vectors to bD at P of type (1, 0) and (0, 1), 
164 
1-forms at P, 108 
complex valued 1-forms at P, 123 
r-forms at P, 109 
r-forms on M of class C1, 110, 123 
holomorphic r-forms on D, 228 
Grassman algebra of forms at P, 109 
Grassman algebra of forms of class C1 on M, 123 
forms of type (p, q) at P, 126, 127 
forms of type (p, q) of class C\ 127 
forms of type (p, q) with coefficients in Ck·oo(bD x D), 
172 
square integrable forms of type (p, q), 134 
(p, q)-forms with coefficients in V(D), 134 

Special Functions and Forms 

Lp(r; ·) 
p<r>((, . ) 
F#((, ·) 
<1>((, z) 
<f>((, z) 

KD((, z) 
p 
r ( =r<n>) 

Levi form of the function r at p, 56 
Levi polynomial of the function r at (, 60 
modification of p<r>((, · ), 193 
smooth globalization of the Levi polynomial, 193 
= <1>((, z) - r((), 295 
Bergman kernel of D, 179 
=I(- z! 2 , 146 
Newtonian solution kernel for D on functions in 
C", 146 



Glossary of Symbols and Notations 377 

B = o/3//3 

c<r) 

dz 1 

dz1 

dV 
dS 
Kq 

G0 ((, z) 
@]((. z) 
d,d;. 

Operators 

d 
ofa, of(a) 

(j 

3 
D 
A 

* 

Newtonian solution kernel for D on (0, q)-forms, 
150 
generating form for the Bochner-Martinelli
Koppelman kernel, 169 
canonical generating form for a convex domain 
defined by r, 171 
Cauchy kernel for the convex domain D, 172 
= L (lj/<l>) d(i, generating form for the strictly 
pseudoconvex domain D, 193 
generating form for the Henkin-Ramirez kernel, 
286 
= dzit 11. ••• 1\ dzir for J = (j 1 , ... ,j,), 127 

= dz 1 , 127 
volume form (on en), 133 
surface element on the boundary of a domain, 134 
Bochner-Martinelli-Koppelman kernel for (0, q)
forms, 148 (for q = 0); 154 (q ~ 0) 
homotopy form associated to the generating form 
w, 173 
Cauchy-Fantappie form of order q generated by 
W, resp. W, 169 (for q = 0); 173 (q ~ 0) 
principal part of the Bergman kernel of D, 309 
smooth function which is 0(1(- zli), 316 
admissible kernels, 316, 317 

exterior derivative, 111 
C-linear, or (1, 0)-part, of the differential off at a, 
7, 127 
Cauchy-Riemann operator: on functions, 7, 127; 
on forms, 128 
formal adjoint of (j in en, 138 
complex Laplacian, 140 
Laplace operator, 82, 139 (sometimes also the open 
unit disc in C) 
exterior derivative on en X [0, 1], 173 
{j~ + d;. on en X [0, 1], 173 
pullback on differential forms under the map F, 
112 
Hodge operator defined by Riemannian structure, 
135 
Bochner-Martinelli transform on the hypersur
face M, 160 
Bergman projection on D, 182 
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s<D> 
q 

Glossary of Symbols and Notations 

explicit principal part ofPD, 309, 313, 314 
parametrix for a associated to the generating form 
w, 174 
extension operator for a-cohomology, 194 
integral solution operator for a in neighborhoods 
of a Stein compactum, 200 
integral solution operator for a on the strictly 
pseudoconvex domain D, 201 
solution operator for a giving the solution ortho
gonal to ker a, 302, 351 



Index 

Abel's lemma, 14 
Absolute space, 3 
Admissible kernels, 315-322 

asymptotic expansion of, 316 
derivatives of, 318, 321 
differentiability class of, 316 
formal adjoint of, 317 
integration by parts of, 320 
simple, 316 
weighted order of, 316 

Ahem, P., 350 
Allowable vector field, 211,279, 324 
Analytic disc, 93 
Analytic polyhedron, 71 
Analytic set, 32-35, 39 

dimension of, 39 
ideal sheaf of, 263 
irreducible, 34, 247 
local parametrization of, 39 
reducible, 34 
regular point of, 34 
singular set of, 34 

Approximation 
failure of, 281 
of W functions, 306-307 
holomorphic, 215-216 
local, 303 

in F norm, 303-307 
of plurisubharmonic functions, 89-91 
pointwise bounded, 307 
polynomial, 218-220 
uniform, 280-282 

Atlas, 105-106 
for ck structure, 105 
complete, 106 
for complex structure, 123 

Automorphism, holomorphic, 25 

Barrett, D., 326 
Bedford, E., 350, 352, 354 
Behnke, H., 71 
Behnke-Stein theorem, 221-222, 227 
Bell, S., 185, 325, 352 
Bell's density lemma, 328 
Bergman kernel, 1 79-185, 308 

approximation for, 308, 314 
for ball, 182-183 
for complete Reinhardt domain, 337 
condition (B) for, 331 
coordinates, 327, 332 
growth estimate for, 335-336 
Ligocka's regularity condition for, 331 
for polydisc, 184 
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Bergman kernel (cont.) 
for product domain, 184 
regularity at the boundary of, 326 
representation for, 313, 326 
transformation formula for, 184 

Bergman metric, 186 
Bergman projection, 182, 314, 351 

HOlder continuity of, 314 
regularity condition for, 326 
transformation formula for, 185 

Bergman, S., 179, 187 
Biholomorphic 

equivalence, 23 
map, 22-23 

boundary regularity of, 324-325, 
333 

Holder continuity of, 352 
Bishop, E., 130 
Blaschke condition, 353 
Boas, H., 352 
Bochner-Martinelli 

integral formula, 149 
kernel, 148-149 
transform, 160-161 

jump relation for, 161 
Bochner-Martinelli-Koppelman 

formula, 154 
kernel, 154 

Bochner, S., 149, 188, 189 
Boundary 

differentiable, 51, 99 
distinguished, 8 
piecewise C\ 117-118 
real analytic, 342-343 
topological, 2 

Bremermann, H., 62, 103, 212 

Cancellation of singularities, 309-312 
Cartan, H., 40, 42, 67, 76, 102, 250, 

251, 264, 265, 266, 272 
Cartan's 

theorem A and B, 266-267 
applications of, 267-269 

uniqueness theorem, 30 
Catlin, D., 73 
Cauchy estimates, 9 
Cauchy-Fantappie form, see Form, 

Cauchy-Fantappie 

Cauchy integral formula 
for convex domains, 170-171 
extension by means of, 43-44 
on polydiscs, 7-8 

Cauchy kernel 
for convex domains, 172, 288 
for strictly pseudoconvex domains, 

275-276, 286, 288; see also 
Henkin-Ramirez kernel 

regularity property of, 277 

Index 

singularity of, 288 
Cauchy-Riemann equations, 6-7, 125, 

129 
homogeneous, 6 
inhomogeneous, 6, 129 

Cayley transform, 30 
Chain rule, 20-21 
Chern 

class, 248, 260, 262 
map, 262, 267 

Circled set, 4 
c• norm, see Norm 
Coboundaries, 255 
Coboundary map, 255 
Cochain, 254-255 
Cocycles, 255 
Cohomology groups 

Cech, 255-256 
with coefficients in a sheaf, 

254-258 
a, 129-13o 

of compact sets, 130 
with compact supports, 130 
of Stein domains, 217 

de Rharn, 129, 228 
of Stein domains, 229 

Compact linear map, 12, 18 
Complete Reinhardt domain, see Domain, 

complete Reinhardt 
Complex 

Hessian, see Hessian, complex 
Laplacian, 140, 146 
manifold, see Manifold, complex 
number space, 2 
submanifold, 25-27 

parametrization of, 26 
tangent space, see Tangent space, 

complex 
Concave boundary, 176 



Index 

Condition (R), 326 
for complete Reinhardt domains, 335, 

337 
for strictly pseudoconvex domain, 

326 
Connecting homomorphism, 256-257 
Continuity principles, 93-94 
Convergence 

compact, 10 
of holomorphic functions, 10 
of multiple series, 13 
normal, 14 

Convex hull, 67-68 
with respect to linear functions, 67 
with respect to monomials, 79 
with respect to O(D), 68 
with respect to polynomials, 218 

Convexity 
holomorphic, see Holomorphic 

convexity 
with respect to linear functions, 67 
with respect to plurisubharmonic 

functions, 93, 224 
Coordinates 

complex, 23, 123 
normal, 52 
tangential, 52 

Coordinate system, 105 
holomorphic, 23, 123 

Cotangent vector, 108; see also Form 
Cousin distribution, 234, 238 
Cousin, P., 230, 238 
Cousin problem 

additive, 234 
additive, with bounds, 304-305 
cohomological formulation of, 258-

260 
multiplicative, 237-238 
reduction of multiplicative to additive, 

240-242 
CR-ftinction, 164 
Critical point, 65, 356 

Decomposition of functions, 269, 291-
293 

Defining function, 51-53 
Diederich, K., 58, 190, 281, 353 
Diffeomorphism, 106 

381 

Differentiable manifold, see Manifold, 
differentiable 

Differential 
of a function, 6 
of a map, 19, 107 

Differential form, 109-110; see also 
Form 

Dimension 
complex 

of analytic set, 39 
of manifold, 122 
of submanifold, 26 

real, of a manifold, 105 
Direct sum of sheaves, 252 
Dirichlet problem, 83 
Distance, Euclidean 

to the boundary of D, 2 
between two sets, 2 

Distinguished boundary, see Boundary, 
distinguished 

Divisor 
inC', 246 

positive, 246 
principal, 246 

in IC", 247 
positive, 247 
principal, 247 

a-Neumann problem, 353 
Docquier, F., 102 
Dolbeault, P., 188 
Dolbeault isomorphism, 259 
Domain, 2 

of convergence of power series, 13-
15, 79 

convex, 49, 67 
Hartogs, see Hartogs domain 
holomorphically convex, 69 
of holomorphy, 48 
pseudoconvex, see Pseudoconvex 

domain 
Reinhardt, 4; see also Reinhardt 

domain 
Stein, see Stein domain 

a-operator, 7' 127-128 
Double differential form, 119 

Ehrenpreis, L. , 189 
Exact cohomology sequence, 256 
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Exact sequence, 254 
of sheaves, 254 

Exhaustion function, 63 
bounded strictly plurisubharrnonic, 

101 
strictly plurisubharmonic, 63, 64 

Exterior algebra, 109 
Exterior derivative, 111-112 

Faber, G., 102 
Fefferman, C., 25, 190, 325 
Fefferman's mapping theorem, 25, 325, 

333 
Finiteness theorem, 195 
Form 

Cauchy-Fantappie, 169 
with coefficients in '!f, 134 
generating, 169 
holomorphic, 228 
homotopy, 173 
1-form, 108 
r-form, 109; see also r-form 
square integrable, 134 
of type (p,q), 126-127 

Formal adjoint, 138 
Fornaess, J.E., 58, 281, 350, 351, 353, 

354 
Function 

CR, 164 
defining, for a domain, 51-53 
harmonic, 82-83 
holomorphic, 5-6 

completely singular, 48 
on an analytic set, 262-263 
on a submanifold, 27 

holomorphic LP, 9 
meromorphic, 232-233; see also 

Meromorphic function 
pluriharmonic, 92 
plurisubharrnonic, 82, 87-88 

approximation of, 89, 91 
exhaustion, 91 
smoothing of, 89 
strictly, 58-59 

subharrnonic, 83-87 
differential characterization of, 

87 
maximum principle for, 85 
submean value property for, 85 

Index 

Generating form, see Form, generating 
Germs 

of complex valued functions, 231 
of holomorphic functions, 231 
of meromorphic functions, 232 
ring of, of holomorphic functions, 232 

Gleason, A., 291, 294 
Gleason's problem, 291, 350 

for ball, 291, 293 
for strictly pseudoconvex domain, 292 

Grassman algebra, see Exterior algebra 
Grauert, H., 102, 189, 212, 213, 241, 

251, 351 
Green's formula, 145 
Gronwall, T.H., 238 

Hartogs 
domain, 18 

complete, 100 
extension theorem, 43, 159 
figure, 3, 49 
frame, 49 
pseudoconvexity, 49-51 

Hartogs, F., 6, 42, 43, 101, 102 
Harvey, R., 189, 212 
Hefer's theorem, 187, 198-199, 269, 271 

with parameters, 285 
Heisenberg group, 30 
Henkin, G.M., 189, 212, 213, 280, 283, 

291, 350, 352, 353 
Henkin-Ramirez kernel, 286 

singularity of, 288, 290 
Hermitian inner product, see Inner 

product, Hermitian 
Hessian 

complex, 56, 88 
real, 56 

Holomorphic 
convexity, 68-70 
extension 

by Bochner-Martinelli integral, 160, 
163 

by Cauchy integral, 43 
by Laurent series, 46 
by power series, 46-47 

form, see Form, holomorphic 
function, see Function, holomorphic 

germ of, 231 
map, see Map, holomorphic 



Index 

Holomorphically convex 
domain, 69 
hull, 68 

Homotopy form, see Form, homotopy 
Hopf Lemma, 92 
Hormander, L., 189, 190,271,302, 351 

Ideal sheaf of analytic set, see Analytic 
set 

Identity theorem, 16-17 
Implicit mapping theorem, 21-22 
Inner function, 47 
Inner product 

of differential forms, 134 
Hermitian, 2, 132 
Riemannian, 131 

Integrability condition, 6, 128-129 
Integration by parts, 137-139, 319 

for admissible kernels, 320-322 
for a, 138 

Invariant metric, see Metric, invariant 

Jacobian matrix 
complex, 19 
real, 19 

Kernel 
Bergman, see Bergman kernel 
Bochner-Martinelli, 148-149 
Bochner-Martinelli-Koppelman, 154, 

155 
Cauchy, 172; see also Cauchy kernel 
Cauchy-Fantappie, 169, 173 
Henkin-Ramirez, 286 
Szego, 170 
with weights, 354 

Kerzman, N., 101, 190, 212, 213, 275, 
280, 291, 349, 350, 351 

Kohn, JJ., 62, 65, 102, 326, 350, 351, 
352, 353 

Koppelman, W., 188, 189 
Krantz, S., 350 

Laplace operator, 82, 139 
Laplacian, complex, see Complex 

Laplacian 
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Laurent series, 44-46 
Lawson, B., 189 
Lei benson, Z.L., 291 
Lelong, P., 43, 94, 102 
Leray, J., 189, 250 
Leray's theorem, 256 
Levi, E.E., 42, 51, 55, 101, 102 
Levi 

form, 56 
determinant of, 289 

polynomial, 60, 192 
approximate symmetry of, 311 

problem, 62 
for pseudoconvex domains, 223 
for strictly pseudoconvex domains, 

196-197 
pseudoconvexity, 55-58 

Lewy, H., 348, 353 
Lewy-Pincuk reflection principle, see 

Reflection 
Lieb, 1., 189, 212, 213, 280, 291, 351, 

353 
Ligocka, E., 307, 325, 331, 333, 351, 

352 
Ligocka's nondegeneracy condition, 

331 
Lipschitz 

norm, 156 
Y2-estimate for a, 20 I , 204 

stability of, 210-211 
space, 156, 204, 314 

Locally Stein, 227 
Local parametrization 

of an analytic set, see Analytic set 
of a submanifold, 26 

Logarithmically convex, 80 
u estimate for a, 294, 300-301 

stability of, 302 

Manifold 
complex, 122 
differentiable, 105-107 

submanifold of, 106, 120 
product, 118 

Map 
biholomorphic, 23, see also 

Biholomorphic map 
holomorphic, 18-19 

derivative of, 19 
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Map (cont.) 

injective, 28-30 
nonsingular at a point, 22 

Martinelli, E., 149, 188, 189 
Maximal ideal, finitely generated, 291 
Maximum principle 

for harmonic functions, 83 
for holomorphic functions, 17 

on polydiscs, 10 
for subharmonic functions, 85 

.At-convex, 79 
Mean value property 

for harmonic functions, 83 
for holomorphic functions, 339 

Mergelyan, S.N., 280 
Meromorphic function, 232-233 

point of indeterminacy of, 237 
pole of, 237 
quotient representation of, 248-249 
singular set of, 233 

Metric 
Hermitian, 133 
invariant, 354 
Riemannian, 131 

Mittag-Leffler theorem, 234 
Morse lemma, 356 

Nagel, A., 291 
Narasimhan, R., 130 
Nevanlinna class, 353 
Newtonian potential, 146 
Nirenberg, L., 62, 65 
Nonisotropic behavior, 208, 212 
Norguet, F., 62, 212 
Norm 

C", of a function, 5 
Lipschitz, 156 
e, of a form, 133 
of a point in IC", 2 
Normal exhaustion, 11 

Oka 
approximation theorem, 215-216 
coherence theorem, 265 
counterexample, 239-240 
principle, 241, 261 
property, 243, 261 
-Wei! theorem, 218 

Index 

Oka, K., 43, 62, 94, 102, 187, 192, 
212, 238, 250, 264, 265, 266, 
270, 271, 272 

Yz-estimate, 20 1 , 204 
Open mapping theorem, 17 
Order, of a function, 39 
Orientation, 113-114 

induced, 114 
natural, 114 
positive, 114 
preserving, 114, 115 
product, 118 

0vrelid, N., 189, 213, 291, 350 

Paracompact, 106 
Parametrix, for a, 194, 296-297 

F boundedness of, 298 
Peaking functions 

holomorphic, 221-222 
smooth family of, 283-284 

Peak point, 354 
Perturbation of boundary, 210, 302 
Piecewise C' boundary, see Boundary, 

piecewise C' 
Pincuk, S., 348, 352, 353 
Plurisubharmonic 

convexity, 93 
function, see Function, 

plurisubharmonic 
Poincare, H., 24, 248 
Poincare problem, 248-249, 267 
Poisson integral, 83 
Polking, J., 212 
Polydisc, 3 
Polydisc algebra, 10 
Polydomain, 3 
Polynomially convex hull, 218 
Power series, 13 

domain of convergence of, 
13-15 

characterization of, 78-79 
Projective space, 131 
PS-convex, 93, 224 
Pseudoconvex compact set, 65 
Pseudoconvex domain, 63 

Hartogs, 50 
Levi, 56, 62 

strictly, 56, 61 
strictly, 59-62 
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Pseudopolynomial, see Weierstrass 
polynomial 

Pull back, 112 

Ramirez, E., 212, 283, 350 
Range, R.M., 189, 212, 213, 351, 352, 

353 
Real analytic 

arc, 340 
boundary, see Boundary, real analytic 
hypersurface, 342 

Refinement map, 106 
Reflection 

on analytic arc, 340 
analytic continuation by, 342, 344 
on analytic hypersurface, 343 
Lewy-Pincuk, principle, 348 
Schwarz, principle, 340 

Region, 2; see also Domain 
Reinhardt domain, 4 

complete 4, 78-80, 337 
logarithmically convex, 80 

Reinhardt, K., 40 
Relatively compact, 2 
Remmert, R., 41, 130, 251 
r-fonn, 109-110 

closed, 129 
with coefficients in A, 119 
complex valued, 123 
exact, 129 

Riemann 
mapping theorem, 24 
removable singularity theorem, 31-33 

Romanov, A.V., 213 
Rosay, J.P., 41, 101 
Rossi, H., 271 
Rothstein, W., 25, 352 
Runge 

approximation theorem, 218 
domain (region), 220, 230 
pair, 220-221 
property for strictly plurisubhannonic 

exhaustions, 223 

Schneider, R., 350 
Section, of a sheaf, 253 
Semicontinuous, upper, 84 
Serre, J.-P., 238, 239, 271, 272 

Sheaf, 251-254 
of Abelian groups, 253 
analytic, 264 
coherent, 265 
of commutative rings, 253, 269 
exact sequence of, 254 
of finite type, 264 
of germs of 

ck functions, 252 
divisors, 260 
holomorphic functions, 252 
meromorphic functions, 252 

of ideals, 263 
of 0-modules, 254 
quotient, 254 
of relations, 265 
restriction, to subset, 252 
of 91-modules, 269 

Sheaf homomorphism, 254 
analytic, 264 
image of, 254 
kernel of, 254 

Shilov boundary, I 0 
Sibony, N., 274 
Siegel upper half-space, 30 
Singular set 

of analytic set, 34 
of meromorphic function, 233 

Siu, Y.T., 189, 213 
Skoda, H., 353 
Solution of a 

with compact supports, 166-167 
on convex domains, 175-176 
on pseudoconvex domains, 

225-227 
on spherical shells, 176-177 
on Stein compacta, 199-201 
on Stein domains, 217 
on strictly pseudoconvex domains, 

201-202 
Solution operator for a 

on convex domains, 176 
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Lipschitz estimates for, 20 I, 205-209 
l!' estimates for, 300-301 
on strictly pseudoconvex domains, 

201-202, 300-301 
Stalk, of a sheaf, 252 
*-Operator, 135-137 
Stein 

compactum, 76-78 
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Stein (cont.) 
domain, 76-78 
manifold, 76, 81, 130 

Stein, E.M., 212, 275, 349, 350, 351 
Stein, K., 41, 71, 76, 238, 271 
Stokes' Theorem, 116-119 

on domains with piecewise C' 
boundary, 118 

on product domains, 118-119 
Strictly 

convex domain, 55 
plurisubharmonic function, 58-59 
pseudoconvex 

boundary point, 222 
domain, 59-60 

Structure sheaf of C', 252 
Subelliptic estimate, 201 
Submanifold 

complex, see Complex submanifold 
differentiable, see Manifold, 

differentiable 
Submean value property, 85 
Subsheaf, 252 
Surface 

element, 134-135, 136-137 
measure, 135 

Szego 
kernel for ball, 170 
projection, 178 

Tangential 
Cauchy-Riemann operator, 164 
vector field, see Vector field, 

tangential 
Tangent space, 52, 107-108 

to boundary 

complex, 53 
real, 52 

complexification of, 123 
Tangent vector, 107 

of type (1,0), 126 
of type (0,1), 126 

Taylor series, 16 
Thin set, 32 
Thullen, P., 42, 67, 102 
Topological obstruction, 242-246 
Transversal intersection, 118 
Type (p,q), see Form of type (p,q) 

Vector field, 110 

Index 

allowable, see Allowable vector field 
tangential to bD, 318 

Volume form, 133 
Vormoor, N., 352 

Webster, S., 325, 331 
Wedge product, 109 
Weierstrass, K., 35 
Weierstrass 

polynomial, 36 
distinguished, 36 

preparation theorem, 35-36 
Wei!, A., 187, 271 
Wermer, J., 218, 220 

Young inequality, 358 

Zero set of a holomorphic function, 28, 
32, 37-39, 354 

z.-regular of order k, 31 
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