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Introduction 

This short book gives an introduction to algebraic and abelian functions, with 
emphasis on the complex analytic point of view. It could be used for a course 
or seminar addressed to second year graduate students. 

The goal is the same as that of the first edition, although I have made a 
number of additions. I have used the Weil proof of the Riemann-Roch the
orem since it is efficient and acquaints the reader with adeles, which are a very 
useful tool pervading number theory. 

The proof of the Abel-Jacobi theorem is that given by Artin in a seminar 
in 1948. As far as I know, the very simple proof for the Jacobi inversion 
theorem is due to him. The Riemann-Roch theorem and the Abel-Jacobi 
theorem could form a one semester course. 

The Riemann relations which come at the end of the treatment of Jacobi's 
theorem form a bridge with the second part which deals with abelian functions 
and theta functions. In May 1949, Weil gave a boost to the basic theory of 
theta functions in a famous Bourbaki seminar talk. I have followed his 
exposition of a proof of Poincare that to each divisor on a complex torus there 
corresponds a theta function on the universal covering space. However, the 
correspondence between divisors and theta functions is not needed for the 
linear theory of theta functions and the projective embedding of the torus 
when there exists a positive non-degenerate Riemann form. Therefore I have 
given the proof of existence of a theta function corresponding to a divisor only 
in the last chapter, so that it does not interfere with the self-contained treat
ment of the linear theory. 

The linear theory gives a good introduction to abelian varieties, in an 
analytic setting. Algebraic treatments become more accessible to the reader 
who has gone through the easier proofs over the complex numbers. This 
includes the duality theory with the Picard, or dual, abelian manifold. 



vi Introduction 

I have included enough material to give all the basic analytic facts neces
sary in the theory of complex multiplication in Shimura-Taniyama, or my 
more recent book on the subject, and have thus tried to make this topic 
accessible at a more elementary level, provided the reader is willing to 
assume some algebraic results. 

I have also given the example of the Fermat curve, drawing on some recent 
results of Rohrlich. This curve is both of intrinsic interest, and gives a typical 
setting for the general theorems proved in the book. This example illustrates 
both the theory of periods and the theory of divisor classes. Again this 
example should make it easier for the reader to read more advanced books and 
papers listed in the bibliography. 

New Haven, Connecticut SERGE LANG 
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CHAPTER I 

The Riemann-Roch Theorem 

§ 1. Lemmas on Valuations 

We recall that a discrete valuation ring 0 is a principal ideal ring (and there
fore a unique factorization ring) having only one prime. If t is a generator 
of this prime, we call t a local parameter. Every element x "1 ° of such a 
ring can be expressed as a product 

x = try, 

where r is an integer ~ 0, and y is a unit. An element of the quotient field 
K has therefore a similar expression, where r may be an arbitrary integer, 
which is called the order or value of the element. If r > 0, we say that x 
has a zero at the valuation, and if r < 0, we say that x has a pole. We write 

r = vo(x), or v(x), or 

Let tJ be the maximal ideal of o. The map of K which is the canonical map 
o ~ o/tJ on 0, and sends an element x f/=. 0 to 00, is called the place of the 
valuation. 

We shall take for granted a few basic facts concerning valuations, all of 
which can be found in my Algebra. Especially, if E is a finite extension of 
K and 0 is a discrete valuation ring in K with maximal ideal tJ, then there 
exists a discrete valuation ring () in E, with prime ~, such that 

and tJ = ~ n K. 

If u is a prime element of (), then t () = u e (), and e is called the ramifica-
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tion index of () over 0 (or of ~ over lJ). If r D and ro are the value groups 
of these valuation rings, then (fD : ro) = e. 

We say that the pair «(),~) lies above (o,lJ), or more briefly that ~ lies 
above lJ. We say that «(),~) is unramified above (o,lJ), or that ~ is 
unramified above lJ, if the ramification index is equal to 1, that is e = 1. 

Example. Let k be a field and t transcendental over k. Let a E k. Let 0 

be the set of rational functions 

f(t)/g(t), with f(t), g(t) E k[t] such that g(a) =1= O. 

Then 0 is a discrete valuation ring, whose maximal ideal consists of all such 
quotients such that f(a) = O. This is a typical situation. In fact, let k be 
algebraically closed (for simplicity), and consider the extension k(x) obtained 
with one transcendental element x over k. Let 0 be a discrete valuation ring 
in k(x) containing k. Changing x to 1/x if necessary, we may assume that 
x E o. Then lJ n k[x] =1= 0, and lJ n k[x] is therefore generated by an irre
ducible polynomial p(x), which must be of degree 1 since we assumed k 
algebraically closed. Thus p(x) = x - a for some a E k. Then it is clear 
that the canonical map 

induces the map 

f(x) ~ f(a) 

on polynomials, and it is then immediate that 0 consists of all quotients 
f(x)fg(x) such that g(a) =1= 0; in other words, we are back in the situation 
described at the beginning of the example. 

Similarly, let 0 = k[[t]] be the ring of formal power series in one variable. 
Then 0 is a discrete valuation ring, and its maximal ideal is generated by t. 
Every element of the quotient field has a formal series expansion 

with coefficients ai E k. The place maps x on the value ao if x does not have 
a pole. 

In the applications, we shall study a field K which is a finite extension of 
a transcendental extension k(x), where k is algebraically closed, and x is 
transcendental over k. Such a field is called a function field in one variable. 
If that is the case, then the residue class field of any discrete valuation ring 
o containing k is equal to k itself, since we assumed k algebraically closed. 

Proposition 1.1. Let E be afinite extension of K. Let «(),~) be a discrete 
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valuation ring in E above (o,lJ) in K. Suppose that E = K(y) where y is 
the root of a polynomial f(Y) = 0 having coefficients in 0, leading coeffi
cient 1, such that 

f(y) = 0 but f'(y) =F 0 mod ~. 

Then ~ is unramified over lJ. 

Proof. There exists a constant Yo E k such that y == Yo mod ~. By 
hypothesis, f'(yo) =F 0 mod~. Let {yn} be the sequence defined recur
sively by 

Then we leave to the reader the verification that this sequence converges in 
the completion Kp of K, and it is also easy to verify that it converges to the 
root y since y == Yo mod ~ but y is not congruent to any other root of f and 
~. Hence y lies in this completion, so that the completion E'13 is embedded 
in Kp, and therefore ~ is unramified. 

We also recall some elementary approximation theorems. 

Chinese Remainder Theorem. Let R be a ring, and let lJ I, . . . , lJn be 
distinct maximal ideals in that ring. Given positive integers rl, ... , rn 
and elements at. ... , an E R, there exists x E R satisfying the con
gruences 

x == ai mod lJfi for all i. 

For the proof, cf. Algebra, Chapter II, §2. This theorem is applied to the 
integral closure of k[x] in a finite extension. 

We shall also deal with similar approximations in a slightly different 
context, namely a field K and a finite set of discrete valuation rings 01, . 

On of K, as follows. 

Proposition 1.2. If 01 and 02 are two discrete valuation rings with quotient 
field K, such that 01 Co2, then 01 = 02. 

Proof. We shall first prove that if lJ I and lJ2 are their maximal ideals, then 
):)2 C ):)1. Let Y E lJ2. If Y f/=. lJt. then l/y E Ot. whence l/y E ):)2, a con
tradiction. Hence lJ2 C lJl' Every unit of 01 is a fortiori a unit of 02. An 
element y of ):)2 can be written y = 'TT'{Iu where u is a unit of 01 and 'TTl is an 
element of order 1 in lJl. If 'TTl is not in lJ2, it is a unit in 02, a contradiction. 
Hence 'TTl is in lJ2, and hence so is lJ I = 0 I 'TTl . This proves lJ2 = lJ I. Finally, 
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if u is a unit in 02, and is not in OI. then llu is PI. and thus cannot be a unit 
in 02. This proves our proposition. 

From now on, we assume that our valuation rings OJ (i = 1, ... , n) are 
distinct, and hence have no inclusion relations. 

Proposition 1.3. There exists an element y of K having a zero at 01 and 
a pole at OJ (j = 2, ... , n). 

Proof. This will be proved by induction. Suppose n = 2. Since there is 
no inclusion relation between 01 and 02, we can find y E 02 and y $. 01. 

Similarly, we can find Z E 01 and Z $. 02. Then zly has a zero at 01 and a 
pole at 02 as desired. 

Now suppose we have found an element y of K having a zero at 01 and a 
pole at 02, ... , On-I. Let z be such that z has a zero at 01 and a pole at on. 

Then for sufficiently large r, y + zr satisfies our requirements, because we 
have schematically zero plus zero = zero, zero plus pole = pole, and the 
sum of two elements of K having poles of different order again has a pole. 

A high power of the element y of Proposition 1.3 has a high zero at 0 I and 
a high pole at OJ (j = 2, ... ,n). Adding 1 to this high power, and 
considering 11(1 + y r) we get 

Corollary. There exists an element z of K such that z - 1 has a high zero 
at 010 and such that z has a high zero at OJ (j = 2, ... , n). 

Denote by ordj the order of an element of K under the discrete valuation 
associated with OJ. We then have the following approximation theorem. 

Theorem 1.4. Given elements ai, ... , an of K, and an integer N, there 
exists an element y E K such that ordj(y - aj) > N. 

Proof. For each i. use the corollary to get Zj close to 1 at OJ and close to 
o at OJ (j 1= i), or rather at the valuations associated with these valuation 
rings. Then Zl a1 + ... + Znan has the required property. 

In particular, we can find an element y having given orders at the valua
tions arising from the OJ. This is used to prove the following inequality. 

Corollary. Let E be afinite algebraic extension of K. Let f be the value 
group of a discrete valuation of K, and f j the value groups of a finite 
number of inequivalent discrete valuations of E extending that of K. Let 
ej be the index of f in C. Then 

2: ej :;§i [E : K]. 
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Proof. Select elements 

YII, . . . , Ylep . . . ,Yrh . . . , Yre, 

of E such that Yiv (v = 1, . . . , e;) represent distinct cosets of f in fi' and 
have zeroes of high order at the other valuations Vj (j 1= 0. We contend that 
the above elements are linearly independent over K. Suppose we have a 
relation of linear dependence 

2: CivYiv = O. 
i.v 

Say CII has maximal value in f, that is, V(CII) ~ V(Civ) all i, v. Divide the 
equation by CII. Then we may assume that CII = 1, and that V(Civ) ~ 1. 
Consider the value of our sum taken at VI. All terms Yll, C12Y12, ••• ,Clel Ylel 

have distinct values because the y's represent distinct cosets. Hence 

On the other hand, the other terms in our sum have a very small value at 
VI by hypothesis. Hence again by that property, we have a contradiction, 
which proves the corollary. 

§2. The Riemann-Roch Theorem 

Let k be an algebraically closed field, and let K be a function field in one 
variable over k (briefly a function field). By this we mean that K is a finite 
extension of a purely transcendental extension k(x) of k, of transcendence 
degree 1. We call k the constant field. Elements of K are sometimes called 
functions. 

By a prime, or point, of Kover k, we shall mean a discrete valuation ring 
of K containing k (or over k). As we saw in the example of § 1, the residue 
class field of this ring is then k itself. The set of all such discrete valuation 
rings (i.e., the set of all points of K) will be called a curve, whose function 
field is K. We use the letters P, Q for points of the curve, to suggest geometric 
terminology. 

By a divisor (on the curve, or of Kover k) we mean an element of the free 
abelian group generated by the points. Thus a divisor is a formal sum. 

where Pi are points, and n i are integers, all but a finite number of which are 
O. We call 
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L ni = L np 
p 

the degree of a, and we call n i the order of a at Pi. 

If x E K and x =F 0, then there is only a finite number of points P such that 
ordp x =F O. Indeed, if x is constant, then ordp(x) = 0 for all P. If x is not 
constant, then there is one point of k(x) at which x has a zero, and one point 
at which x has a pole. Each of these points extends to only a finite number 
of points of K, which is a finite extension of k(x). Hence we can associate 
a divisor with x, namely 

where np = ordp(x). Divisors a and b are said to be linearly equivalent if 
a - b is the divisor of a function. If a = I npP and b = I mpP are divisors, 
we write 

a ii;; b if and only if np ii;; mp for all P. 

This clearly defines a (partial) ordering among divisors. We call a positive 
if a ii;; O. 

If a is a divisor, we denote by L (a) the set of all elements x E K such that 
(x) ii;; -a. If a is a positive divisor, then L(a) consists of all the functions 
in K which have poles only in a, with multiplicities at most those of a. It is 
clear that L(a) is a vector space over the constant field k for any divisor a. 
We let I(a) be its dimension. 

Our main purpose is to investigate more deeply the dimension I(a) of the 
vector space L(a) associated with a divisor a of the curve (we could say of 
the function field). 

Let P be a point of V, and 0 its local ring in K. Let P be its maximal ideal. 
Since k is algebraically closed, o/P is canonically isomorphic to k. We know 
that 0 is a valuation ring, belonging to a discrete valuation. Let t be a 
generator of the maximal ideal. Let x be an element of o. Then for some 
constant ao in k, we can write x == ao mod p. The function x - ao is in p, 
and has a zero at o. We can therefore write x - ao = tyo, where Yo is in o. 
Again by a similar argument we get Yo = a, + ty, with y, E 0, and 

Continuing this procedure, we obtain an expansion of x into a power series, 

It is trivial that if each coefficient ai is equal to 0, then x = o. 
The quotient field K of 0 can be embedded in the power series field k«t» 
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as follows. If x is in K, then for some power t S, the function tSx lies in 0, 

and hence x can be written 

If u is another generator of 13, then clearly k«t» = k«u», and our power 
series field depends only on P. We denote it by Kp. An element g" of Kp can 
be written gp = I;=m avtV with am =1= o. If m < 0, we say that gp has a pole 
of order -m. If m > 0 we say that gp has a zero of order m, and we let 
m = ordp~. 

Lemma. For any divisor a and any point P, we have 

l(a + P) ~ l(a) + 1, 

and l(a) is finite. 

Proof. If a = 0 then l(a) = 1 and L(a) is the constant field because a 
function without poles is constant. Hence if we prove the stated inequality, 
it follows that l(a) is finite for all a. Let m be the multiplicity of P in a. 
Suppose there exists a function z E L(a + P) but z fF L(a). Then 

ordp x = - (m + 1). 

Let w E L(a + P). Looking at the leading term of the power series ex
pansion at P for w, we see that there exists a constant c such that w - cz 
has order ~ -m at P, and hence w E L(a). This proves the inequality, 
and also the lemma. 

Let A* be the cartesian product of all Kp , taken over all points P. An 
element of A* can be viewed as an infinite vector g = ( ... , gp, ... ) where 
gp is an element of Kp. The selection of such an element in A* means that 
a random power series has been selected at each point P. Under component
wise addition and multiplication, A* is a ring. It is too big for our purposes, 
and we shall work with the subring A consisting of all vectors such that gp has 
no pole at P for all but a finite number of P. This ring A will be called the 
ring of adeles. Note that our function field K is embedded in A under the 
mapping 

x ~ ( ... ,x, x, x, ... ), 

i.e., at the P-component we take x viewed as a power series in Kp. In 
particular, the constant field k is also embedded in A, which can be viewed 
as an algebra over k (infinite dimensional). 
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Let a be a divisor on our curve. We shall denote by A(a) the subset of A 
consisting of all adeles g such that ordp 9> ~ -ordp a. Then A(a) is imme
diately seen to be a k-subspace of A. The set of all such A(a) can be taken 
as a fundamental system of neighborhoods of 0 in A, and define a topology 
in A which thereby becomes a topological ring. 

The set of functions x such that (x) ~ -a is our old vector space L(a), and 
is immediately seen to be equal to A(a) n K. 

Let a be a divisor, a = I njPj, and let I nj be its degree. The purpose 
of this chapter is to show that deg(a) and l(a) have the same order of 
magnitude, and to get precise information on l(a) - deg(a). We shall even
tually prove that there is a constant g depending on our field K alone such that 

l(a) = deg(a) + 1 - g + 5(a), 

where 5(a) is a non-negative integer, which is 0 if deg(a) is sufficiently large 
(> 2g - 2). 

We now state a few trivial formulas on which we base further computations 
later. If Band C are two k-subspaces of A, and B ::> C, then we denote by 
(B : C) the dimension of the factor space B mod Cover k. 

Proposition 2.1. Let a and 0 be two divisors. Then A(a) ::> A(b) if and 
only if a ~ o. If this is the case, then 

1. (A(a): A(o» = deg(a) - deg(o), and 

2. (A(a): A(o» = «A(a) + K) : (A(o) + K» 
+ «A(a) n K) : (A(o) n K». 

Proof. The first assertion is trivial. Formula 1 is easy to prove as follows. 
If a point P appears in a with multiplicity d and in 0 with multiplicity e, then 
d ~ e. If t is an element of order 1 at P in Kp, then the index (t -d Kp : t -e Kp) 
is obviously equal to d - e. The index in formula 1 is clearly the sum of the 
finite number of local indices of the above type, as P ranges over all points 
in a or O. This proves formula 1. As to formula 2, it is an immediate 
consequence of the elementary homomorphism theorems for vector spaces, 
and its formal proof will be left as an exercise to the reader. 

From Proposition 2.1 we get a fundamental formula: 

(1) deg(a) - deg(o) = (A(a) + K : A(o) + K) + l(a) - 1(0) 

for two divisors a and 0 such that a ~ O. For the moment we cannot yet 
separate the middle index into two functions of a and 0, because we do not 
know that (A : A(o) + K) is finite. This will be proved later. 

Let y be a non-constant function in K. Let c be the divisor of its poles, and 
write c = I e j Pj • The points Pj in c all induce the same point Q of the rational 
curve having function field k(y), and the ej are by definition the ramification 
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indices of the discrete value group in key) associated with the point Q, and 
the extensions of this value group to K. These extensions correspond to the 
points Pi. We shall now prove that the degree I ei of C is equal to [K : key)]. 
We denote [K : key)] by n. 

Let z], ... , Zn be a linear basis of Kover key). After multiplying each 
Zj with a suitable polynomial in k[y] we may assume that they are integral 
over k[y], i.e., that no place of K which is finite on k[y] is a pole of any 
Zj. All the poles of the Zj are therefore among the Pi above appearing in c. 
Hence there is an integer /Lo such that Zj E L(/Loc). Let /L be a large positive 
integer. For any integer s satisfying 0 ~ s ~ /L - /Lo we get therefore 

ySZj E L (/LC) , 

and so l(/Lc) ~ (/L - /Lo + l)n. 
LetN" be the integer (A(/Lc) + K: A(O) + K), soN" ~ O. Putting b = 0 

and a = JLC in the fundamental formula (1), we get 

/L( L e) = N" + I(JLC) - 1 

(2) ~ N" + (/L - /Lo + l)n - 1. 

Dividing (2) by /L and letting /L tend to infinity, we get I ei ~ n. Taking into 
account the corollary to Theorem 1.4 we get 

Theorem 2.2. Let K be the function field of a curve, and y E K a noncon
stantfunction. Ifc is the divisor of poles ofy, then deg(c) = [K: key)]. 
Hence the degree of a divisor of a function is equal to 0 (a function has 
as many zeros as poles). 

Proof. If we let c' be the divisor of zeros of y then c' is the divisor of poles 
of l/y, and [K : k(1/y)] = n also. 

Corollary. deg(a) is a function of the linear equivalence class ofa. 

A function depending only on linear equivalence will be called a class 
function. We see that the degree is a class function. 

Returning to (2), we can now write 

JLn ~ N" + JLn - /Lon + n - 1 

whence 

and this proves that Np. is uniformly bounded. Hence for large /L, 
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Np. = (A(JLc) + K : A(O) + K) 

is constant, because it is always a positive integer. 
Now define a new function of divisors, rea) = deg(a) - lea). Both 

deg(a) and lea) are class functions, the fonner by Theorem 2.2 and the latter 
because the map z ~ yz for z E L(a) is a k-isomorphism between L(a) and 
L(a - (y». 

The fundamental formula (1) can be rewritten 

(3) o ~ (A(a) + K : A(o) + K) = rea) - r(o) 

for two divisors a and 0 such that a ~ o. Put 0 = 0 and a = JLC, so 

(A(JLc) + K : A(O) + K) = r(JLC) - reO). 

This and the result of the preceding paragraph show that r(JLC) is unifonnly 
bounded for all large JL. 

Let 0 now be any divisor. Take a function z E k[ y] having high zeros at 
all points of 0 except at those in common with c (i.e., poles of y). Then for 
some JL, (z) + JLC ~ o. Putting a = JLC in (3) above, and using the fact that 
rea) is a class function, we get 

r(o) ~ r(JLC) 

and this proves that for an arbitrary divisor 0 the integer r(o) is bounded. 
(The whole thing is of course pure magic.) This already shows that deg(o) 
and leo) have the same order of magnitude. We return to this question later. 
For the moment, note that if we now keep 0 fixed, and let a vary in (3), then 
A(a) can be increased so as to include any element of A. On the other hand, 
the index in that fonnula is bounded because we have just seen that rea) is 
bounded. Hence for some divisor a it reaches its maximum, and for this 
divisor a we must have A = A(a) + K. We state this as a theorem. 

Theorem 2.3. There exists a divisor a such that A = A(a) + K. This 
means that the elements of K can be viewed as a lattice in A, and that there 
is a neighborhood A(a) which when translated along all points of this 
lattice covers A. 

This result allows us to split the index in (1). We denote the dimension 
of (A : A(a) + K) by 8(a). We have just proved that it is finite, and (1) 
becomes 

(4) deg(a) - deg(o) = 8(0) - 8(a) + lea) - leo) 

or in other words 
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(5) I(a) - deg(a) - 5(a) = 1(0) - deg(o) - 5(0). 

This holds for a ~ o. However, since two divisors have a sup, (5) holds for 
any two divisors a and o. The genus of K is defined to be that integer g such 
that 

I(a) - deg(a) - 5(a) = 1 - g. 

It is an invariant of K. Putting a = 0 in this definition, we see that g = 5(0), 
and hence that g is an integer ~ 0, g = (A : A(O) + K). Summarizing, we 
have 

Theorem 2.4. There exists an integer g ~ 0 depending only on K such 
that for any divisor a we have 

l(a) = deg(a) + 1 - g + 5(a), 

where 5(a) ~ O. 

By a differential A of K we shall mean a k-linear functional of A which 
vanishes on some A(a), and also vanishes on K (considered to be embedded 
in A). The first condition means that A is required to be continuous, when 
we take the discrete topology on k. Having proved that (A : A(a) + K) is 
finite, we see that a differential vanishing on A(a) can be viewed as a 
functional on the factor space 

A mod A(a) + K; 

and that the set of such differentials is the dual space of our factor space, its 
dimension over k being therefore 5(a). 

Note in addition that the differentials form a vector space over K. Indeed, 
if A is a differential vanishing on A(a), if g is an element of A, and y an 
element of K, we can define yA by (yA)(g) = A(yg). The functional yA is 
again a differential, for it clearly vanishes on K, and in addition, it vanishes 
on A(a + (y». 

We shall call the sets A(a) parallelotopes. We then have the following 
theorem. 

Theorem 2.S. If A is a differential, there is a maximal parallelotope A(a) 
on which A vanishes. 

Proof. If A vanishes on A(at) and A(a2), and if we put 
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then ,\ vanishes on A(a). Hence to prove our theorem it will suffice to prove 
that the degree of a is bounded. If Y E L(a), so (y) E;;; -a, then y'\ vanishes 
on A(a + y» which contains A(O) because a + (y) E;;; O. IfYl> ... , Yn are 
linearly independent over k, then so are YI'\, ... , Yn'\. Hence we get 

8(0) E;;; I(a) = dega + I - g + 8(a). 

Since 8(a) E;;; 0, it follows that 

dega ~ 5(0) + g - 1, 

which proves the desired bound. 

Theorem 2.6. The differentials form a 1-dimensional K-space. 

Proof. Suppose we have two differentials ,\ and J,L which are linearly 
independent over K. Suppose Xl> •.• , Xn and Yt. ... , Yn are two sets of 
elements of K which are linearly independent over k. Then the differentials 
XI,\, ... , xn'\, YIJ,L, ... , YnJ,L are linearly independent over k, for other
wise we would have a relation 

'L ajxj'\ + 'L bjYj J,L = O. 

Letting X = I ajXj and Y = I bjYj, we get x'\ + YJ,L = 0, contradicting the 
independence of '\, J,L over K. 

Both ,\ and J,L vanish on some parallelotope A( a), for if ,\ vanishes on A( a I) 
and J,L vanishes on A(a2), we put a = inf (at. a2), and 

Let 0 be an arbitrary divisor. If Y E L(o), so that (y) E;;; -0, then y'\ van
ishes on A(a + (y» which contains A(a - 0) because a + (y) E;;; a - O. 
Similarly, YJ,L vanishes on A(a - 0) and by definition and the remark at the 
beginning of our proof, we conclude that 

5(a - 0) ~ 2/(0). 

Using Theorem 2.4, we get 

I(a - 0) - deg(a) + deg(o) - I + g E;;; 2/(0) 

E;;; 2 (deg(o) + 1 - g + 5(0» 

E;;; 2 deg(o) + 2 - 2g. 
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If we take 0 to be a positive divisor of very large degree, then L(a - 0) 
consists of 0 alone, because a function cannot have more zeros than poles. 
Since deg(a) is constant in the above inequality, we get a contradiction, and 
thereby prove the theorem. 

If ,.\ is a non-zero differential, then all differentials are of type y"\. If A(a) 
is the maximal parallelotope on which ,.\ vanishes, then clearly A(a + (y» 
is the maximal parallelotope on which y"\ vanishes. We get therefore a linear 
equivalence class of divisors: if we define the divisor (,.\) associated with ,.\ 
to be a, then the divisor associated with y"\ is a + (y). This divisor class is 
called the canonical class of K, and a divisor in it is called a canonical 
divisor. 

Theorem 2.6 allows us to complete Theorem 2.4 by giving more informa
tion on 5(a): we can now state the complete Riemann-Roch theorem. 

Theorem 2.7. Let a be an arbitrary divisor of K. Then 

l(a) = deg(a) + 1 - g + l(c - a). 

where C is any divisor of the canonical class. In other words, 

5(a) = l(c - a). 

Proof. Let c be the divisor which is such that A(c) is the maximal paral
lelotope on which a non-zero differential ,.\ vanishes. If 0 is an arbitrary 
divisor and y E L(b), then we know that y"\ vanishes on A(c - 0). Con
versely, by Theorem 2.6, any differential vanishing on A(c - 0) is of type 
z"\ for some z E K, and the maximal parallelotope on which z"\ vanishes is 
(z) + c, which must therefore contain A(c - 0). This implies that 

(z) ~ -0, i.e., z E L(O). 

We have therefore proved that 5(c - 0) is equal to 1(0). The divisor 0 was 
arbitrary, and hence we can replace it by c - a, thereby proving our theorem. 

Corollary 1. If c is a canonical divisor, then l(c) = g. 

Proof. Put a = 0 in the Riemann-Roch theorem. ThenL(a) consists of the 
constants alone, and so l(a) = 1. Since deg(O) = 0, we get what we want. 

Corollary 2. The degree of the canonical class is 2g - 2. 

Proof. Put a = c in the Riemann-Roch theorem, and use Corollary 1. 
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Corollary 3. If deg(a) > 2g - 2, then 5(a) = O. 

Proof. 5(a) is equal to l(c - a). Since a function cannot have more zeros 
than poles, L(c - a) = 0 if deg(a) > 2g - 2. 

§3. Remarks on Differential Forms 

A derivation D of a ring R is a mapping D: R --+ R of R into itself which is 
linear and satisfies the ordinary rule for derivatives, i.e., 

D(x + y) = Dx + Dy, and D(xy) = xDy + yDx. 

As an example of derivations, consider the polynomial ring k[X] over a field 
k. For each variable X, the derivative a/ax taken in the usual manner is a 
derivation of k[X]. We also get a derivation of the quotient field in the 
obvious manner, i.e., by defining D(ulv) = (vDu - uDv)lv 2• 

We shall work with derivations of a field K. A derivation of K is trivial 
if Dx = 0 for all x E K. It is trivial over a subfield k of K if Dx = 0 for 
all x E k. A derivation is always trivial over the prime field: one sees that 
D(1) = D(1· 1) = W(1), whence D(1) = O. 

We now consider the problem of extending a derivation D on K. Let 
E = K(x) be generated by one element. Iff E K[X], we denote by af lax the 
polynomial af laX evaluated at x. Given a derivation Don K, does there exist 
a derivation D* on K(x) coinciding with D on K? If f(X) E K[X] is a 
polynomial vanishing on x, then any such D* must satisfy 

(1) o = D*(j(x» = fD(X) + 2: (af lax)D*x, 

where fD denotes the polynomial obtained by applying D to all coefficients 
of f. Note that if relation (1) is satisfied for every element in a finite set of 
generators of the ideal in K[X] vanishing on x, then (1) is satisfied by every 
polynomial of this ideal. This is an immediate consequence of the rules for 
derivations. 

The above necessary condition for the existence of a D* turns out to be 
sufficient. 

Lemma 3.1. Let D be a derivation of a field K. Let x be any element in 
an extension field ofK, and letf(X) be a generator for the ideal determined 
by x in K[X]. Then, if u is an element of K(x) satisfying the equation 

o = jD(x) + f' (x)u, 
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there is one and only one derivation D* of K(x) coinciding with Don K, 
and such that D*x = u. 

Proof. The necessity has been shown above. Conversely, if g(x), h(x) are 
in K[x], and h(x) =1= 0, one verifies immediately that the mapping D* defined 
by the formulas 

D*g(x) = gD(X) + g(x)u 

D*(g/h) = hD*g ~ gD*h 
h 

is well defined and is a derivation of K(x). 

Consider the following special cases. Let D be a given derivation on K. 

Case 1. x is separable algebraic over K. Let f(X) be the irreducible 
polynomial satisfied by x over K. Thenf'(x) =1= O. We have 

o = fD(X) + f' (x)u, 

whence u = _fD(X)/f' (x). Hence D extends to K(x) uniquely. 1fD is trivial 
on K, then D is trivial on K(x). 

Case 2. x is transcendental over K. Then D extends, and u can be selected 
arbitrarily in K(x). 

Case 3. x is purely inseparable over K, so x P - a = 0, with a E K. 
Then D extends to K(x) if and only if Da = O. In particular if D is trivial 
on K, then u can be selected arbitrarily. 

From these three cases, we see that x is separable algebraic over K if and 
only if every derivation D of K(x) which is trivial on K is trivial on K(x). 
Indeed, if x is transcendental, we can always define a derivation trivial on K 
but not on x, and if x is not separable, but algebraic, then K(xP) =1= K(x), 
whence we can find a derivation trivial on K(xP) but not on K(x). 

The derivations of a field K form a vector space over K if we define zD for 
z E K by (zD)(x) = zDx. 

Let K be a function field over the algebraically closed constant field k 
(function field means, as before, function field in one variable). It is an 
elementary matter to prove that there exists an element x E K such that K is 
separable algebraic over k(x) (cf. Algebra). In particular, a derivation on K 
is then uniquely determined by its effect on k(x). 

We denote by ~ the K -vector space of derivations D of Kover k, (deri
vations of K which are trivial on k). For each z E K, we have a pairing 

(D, z) 1-+ Dz 
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of (9), K) into K. Each element z of K gives therefore a K -linear functional 
of 9). This functional is denoted by dz. We have 

d(yz) = ydz + zdy 

d(y + z) = dy + dz. 

These linear functionals form a subspace ~ of the dual space of 9), if we 
define ydz by 

(D, ydz) ~ yDz. 

Lemma 3.2. If K is a function field (in one variable) over the algebraic
ally closed field k, then 9) has dimension lover K. An element t E K is 
s1tch that Kover k(t) is separable if and only if dt is a basis of the dual 
space of9) over K. 

Proof. If K is separable over k(t), then any derivation on K is determined 
by its effect on t. If Dt = u, then D = uD!. where Dl is the derivation such 
that Dl t = 1. Thus 9J has dimension lover K, and dt is a basis of the dual 
space. On the other hand, using cases 2 and 3 of the extension theorem, we 
see at once that if K is not separable over k(t), then dt = 0, and hence cannot 
be such a basis. 

The dual space ~ of 9J will be called the space of differential forms of 
Kover k. Any differential form of K can therefore be written as ydx, where 
K is separable over k(x). 

§4. Residues in Power Series Fields 

The results of this section will be used as lemmas to prove that the sum of the 
residues of a differential fQrm in a function field of dimension 1 is 0. 

Let k«(t) be a power series field, the field of coefficients being arbitrary 
(not necessarily algebraically closed). If u is an element of that field which 
can be written u = alt + a2t2 + ... with al =1= 0, then it is clear that 

k«u) = k«t). 

The order of an element of k «t) can be computed in terms of u or of t. We 
call an element of order 1 a local parameter of k « t). 

Our power series field admits a derivation DI defined in the obvious 
manner. Indeed, if y = I avtV is an element of k«t) one verifies immedi
ately that DIY = I JJavtv-1 is a derivation. We sometimes denote DIY by 
dy/dt. There is also a derivation DuY defined in the same manner, and the 
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classical chain rule DuY· Dtu = Dty (or better dy/du· du/dt = dy/dt) holds 
here because it is a fonnal result. 

If y = I avt V, then a-I (the coefficient of rl) is called the residue of y 
with respect to t, and denoted by rest(y). 

Proposition 4.1. Let x and y be two elements of k « t), and let u be another 
parameter of k«t)). Then 

Proof. It clearly suffices to show that for any element y of k«t) we have 
rest(y) = resu(y dt/du). Since the residue is k-linear as a function of power 
series, and vanishes on power series which have a zero of high order, it suf
fices to prove our proposition for y = t n (n being an integer). Furthennore, 
our result is obviously true under the trivial change of parameter t = au, 
where a is a non-zero constant. Hence we may assume t = u + azuz + ... , 
and dt/du = 1 + 2azu + . ... We have to show that resu(tndt/du) = 1 
when n = -1, and 0 otherwise. 

When n ~ 0, the proposition is obvious, because tn dt /du contains no 
negative powers of t. 

When n = -1, we have 

1 dt 1 + 2azu + . .. 1 
t du = u + azuz + ... = ~ + ... , 

and hence the residue is equal to 1, as desired. 
When n < -1, we consider first the case in which the characteristic is O. 

In this case, we have 

and this is 0 for n =1= - 1. 
For arbitrary characteristic, and fixed n < -1, we have for m > 1, 

1 dt 1 + 2a2 u + . . . 
tmdu u m (1 + a3 U + ... ) 

F(az, a3, ... ) 
= + ... , 

u 

where F(az, a3, ... ) is a fonnal polynomial with integer coefficients. It is 
the same for all fields, and contains only a finite number of the coefficients 
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ai. Hence the truth of our proposition is a fonnal consequence of the result 
in characteristic 0, because we have just seen that in that case, our polynomial 
F(a2, a3, ... ) is identically 0. This proves the proposition. 

In view of Proposition 4.1, we shall call an expression of type ydx (with 
x and y in the power series field) a ditTerential form of that field and the 
residue res( ydx) of that differential fonn is defined to be the residue 
res,(ydx/dt) taken with respect to any parameter t of our field. 

We shall need a more general fonnula than that of Proposition 4. Given 
a power series field k«u», let t be a non-zero element of that field of order 
m ~ 1. After mUltiplying t by a constant if necessary, we can write 

t = um + b1um+1 + b2um+2 + .. . 

= um(1 + b1u + b2u2 + ... ). 

Then the power series field k«t» is contained in k«u». In fact, one sees 
immediately that the degree of k«u» over k«t» is exactly equal to m. 
Indeed, by recursion, one can express any elementy of k«u» in the following 
manner 

y =/o(t) +!J(t)u + ... +/m_l(t)Um- 1, 

with/i(t) E k«t». Furthennore, the elements 1, u, ... , um- 1 are linearly 
independent over k«t», because our power series field k«u» has a discrete 
valuation where u is an element of order 1, and t has order m. If we had a 
relation as above with y = 0, then two tenns/i(t)U i and/i(t)u j would neces
sarily have the same absolute value with i f j. This obviously cannot be the 
case. Hence the degree of k«u» over k«t» is equal to m, and is equal to 
the ramification index of the valuation in k « t» having t as an element of order 
1 with respect to the valuation in k«u» having u as element of order 1. 

The following proposition gives the relations between the residues taken 
in k«u» or in k«t». By Tr we shall denote the trace from k«u» to k«t». 

Proposition 4.2. Let k«u» be a power series field, and let t be a non-zero 
elemento/thatfield, %rderm ~ 1. Letybeanelemento/k«u». Then 

resu (y :~ dU) = res, (Tr(y) dt). 

Proof. We have seen that the powers 1, u, ... , um- 1 fonn a basis for 
k«u» over k«t», and the trace of an element y of k«u» can be computed 
from the matrix representing y on this basis. Multiplying t by a non-zero 
constant does not change the validity of the proposition. Hence we may 
assume that 
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with bv E k. One can solve recursively 

um = fo(t) + II (t)u + ... + !m-l (t)u m- 1, 

where !i(t) are elements of k«t», and the coefficients of J;(t) are universal 
polynomials in blo b2 , ••. , with integer coefficients, that is each!i(t) can 
be written 

where each Piv(b) is a polynomial with integer coefficients, involving only a 
finite number of b's. 

The matrix representing an arbitrary element 

of k«u» is therefore of type 

(
Go,) (t) ... GO,m-) (t) ) 

Gm-1,o(t) ..• Gm-),m-)(t) 

where Gvp.(t) E k«t», and where the coefficients of the Gvp.(t) are universal 
polynomials with integer coefficients in the b's and in the coefficients of the 
gj(t). This means that our formula, if it is true, is a formal identity having 
nothing to do with characteristic p, and that our verification can be carried out 
in characteristic O. 

This being the case, we can write t = v m , where v = u + C2U2 + ... 
is another parameter of the field k«u». This can be done by taking the 
binomial expansion for (1 + b1u + ... )l/m. In view of Proposition 4.1, it 
will suffice to prove that 

resv (Y :~ dV) = res/(Tr(y) dt). 

By linearity, it suffices to prove this for y = vj, -00 < j < +00. (If y has 
a very high order, then both sides are obviously equal to 0, and y can be 
written as a sum involving a finite number of terms ajvj , and an element of 
very high order.) 

If we write 

j = ms + r with 0 ~ r ~ m - 1, 
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then vi = tSv r and Tr(vi ) = tSTr(vr).We have trivially 

{o if r =1= 0 . {mtS if)' = ms 
Tr(vr) = m if r =1= 0 whence Tr(v') = 0 otherwise. 

Consequently, we get 

i {m if j = -m res,(Tr(v ) dt) = 0 th . o erwlse. 

On the other hand, our first expression in terms of v is equal to 

which is obviously equal to what we just obtained for the right-hand side. 
This proves our proposition. 

In the preceding discussion, we started with a power series field k«u» and 
a subfield k«t». We conclude this section by showing that this situation is 
typical of power series field extensions. 

Let F = k«t» be a given power series field over an algebraically closed 
field k. We have a canonical k-valued place of F, mapping ton O. Let E be 
a finite algebraic extension of F. Then the discrete valuation of F extends in 
at least one way to E, and so does our place. Let u be an element of E of order 
1 at the extended valuation, which is discrete. If e is the ramification index, 
then we know by the corollary of Theorem 1 that e ;;; [E : F]. We shall show 
that e = [E : F] and hence that the extension of our place is unique. 

An element Y of E which is finite under the place has an expansion 

y = ao + al u + ... + ae-I ue- I + tylo 

where YI is in E and is also finite. This comes from the fact that ue and t 
have the same order in the extended valuation. Similarly, YI has also such 
an expansion, YI = bo + bl u + ... + be-I u e- I + ty2. Substituting this 
expression for YI above, and continuing the procedure, we see that we can 
write 

Y =Io(t) +II(t)u + ... + Ie_l(t)u e- l , 

where Ii (t) is a power series in k « t». Since the powers 1, u, . . . , U e-I 
are clearly linearly independent over k«t», this proves that e = [E : F], 
and that the extension of the place is unique. 

Furthermore, to every element of E we can associate a power series in I: = m a,.. u"', and one sees that every such power series arises from an element 
of E, because we can always replace u e by ty, where Y is finite under the place, 
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and we can therefore solve recursively for a linear combination of the powers 
1, u, ... , ue- 1 with coefficients in k«t»). Summarizing, we get 

Proposition 4.3. Let k«t») be a power series field over an algebraically 
closed field k. Then the natural k-valued place of k«t») has a unique 
extension to any finite algebraic extension of k«t»). If E is such an 
extension, and u is an element of order 1 in the extended valuation, then 
E may be identified with the power series field k«u») and [E : F] = e. 

§S. The Sum of the Residues 

We return to global considerations, and consider a function field K of dimen
sion lover an algebraically closed field k. The points P of Kover k are 
identified with the k-valued places of Kover k. For each such point, we have 
an embedding K ~ Kp of K into a power series field k«t») = Kp as in §2. 
Our first task will be to compare the derivations in K with the derivations in 
k«(t») discussed in §3. 

Theorem 5.1. Let y be an element of K. Let t E K be a local parameter 
at the point P, and let z be the element of K which is such that dy = z dt. 
If dy Idt is the derivative ofy with respect to t taken formally from the power 
series expansion ofy, then z = dYldt. 

Proof. The statement of our theorem depends on the fact that every dif
ferential form of K can be written z dt for some z, by §3. We know that K 
is separable algebraic over k(t), and the irreducible polynomial equation 
f(t, y) = 0 ofy over k(t) is such thatfy(t, y) -+ O. On the one hand, we have 

o = fret, y) dt + fy(t, y) dy, 

whence z = -fret, y)lfy(t, y) (cf. Lemma 2 of §3); and on the other hand, if 
we differentiate with respect to t the relationf(t, y) = 0 in the power series 
field, we get 

dy o = fr(t, y) + fy(t, y) dt . 

This proves our theorem. 

Let w be a differential form of K. Let P be a point of K, and t a local 
parameter, selected in K. Then we can write w = y dt for some y E K. 
Referring to Proposition 4.1 of §4, we can define the residue of wat P to be 
the residue of y dt at t, that is 

resp(w) = resr(y). 
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If CIJ is written x dz for x, z E K, this residue is also written resp (x dz). We 
now state the main theorem of this section. 

Theorem S.2. Let K be the function field of a curve over an algebraically 
closed constant field k. Let CIJ be a differential form of K. Then 

L resp (CIJ) = o. 
p 

(The sum is taken over all points P, but is actually a finite sum since the 
differential form has only a finite number of poles.) 

Proof. The proof is carried out in two steps, first in a rational function field, 
and then in an arbitrary function field using Proposition 4.2. 

Consider first the case where K = k(x), where x is a single transcendental 
quantity over k. The points P are in I - I correspondence with the maps of 
x in k, and with the map I/x ~ 0 (i.e., the place sending x ~ 00). If P is 
not the point sending x to infinity, but, say the point x = a, a E k, then 
x - a can be selected as parameter at P, and the residue of a differential form 
ydx is the residue of y in its expansion in terms of x - a. The situation is the 
same as in complex variables. 

We expand y into partial fractions, 

wheref(x) is a polynomial in k[x]. To get resp (ydx) we need consider only 
the coefficient of (x - a)-I and hence the sum of the residues taken over all 
P finite on x is equal to I,... C,...I' 

Now suppose P is the point at infinity. Then t = I/x is a local parameter, 
and dx = -1/t2 dt. We must find the coefficient of I/t in the expression 
-y l/t2. It is clear that the residue at t of (-I/t2)f(1/t) is equal to O. The 
other expression can be expanded as follows: 

and from this we get a contribution to the residue only from the first term, 
which gives precisely - I c ,...1. This proves our theorem in the case of a purely 
transcendental field. 

Next, suppose we have a finite separable algebraic extension K of a purely 
transcendental field F = k(x) of dimension lover the algebraically closed 
constant field k. Let Q be a point of F, and t a local parameter at Q in F. 
Let P be a point of K lying above Q, and let u be a local parameter at Pin 
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K. Under the discrete valuation at Pin K extending that of Q in F, we have 
ordp t = e' ordp u. The power series field k«u) is a finite extension of 
degree e of k « t). Thus for each P we get an embedding of K in a finite 
algebraic extension of k « t), and the place on K at P is induced by the 
canonical place of the power series field k«u). 

Let Pi (i = 1, ... , s) be the points of K lying above Q. Let A be the 
algebraic closure of k«t). The discrete valuation of k«t) extends uniquely 
to a valuation of A, which is discrete on every subfield of A finite over k«t) 
(Proposition 4.3 of §4). Suppose K = F(y) is generated by one element y, 
satisfying the irreducible polynomial g(Y) with leading coefficient lover F. 
It splits into irreducible factors over k«t), say 

(1) g(Y) = gl(Y) ... gr(Y) 

ofdegreesdj(j = 1, ... , r). Letyjbearootofgj(y). Thenthemapping 
Y ~ Yj induces an isomorphism of K into A. Two roots of the same gj are 
conjugate over k«t), and give rise to conjugate fields. By the uniqueness 
of the extension of the valuation ring, the induced valuation on K is therefore 
the same for two such conjugate embeddings. The ramification index relative 
to this embedding is djo and we see from (1) that I dj = n. By Theorem 2.2 
of §2 we now conclude that two distinct polynomials gj give rise to two 
distinct valuations on K, and that s = r. We can therefore identify the fields 
k«t)(Yi) with the fields Kp;. 

For each i = 1, ... , r denote by Tri the trace from the field Kp; to FQ• 

Proposition 5.3. The notation being as above, let Tr be the trace from K 
to F. Then for any Y E K, we have 

r 

Tr(y) = 2: Tri(Y)' 
i=1 

Proof. Suppose Y is a generator of Kover F. If [K : F] = n, then Tr(y) 
is the coefficient of y n- I in the irreducible polynomial g (Y) as above. A 
similar remark applies to the local traces, and our formula is then obvious 
from (1). If y is not a generator, let z be a generator. For some constant 
c E k, w = y + cz is a generator. The formula being true for cz and for w, 
and both sides of our equation being linear in y, it follows that the equation 
holds for y, as desired. 

The next proposition reduces the theorem for an arbitrary function field K 
to a rational field k(x). 

Proposition 5.4. Let k be algebraically closed. Let F = k(x) be a purely 
transcendental extension of dimension 1, and K a finite algebraic sepa
rable extension of F. Let Q be a point of F, and Pi (i = 1, ... , r) the 



24 I. Riemann-Roch Theorem 

points of K lying above Q. Let y be an element of K, and let Tr denote the 
trace from K to F. Then 

r 

resQ (Tr(y) dx) = L respj (y dx). 
j=) 

Proof. Let t be a local parameter at Q in k(x), and let Uj be a local parameter 
in K at Pj. Let Trj denote the local trace from Kpj to FQ • We have 

and using Proposition 4.2 of §4, we see that this is equal to 

Since dx/dt is an element of k(x), the trace is homogeneous with respect to 
this element, and the above expression is equal to 

L resQ (Trj(y) : dt) = L resQ (Trj(Y) dx) 

= resQ (L Trj(Y) dx) 

= resQ (Tr(y) dx) 

thereby proving our proposition. 

Theorem 5.2 now follows immediately, because a differential form can be 
written ydx, where K is separable algebraic over k(x). 

Our theorem will allow us to identify differential forms of a function field 
K with the differentials introduced in §2, as k-linear functionals on the ring 
A of adeles which vanish on some A(a) and on K. This is done in the 
following manner. Let ~ = ( ... , {p, ... ) be an adele. Let ydx be a 
differential form of K. Then the map 

A: ~ ~ L resp (~pydx) 
P 

is a k-linear map of A into k. Here, of course, in the expression resp ({Pydx), 
one views y and x as elements of Kp • It is also clear that all but a finite number 
of terms of our sum are o. 
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Our k-linear map vanishes on some A(a), because the differential form has 
only a finite number of poles. Theorem 5.2 shows that it vanishes on K. It 
is therefore a differential, and in this way we obtain an embedding of the 
K- vector space of differential forms into the K -vector space of differentials. 
Since both spaces have dimension lover K (the latter by Theorem 2.6 of §2), 
this embedding is surjective. 

Let ydx be a differential form of K. If P is a point of K, we can define the 
order of ydx at P easily. Indeed, let t be an element of order 1 at P. In the 
power series field k«(t), the element 

is a power series, with a certain order mp independent of the chosen element t. 
We define mp to be the order of ydx at P, and we let the divisor of ydx be 

(ydx) = 2: mpP. 

Suppose ordp(ydx) = mp. If ordp(gp) ~ -mp, then 

and the residue resp(gpydx) is 0. Hence the differential A vanishes on A(a), 
where a = (ydx). On the other hand, if A(b) is the maximal parallelotope 
on which A vanishes, then A(b) ~ A(a), and b ~ a. If b > a, then for some 
P, the coefficient of P in b is > mp, and hence the adele 

( ... 0,0, 1/tmp +1, 0, 0, ... ) 

lies in A(b). One sees immediately from the definitions that 

and hence A cannot vanish on A(b). Summarizing we have 

Theorem 5.3. Let K be a function field of dimension lover the algebra
ically closed constant field k. Each differential form ydx of K gives rise 
to a differential 

A: g ~ 2: resp (gpydx) , 
p 

and this induces a K-isomorphism of the K-space of differential forms onto 
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the K-space of differentials. Furthermore, the divisors (ydx) and (A) of§2 
are equal. 

Corollary 1. The integer 5(0) is the dimension of the space of differential 
forms w such that 

(w) ~ o. 

A differential form w is said to be of first kind if it has no poles, that is if 

(w) ~ o. 

The space of differential forms of first kind is denoted by dfk. For any divisor 
0, let Diff(o) be the space of differential forms w such that (w) ~ -0. Then 

dim Diff(o) = 5(-0). 

If 0 ~ 0 it is clear that Diff(o) contains the space of differentials of first 
kind. 

Corollary 2. For any divisisor 0 > 0 we have 

5( -0) = dego - 1 + g 

and 

dim Diff(o)/dfk = deg 0 - 1. 

Proof. Since l( -0) = 0 because a function which has no poles and at least 
one zero is identically 0, the formulas are special cases of the Riemann-Roch 
theorem. 

§6. The Genus Formula of Hurwitz 

The formula compares the genus of a finite extension, in terms of the ramifica
tion indices. 

Theorem 6.1. Let k be algebraically closed, and let K be a function field 
with k as constantfield. Let E be afinite separable extension of K of degree 
n. Let gE and gK be the genera of E and K respectively. For each point 
P of K, and each point Q of E above P, assume that the ramification index 
eQ is prime to the characteristic of k. Then 

2gE - 2 = n(2gK - 2) + L (eQ - 1). 
Q 
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Proof. If w is any non-zero differential form of K, then we know that its 
degree is 2gK - 2. Such a form can be written as ydx, with x, y E K. We 
can also view x, y as elements of E; we can compute the degree in E, and 
compare it with that in K to get the formula, as follows. Let P be a point of 
K, and let t be a local parameter at P, that is an element of order 1 at P in 
K. If u is a local parameter at Q, then 

where 0 is a unit at Q. Furthermore, dt = u' do + eu·-1o duo Hence 

ordQ (ydx) = eQ' ordp (ydx) + (eQ - 1). 

Summing over all Q over P, and then over all P yields the formula. 

§7. Examples 

Fields of genus O. We leave to the reader as an exercise to prove that k(x) 
itself has genus O. Conversely, let K be a function field of genus 0 and let 
P be a point. By the Riemann-Roch theorem, there exists a non-constant 
function x in L (P), because 

l(P) = 1 + 1 - 0 + 0 = 2, 

and the constants form a I-dimensional subspace of L (P). We contend that 
K = k(x). Indeed, x has a pole of order 1 at P, and we know that [K : k(x)] 
is equal to the degree of the divisor of poles, which is 1. Hence we see that 
K is the field of rational functions in X. 

Fields of genus 1. Next let K be a function field of genus 1, and let P again 
be a point. We have 2g - 2 = 0, so the Riemann-Roch theorem shows that 
the constant functions are the only elements of L(P). 

However, since deg(2P) = 2, we have 

1(2P) = 2 + 1 - 1 = 2, 

so there exists a function x in K which has a pole of order 2 at P, and no other 
pole. Also 

I (3P) = 3 + 1 - 1 = 3, 

so there exists a function y in K which has a pole of order 3 at P. The seven 
functions 1, x, x 2, x 3, xy, y, y2 must be linearly dependent because they all 
lie in L(6P) and 
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1(6P) = 6 + 1 - 1 = 6. 

In a relation of linear dependence, the coefficient of y2 cannot be 0, for 
otherwise y E k(x) and this is impossible, as one sees from the parity of the 
poles of functions in k(x) at P. 

Since the degree of the divisor of poles of x is 2 we have 

[K : k(x)] = 2. 

Similarly, 

[K : k(y)] = 3. 

There is no strictly intermediate field between K and k(x), and since y is not 
in k(x), it follows that 

K = k(x, y). 

Furthermore, the relation of linear dependence between the above seven 
functions can be written 

In characteristic f 2 or 3, we can then make simple transformations of 
variables, and select x, y so that they satisfy the equation 

familiar from the theory of elliptic functions. 

Hyperelliptic fields. Let K = k(x, y) where y satisfies the equation 

y2 = f(x) , 

and f(x) is a polynomial of degree n, which we may assume has distinct 
roots. Let us assume that the characteristic of k is f 2. Then the genus of 
K is 

Proof. Letf(x) = n (x - ai) where the elements ai are distinct. Then K 
is unramified over k(x) at all points except the points Pi corresponding to 
x = ai, and also possibly at those points lying above x = 00. At Pi the 
ramification index is 2. Suppose first that n is odd. Let t = l/x so that t has 
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order 1 at 00 in k(x). We write 

f(x) = t-n n (1 - taj). 

Each power series 1 - taj has a square root in k[[t]], while for n odd, the 
square root of rn shows that k(x, y) is ramified of order 2 at infinity. The 
Hurwitz genus formula yields 

2gK - 2 = 2(2· 0 - 2) + 2: (2 - 1) + (2 - 1) = -4 + n + 1. 

Solving for gK yields gK = (n - 1)/2. If n is even, then the ramification 
index at infinity is 1 and the Hurwitz formula yields gK = (n - 2)/2. This 
proves what we wanted. 

§S. Differentials of Second Kind 

In this section all fields are assumed of characteristic O. A differential form 
w is called of the second kind if it has no residues, that is if 

resp w = 0 for all P. 

It is called of the third kind if its poles have order ~ 1. The spaces dsk and 
dtk of such forms contain the differentials of first kind. 

The Riemann-Roch theorem immediately shows that the differentials of 
first kind have dimension g, namely 5(0) = g, equal to the genus. 

A differential form is called exact if it is equal to dz for some function z. 
It is clear that an exact form is of the second kind. We shall be interested in 
the factor space 

dsk/exact. 

Theorem 8.1. Assume that K has characteristic O. Then 

dim dsk/exact = 2g. 

Proof. We define dsk(a) and dtk(a) just as we defined Diff(a), that is, 
forms of the prescribed kind whose divisor is ~ -a. 

Let Ph ... , Pr be distinct points, and let N be a positive integer such 
that (N - l)r > 2g - 2. If a differential form is exact, say equal to dz, and 
lies in 

dsk(N 2: Pj ), 
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in other words, if it has poles at most at the points Pi of orders at most N, then 
z E L«N - l) I Pi), and conversely. Note that 

dsk/exact = U dsk(N ~ Pi)/dL«N - I) ~ Pi), 

where the union is taken over all N as above, and all choices of points 
PI, . . . ,P,. To prove the theorem it will suffice to prove that each factor 
space on the right has dimension 2g, because if that is the case, then increas
ing N or the set of points cannot yield any further contribution to dsk/exact. 

This will then also prove: 

Theorem 8.2. Let PI • ... , P, be distinct points, and Jet N be a positive 
integer such that (N - I)r > 2g - 2. Then 

dsk/exact = dsk(N ~ P;)/dL«N - I) ~ P;}. 

Note that 

dim dL«N - I) ~ Pi) = J«N - I) ~ Pi) - I, 

because the only functions z such that dz = 0 are the constants. On the other 
hand, also note that 

dfk n exact = 0, 

because a non-constant function z has a pole, and so dz also has a pole. 
By Riemann-Roch (cf. Corollary 5.7) the dimension of the space of dtk 

having poles at most at the points Pi modulo the differentials of first kind has 
dimension 

Putting all this together, we find, 

dim dsk(N ~ Pi)/dL«N - I) ~ P;} 

= dim Diff(N ~ Pi)/dL«N - I) ~ Pi) - dim dtk(~ Pi) 

= 5(-N ~ Pi)·- [1«N - I) ~ P;} - I] - (r - I) 
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= 2g - 2 + Nr + 1 - g - (N - l)r - 1 + g + 1 - (r - 1) 

= 2g. 

This proves the theorem. 

§9. Function Fields and Curves 

For technical simplicity, we assume again that k has characteristic zero. 
Let K be a function field in one variable over a field k. This means that 

K is of transcendence degree 1, and finitely generated. If we can write 
K = k(x, y), with two generators x, y, then we may call (x, y) the generic 
point of a plane curve, defined by the equation f(X, y) = 0, if f is the 
irreducible polynomial vanishing on (x, y), determined up to a constant 
factor. A point (a, b) lies on the curve if and only iff(a, b) = O. We shall 
say that the point is simple if Dzf(a, b) =1= o. 

If 0 is a discrete valuation ring of Kover k (i.e., containing k) and m its 
maximal ideal, then m is principal, and any generator of m is called a local 
parameter of 0 or m. Assume that the residue class field o/m is equal to k. 
Let cp: 0 ~ o/m be the canonical map. If K = k(x, y) and x, yEo, then 
we let a = cp(x) , b = cp(y). We see that (a, b) is a point on the curve 
determined by (x, y). If z E K, z f/=. 0, we can extend cp to all of K by letting 
cp(z) = 00. We call cp a place of K (over k). We say that the point (a, b) is 
induced by the place on the curve. 

Local Uniformization Theorem. Let K be afunctionfield in one variable 
over k. 

(1) Let K = k(x, y) where (x, y) satisfy an irreducible polynomial 

f(X, Y) = 0 over k. 

Let a, b E k be such thatf(a, b) = 0 but Dzf(a, b) =1= O. Then there 
exists a unique place cp of Kover k such that cp(x) = a, cp(y) = b, 
and if 0 is the corresponding discrete valuation ring with maximal 
ideal m, then x - a is a generator of m. 

(2) Conversely, let 0 be a discrete valuation ring of K containing k, with 
maximal ideal, m, such that o/m = k. Let x be a generator ofm. 
Then there exists yEo such that K = k(x, y), and such that the 
point induced by the place on the curve is simple. 

Proof. To prove (1), we shall prove that any non-zero element 

g(x, y) E k[x, y] 
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can be written in the fonn 

vA(x,y) 
g(x, y) = (x - a) B(x, y) 

where A, B are polynomials, and B(a, b) +- 0. This proves that the ring 0 

consisting of all quotients of polynomials g.(x, y)/g2(X, y) with g2(a, b) +- ° 
is a discrete valuation ring, and that x - a is a generator of its maximal ideal. 

If g(a, b) +- 0, we are done, so assume g(a, b) = 0. Write 

g(a, Y) = (Y - b)g.(y) 

f(a, Y) = (Y - b)f. (Y) 

Thenf.(b) +- ° since Dzf(a, b) +- 0. Hence 

It follows that 

for some polynomial A •. Hence 

g.(y) E k[Y] 

f.(Y) E k[Y]. 

g(x, y) = (x - a)A.(x, y)/f.(y). 

If A.(a, b) +- 0, we are done. If not, we continue in the same way. We 
cannot continue indefinitely, for otherwise, we know that there exists some 
place of Kover k inducing the given point, and g (x, y) would have a zero of 
infinite order at the discrete valuation ring belonging to that place, which is 
impossible. 

Conversely, to prove (2), let K = k(x, z) where z is integral over k[x]. 
Let z = z., ... , Zn (n ~ 2) be the conjugates of Z over k(x), and extend 0 

to a valuation ring CI of k(x, z., ... ,zn). Let 

be the power series expansion of z, with ai E k, and let 

For i = 1, . . . , n let 
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If we take r large, then Yl has no pole at :D, but Y2, . . . ,Yn have poles at :D. 
The elements YJ. ... , Yn are conjugate over k(x). Let f(X, Y) be the 
irreducible polynomial of (x, y) over k. Then 

f(x, Y) = I/In(x) yn + ... + «/Io(x). 

Furthermore, l/Ii(O) =1= 0 for some i, otherwise we could factor out some 
power of X from f(X, Y). We rewrite f(x, Y) in the form 

In the valuation determined by (), we see that the coefficient 

cannot have a pole (otherwise divide the two expressions for f(x, Y) by this 
coefficient and read the polynomial modulo the maximal ideal m of 0 to get 
a contradiction). If we denote by a bar the residue class of an element of 0 

mod m, then 

By definition, x = a = O. We let Y = Yl and y = b. Then 

Dzf(a, b) = (_l)n-l-u "1= 0, 

as was to be shown. 

Corollary. Let K be finite over k(x). There is only a finite number of 
valuations of k(x) over k which are ramified in K. 

Proof. There exist only a finite number of points (a, b) such that 

f(a, b) = 0 and Dzf(a, b) = 0, 

and there exist only a finite number of valuation rings of K such that x does 
not lie in the valuation ring (Le., such that x is at infinity). 

If K = k(x, y) andf(x, y) = 0 is the irreducible equation for x, y over k, 
then one calls the set of solutions (a, b) of the equationf(a, b) = 0 an affine 
plane curve, which is a model of the function field. If all its points are simple, 
the curve is called non-singular. The totality of all places of K (which are 
k-valued) is called the set of points on the complete non-singular curve 
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associated with the function field K. There may of course not be a single 
model which is non-singular. Furthermore, an affine model always excludes 
"points at infinity", corresponding to places which map x to 00. This could 
be taken care of by considering projective models of the function field. For 
our purposes, it suffices to call the set of all k-valued places the complete 
non-singular model, and to deal with this as the curve. 

For our purposes, the genus of a curve is defined to be the genus of its 
function field. 

Let R be the set of points of K. The elements of R are in bijection with 
the discrete valuation rings of K containing the constant field k. We speak of 
elements of R as the points on the above complete non-singular model. We 
write R(K) if we wish to specify the reference to K. 

Suppose that K is a finite extension of F. Then the inclusion F C K gives 
rise to a mapping 

cP: R(K) ---+ R(F) 

which to each valuation ring 0 of K associates the ring 0 n F of F. This 
mapping cP can be representing on the points of an affine model. Indeed, if 
K = k(x. y) as above, with irreducible equationf(x. y) = 0, and (a. b) is the 
point corresponding to 0; and if F = k(u. v), where u. v are in 0 and the point 
induces the values (c. d) on (u. v), then we may write 

U = CPI(X. y), v = 'P2(x. y) 

where CPI, 'P2 are rational functions whose denominators do not vanish at 
(a. b). Then 

c = CPI(a. b) and d = 'P2(a. b). 

§10. Divisor Classes 

Let ~o be the group of divisors of degree 0, and ~I the subgroup of divisors 
of functions. The factor group 

is called the group of divisor classes. 
Suppose that K is a finite extension of F, and let 

cP: R(K) ---+ R(F) 

be the associated map on the curves. Then cP induces a homomorphism 
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Indeed, ({)* is defined to be ({) on points, and is extended by Z-linearity to 
divisors. It is an elementary fact of algebra that ({) * maps divisors of functions 
to divisors of functions. In fact, if z E K then 

in other words, the image of the divisor of (z) under ({) is the divisor of the 
norm. For a proof, cf. Proposition 22 of Chapter I [La 2]. 

The map ({) on divisors also induces a contravariant map 

(()*: C(l,(F) ~ C(l,(K) 

as follows. Given a point Q of F, let PI, ... , Pr be the distinct points of 
K lying above Q, and let e; be the ramification index of P; over Q. Then we 
define 

r 

(()*(Q) = L e;(P;). 
;=1 

Then ({)* also maps the divisor of a function z in F to the divisor of that same 
function, viewed as element of K. This is obvious from the definition of the 
divisor of a function. 

It is also immediate that 

({)* (()* = [K: F], 

because if z E F then NKIF(Z) = zn where n = [K : F]. Or, alternatively, 
because in the above notation, 

r 

L e; =n. 
;=1 



CHAPTER II 

The Fermat Curve 

The purpose of this chapter is to give a significant example for the notions and 
theorems proved in the first chapter. 

The reader interested in reaching the Abel-Jacobi as fast as possible can of 
course omit this chapter. 

§t. The Genus 

We consider the curve defined by the equation 

over an algebraically closed field k, and assume that N is prime to the 
characteristic of k. We denote this curve by F(N) and call it the Fermat curve 
of level N. We suppose that N ~ 3 and again let K be its function field, 

K = k(x, y). 

We observe that the equation defining the curve is non-singular, so the 
discrete valuation rings in K are precisely the local rings of points on the 
curve, including the points with x = 00, arising from the projective equation 

with z = o. 
We have the expression 
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where the product is taken over alll E /LN (N -th roots of unity). If x is set 
equal to an N -th root of unity, then we obtain a point on the Fermat curve with 
y = 0, and K is ramified of order N over this point, as is clear from the above 
equation. Hence 

[K : k(x)] = N, 

and the ramification index of K over the point x = lis N. 
On the other hand, let t = l/x. Then 

N 1 N Y = N (t - 1), 
t 

and -1 + tN is a unit in k[[t]]. Hence x = 00 (or t = 0) is not ramified in 
K, and there exist N distinct points of F(N) (or K) lying over x = 00, called 
the points at infinity in this section. If we put z = ty, then theseN points have 
coordinates 

z = l for l E /LN' 

By the Hurwitz genus formula, if we let g be the genus of F(N), we get: 

2g - 2 = -2N + 2: (ep - 1) = -2N + N(N - 1). 

Hence: 

. (N - 1)(N - 2) 
Theorem 1.1. The genus of F(N) lS g = 2 . 

§2. Differentials 

For integers r, s such that 1 ~ r, s we let 

We can also write 

r-\ ._\ dx 
Wr •• = x y N-\ • 

Y 

Since 

dx dy 
N=T=-N=T' y x 
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we see that the only possible poles of W r•s lie among the points with x = 00. 

In other words, if P is a point such that x (P) is finite =F 0 then the expression 
dy /XN- I shows that W r•s has no pole at P. If P is a point such that x (P) = 0 
theny(P) =F 0, and the other expression shows that dx/yN-I has no pole at P. 

Theorem 2.1. A basis for the differentials of first kind is given by W r•s with 
1 ~ r, s such that r + s ~ N - 1. 

Proof. Suppose that x(P) = 00. Put t = l/x. Then 

1 
dx = -"2 dt, 

t 

and ordp y = ordp x = 1. Then 

r-I s-I (-1) dt 
Wr,s = x Y "(2 yN-I' 

from which it is clear that if r + s ~ N - 1 then ordp Wr,s ~ O. This proves 
the theorem, because it is also clear that the differential forms as stated are 
linearly independent over the constants, and there are precisely g of them, 
where g is the genus of F(N). 

We observe that these forms have an additional structure. The group 
/LN X /oLN acts as a group of automorphisms of F (N) by the action 

where Ctv is a fixed primitive N -th root of unity. Over the complex numbers, 
we usually take Ctv = e 2m/N• Then the form Wr•s (without any restriction on 
the integers r, s) is an eigenform for the character Xr•s such that 

The linear independence of the differentials of first kind in Theorem 2.1 can 
therefore also be seen from the fact that they are eigenforms for this Galois 
group, with distinct characters. 

When we view /oLN x /oLN as a group of automorphisms of F (N) we shall 
also write it as G = G(N), and call it simply the group of natural automor
phisms of the Fermat curve, or also the Galois group of F(N) over F(1). 

Theorem 2.2. The forms wr,s with 

1 ~ r, s ~ N - 1 and r + s i= 0 mod N 

constitute a basis for dsk/exact. 
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Proof. Let 

N 

00 = 2: (00;) 
;=i 

be the divisor of points above x = 00 on F(N), taken with multiplicity 
First we note that the space 

dtk(oo)/dfk 

has dimension N - 1 by the Riemann-Roch theorem (Corollary 2 of Theo
rem 5.3, Chapter I). Checking the order of pole at infinity shows that the 
forms 

W r.s with r + s = Nand 1 ~ r, S 

are of the third kind, and obviously linearly independent from the differentials 
of first kind in Theorem 2.1. Since they have the right dimension, they form 
a basis of dtk(oo)/dfk. 

Given any differential w, it follows that there exists a homogeneous 
polynomial h(x, y) of degree N - 2 such that 

dx 
W - h(x, y) N=I 

Y 

is of the second kind. We apply this remark to the forms W r.s with r + s * 0 
mod N. We operate with «(, () on the above difference, and note that the 
automorphisms of F(N) preserve the spaces of dsk. Subtracting, we then find 
that 

(1 - r+S)wr•s with r + s * 0 mod N 

is of second kind, whence W r•s is of second kind. 
Finally, we note that the forms W r•s with 1 ~ r, s ~ N - 1 and r + s * 0 

mod N, taken modulo the exact forms are eigenforms for the Galois group 
JLN x JLN with distinct characters, and hence are linearly independent in 
dsk/exact. Since the number of such forms is precisely the dimension of 
dsk/exact, it follows that they form a basis for this factor space, thus proving 
the theorem. 

§3. Rational Images of the Fermat Curve 

Throughout this section, we let 1 ~ r, sand r + s ~ N - 1. Such a pair 
(r, s) will be called admissible. We shall consider rational images of the 



40 II. The Fermat Curve 

Fennat curve (subfields of its function field) following Rohrlich [Ro] after 
Faddeev [Fa 2]. 

We put 

and v = xrys. 

We let 

D = g.c.d.(r, s, N) and M = N /D. 

We write 

r = r'D, s = s'D so that (r', s', M) = 1. 

Then u, v are related by the equation 

vN = u r (1 - uy, 

which, in irreducible fonn, amounts to 

We let F(r, s) be the "non-singular curve" whose function field is k(u, v), so 
that we have a map 

F(N) --+ F(r, s), 

given in tenns of coordinates by 

(x, y) 1-+ (u, v) = (xN, xrys). 

If t E Z(M) = Z/MZ, we let (t)M be the integer such that 

o ~ (t)M ~ M ,.... 1 and (t)M == t mod M. 

If M = N we omit the subscript M from the notation. If we let K(N) and 
K(r, s) be the function fields of F(N) and F(r, s) respectively, then K(N) is 
Galois over K(r, s). Let G(r, s) be the Galois group. 

G ".. ILN X ILN 

K(N) = k(x, y)} 
I G(r, s) 

K(r, s) = k(u, v) 

I 
K(1) = k(u) 
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We note that G(r, s) is the kernel of the character Xr ... and that K(r, s) over 
K(1) is cyclic, of degree M. It is in fact a Kummer extension. 

Special case. Consider the case when N = P is prime ~ 3 and 

r = s = 1, 

so the intermediate curve is defined by 

v P = u(1 - u), 

which is therefore hyperelliptic. The change of variables 

t=2u-l 

changes this equation to 

which is often easier to work with. 

Let m E Z(M). We say that m is (r, s)-admissible if (mr) and (ms) form 
an admissible pair, that is 

1 ~ (mr), (ms) and (mr) + (ms) ~ N - 1. 

Theorem 3.1. A basis of dfk on F(r, s) is given by the forms 

W(mr),(ms) 

for all (r, s)-admissible elements m. 

Proof. It is clear that x (mr) y (ms) lies in the function field of F (r, s), and 
hence that the forms listed above are of the first kind on F(r, s). Conversely, 
suppose W is a dfk on F(r, s). Write 

W = 2: cq,l wq,l 

where the sum is over all admissible pairs (q, t). Since wq,l is an eigenform 
of JLN x JLN with eigencharacter Xq,,, and since the factor group 

is cyclic, it follows that if cq,l 1= 0 then 
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for some integer m. But then q = (mr) and t = (ms), as desired. 

Suppose that m E Z(M)*, and that m is (r, s)-admissible. Then the 
function fields of F(r, s) and F«mr), (ms» are equal, for instance because 

Ker X r•s = Ker X(mr).(ms)' 

The correspondence between the curves in terms of coordinates is given as 
follows. 

Let 1 ~ m ~ M - 1 be prime to M and such that its residue class mod M 
is (r, s )-admissible. Write 

«mr), (ms» = m(r, s) + N(i, j) 

with some pair of integers i, j. Then we have a commutative diagram: 

F(N) 
,/ ~ 

F(r, s) -+ F«mr), (ms» 

where the bottom arrow is given by 

realizing the automorphism of the function field corresponding to the two 
models F(r, s) and F«mr), (ms». 

Two admissible pairs (r, s) and (q, t) are called equivalent if there exists 
m E Z(M)* such that q = (mr) and t = (ms). It is clear that inequivalent 
pairs correspond to distinct subfields K(r, s) and K(q, t). On the other hand, 
if (r, s) and (q, t) are equivalent, then 

K(r, s) = K(q, t). 

Given the admissible pair (r, s), and m E Z(M)*, we observe that there 
is precisely one value of m or -m such that «mr), (ms» is admissible. This 
follows at once from the fact that for any integer a r 0 mod N we have 

(a) + (-a) = N. 

We shall now apply this to the most interesting special case when N = p 
is prime ~ 3. 
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Theorem 3.2. If N = P is prime ~ 3, then for every admissible pair 
(r, s) the curve F(r, s) has genus (p - 1)/2, and K(r, s) = K(1, s*)for 
a uniquely determined integer s* such that the pair (1, s*) is admissible. 

Proof. The genus can either be computed directly as we did for the Fermat 
curve, or one can use Theorem 3.1. The number of m such that «mr), (ms» 
is admissible is trivially computed to be (p - 1)/2, using the remark preced
ing the theorem. The statement that K(r, s) = K(1, s*) is clear. 

Of course, instead of (1, s*) we could also have picked a representative in 
the equivalence class of (r, s) to be (r*, 1). 

Remark. If we define F(p - 1, 1) by 

then F(p - 1, 1) has genus 0, since it is also defined by 

1 - u 
wP =--, 

U 

where w = v /u, and (1 - u)/u is a fractional linear transform of u, so a 
generator of k(u). The function field of F(p - 1, 1) is therefore equal to 
k(w). 

§4. Decomposition of the Divisor Classes 

Let Fk = F(1, k) for k = 1, ... ,p - 2 and let 

fk : F(p) ---+ Fk 

be the associated rational map. As we have seen in Chapter I, § 10 there is 
an associated map A* on divisor classes, as well as an inverse map fk*' Let 
'€k = '€(F k) be the group of divisor classes on Fb and let 

p-2 
f = ffi fk : '€ ---+ ffi '€ k 

k=l 

be the direct sum of the It. Also let 
p-2 

f* : ffi '€k ---+ ~ 
k=l 

be the map 
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p-2 

f* = 'Lfk*' 
k=1 

We shall give the proof of the next theorem only over k = C. 

Theorem 4.1. We have f* 0 f = p' id. 

Proof. Let A and B be the automorphisms of F(N) induced by (x, y) 1-+ 

«(x, y) and (x, (y) respectively. We use the same letters for the induced 
automorphisms of the divisor class group. For any divisor (l of degree 0 on 
F(p) the elementary definitions of the direct image and inverse image give us 
the formula 

Hence 

We wish to show this is equal to p' id on divisor classes. We need the fact 
that this is equivalent to showing this same relation when the map is viewed 
as being applied to differentials of first kind. Any general theory will prove 
this fact. The reader can deduce it for instance from the duality of Theorems 
5.5 and 5.6 in Chapter IV. We assume this fact. Then it suffices to prove 
the desired relation when the map is applied to the differential forms W r•s with 
r + s ~ p - 1. Since such forms are eigenforms for the Galois group of 
F(p) over F(l), we see that the above relation is equivalent to the relation 

p-2 p-l L L (i(I-,l) = p. 
11=1 j=O 

Since r + s ~ p - 1 we see that for each pair r, s there exists a unique k 
satisfying 

ks == r (mod p). 

For this value of k, the sum over j is equal to p, and p - p = O. For the other 
values of k, the sum over j is equal to O. This proves the theorem. 

The theorem gives us a sequence of maps 
f p-2 f* 

~~EB%~~ 
k=1 

whose composition is p . id. In Chapter IV, we shall prove that the group of 
divisor classes is isomorphic to a complex torus, and it is clear thatf, f* are 
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complex analytic homomorphisms, over the complex numbers. From Theo
rem 4.1 we conclude thatf* 0 fhas finite kernel, and from the fact that the 
dimension of the group of divisor classes is equal to the genus, we see that 

dim ~ = ~ dim ~k. 
k=1 

Thusfmust be surjective, and up to such a homomorphism with finite kernel, 
we have a decomposition of ~ into a direct sum of factors corresponding to 
the curves Fk with k = 1, ... ,p - 2. 

For more general results, cf. Koblitz-Rohrlich [Ko-R). 



CHAPTER III 

The Riemann Surface 

The purpose of this chapter is to show how to give a structure of analytic 
manifold to the set of points on a curve in the complex numbers, but our 
treatment also applies to more general fields like p-adic numbers. We are 
principally interested in the complex case, in order to derive the Abel-Jacobi 
theorem in the next chapter. 

§1. Topology and Analytic Structure 

Assume now that k is locally compact. It can be shown that k is the real field, 
complex field, or a p-adic field. A point P of K is called k-rational if the 
residue class field o/P of its valuation ring is equal to k itself. The local 
uniformization theorem shows in fact how to interpret primes as non-singular 
points on plane curves. We let R be the set of all k-rational points of Kover 
k, and call it the Riemann surface of Kover k. We can view the elements 
of K as functions on R. If PER, we denote by op the valuation ring 
associated with P, and by mp its maximal ideal. If Z E Op, then we define 
z(P) to be the residue class of Z mod mp. Thus 

Z(P) E k. 

If Z f/:. Op, then we define z(P) = 00. The elements of k are constant func
tions, and are. in fact the only constant functions. If z(P) = 0, we say that 
z has a zero at P, and if z(P) = 00, we say that z has a pole at P. 

For each x E K, we let rx = {k, oo} be the Gauss sphere over k, that is, 
the compact space obtained by adjoining to k a point at infinity . We let 

r = n r x . 

xEK 
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We embed R in r in the obvious way: An element P goes on the product 
IT x(P). We topologize R as a subspace of r, which amounts to saying that 
the topology is the one having the least amount of open sets such that all the 
functions x E K are continuous. 

The product r is compact, and we contend that R is closed in r. This 
implies that R is compact. 

Proof. Let (ax)xEK be in the closure. Let 0 be the set of elements x in K 
such that ax 1= 00. Then 0 is a valuation ring, whose corresponding point Q 
is such that x(Q) = ax for all x. This is easily proved. We first note that 
k C 0 because a(P) = a for all a E k and PER. Let x, yEO. Then 
ax, ay 1= 00. By assumption, there exists PER such that x(P), yep), and 
(x + y)(P) are arbitrarily close to ax, ay , ax+y respectively. For such P, we 
see that x(P) and yep) 1= 00, whence (x + y)(P) =1= 00. Hence x + yEO. 
Similarly, x - y and xy lie in 0, which is therefore a ring. Furthermore, the 
map x ~ ax is a homormophism of 0 into k, and is the identity on k. This 
follows from a continuity argument as above. Finally, 0 is a valuation ring, 
for suppose x f/=. o. Then ax = 00. Let y = X-I. There exists PER such 
that x(P) is close to ax and yep) is close to ay • Since x(P) is close to infinity, 
it follows that yep) is close to O. Hence ay = 0, so yEo. This proves our 
assertion. 

Let P be a point. Let t be a generator of the maximal ideal mp, i.e. a lo
cal uniformizing parameter at P. We shall now prove that the map 

Q ~ t(Q) 

gives a topological isomorphism of a neighborhood of P onto a neighborhood 
of 0 in k. 

According to the local uniformizing theorem, we can find generators t, y 
for K such that the point P is represented by a simple point with coordinates 
(a, b) in k, and in fact a = O. Split the polynomialf(O, Y) in the algebraic 
closure ka of k. Then b is a root of multiplicity 1, so we have 

f(O, Y) = (Y - b)(Y - b2)'2 ••. (Y - br)'r. 

The roots of a polynomial are continuous functions of the coefficients. There 
exists a neighborhood U of 0 in k such that for any element t E U, the 
polynomialf(t, Y) has exactly one root in ka, with multiplicity 1, and this root 
is close to b (in the algebraic closure of k). However, using, for instance, the 
Newton approximation method, starting with the approximate root b, we can 
refine b to a root off(t, Y) in k itself, if we took U sufficiently small. Hence 
the map Q ~ t(Q) is injective on the set of Q such that (t(Q), y(Q) lies in 
a suitably small neighborhood of (0, b). Since the topology on R is deter
mined by the functions in K, and since k is locally compact, we conclude that 
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for U sufficiently small, the map Q ~ t(Q) gives a topological isomorphism 
of U onto a neighborhood of 0 in k. 

We can choose U such that t(U) is a disc on the t-plane. We observe that 
if Q is close to P, then applying the local uniformization theorem shows that 
t - t(Q) is a local uniformizing parameter at Q, because the condition 
concerning the second partial derivative is satisfied by continuity. Indeed, if 
DJ(a, b) =1= 0, then DJ(a', b') =1= 0 for all (a', b') sufficiently close to 
(a, b). 

Theorem 1.1. Taking as charts discs on t-planes as above, together with 
the maps given by local parameters, gives an analytic manifold structure 
to R. 

Proof. If PER, and t, u are two parameters at P, then t has a power series 
expansion in terms of u, say 

co 

t = L ai ui, 
i=O 

and since t is algebraic over k(u), simple estimates show that this power series 
is convergent in some neighborhood of the origin. Hence 

t(Q) = L aiu(QY 

for Q close to 0 in the t-plane, and we see that the functions giving changes 
of charts are holomorphic. 

Theorem 1 is valid for any field k which is real, complex, or p-adic. From 
now on, we shall assume that k = C is the field of complex numbers. 

We have the notion of a meromorphic function on R, that is a quotient of 
holomorphic functions locally at each point. Iff is such a function, we can 
write it locally around a point P as a power series 

f(Q) = L bit(Q)i 

where t is a parameter at P, and a finite number of negative powers of t may 
occur. In this way, f may be viewed as embedded in the power series field 
Kp = C«(t», and thus can be viewed as an adele because it has only a finite 
number of poles on R since R is compact. 

Theorem 1.2. Every meromorphic function on R is in K. 

Proof. Let L be the field of meromorphic functions on R. If L =1= K, then 
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the degree (L : K)c of the factor space of L mod K over the complex is 
infinite. We have: 

(L : K)c = (L + A(O) : K + A(O»c + (L n A(O) : K n A(O»c. 

The first term on the right is finite as was shown in Weil's proof of the 
Riemann-Roch theorem. The second is 0 because a function having no pole 
is a constant (by the maximum modulus principle). Contradiction. 

Theorem 1.3. The Riemann surface is connected. 

Proof. Let S be a connected component. Let PES and let z E K be a 
function having a pole only at P (such a z exists by the Riemann-Roch 
theorem). Then z is holomorphic on any other component, without pole, 
hence constant, equal to c on such a component. But z - c has infinitely 
many zeros, which is impossible since Rand S are compact. 

Theorem 1.4. Let z E K be a non-constant function. The points of K 
induce points ofc(z), and thereby induce a mapping of R onto the z-sphere 
S., which is a ramified topological covering. The algebraic ramification 
index ep at a point P of R is the same as the topological index, and the 
number of sheets of the covering is 

n = [K: C(z)]. 

Proof. Let P be a point of R and t a parameter at P. Then P induces a 
point z = a on the z-sphere, and t e is equal to z - a times a unit in the 
power series ring C ([tn. Since one can extract nth roots in C, we can find 
a local parameter u at P on R such that ue = z - a, where a = z(P). The 
map 

u(Q) ~ u(Q)' = z(Q) - a 

gives an e to 1 map of a disc Vp around P onto a disc Va in the z-plane. We 
shall call such a disc regular for P. We have shown that the topological 
ramification index is equal to e. As to the number of sheets, all but a finite 
number of primes of C (z) are unramified in K and, therefore, split completely 
into n primes of K (by the formula I ei = n). Hence n is the number of 
sheets. 

Theorem 1.5. The Riemann surface is triangulable and orientable. 

Proof. We shall triangulate it in a special way, used later in another 
theorem. Let z be a non-constant function in K. Consider a triangulation of 
the z-sphere Sz such that every point q of Sz ramified in K is a vertex (just add 
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such points to a given triangulation). A sufficiently high subdivision of the 
triangulation achieves the following properties. 

If a is a triangle in Sz none of whose vertices is ramified, then a is 
contained in some regular neighborhood of a point, with ramification index 
equal to 1. 

If a is a triangle with a ramified vertex Q, then !:J. C VQ • 

We can now life the triangulation. First, each vertex lifts to a certain 
number of vertices on R, and each a none of whose vertices is ramified lifts 
uniquely to n triangles in R. 

If Q is a point of R ramified above q in S., we let m be its ramification index 
and t a parameter at Q on R. We get a map 

by 

if we choose t suitably. Each point z - a = re ilJ has m inverse images 

I (
iO 21riJlO) t = rl m exp m +---;;;- JI = 1, ... ,m. 

Hence each triangle a with a vertex at q lifts in m ways. 
As to orientability, we can assume that two triangles of our triangulation, 

none of whose vertices are ramified and having an edge in common, are 
contained in some regular disc. Secondly, if a has a ramified vertex q, and 
al has an edge in common with a, then a, al are both contained in Vq• 

Now we can orient the triangles on Sz such that an edge receives opposite 
orientation from the two triangles adjacent to it. If 3" on R covers a, we give 
3" and its edges the same orientation as a. In view of our strengthened 
conditions, we can lift the orientation, so R is orientable. 

Let V, E, T be the number of vertices, edges, triangles on the z-sphere. 
Then denoting by a prime the same objects on R, we get 

E' = nE T' = nT. 

On the other hand, let r be the number of primes p of C (z) which are ramified, 
or p = 00. Let np be the number of primes P of K such that P lies above p. 
Then 

V' = n (V - r) + L np , 

p 

the sum being taken over ramified p or infinity. We have 
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V' = nV - nr + 2: np 
p 

= nV + 2: (np - n) 
p 

= nV - 2: 2: (ep - 1) 
p pip 

= nV - 2: (ep - 1) 
p 

where this last sum is taken over all primes P of K. 
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Let Xz be the Euler characteristic of Sz and XR that of R. We shall prove: 

Theorem 1.6. Let g be the topological genus of R. Then 

2g - 2 = -2n + 2: (ep - 1). 
p 

Proof. We have Xz = Bo - BJ + B2 where Bi is the i-th Betti number. 
We have Bo = B2 = 1. But also Xz = V - E + T, so Xz = 2. 

Now XR = V' - E' + T' and by our previous result, this is 

= nV - 2: (ep - 1) - nE + nT 

= nX. - 2: (ep - 1). 

But Bo = B2 = 1 and B; = 2g. Hence XR = 2 - 2g, whence 

2g - 2 = -2n + 2: (ep - 1) 

as desired. 

Corollary. The algebraic genus is equal to the topological genus. 

Proof. Both satisfy the same formula. 

§2. Integration on the Riemann Surface 

As before, K is a function field over C and R its Riemann surface. 
If U is an open subset of R, we can define the notion of meromorphic 

differential on U, namely an expression of type f (]x where f is a meromorphic 
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function on U and x lies in K. We say that f dx - g dy if fIg = dy Idx. We 
say that the differential is holomorphic at P if, whenever t is a parameter at 
P, and 

dx 
fdx =f-dt 

dt 

at P, then the functionf dxldt has no pole at P. We say that the differential 
is holomorphic on U if it is so at every point of U. 

A primitive g of f dx on U is a meromorphic function on U such that 
dg Idx = f. If U is connected, then two primitives differ by a constant, as 
always. 

If w is a holomorphic differential on a disc V, then w has a primitive g and 
g is holomorphic on V. 

Let 'Y be a 1-simplex contained in a disc V, let w = f dx on V, let 

a'Y = P - Q, 

and let q be a primitive of w on V. Then we define 

{ w = g(P) - g(Q). 

This number is independent of the choice of V and g. Indeed, if supp ('Y) is 
contained in another disc VI, and g 1 is a primi ti ve of f dx on VI, then V n VI 
contains a connected open set W containing 'Y, and g - gl is constant on W. 

If subd l 'Y = 'YI + 'Y2 has one more point A, then 

a'YI = P - A, a'Y2 = A - Q and f w = f w + f w. 
"Y "YI "Y2 

Hence if 'Y is contained in a disc V, then 

f w - f w 
"Y - Jsubdl"Y • 

If 'Y = I nj (Tj where (Tj is a 1-simplex contained in some open disc, we 
define the integral of wover 'Y by linearity. We get again that the integral 
does not change by a subdivision. 

If 'Yis any 1-chain, for r large enough, each member ofthe r-th subdivision 
is contained in some open disc, and we can define the integral over a 1-chain, 
independently of the subdivision chosen subject to this condition. 

A cycle 'Y is called homologous to 0, and we write 'Y - 0, if some 
subdivision of 'Yis the boundary of a 2-chain. By abuse oflanguage, we also 
say that 'Y itself is the boundary of a 2-chain. 
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Cauchy's Theorem. Let w be holomorphic on an open set V of R. Let 'Y 
be a I-cycle on V, homologous to 0 on V. Then 

J.,. w = O. 

Proof. We have 'Y = iJ7J where 71 is a 2-chain. For some r, Sdr'Y has 
each one of its simplices contained in a disc. We have 

Sdr'Y = Sdr iJ 71 = iJSdr 71, 

whence it suffices to prove Cauchy's theorem under the assumption that 71 and 
'Yare contained in a disc. But then w has a primitive, and the result is trivial. 

Corollary. If V is simply connected, then w has a primitive on V. 

The pairing 

gives a bilinear map 

where 0.) is the space of differentials of first kind. 

Theorem 2.1. The kernels of this pairing on both sides are O. In other 
words, if w is a differential of first kind whose integral along every cycle 
is 0, then w = O. Conversely, if 'Y is a cycle such that the integral along 
'Y of every dfk is 0, then 'Y is homologous to O. 

Proof. As to the first statement, fix a point 0 on R. Under the hypothesis 
that w is orthogonal to every cycle, it follows that the association 

is a holomorphic function on R, whence constant, and therefore that w = O. 
The converse is harder to prove and will be done later, Theorem 5.4 of 
Chapter IV. 
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The Theorem of Abel-Jacobi 

§ 1. Abelian Integrals 

A differential will be said to be of the first kind if it is holomorphic every
where on the Riemann surface. Such differentials form a vector space over 
the complex, and by the Riemann-Roch theorem, one sees that the dimension 
of this space is equal to the genus g of R. 

From topology, we now take for granted that our Riemann surface can be 
represented as a polygon C!P with identified sides (Fig. 1). 

-aj 

iii = a,+g i = 1 , ... , g 

o 
ai 

Figure 1 

We select a point 0 inside the polygon, and use it as an origin. Let cp be a 
differential of first kind (written dfk). Given any point P inside the polygon 
(which is simply connected), we define 

f(P) = J cP 
Ap 
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where Ap is any path from 0 to P lying entirely inside the polygon. Then! 
is single valued and holomorphic inside ~. 

If ..1.1 is an arbitrary path on R, not necessarily lying inside the polygon, 
from 0 to P, then 

with suitable integers (and - means homologous). Consequently 

( ({' = ( ({' + L ni L ({'. 
),'1 JAp Qj 

The numbers 

generate an abelian group which will be called the group of periods of ({'. 
An integral taken from 0 to P along any path is well defined modulo periods. 

The integral over the path A as shown in Fig. 2 

Figure 2 

is also a period, and we write 

Consider one of the cycles ai. We can find a simply connected open set 
U containing ai minus the vertex v. We can now define a holomorphic 
function It on U as follows. Given any point P on ai - v, we take a path 
Ap lying entirely inside the polygon except for its end point. For any point 
Q in U we then define 

It(Q) = ( ({' + LQ ({" 
JAt p 
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the integral from P to Q being taken on a path lying entirely inside U. Our 
function Ii is holomorphic on aj - v. 

Let w be a differential which is holomorphic on aj (including the vertex). 
We can define 

as the limit of the integral 

rQ
; Ii w 

Jp; 

as Pj, Qj approach the vertex as indicated. 

aj 
I ~ I 

V ~Pj Qj-+ V 

Similarly, we defineli as the similar object on the side -aj. We get 

f Ii w = - I. Ii w. 
-a; ai 

Let 

aj(cp) = fa. cpo 
I 

Then for P on aj we get 

ft(P) - Ii(P) = - aj(cp). 

We can now define the symbol 

for any differential holomophic on the polygon 9P by 

f~Iw = ~ L;ft w + L La;Ii w 

28 LQI = L lim (Ii -li)w 
. Pr~t) p. 
1=1 Qr-+ V I 
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where 

is a period of w. 

2g LQ . = 2: lim I - ai W 
i=1 Pj 

2g 

= - 2: ai(cp)Wi 
i=1 

Wi = L w 
aj 

Theorem 1.1. Let w be a differential holomorphic on ~. Then 

2g 

J(lJ>/w = - ~ Wi ai = 21Tv=I 2: resp(fw) 

where the sum over P is taken over poles 0/ w. 
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Proof. Our function/is uniquely defined inside the polygon. To get the 
integral over the polygon itself, where / has been defined separately for the 
two representations of the same side, we approximate the polygon ~ by a 
polygon ~' as indicated (Fig. 3) 

11J>' 

Figure 3 

such that all the poles of w lie inside ~'. Then 

lim f / w = f / W, 
'8" ..... (lJ> )'8" )f1' 

the limit being taken as the vertices of~' approach the vertex of ~. The 
polygon ~' is homologous to the sum of small circles taken with positive 
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orientation around the poles of w, and the integral around CfP' is, therefore, 
constant, equal to the expression on the right-hand side of our equality. Since 
it approaches the integral around CfP, it is equal to it, thereby proving our 
theorem. 

We formulate our preceding results more generally as follows: 
Let <I> = (cp .. ... , CPg) be a basis for the dfk. We consider the vector 

integral 

r <I> = (r CP... . . , f cPg) = (a ii, . . . , a ig) = Ai 
JQ; Ja; Ja; 

and call it a vector period, or simply period, from now on. Similarly, 

Note that A" ... , A2g and A .. ... ,A2g differ by a permutation. 
For P inside the polygon, we let 

F(P) = f <I> = (f,(P), ... ,fg(P» 
JAp 

the f. corresponding to integrals of CP.. We define F rand F i in a similar way, 
so that for P on ai (and =1= vertex) we have 

Fj(P) - Fi (P) = -Ai. 

We can now define the vector integral f(J> Fw, and Theorem I can be formu
lated vectorially. 

Theorem 1.2. If w is holomorphic on CfP. then 

2g 

- L wiAi = 27Tv=I L resp(Fw), 
i=' p 

the residue being the vector of residues. and the sum over P is taken over 
all poles of w. 

§2. Abel's Theorem 

We have fixed a point 0 on the Riemann surface. The vector integral 

I: <I> = (J: CPt. • • • , I: cPg) 
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as P varies over the Riemann surface, taken along some path from 0 to P. 
is well-defined modulo periods. In this way, we obtain a mapping from the 
Riemann surface R into the factor group C g modulo periods. This mapping 
can be extended by linearity to the free abelian group generated by points, this 
group being called the group of cycles on R. or divisors. A divisor is a formal 
sum 

with integers np, almost all of which are o. Its degree is the sum of the np. 
Those of degree 0 form a group 9/)0, and for these it is clear that the restriction 
of the above homomorphism is then independent of the origin chosen. We 
thus obtain a homomorphism 

a ~ Sea) == 2: np 1: <I> mod periods, 

from 9/)0 into Cg/(periods). This factor group will be denoted by J and is 
called the Jacobian of R. The main theorem is the following statement. 

Abel-Jacobi Theorem. The preceding homomorphism from 9/)0 into J is 
surjective. and its kernel consists of the divisors offunctions. It establishes 
an isomorphism between the divisor classes (for linear equivalence) of 
degree 0, and the Jacobian group C g modulo periods. 

The statement concerning the kernel of our homomorphism is called 
Abel's theorem and will be proved in this section. The surjectivity is 
postponed to the next seciton. 

We first prove that divisors of functions are contained in the kernel. In 
other words, if z is a function with divisor 

we have to show that 

2: npF(P) == 0 mod periods. 

We can always find a polygon representation of R such that z has no pole on 
9, and we let w = dz/z in Theorem 1.2. Then resp(Fw) = npF(P). Indeed, 
for any holomorphic functionfconsider a local parameter t at a point P. Then 
fw = f(dz/dt)z-I dt. Also, 
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dz k 
Z-I- = - + ... 

dt t 

if z has order k at P. Thus 

reSt VZ-I ~:) = f(O)k. 

By Theorem 1.2, 

where Wi = fa; Z-I dz. But it is easily shown that Wi = 21Tv=-f mi for 
some integer mi' Hence we cancel 21Tv=I and we get 

28 

L npF(P) = - L miAi 
i=1 

as was to be shown. 

For the convenience of the reader, we recall the proof that if z is a function 
which is holomorphic on a cycle a, then 

L dz = integral mUltiple of 21Tv=-f. 
a Z 

We may assume that a is a closed path. The integral is defined by analytic 
continuation along the path, over successive discs, say Do, ... , DN starting 
from a point Po and returning to Po. Let Lk be a primitive of dz/z over the 
disc Dk. Let Pk be a point in Dk+1 n Dk so that 

All terms cancel except LN(PN) - Lo (Po). But LN and Lo are two primitives 
for dzJz over a disc around Po, and so they differ by an integral multiple of 
21Tv=T. Since PN = Po, this proves what we wanted. 

In order to prove the converse, we need some lemmas. 

Lemma 2.1. Let Xi (i = 1, ... , 2g) be complex numbers. Then 

L Xi Ai = 0 if and only if Xi = B . Ai 
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for some complex vector B = (bI. ... ,bg). The vectors AI, ... ,A2g 
span a g-dimensional space over the complex numbers. 

Proof. We prove first that the relation X· Ai = 0 for all i implies that 
X = 0 (for a complex vector X). Let w = X· q,. Then 

1 w = 1 x· q, = x·1 q, = X . Ai = 0 
Qi Qi Qj 

by hypothesis. Hence all the periods of w are O. Hence the integral Jj w is 
a holomorphic function on R without poles because w is of first kind. It is 
therefore, constant; hence w = 0 and X = 0 because the ({Iv are linearly 
independent over e. 

This shows that AI, ... ,A2g generate eg. 
Let w = bl ({II + ... + bg ({Ig be a dfk. Then Fw has no poles and hence 

by Theorem 1. 2, 

where 

-1 -
0= - 2: resp (Fw) = .. r-7 2: WiAi 

217 v-I 

g 

Wi = 2: bv 1 ({Iv = 2: bvaiv = B ·Ai. 
11=1 Qi 

This proves half the first assertion. 
Conversely, we want to find the space of relations 

We know from the fact that A), ... , A2g generate eg that the relations 

form a g -dimensional space, which must therefore be the whole space of all 
relations. This proves the lemma. 

A differential w is said to be of second kind if its residue is 0 at all points. 
It. is said to be of third kind if it has at most poles of order 1 at all points. 
The next lemma concerns such differentials, abbreviated by dtk. 

Lemma 2.2. Let a = I npP be a divisor of degree o. Then there exists 
a differential of third kind w such that resp w = np for all P. 



62 IV. The Theorem of Abel-Jacobi 

Proof. It suffices to prove our assertion for the case where all coefficients 
are zero except for two points. Indeed, by induction, suppose it proved for 
points Ph ... ,Pr • Let Q be a new point unequal to the given points. Let 
Wj (j = I, ... , r) have poles only at Pj and Q such that respj Wj = nj and 
resQ Wj = -nj. We let W = It Wj. It obviously has the required property. 

The Riemann-Roch theorem gives 

l( -a) = -deg(a) + I - g + d(n) 

where deal is the dimension of the space of differentials W such that 

(W) ~ -a. 

Put a = PI + P2• We get d(a) = g + I and hence there exists a dtk W 

having a pole of order I at PI or P2• But the sum of the residues is 0, so it 
actually has a pole at both, with opposite residues. Multiplying W by a 
suitable constant gives what we want. 

We can now determine the kernel of our map. Let a = It npP be a divisor 
of degree 0 such that S(a) = o. We have to show that a is the divisor of a 
function. 

We contend that there exists a dtk I/J such that I/J has poles at P with residues 
np, and such that 

L I/J = 2'7Tv=t ni 
I 

for suitable integers ni. By the lemma, there exists a dtk W having residue 
np at P for all P. For any P, we have 

resp(Fw) = npF(P). 

We are going to change W by a dfk, so as to change the periods but not the 
residues. 

By Theorem 1.2 we get 

- L wiAi = 2'7Tv=t L resp (Fw) 

= 2'7Tv=t L npF(P) 

= 2'7Tv=t L mi Ai 

for some integers m;, by hypothesis. Hence 
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By Lemma 2.1, we have 

Wi - 27T-v=-T mi = B . Ai 

for some vector B. We let I/J = w - B . <1>. Then I/J has the same poles and 
residues as w. Furthermore, 

r I/J = r w - r B· <I> = Wi - B . Ai = 27T-v=-T mi' 
Jai Jaj Jaj 

thereby proving our contention. 
To construct the desired function z we take essentially 

z(P) = exp J: I/J, 

o being as usual a suitable origin inside our polygon. For any point P which 
is not a pole of I/J, and any path from 0 to P, the exponential of the integral 
gives a function which is independent of the path and is thus a well-defined 
meromorphic function. For a pole of I/J, expanding I/J in terms of a local 
parameter around this point shows at once that we get a meromorphic function 
around the point, whose singularity can only be a pole. Abel's theorem is 
proved. 

§3. Jacobi's Theorem 

We must now prove that our map from divisors of degree 0 into the factor 
group C8 modulo periods is surjective. 

A divisor a is said to be non-special if d( - a) = 0, that is if there exists 
no differential w such that (w) ~ o. 

Lemma 3.1. There exists g distinct points Mlo ... , Mg such that the 
divisor M\ + ... + Mg is non-special. 

Proof. Let w\ =1= 0 be a dfk, and M\ a point which is not zero of WI. The 
space of dfk having a zero at M\ has dimension g - 1 by Riemann-Roch. 
Let W2 =1= 0 be in it and let M2 be a point which is not a zero of W2. Continue 
g times to get g points, as desired. 

Theorem 3.2. Let M\, ... ,Mg be g distinct points such that the divisor 
M\ + ... + Mg is non-special. Then the map 
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gives an analytic isomorphism of a product of small discs VI x ... x Vg 
around the points M 1> • • • , M g onto a neighborhood of zero in eg• 

Before proving our theorem, we show how it implies Jacobi's theorem. 
First we note that it suffices to prove Jacobi's theorem for a neighborhood 

of zero in eg, that is, to prove local surjectivity. Indeed, let X be any vector. 
For large n, lIn· X is in a small neighborhood of zero so, by the local result, 
we can find a divisor of degree zero such that F(a) = lIn· X modulo periods. 
Then F(na) == X modulo periods. 

Using the notation of Theorem 3.2, let a range over divisors 

PI + ... + Pg - (M I + ... + Mg), 

with Pi ranging over Vi. Then clearly 

F(a) == L C <I> 
I 

(mod periods) 

and the theorem implies what we want. 

We now prove Theorem 3.2. Let ti be a local parameter at Mi. We contend 
that the determinant 

is not zero. To prove this, consider the homomorphism 

cp ...... [:1 (MI ), ••• , :g (Mg)] 

of differentials of first kind into complex g-space. Any dfk in the kernel 
would be special, so the kernel is trivial, and our map is a linear isomorphism. 
Hence our determinant is non-zero. 

We write 
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where hij{tj) is holomorphic in Vj. Let hi1(tj) be the integral of the power 
series hij(tj), normalized to vanish at tj = O. Then we get a representation 
of our map: 

(Ph, .. , Pg) ~ (hfI(t 1) + ... + hl~(tg), ... ) 
= (H1(th ... , tg), ... , Hg{th ... , tg)) 

where each Hi (t I. . . . , t g) is holomorphic in the g variables, on 

Now 

and hence the Jacobian determinant evaluated at (0, ... , 0) is precisely our 
preceding determinant, and is non-zero. By the implicit function theorem, we 
get our local analytic isomorphism, thereby proving Jacobi's theorem. 

The theorem can be complemented by an important remark. We consider 
complex g-space as a real 2g-dimensional space. We have: 

Theorem 3.3. The periods AI. ... , A2g are linearly independent over 
the reals. Hence the factor space of cg by the periods is a 2g-real
dimensional torus. 

Proof. It will suffice to prove that any complex vector X is congruent to 
a vector of bounded length modulo periods. By the Riemann-Roch theorem, 
any divisor of degree 0 is linearly equivalent to a divisor of type 

for suitable points Ph ... , Pg , which may be viewed as lying inside or on 
the polygon. For P ranging over the Riemann surface, the integrals 

are bounded in the Euclidean norm, if we take the path of integration to be 
entirely inside the polygon, except if P lies on the boundary. Consequently, 
the sum 
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has also bounded norm (g times the other bound). Combining this with 
Jacobi's surjectivity theorem shows that any vector is congruent to one with 
bounded length modulo periods, and concludes the proof of Theorem 3.3. 

§4. Riemann's Relations 

Let cp, cp' be two dfk, and consider the polygon representation of R, with sides 
ai, hi, -ai, -hi (i = 1, ... , g) following each other (Fig. 4). We let 

ai = i cp 
Qj 

and l3i = r cp Jb j 

be the canonical periods of cp, and a:, {3: those of cp'. 

-bi 

bi 

ai 

Figure 4 

Riemann's first relations state that 

g 

2: (ai{3: - a; (3i) = O. 
i=1 

Proof. Let !(P) be the function defined before (integral from 0 to P, 
suitably defined on the boundary of the polygon), and consider the integral 

f~!cpl. 

Since cp' has no poles, we get from Theorem 1.2 

which gives what we want. 

Riemann's second relations state that 
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I g -
-- ~ (7i{3 - (3 ex) > O. 2J=1 ~ ] ] ] ] 

Proof. This time, we consider the integral 

L J 1 qJ = left hand side of inequality, 

and we prove that it is strictly positive. Write 

f = u + iv, 

in terms of its real and imaginary part. Then 1 = u - iv, and 

df = cp = du + i dv. 

Then 

- I 
fcp = 'i d (u 2 + v 2) + i(u dv - v du). 

The first term on the right is exact, and the second gives 

d(u dv - v du) = 2du 1\ dv. 

By Green's theorem, our integral can be replaced by the double integral 

2i J J du 1\ dv. 
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In the neighborhood of each point, we may take a chart, and express the 
functions u, v in terms of a complex variable z, with real parts x, y, that is 
Z = x + iy. By the Cauchy-Riemann equations, we get 

du 1\ dv = ((:r + (:r) dt 1\ dy, 

which shows that the integral is positive, as desired. 

§5. Duality 

Lemma 5.1. Numbering the sides of the polygon as at the beginning, 
aI, ... , a2g, and given an index i, there exists a dfk cp with periods 
satisfying 
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Re L <P = 1, ReL<p=o 
J 

for j =1= i. 

Proof. Consider the period matrix: 

al · .. a2g 

<PI ul + ivl · .. I • I U2g + lV2g 

<Pg uf + ivf · .. U~g + iV~g 

where the u, v are the real and imaginary parts of the periods, and are, 
therefore, real. Then the column vectors of the above matrix are our periods 
AJ, ... ,A2g . We wish to find g complex numbers 

Zk = Xk + iYk (k = 1, ... ,g) and a dfk <P = ZI<PI + ... + Zg<pg 

having the required periods. This amounts to solving, say for i = 1, the 
system of equations 

xlul- Ylvl + ... + xguf - ygvf = 1 

xlul- Ylvl + ... + XgU~ - YgV~ = 0 

This is solvable if the row vectors of the coefficient matrix are linearly 
independent over the reals. This is indeed the case, because a linear relation 
is immediately seen to imply a linear relation betweenAJ, ... , A2g over the 
reals. 

Lemma 5.2. A dfk cannot have all its periods pure imaginary. 

Proof. The preceding system of linear equations cannot have a solution 
when made homogeneous. 

Theorem 5.3. Given a divisor a = I npP of degree 0, there exists a 
unique dtk Wa such that 

(1) resp Wa = npfor all P. 
(2) The periods of Wa are all pure imaginary. 

Proof. Let W be a dtk with resp W = np. It suffices to find a dfk <P having 
the same real parts for the canonical periods (integrals around a;). This is 
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immediate from Lemma 5.1. The uniqueness is clear, because the difference 
between two differentials satisfying the conditions of the theorem would be 
a dfk contradicting Lemma 5.2. 

Theorem 5.4. If CT is a cycle such that fa 'P = 0 for all dfk then CT ~ O. 

Proof. Let CT ~ nlal + ... + n2ga2g' Find a dfk 'P having periods such 
that 

Then 

Re r 'P = 1, 
Ja] 

and Re L 'P = 0, 
J 

o = L 'P = nl + pure imaginary, 

and so nl = O. Similarly, nj = 0 all j. 

Theorem 5.5. The pairing 

(CT, a) 1--7 (CT, a) = exp L Wa 

jfl. 

induces a bilinear pairing between the first homology group HI (R) and the 
group of divisor classes of degree O. Its kernels on both sides are 0, and 
the pairing induces the Pontrjagin duality between the discrete group 
HI(R) and the compact torus. 

Proof. Let qj)o be the group of divisors of degree O. If a E qj)o and a = (z) 
is the divisor of a function, then we may take Wa = dz /z. All the periods of 
dz /z are pure imaginary, of the form 21Tv=1 m with some integer m. 
Hence (CT, a) = 1 for such divisors, and all cycles CT having no point in 
common with a. Furthermore, if CT ~ 0, then 

L Wa = 21Tv=1 2: resp Wa 

= 21Tv=1 times an integer, 

so (CT, a) = 1. 
Our pairing is therefore well defined as a bilinear map of HI (R) x J into 

the circle. 
If a is orthogonal to HI (R), then by definition, all periods of Wa are of the 

type 21Tv=1 m for some integer m. We can then define a function z by 
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letting 

Z(P) = exp J: Wa· 

This function is meromorphic and its divisor is a. Hence the kernel on the 
right consists precisely of the group of divisors of functions. 

To show that the kernel on the left consists precisely of these cycles 0' 

which are - 0, let us take an arbitrary cycle 0' - I niai. We must show that 
all ni = O. LetMh ... , Mg be non-special points as in the proof ofJacobi's 
theorem, and let us assume without loss of generality that these points do not 
lie on the cycles ai. We consider divisors of degree 0 of type 

a = PI + ... + Pg - MI - ... - Mg 

where Ph ... , Pg lie in small neighborhoods Vb ... , Vg of Mb ... ,Mg 
respectively. Thus 

We put 

Wi(a) = 1. Wa 
I 

so that by Theorem 1.2, 

wl(a)AI + ... + w2g(a)A2g = -21TV-l i (F(Pp) - F(Mp» 
v=1 

.. r--7 g LP• = -21TV -1 L <1>. 
v=1 M. 

If (0', a) = 0 for all a, then 

L ni 1. Wa = L niwi(a) E Z· 21TV-l. 
I 

Hence the points 

lie in a denumerable union of hyperplanes defined by equations 

2g 

L niVi = m' 21TV-l, m EZ. 
i=1 
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However these points fonn an open set in v=TR2g, as one sees from the 
proof of Jacobi's theorem giving a local analytic isomorphism of 

This is impossible unless nj = 0 for all i, because a hyperplane has measure 
0, and concludes the proof of Theorem 5.5. 

We may also return to the duality of Chapter III, Theorem 2.1. Theorem 
5.4 proved the expected converse which we had to postpone before, but more 
is true. 

Theorem 5.6. The bilinear map 

given by 

(y, w) ~ Re { w 

induces a duality of real vector spaces, making HI (R, R) the R-dual of the 
space of dtk. 

Proof. By Lemma 5.2, the kernel of the pairing on the right, i.e. in the 
space of dtk, is equal to O. As a real vector space, the dfk have dimension 
2g, by Lemma 5.1. Since HI(R, Z) has real dimension ~ 2g, it follows that 
its image in the dual space of 0 1 (R) has to generate a space of real dimension 
exactly 2g, and the spaces are in duality with each other. 



CHAPTER V 

Periods on the Fermat Curve 

We return to the special case of the Fermat curve, and compute the period 
lattice explicitly in terms of the basis for the differentials of first kind given 
in Chapter II. 

The first two sections deal with general results on the universal covering 
space, concerning certain integrals of third kind, of type dlog f where f is a 
nowhere vanishing function. These are then applied to the Fermat curve, and 
we follow Rohrlich [Ro 1], [Ro 2]. 

On the other hand, as a preliminary to these more exact descriptions of the 
period lattice, we can make a simpler analysis of the space generated by this 
lattice over the rationals, as follows. Let 

'Yo : [0, 1] ~ F(N) 

be the curve such that 

where the N -th root is the real N -th root. Then 

f xr-Iys-I dx = e t r- I (1 _ tN)(s-ll/N dt . 
1'0 yN-I Jo (1 _ tN)<N-ll/N 

Making the change of variables u = tN, du = NtN-1dt, we find at once that 

f W =.!.B(!..'!...) ' 
1'0 r,s N N N 

where B is the Euler Beta function, given by 
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B(a, b) = f ua- 1(1 - U)b-l duo 

Let l = e 21TiIN• We may take the images of the curve 'Yo under the auto
morphisms of F (N) as indicated below. Then the chain 

K = 'Yo - (1, l)Yo + (l, l)Yo - (l, 1)yo 

is in fact a closed path, i.e. a cycle on the Fermat curve. By the change of 
variables formula, one then finds at once 

L Wr,s = (1 - C + r+s - lr) ~ B (~ , ~) 

= (1 - lr)(1 - lS) ! B (!.. , !...) . 
N N N 

This is a period of the differential form W r ... and it is =F 0 if r, s ¥ 0 mod N. 
From this we shall prove: 

HI (F(N), Q) is generated by Kover Q[G], where G is the group of 
automorphisms of F(N) which is naturally = /-LN X /-LN, 

Indeed, for each character X of /-LN x /-LN, the idempotent ex lies in the group 
ring Q [G ], and for every differential of first kind W r•s we have 

Since W r•s is an eigenvector for the operation of the group algebra with 
character Xr ... it follows from the period computation above that if W is a 
differential form such that 

for all X 

then W = O. In other words, if W is orthogonal to the module generated over 
Q[G] by K, then W = O. Our assertion follows from Theorem 5.6 of Chap
ter IV. 

In the next sections, we develop the tools necessary to get the structure of 
the period module over Z. 

§ 1. The Logarithm Symbol 

Let R be the Riemann surface associated with the function field K, and let 
S = S'" be a finite non-empty set of points, which we shall call the points at 
infinity. IffE Khas zeros and poles only in S, then we say thatfis as-unit, 



74 V. Periods on the Fermat Curve 

or simply a unit if S is fixed throughout. We denote the group of S -units by 
E(S), or simply E. 

Let R' = R - S be the surface obtained by deleting the points of S from 
R, and let 

p: U --+ R' 

be the universal covering space of R'. If fEE then fop is holomorphic 
non-zero on U, so there exists a determination of log fop such that 

exp log fop = fop. 

Let G = Aut(U, p) be the group of covering automorphisms, and let u E G. 
The function 

Z f-+ (logf 0 p)(uz) - (logf 0 p)(z) 

is constant on U. Indeed, 

exp logf 0 p(uz) = f 0 p(uz) = f 0 p(z), 

so (logf 0 p) 0 u is another choice of a branch of the logarithm, so it differs 
by a constant since U is connected. 

For any z E U, we have 

(O"Z I df logf 0 p(uz) - logf 0 p(z) = Jz dlogf 0 p = "Y f ' 

where the integral from z to U"Z is taken along any curve (independent of the 
curve since U is simply connected), and the integral over 'Y is taken on the 
projection of that curve into the Rieman surface. Therefore there exists an 
integer L(f, u) such that for all z, 

logf 0 p(az) - logf 0 p(z) = 21riL(f, u). 

Lemma 1.1. The symbol L(f, u) is bimultiplicative inf and u. 

Proof. The formulas 

L(fg, u) = L(f, u) + L(g, u) and L(f, uo') = L(f, u) + L(f, 0') 

are trivially proved from the definitions, and the fact that the integral of 
dlog fop between two points of U does not depend on the choice of paths 
between the two points. 

Thus we get a pairing 
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E X Aut(U, p)ab ~ Z, 

where Aut(U, p)ab = Gab is the factor group of G by its commutator group, 
namely 

Let m be a positive integer, and let fEE be a unit. Then fop has an 
m-th root on U, given by 

1 
exp - log(f 0 p). 

m 

If q; is any m-th root (any two differ by an m-th root of unity), then for any 
uEGweget 

2m 
q;uq;-I = exp - L(f, u) = (L(f,u) 

m 

where ( = e 2'1Tilm, and hence 

§2. Periods on the Universal Covering Space 

Let n = (WI. .•. , wg ) be a basis for the dfk on R. Again let 

p:U~R' 

be the universal covering space as in the preceding section. For each 

u E G = Aut(U, p) and u E U 

let lu be a path in U from u to uu. Then the homology class of p 0 lu in 
HI (R', Z) is independent of the choice of u. Indeed, if z is another point, then 
we have a "quadrilateral" in U as shown on the figure. 

u 
__ --- (TZ 

Z 

Figure 5 
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Its projection in R' looks like: 

pu 

Figure 6 

We have for any dfk w: 

r w = r p*w = lou p*w. 
Jpol".. JI".. U 

But the integral around the quadrilateral of p*w is equal to zero, because U 
is simply connected. Furthermore, 

iUU lPUU lPZ p*w = W = w, 
uz puz pu 

so the independence of the homology class of p 0 lu follows by duality be
tween cycles and differential forms. 

The association 

u ~ class of po lu in H\(R', Z) 

gives an isomorphism 

where G C is the commutator subgroup. Since we have a surjective homomor
phism 

induced by the inclusion R' C R, we can represent an element of H\(R, Z) 
by a cycle po lu for some u E G. 

The period lattice of R is spanned by the vectors 

r n = r p*O = lOU p*O 
Jpol" JI" U 

for any choice of u E U, where u ranges over representatives of G /G c• 
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§3. Periods on the Fermat Curve 

We apply the considerations of the first two sections to the Fennat curve F (N) 
defined by 

Note that F(1) is isomorphic to projective I-space pi, by the function x. If 
we delete the points {O, I}, we obtain an affine curve (of genus 0). We let 

A : U ~ C - {O, I} 

be the universal covering space. (The choice of symbol A is not accidental. 
It arises because it is the classical symbol for the classical function generating 
the modular function field of level 2-see later in the book.) We let 

<I> = Aut(U, A). 

We take the set of points at infinity on F(N) to be the inverse image of 0, I 
on F(1). This is therefore the set of points 

where ( = e21rilN and E = e 1riIN• The above coordinates are the projective 
coordinates (x, y, z) for the projective equation 

As before, we let F(N)' be the open affine curve obtained by deleting the 
points of infinity as above from F(N). It corresponds to an intennediate 
covering between U and F (I)', and we let 

<I>(N) = Aut (U IF (NY). 

The relevant maps are shown in the following diagram. 

P ~PN r }~(N) 
F(N)' 

1 
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We let 

x = Xop and y = y op. 

so xand yare N-th roots of A and 1 - A respectively on U. In the present 
case, let us abbreviate 

L(A, u) = a(u) and L(1 - A, u) = 13(u). 

Then by § 1, for u E <I> we have 

x 0 u = (a(1T) and you = (p<lT)y. 

From these relations, we see that 

<I>(N) = set of u E <I> such that a(u) == 13(u) == 0 (mod N). 

We take for granted from elementary topology that <I> is a free group on 
two generators, say A and B. It follows that 

<I>(N) = unique normal subgroup of <I> such that <I>/<I>(N) "'" Z(N)2, and an 
isomorphism is given by 

u ~ (a(u), 13(u) mod N. 

It follows also that 

Thus <I>(N) is the smallest normal subgroup containing ABA -I B -I , AN, BN; 
and therefore that <I>(N) is also generated by all elements 

But the elements 'YABA -I B -I 'Y- I are precisely those of the form 

pABA -I B-1 -I -I u: P u , 

with u E <I>(N) and p ranging over a set of right coset representatives of 
<I>(N) in <1>. Hence we have proved: 

Lemma 3.1. A set of generators for <I>(N) mod <I>(NY is given by 

with o ~j. k ~ N - 1. 
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For the applications, we have to detennine two generators A, B more 
precisely. We select a real point Zo with 0 < Zo < 1, and we let u E U lie 
above zo, i.e., Zo = A(u). We pick a closed path starting at zo, in C - [1,00), 
having winding number 1 around 0 and lift it to U, starting at the point u. 

Aof Aof 

O~~ "'~ __ io_~_B __ Q 
(a) (b) 

Figure 7 

Then the lifted path ends at a point Au for some uniquely detennined A E cI>. 
We denote this lifted path by lA, so that A 0 IA is homotopic to the path in 
C - {O, I} shown in Fig. 7(a). Similarly, we construct Is so that A 0 Is is the 
path shown in Fig. 7(b). Then B is uniquely detennined such that A 0 Is is 
contained in 

C - (-00,1], 

and has winding number 1 around 1. We obtain: 

L(A, A) = 1, 
L(A, B) = 0, 

L(1 - A, A) = 0 
L (1 - A, B) = 1. 

We know from Chapter II that the dfk's are of the fonn 

* -r-\ -s-\ dx 'th 1 d N 1 p Wr,s = X Y '"N=l WI ~ r, s an r + s ~ -. 
y 

Hence 

a*p*Wr,s = (a(o')r+{3(o')s p*wr,s' 

We recall the definition of the beta function: 

Theorem 3.2 (Rohrlich). The period lattice of F (N) relative to the basis 
{ wr,s} is spanned by the vectors 

( ... , (rj +sk(1 _ (')(1 - (S) ~B (~, ~), ... ) 

for 0 ~ j, k ~ N - 1. 
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Proof. We follow that the general procedure of §2 with the representatives 
of <I>/<I>c that we found above. We get: 

This reduces the computation of 

for representatives of <I>(N)/<I>(Nr to the cases 

First let (J" = ABA -I B -I. Let x N = z. Then 

where 

and the differential form under the integral sign is the analytic continuation 
of the real principal value on the real segment between ° and 1. Then A 0 lrr 
is homotopic to the sum of four pieces as shown. 

8-E-( - --88-- -8 
Figure 8 

The circles have radius E, tending to 0, so in the limit the final integral can 
be taken to be that over the segment, properly oriented, with the appropriate 
analytic continuations. 

After the first turn around 0, the differential form changes by a factor of 
r- I c = cr. After the turn around 1, it changes by a factor of CS , and thus 
becomes r+ s Wr.s. After the final tum around 0, it becomes CS W r.s• There
fore: 

f wr.s(z) = (-1 + r - Cr+s + CS ) e t(r-l)IN (1 - t)(s-NjIN d(t IIN ). 
JAolu Jo 
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Making a change of variables in the integral on the right immediately gives 
the answer 

- (1 - (')(1 - (S) .l B (!.. , ~) , 
N N N 

as desired. 
If u = A N or u = BN then a similar argument shows that 

= 0, 

because the value is equal to the Beta integral times 

1 + ( + ... + (N-t = o. 

This proves the theorem. 

§4. Periods on the Related Curves 

In Chapter II, §3 we had defined the curves F(r, s) by letting 

and v = x'ys. 

Then F(r, s) is the non-singular curve whose function field is 

c (u, v). 

LetA, B be the generators of <I> which we selected previously, having winding 
numbers 0 and 1 respectively around 0 and 1. We let 

<I>(r, s) = Aut(U /F(r, s)'), 

where F(r, s)' is the affine curve obtained by deleting the points at infinity 
from F(r, s). We have a Galois diagram: 

U 

! 
F(N)' 

! 
F(r, s)' 

! 
F(1)' 

k(x, y) } I <I>(r, s)/<I>(N) 

k(xN x'yS) 

I ' 
k(xN, yN) 
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Then «I>(r, s) is generated by «I>(N), AM, BM and AS B -r where 

M =N/D and D = g.c.d. (r, s, N). 

Theorem 4.1 (Rohrlich). The period lattice of F(r, s) is generated by 
the vectors 

where 1 ~ j, k < M - 1, components of the above vector are indexed 
by positive integers m which are (r, s)-admissible (Chapter II, §3), to
gether with the element 

( (1 _ ysrm).!. B (rm) , (sm») ) 
... , ~ N N N'···· 

Proof. The integral of W(rm).(sm) over l~ li r is the only new one, not already 
considered in determining the period lattice on the Fermat curve itself. The 
integral over U is obtained by integrating over the path shown, letting E tend 
to O. 

The analytic continuation of W(rm).(sm) over IA changes by a factor of (rm, and 
this is repeated s times. Hence 

( W(rm).(sm) = (-1 + (srm) (1 principal value, 
Jij Jo 

thus giving the extra element generating the period lattice. 



CHAPTER VI 

Linear Theory of Theta Functions 

§ 1. Associated Linear Forms 

Let V be a complex vector space of dimension n, real dimension 2n. Let D 
be a lattice in V, that is, a discrete subgroup of real dimension 2n, so that the 
factor group V /D is a complex torus. We define a theta function on V, with 
respect to D (or on V /D), to be a quotient of entire functions (called a 
meromorphic function for this chapter), not identically zero, and satisfying 
the relation 

F(x + u) = F(x)e 217i[L(x,u)+J(U»), all x E V, u ED 

where Lis C-linear in x, and no specifications are made on its dependence on 
U, or on the dependence of the function J on u. However, we note that we 
can change J by a Z-valued function on D without changing the above 
equation. Also, we shall see below that any such Land J must satisfy 
additional conditions which can be deduced from this equation. We note that 
the theta functions form a multiplicative group. 

Example. Let q be a quadratic form on V, such that 

q(x) = B(x, x) 

where B is symmetric and C-bilinear. Let c be a complex number, and let 
,\ be a C-linear form on V. The function 

e217i[q(x)+A(x)+c) 

is obviously a theta function, which will be called trivial. It is clear that the 
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trivial theta functions form a multiplicative group. Furthermore, the trivial 
theta function above is a product of a constant, and the theta functions formed 
separately with q(x) and A(x). 

Note that q(x + y) - q(x) - q(y) = 2B(x, y). Hence if 

F(x) = e2rriq(X), 

then the associated functions Land J can be selected to be 

LF (x, u) = 2B (x, u) and 

If 

then the associated functions Land J can be selected to be 

and h(u) = A(u). 

It will be useful later to multiply any theta function by a trivial one for 
normalization purposes. 

Remark. Let F be an entire theta function which has no zero. Then we 
can write F(z) = e2rrig(z), where g is an entire function. From the definition 
of a theta function, we find that 

g(z + u) - g(z) = L(z, u) + J(u). 

All second order partial derivatives of this expression with respect to complex 
coordinates vanish, and hence the second partials of g are periodic entire 
functions, whence constants. It follows that g is a polynomial of degree at 
most 2, in other words that the theta function F is of the form considered in 
the preceding example. 

We shall now investigate the relations satisfied by Land J for an arbitrary 
theta function F. Computing F(x + u + v)W(x) in the obvious ways, we 
find the following relations: 

L(x, u + v) + J(u + v) == L(x, u) + L(x + u, v) + J(u) + J(v) 

(mod Z) 

Putting first x = 0, we then find: 

(1) 

(2) 

(3) 

J(u + v) - J(u) - J(v) == L(u, v) 

L(u, v) == L(v, u) 

L(x, u + v) == L(x, u) + L(x, v) 

(mod Z) 

(mod Z) 

(mod Z) 
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The second relation comes from the fact that the expression in (1) is sym
metric in u and v. The difference between the two sides of (3) is an integer. 
Being linear in x, it must vanish, and hence we can replace the congruence 
by an equality in (3). We can then extend L(x, u) to a function L(x, y) on 
V x V which is C-linear in x and R-linear in y. (As usual, we do it first for 
rational multiples of elements of D, and then extend to the whole space by 
continuity. ) 

Theorem 1.1. Let 

E(x, y) = L(x, y) - L(y, x). 

Then E is R-bilinear, alternating, and real valued on V x V. Further
more, E takes on integral values on D x D. 

Proof. The last statement follows from (2). Since L is R-bilinear, it 
follows that E is real valued, so our theorem is proved. 

Theorem 1.2. Let 

sex, y) = E(ix, y). 

Then S is symmetric. Also the form 

H(x, y) = E(ix, y) + iE(x, y) 

is hermitian, so S is the real part of H. 

Proof. We expand the value for sex, y) - S(y, x) in terms of L. We find 
at once that 

Sex, y) - S(y, x) = i[E(x, y) - E(ix, iy)]. 

Since the left-hand side is real and the right-hand side is pure imaginary, they 
must both be O. Hence S is symmetric, and also 

E(x, y) = E(ix, iy). 

One proves that 

H(ix, y) = iH(x, y), H(x, iy) = -iH(x, y), 

H(x, y) = H(y, x) 

by direct computation. Thus H is hermitian, as was to be shown. 
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Two theta functions are called equivalent if their quotient is a trivial theta 
function. We are interested in finding a unique theta function in an equiva
lence class (up to a constant factor), determined by additional normalizing 
conditions. 

Suppose we have two solutions L, L\ to the equations: 

L(x, y) - L(y, x) = E(x, y) 

L\(x, y) - L\(y, x) = E(x, y). 

Then L - L\ is symmetric and C-linear in x, so C-bilinear. If we change F 
by e271iq(x) where q is a quadratic form, then the associated L changes by a 
symmetric C-bilinear form. On the other hand, we have 

1 
E(x, y) = 2i [H(x, y) - H(y, x)]. 

Therefore 

1 
L\(x, y) = 2i H(x, y) 

is a possible solution, differing from L by a C-bilinear symmetric form. 
Changing F by a unique factor e 271iq(x) (up to a constant) makes it so that the 
associated L satisfies 

1 
L(x, y) = 2i H(x, y). 

For a further normalization, we still can multiply the function by the 
exponential of a C-linear term. Define 

1 
K(u) = J(u) - 2 L(u, u). 

We shall find a C-linear function ,\ such that 1m ,\ == 1m K mod Z. 
From (1) we get 

(4) 
1 

K(u + v) == K(u) + K(v) + 2 E(u, v) (mod Z). 

This shows that 1m K is additive on D, with values in C/Z. Since D is free, 
we can lift 1m K to a C-valued function which is additive on D, and then 
extend it to an R-linear function on V. Let g = 1m K, and let 
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A(x) = g(ix) + ig(x). 

Then 

A(ix) = g(-X) + ig(ix) 

= -g(X) + ig(ix) = iA{x), 

so that A is C-linear, and K - A is real valued. 
We may now state our desired normalization. 
We shall say that-a theta function is normalized if it satisfies the condi

tions: 

N 1. 
1 

L{x, y) = 2i H{x, y). 

N 2. The function K on V is real valued. 

It is clear that the normalized theta functions form a subgroup of all theta 
functions. For a normalized theta function, the basic relation takes the form 

F(x + u) = F{x) exp (2m [~i H{x, u) + ~i H{u, u) + K{U)])' 

If we define a map rfJ: D -+ C I (complex numbers of absolute value 1) by 

rfJ(u) = e 211iK(Il), 

then the basic property (4) for K can be written 

rfJ{u + v) = rfJ{u)rfJ{v)e 21rlE(Il,V)/2. 

One sometimes calls rfJ the associated quadratic character. 
The previous discussion proves: 

Theorem 1.3. In any equivalence class of theta functions, there exists a 
normalized theta function. unique up to a non-zero constant factor. 

Proof. We have shown existence. As to uniqueness, we have already 
noted the uniqueness of the quadratic factor. For the linear factor, if 
1m K = 0 then the C-linear function A in the previous discussion is 0, which 
shows the uniqueness. 
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In fact, the arguments prove more than that, because they give us an 
isomorphism between spaces of theta functions as follows. Let Th(L, J) as 
before denote the space of theta functions of type (L, J). On the other hand, 
if H is the hermitian form associated with L, and if 1/1 is a function on D of 
absolute value 1, defined by the above equation, let 

Thnorm (H, 1/1) = space of theta functions which are normalized, 

with L =.!. H 
2i 

and 

Theorem 1.4. Given (L, J) there exists a unique (up to constant factor) 
trivial theta function g such that the map 

F~gF 

gives an isomorphism 

Th(L, J) ~ Thnorm (H, 1/1). 

The next theorem gives additional information in the case of entire theta 
functions. 

Theorem 1.5. Suppose that F is a normalized entire theta function. Then: 

(i) There exists a number C > 0 such that 

IF (z)1 ~ Ce(m2)H(z.z) for all z E V. 

(ii) The associated hermitian form H is positive (not necessarily defi
nite ). 

Proof. As to the first inequality, let 

g(z) = F(z)e( -('TT'/2)H(z, z», 

where e(w) = eW • Then for u ED, 

g(z + u) = g(z)e i 7l{E(z.u)+K(u)]. 

The exponent in brackets is real. Hence 1 g (z + u)1 = 1 g (z)l. This means 
that the function Igl is periodic, and continuous, so that it is bounded. Our 
inequality follows at once. 

Now suppose that H (zo, zo) < 0 for some complex number zoo The func
tion z ~ F (zzo) is entire, and from our inequality we see at once that it tends 
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to ° at infinity. Hence it is constant, and this constant must be 0. Since 
H(z, z) < ° for all z sufficiently close to Zo, we see that F is equal to ° in a 
neighborhood of Zo, whence F is identically 0, which is impossible. This 
proves our theorem. 

§2. Degenerate Theta Functions 

We shall see that the theory of theta functions factors through the subspace 
of V on which the hermitian form is trivial. Let VH be the subset of V 
consisting of all z such that H(z, z) = O. Then VH is a complex subspace, 
called the kernel of H, or null space of H. We note that if H(z, z) = ° then 
H(z, w) = 0 for all w E V. Indeed, for real t we have 

H(w + tz, w + tz) = H(w, w) + 2t Re H(z, w). 

Letting t be large shows that Re H(z, w) = 0. Similarly, the imaginary part 
is also 0, using it instead of t. This proves both that VH is a vector space, and 
that the weaker condition H (z, z) = ° proves the stronger one as stated. 

Thus H induces a hermitian form on V /VH , and the above property shows 
that on VfVH, H is definite, that is, it has no null space. If H is positive, then 
the induced form on V fVH is positive definite. 

Theorem 2.1. Let F be a normalized entire theta function on the complex 
space V, with respect to the lattice D, and let H be its associated hermitian 
form. Let VH be the kernel of H. Then: 

(i) The image of the lattice D in V fVH is discrete. 

(ii) The values of F depend only on the cosets of VH . 

Proof. Let Zo E V H and let x E V. By assumption, for any complex z, we 
have 

H(x + zZo, x + zzo) = H(x, x). 

The estimate in Theorem 1.5 shows that 

Hence F(x + zZo) is an entire, bounded function of z, whence constant, and 
therefore equal to F(x). This proves (ii). As for (i), let u], ... , Ur be 
elements of D whose residue classes Ui (mod VH) generate VIVH over R. For 
all x E V sufficiently close to 0, we have 
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IE(x, uj)1 < L 

and hence if v is an element of D such that v is close to 0, we must have 
E(v, Uj) = 0 for all i, because E(v, Uj) is an integer. Therefore E(v, z) = 0 
for all z E V and hence H(v, z) = 0 for all z E V. Hence v E VH , and 
v = O. This proves that the image of D in V /VH is discrete. 

From Theorem 2.1 we may view F as a theta function on V /VH with respect 
to the lattice D mod VH • Its associated hermitian form on V /VH is that induced 
by H, and is positive definite. This is the case which will be further analyzed. 

§3. Dimension of the Space of Theta Functions 

Again we consider a complex vector space V of dimension n, with a lattice 
D. By a Riemann form E on V with respect to D, we mean a real-valued 
bilinear form 

E: V X V~ R, 

satisfying the following conditions: 

RF 1. The form E is alternating. 

RF 2. It takes integral values on D X D. 

RF 3. The form (x, y) 1-+ E(ix, y) is symmetric positive. 

If this last symmetric form is also positive definite, then we say that E is a 
non-degenerate Riemann form. 

If we select a basis for Dover Z, then it is also a basis for V over R. The 
matrix representing a non-degenerating Riemann form E with respect to such 
a basis has integer coefficients, and its determinant is a perfect square. The 
square root of this determinant is called the pfaffian of E with respect to D, 
and is independent of the choice of such a basis (the independence is clear 
since the matrix of the form with respect to different bases changes by an 
integral matrix and its transpose, of determinant O. Actually the proof that 
this determinant is a square will come out of the forthcoming lemma, where 
we select a suitably normalized basis. 

As a matter of notation, if U\, •.. , Um are elements of V, we denote by 
rut. ... , um] the Z-module generated by these elements. In all cases to 
arise, they will also be linearly independent over Z. They will also be in D, 
and hence independent over R. 

Lemma 1. Let E be an alternating non-degenerate bilinear form on afree 
Z-module D, having values in Z. Then D is an E-orthogonal direct sum 
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of 2-dimensional submodules [ej' Vj], such that E (ej' Vj) = dj is an inte
ger > 0, and d l I d2 I ... I dn. 

Proof. The lemma is proved by induction. Among all values E(u, v) with 
u, v E D we select a least positive one, say db and we take a pair eb VI such 
that E(eb VI) = dl . We let [el, vtl = DI be the 2-dimensional Z-module 
generated by eb VI. Let Dt be the orthogonal complement of reb vtl with 
respect to E. Then DI n Dt = {O}, because the only element of DI perpen
dicular to both el and VI is O. To see that D = DI + Dt we use the standard 
Gram-Schmidt orthogonalization process. Given u ED we can obviously 
solve for numbers a, b such that 

is orthogonal to reb vd (with respect to E). For instance, 

Since Z is principal, and d l is the positive generator of the ideal of all values 
of E, it follows that dl divides E(u, el). Hence we can solve for b to make 
the above expression equal to O. Similarly, we solve for a, and thus prove 
our lemma. 

We observe that the lemma (due to Frobenius) gives the analogue of the 
existence of an orthogonal basis for symmetric forms. An orthogonal decom
position and a basis reb VI> ... , en, Vn] as in the lemma will be called a 
Frobenius decomposition and a Frobenius basis for D, with respect to E. 

Let 

L:VxV~C 

be an R-bilinear map, C-linear in its first variable, and such that its associated 
alternating form 

E(x, y) = L(x, y) - L(y, x) 

is a Riemann form. Let 

be a function satisfying (1), that is 
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J(u + V) - J(u) - J(v) == L(u, V) (mod Z). 

Then we shall call (L, J) a type for theta functions, with respect to (V, D). 
It is obvious that the set of theta functions of type (L, J) (together with 0) 
forms a complex vector space denoted Th (L, J). We are striving for a 
theorem which will give us the dimension of that space. 

If E is a Riemann form with respect to (V, D), then we can define a 
hermitian form 

H(x, y) = E(ix, y) + iE(x, y), 

and then obtain a bilinear form 

I 
L(x, y) = 2i H(x, y). 

To get a type (L, J), we still have the freedom of choosing the function J, but 
at least we see that Land H determine each other. Of course, J is determined 
only mod Z. 

A theta function will be called non-degenerate if its associated form H is 
positive definite (or in other words, its associated Riemann form E is non
degenerate) . 

Lemma 2. Let [e], vd ffi ... ffi [en, vn] be a Frobenius decomposition of 
D with respect to a non-degenerate Riemannform. Then {e\, ... , en} is 
a C-basis for V. 

Proof. Let V/ be the R-space generated by e\, ... , en, and let V" = iV'. 
Suppose that we have a relation 

x + iy = 0, x, Y E V'. 

Then iy is in V/ (because equal to -x), hence is E -orthogonal to V/. But 

E(iy, y) > 0, if y =1= o. 

Hence y = 0 by the non-degeneracy condition. Hence x = O. This proves 
our lemma. 

Observe that the lemma shows that if V/ is the space generated over R by 
et. ... , en then 

V=V'+iV', 

and that this is an R-direct sum. 
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Let B: V X V ~ C be symmetric and C-bilinear, and let 

A:V~C 

be C-linear. It is clear that the space of entire theta functions of type (L, J) 
is isomorphic to the space of entire theta functions of type (L + B, J + A). 
Indeed, if G is a trivial theta function of type (B, A) (formed by exponentiat
ing a quadratic form and a linear form), then the association 

F~GF 

gives an isomorphism between the two spaces, its inverse being given by 
multiplication with G -I, which is of type ( - B, - A). Hence to determine the 
dimension of the space 

Th (L, J) 

of entire theta functions of type (L, J), we shall be able to adjust our L, J to 
be most convenient. The dimension is now given by the following theorem. 

Theorem 3.1 (Frobenius). Let (L, J) be a non-degenerate type with 
respect to (V, D). Then the entire theta functions on V with respect to D 
having this type, together with 0, form a complex vector space of dimen
sion equal to the pfaffian of E with respect to D. 

Proof. We first observe that L is symmetric on [el' . . . , en] (notation as 
above), and hence on the space V' generated by eJ, ... , en over R. Conse
quently, there is a symmetric C-bilinear form B on V such that L - B is 0 
on [eJ, ... , en], whence 0 on V'. Similarly, there is a C-linear form A on 
V such that J - A is 0 on eJ, ... ,en' By the above remarks, this reduces 
our proof to the case when 

(*) L(z, ej) = 0 for all z E V, and J(ej) = 0 for allj = 1, ... ,n. 

In this case the conditions defining a theta function are particularly simple, 
and our theorem can be formulated as follows: 

Theorem 3.2. Let (L, J) be a non-degenerate type with respect to (V, D). 
Assume that 

is a Frobenius decomposition, and that (*) holds. Let Cj = J(Vj), andfor 
z E V let {Zl, ... , zn} be the coordinates of Z with respect to the C-basis 
{et. ... ,en}. Then the space of entire theta functions of type (L, J) is 
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precisely the space of entire functions satisfying the conditions 

F(z + ej) = F(z) 

F(z + Vj) = F(z)e(zjdj + Cj), 

where e(w) = e 2wiw , and this space has dimension d • ... dn, where 
dj = E(ej' Vj)' 

Proof. It is clear that the two conditions are precisely those defining theta 
functions with respect to our lattice, and (L. J). We must now construct theta 
functions. In view of the conditions with respect to the ej' we have periodic
ity, and hence any such theta function has a Fourier expansion 

F(z) = L a(r)e 2wir . z , 

where the sum is taken over all r E zn. We shall also write (r. z) instead of 
the dot product r . z. The second system of conditions now imposes relations 
among the coefficients a(r), namely 

where again e(w) = e2wiw • The values a(r) can be fixed arbitrarily for 

(j = 1, ... , n) 

and can be determined formally uniquely by the above relations for other 
values of r. This shows that the formal Fourier series solutions form a vector 
space of the required dimension d .. ... , dn• 

There remains to prove convergence. Let us write 

where i is a representative mod[d1 e1 , ••• , d"e,,] satisfying the above 
inequalities. Then it suffices to solve the functional equation 

Using the fact that 

because we have adjusted L so that L(V, ei) = 0 for all i, it follows that if 
we write 
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then 

this last equality being true because E(vj> Vk) = O. Hence 

(r, Vj) = 2: rkd;J L(vj> Vk)' 
k 

The above functional equation is essentially the polarization of a quadratic 
form, except for certain constants. Therefore the solution g(r) can be ex
pressed as 

g(r) = q(r) + linear term in r + constant, 

where q(r) is a quadratic form, which we can easily guess, namely 

q(r) = - ~ L (~ rkdk-J Vb ~ rkdk- J Vk)' 

1 = - 2L(w, w) where w = 2: rk dk- J Vk· 
k 

Therefore, to obtain convergence, it will suffice to prove: 

Lemma 3.3./f L is such that L (V, e i) = 0 for all i, that is, L satisfies (*), 
then the imaginary part of L is negative definite on the R-space generated 
by v), ... , Vn . 

Proof. Let z = x + iy, where x, y lie in the space V' above, that is are 
real linear combinations of e), ... ,en. Then for y f. 0 we get 

0< E(iy, y) = E(x + iy, y) = E(z, y) = L(z, y) - L(y, z) = -L(y, z) 

by our assumption on L. However, 

L(z, z) = L(x, z) + iL(y, z), 

and L (x, z) = E (x, z) is real, again by that same assumption. Hence if y f. 0 
we see that 1m L (z, z) < O. 

If z = w as in the theorem, then z lies in the R-space generated by 
v), ... , V n, and we cannot have y = 0, otherwise z also lies in V' which is 
impossible. This concludes the proof of Theorem 3.2. 

Remark 1. In terms of matrices, we can express the negative definiteness 
as follows. Let T be the matrix such that 
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~. Vj = Tej for j = 1, ... , n, 
1 

viewing vectors as column vectors. In other words, 

Then T is symmetric, and its imaginary part is negative definite. 

The proof simply consists in observing that if T = ('l)d, then 

as follows at once from the linearity of L in the first variable. Furthermore, 
we have 

(Tr, r) = L(w, w), 

where r is any real linear combination of el, ... , ell (that is, an element of 
V'), and w is defined above, 

Suppose that we started with a type (L, J) for which the alternating form 
E is degenerate. We are still interested in the dimension of the space of theta 
functions of this type. We may assume that it is normalized..:.. Then the 
elements of Th(L, J) induce theta functions on the factor torus V / D, where 
V = V / V H, and V H is the null space of the associated hermitian form. Fur
thermore 

dim Th (L, J) = dim Th (I, J), 

where I, J is the induced type on V / D. Now E is non-degenerate, and the 
pfaffian of E will be called the reduced pfaffian of E. We then obtain: 

Theorem 3.4. The dimension ofTh (L, J) is equal to the reduced pfaffian 
of the associated alternating form E. 

Proof. This follows from the theorem, which gives us the dimension in the 
non-degenerate case. 

Remark 2. Let (L, J) be a non-degenerate type with respect to (V, D). 
It may happen that there is a bigger lattice D' for which (L, J) is also a 
nondegenerate type with respect to (V, D'). However, such D' are limited. 
Indeed, let u E D', and write 
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in tenns of a Frobenius basis of V. Then 

and 

These values have to be integers. Hence aj' bj can take on only a finite number 
of values mod Z, and there are only a finite number of possible lattices D' . 

For each such D', the factor group D' /D is finite. By the functional 
equation (1) of § 1, there are only a finite number of extensions of J to maps 
J' on such D'. 

Theorem 3.5. Let (L, J) be a non-degenerate type with respect to (V, D). 
Then all theta functions of this type except possibly those lying in a finite 
union of subspaces of dimension < pf(E) are not theta functions with 
respect to a lattice strictly larger than D. 

Proof. If F is a theta function of type (L, J') with respect to (V, D'), then 
the pfaffian of E with respect to D' is equal to 

d 
(D' : D) < d, 

where d = d1 •.. dn is its pfaffian with respect to D. Hence the space of 
theta functions of type (L, J') with respect to (V, D') has lower dimension, 
and there is only a finite number of such spaces, for lattices D' properly 
containing D. 

§4. Abelian Functions and 
Riemann-Roch Theorem on the Torus 

By an abelian function on V with respect to D (or on the torus T = V / D) we 
shall mean a quotient of theta functions of the same type, or O. It is then clear 
that the abelian functions fonn a field, called the function field of T, and 
denoted by C(T). Note that an abelian function is genuinely periodic with 
respect to D, that is 

f(z + u) = f(z) z E V, u ED. 

It follows immediately from the definitions that an abelian function =1= 0 is a 
quotient of entire theta functions of the same type. 

If 80 is an entire theta function of type (L, J), we denote by 5£( 80) the space 
of all entire theta functions of the same type. If () lies in this space, then () /80 
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is an abelian function. When (L, J) is non-degenerate, then the dimension 
of !£(~) is given by Theorem 3.1 of §3. We call !£(~) the linear system 
of ~. 

Two theta functions will be called linearly equivalent if their quotient is 
an abelian function, and this relation is denoted by 

8-8'. 

Recall Theorem 1.3 which states that in any equivalence class of theta func
tions (the equivalence being that of differing by a trivial theta function) there 
is precisely one normalized theta function. 

Remark. Two normalized theta functions are linearly equivalent if and 
only if they have the same type. 

The proof is immediate, because the quotient of normalized theta functions 
is normalized, and is an abelian function if and only if it is of type (0, 0). 

Let Vo be the intersection of all the null spaces of all Riemann forms on 
(V, D). We call Vo the degenerate subspace of V with respect to D. Then 
by taking a finite sum of Riemann forms on (V, D) we find that Vo is itself 
the null space of a Riemann form on (V, D). 

Since an abelian function is a normalized theta function, we can express 
it uniquely (up to a constant factor) as a quotient of normalized entire theta 
functions, which are in fact defined on V / Vo by the result of §2. Conse
quently the function field of V /D is "the same" as the function field of V / D, 
where V=V/Vo and D is the image of D in V. Furthermore, (V, D) is 
non-degenerate, that is, admits a non-degenerate Riemann form. Thus the 
study of the function field is reduced easily to that of the non-degenerate case. 

At this point it is useful to introduce the terminology of divisors. In 
algebraic or complex analytic geometry, a divisor is a formal linear combina
tion of irreducible subvarieties of codimension 1. Locally in the neigh
borhood of each point, such a variety is defined by a single equation cp = 0, 
where cp is some analytic function. It is clear that locally, if the subvariety 
is defined by another equation IjJ = 0, then cpljJ-1 is holomorphic invertible in 
the neighborhood of the point. It turns out that on en, a positive divisor can 
be defined by a global entire theta function, and two such functions differ by 
an entire invertible function which is therefore a trivial theta function. How
ever, for the applications we have in mind, the theorem giving the representa
tion of a divisor by a theta function is utterly irrelevant: all we need are global 
considerations. Hence we shall prove the representation theorem in the last 
chapter, and here we make the relevant global definition, which still allows 
us to use the standard language of divisors. Namely, for our purposes, we 
define a divisor to be an equivalence class of theta functions, or 0. We shall 
write divisors additively. A divisor is said to be linearly equivalent to zero 
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if it is the divisor of an abelian function, that is if its equivalence class 
contains an abelian function. Two divisors are said to be linearly equivalent 
if their difference is linearly equivalent to zero. We let CI denote linear 
equivalence. 

We may also introduce the notion of ordering between divisors. We say 
that X ~ 0 if it is the equivalence class of an entire theta function. Similarly, 
X ~ Y if X - Y ~ o. In terms of theta functions, this means that Ox / ()y is 
entire, if Ox and ()y are theta functions in the equivalence classes of X and Y 
respectively. We let (0) denote the divisor of O. 

Suppose that Xo is a positive divisor. We denote by ;£(Xo) the space of 
abelian functions f such that 

(f) ~ -Xo· 

If 00 is a theta function having divisor Xo, then it is clear that ;£(Xo) is 
isomorphic to the space 5£(00 ) defined previously under the isomorphism 

We say that Xo is non-degenerate if a theta function defining Xo is non
degenerate. If H, E are the hermitian and Riemann forms associated with 00, 
then we also say that they are associated with the corresponding divisor, 
and write E = Exo. 

Observe that if Eo is a non-degenerate Riemann form, and E is any Rie
mann form, then E + Eo is non-degenerate, because the sum of a positive 
definite and a positive form is positive definite. In terms of divisors, if Xo is 
positive non-degenerate, and X is positive, then X + Xo is positive non
degenerate. 

As in the case of curves, we let 

I(X) = dim ;£(X). 

Theorem 4.1 (Riemann-Roch). Let Xo, ... ,Xm be positive divisors 
such that Xo is non-degenerate. There exists a polynomial P in m + 1 
variables such that 

for any integers ro, ... , rm ~ 0 and ro > O. For any non-degenerate 
positive divisor X with Riemann form E, we have 

l(rX)=rn pf(E). 

Proof. This is obvious from Theorem 3. 1 because the desired dimension 
is given as the pfaffian of roEo + ... + r m Em. 
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Corollary 1. The function field of V /D has transcendence degree at most 
n = dimcV. 

Proof. Suppose that there exist abelian functions ft, . . . ,fm which are 
algebraically independent over C. We can write them all over a common 
denominator 00, which we may assume non-degenerate (after factoring out 
the null space of V /D if necessary). Write 

h = ~/Oo. 

Then the monomials 

8'j1 ••• 8:;'m, r) + ... + rm = r, 

lie in :£( (6), whose dimension is given by Theorem 4.1 and is equal to 
rn pf(Eo). However, the above monomials are linearly independent, and 
there are 

of them, which grows like rm. Hence m ;:§i n, as desired. 

In §6, it will be proved that the transcendence degree of the function field 
is precisely n if V/D has a non-degenerate Riemann form. Under this assump
tion, we shall now use an argument similar to the above to prove that the field 
must then be finitely generated, that is, must be a finite extension of a purely 
transcendental extension. 

Corollary 2. If there exists n algebraically independent abelian functions 
on V/D, say flo ... ,J,., then the function field ofV/D is afinite extension 
ofC(ft, ... ,fn). 

Proof. Write againh = ~/Oo. Then 00 must be non-degenerate, for other
wise, since ~ and 00 have the same type, and can be a~umed to be normal
ized, we could induce our functions on the factor space V = V /VH , where VH 

is the null space of the hermitian form associated with 00, thus contradicting 
Corollary 1. Let g be any abelian function. Consider all monomials 

with r) + ... + rn = r. Each such monomial lies in :£(rXo + sY) where 
Xo = (00) and g E :£(Y) with Y > O. The number of such monomials is 
equal to 
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which is asymptotic to srn/n! as r ~ 00. Since the dimension of 5£(rXo + sy) 
is equal to 

pf(rEo + sEy) = rn pf(Eo) + lower terms, 

it follows that if s > n! pf(Eo), then there exists a relation of linear depen
dence among these monomials. Such a relation gives an algebraic equation 
for g, with coefficients in C [ii, ... ,f,,], of degree ~ n! pf(Eo). If we 
select an abelian function of maximal degree over the field C (j)' ... ,f,,), 
then by the primitive element theorem of elementary field theory, this abelian 
function must generate the whole field of abelian functions, thereby proving 
our theorem. 

§5. Translations of Theta Functions 

We now consider the type associated with translations of theta functions. Let 
a E V. If () is a theta function, we let ()a be the function such that 

()a(x) = O(x - a), 

and call Oa the translation of 0 by a. It is obviously a theta function. The 
definition is made such that if X is the divisor of 0, then Xa is the divisor of Oa. 

Lemma 5.1. (i) If 0 is of type (L, J) then Oa is of type (L, J - La), where 
La(u) = L(a, u). 

(ii) If 0 is normalized, the type of the normalized theta function in the same 
equivalence class as Oa is (L, J - Ea) where Ea(u) = E(a, u). 

Proof. We have 

()(x - a + u) . 
( ) = exp {2m [L(x - a, u) + J(u)]} 

Ox - a 

from which our first assertion is obvious. Note that the bilinear form L is the 
same for any translation of 0, whence the associated hermitian form H is the 
same. 

For the second assertion, if we multiply Oa by the trivial theta function 



102 VI. Linear Theory of Theta Functions 

then we get rid of the imaginary part of -L(a, u) in the characterizing 
equation, remaining only with the real part in the exponent, given by 

K(u) - E(a, u). 

Theorem 5.2. Let 0, 0' be entire normalized theta functions, with asso
ciated hermitian forms H, H', respectively. Then H = H' if and only if 
there exists a E V such that the normalization of Oa ,..., (J'. 

Proof. Suppose such a exists. Since the type of Oa is (L, J - La), it 
follows that L = L', whence H = H', using the uniqueness of a normalized 
theta function. Conversely, suppose that H = H'. Let VH be the null space 
of H. Then both 0 and 0' induce theta functions on VI VH = V, by §2, and 
we have the formulas 

O(x + u) I 
O(x) = e[L(x, u) + iL(u, u) + K(u)), 

(J' (x + u) I 
(J' = e[L(x, u) + ,L(u, u) + K'(u)) 

(x) -

with the same L, where e(w) = e21Tiw • Note that K' - K (mod Z) is a 
homomorphism by (4), § I, and that 

e 21TiIK' (u)-K(u)1 

depend only on the class Ii of u mod VH • Therefore there exists an element 
a E V such that the character e21TiIK'(u)-K(u)1 is given by 

e [K' (u) - K (u)) = e -21TiE(a.u). 

We now use the functional equation for 0 and (J'. Let f = 0'1 Oa. Then the 
hypothesis that (), 0' are normalized (Le. that 

1 
L(x, y) = 2i H(x, y) 

implies at once thatf(x + u) = f(x) for all u in D, or in other words thatf 
is abelian. This proves the desired property. 

In terms of divisors, we can express Theorem 5.2 as follows. 

Let X, Y be two positive divisors. Then Ex = Ey if and only if there exists 
a E V such that Y = X •. 

If 0 is a theta function, we let CI( 8) denote its class modulo the group 
generated by the trivial theta functions and the abelian functions. The factor 
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group of theta functions modulo trivial ones, and abelian ones, will be called 
the Picard group of (V, D), or of V/D. 

Two theta functions are called algebraically equivalent if one is the 
translation of the other (modulo trivial and abelian theta functions). In light 
of Theorem 5.2 we see that this condition is equivalent with the property that 
the associated Riemann forms (or hermitian forms) are equal. Furthermore, 
the notion of algebraic equivalence applies also to divisors, via representative 
theta functions. Thus a divisor may be said to be algebraically equivalent 
to ° if and only if it satisfies either one of the following two equivalent 
conditions: 

x = Y - Ya for some positive divisor Y and some a E V. 

The associated Riemann form is equal to 0. 

It is obvious that the map 

'Pe: a ~ Cl«()a/() or Cl(Xa - X) 

is a homomorphism of the torus V/D into the Picard group, and in fact into 
the subgroup of elements algebraically equivalent to zero, which is denoted 
by Pico(V/D). We shall be interested in its kernel. 

Theorem 5.3. Let () be an entire non-degenerate theta function with Riemann 
form E. Then the kernel of 'Pe is finite in V/D, and is represented by those 
elements a E V such that E(a, u) E Zfor all u ED. We have 

where d" ... , dn are the elementary divisors of E. 

Proof. We have seen in Lemma 5.1 that if (L, J) is the type of (), which 
we may assume to be normalized, then the type of the normalized theta 
function in the equivalence class of ()a is (L, J - Ea). Suppose that a is in 
the kernel of <Pe. Then (Me is equivalent to an abelian function. The type of 
a normalized theta function in its equivalence class is then (0, -Ea) by the 
above (depending on Lemma 5.1), and it is also (0, 0) since an abelian 
function is normalized. This implies that 

Ea(u) = E(a, u) E Z 

for all u ED. But E is Z-valued on D x D. Hence it follows that if we 
express a as a linear combination of a basis {ut. ... , U2n} for D with real 
coefficients, then in fact these coefficients are rational and have bounded 
denominators. This means precisely that the kernel of 'Pe is finite in V/D. 
Using a Frobenius basis, one sees in fact that the denominators are the 
elementary divisors d" ... , dn• 
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If ()al() is a trivial theta function, then a fortiori it is equivalent to the 
constant abelian function 1, and the above assertion applies to prove the last 
statement. 

Theorem 5.4. Let () be an entire theta function , normalized, with associated 
hermitian form H. Let V H be the null space of H. Then V H + D is of finite 
index in the kernel of 'P9, in V. 

Proof. This results at once from the non-degenerate case. Indeed, we 
know from §2 that () induces a theta function on V = VI VH , with respect to 
the image l5 of Din VWH. If 0:. "" (), and 0:. is the normalized theta function 
equivalent to ()a' then 0:. is of type (L, J - Ea) by Lemma 5.1. Since 0:.1() 
is an abelian function, it follows that E(a, D) C Z. But E(a, D) = E(a, D). 
Thus a is in the kernel of 'P/J, in the torus VI D. We can then apply Theorem 
5.3 to conclude the proof. 

§6. Projective Embedding 

Let 80 be an entire theta function, and let {80, ()t. ... , ()m} be a basis for 
~(80). Then we may view this basis as giving a map 

F: x 1-+ (80(x) , ... , ()m(x» 

of VID into projective space pm, defined at all those points x where not all ~ 
vanish simultaneously, and called the map induced by the linear system of 
80. We shall see that if the torus has a non-degenerate Riemann form, then 
there exists 80 such that the above map gives a complex analytic embedding 
of the torus into projective space. 

Instead of a basis for ~(80), we could just as well take a set of generators 
for the vector space ~(80). We would obtain a map defined at precisely the 
same points. It is also useful to remark that the map is defined at x if and only 
if there exists some () in ~(80) such that ()(x) =1= O. If () is written as a linear 
combination of basis elements, the condition that ()(x) = 0 is equivalent to the 
condition that the image of the point lie in a certain hyperplane. 

Let () be an entire theta function. Let X be the set of its zeros, that is, the 
set of points x such that ()(x) = o. We may view X as a subset of V, or as 
a subset of VID, because it is clear that X is invariant under translations by 
elements of D. We denote by X- the set of all elements -x, with x EX. It 
is clear that X - is the set of zeros of the theta function () - , that is. the function 
such that ()-(z) = ()( -z). Also, for any point a E V, the translation Xu 
consisting of all points x + a with x E X is the set of zeros of ()a (this is the 
reason for defining ()a as we did, by the formula ()a(z) = ()(z - a». The 
union of a finite number of such zero sets X I U . . . U Xm is the set of zeros 
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of the product 81 • • • 8m of the corresponding theta functions. In particular, 
it is not the whole space. 

Theorem 6.1 (Lefschetz). Let 8 be an entire non-degenerate thetafunc
tion. Then the map of V/D into projective space induced by the linear 
system ;£( ( 3) is everywhere defined, and is an analytic embedding of V/D 
into projective space. 

Proof. For any points a, b E V, we observe that the function 

8(x - a)8(x - b)8(x + a + b) 

lies in ;£( ( 3). To see that the map is well defined, it suffices to prove that 
given a point x, there exist a, b such that the above product is not equal to 
O. But this is trivial: We first find a such that x - a does not lie in the set 
of zeros of 8, and then find b such that 8(x - b)8(x + a + b) =1= O. In each 
case this amounts to finding a point not lying in a finite union of sets of zeros 
of theta functions. 

Next we prove that the map is injective. In other words, given x, y E V, 
if x and y have the same image in projective space, then x and y differ by a 
lattice point. That the image of x and y is the same means that there exists 
a complex number 'Y =1= 0 such that for all b, z, and all F of the same type as 
8, we have 

F(x - z)F(x - b)F(x + z + b) = 'YF(y - z)F(y - b)F(y + z + b). 

By Theorem 3.5 we can select Fin ;£(8) such that F is not a theta function 
with respect to any lattice strictly larger than D. Let D' = D + Zv, where 
v = x - y. We shall prove that v is of finite order modulo D, and that F is 
a theta function with respect to D'. It then follows that v ED, as desired. 

Given any point zo, we can find b such that 

F(x - b)F(x + Zo + b)F(y - b)F(y + Zo + b) =1= 0, 

and hence such that this inequality holds in a neighborhood of zoo This means 
that in the neighborhood of Zo there is a holomorphic function go having no 
zero, and such that 

F(x - z) = F(y - z)go(z) 

in the neighborhood of that point. It is then clear that such functions go are 
analytic continuations of each other, and therefore that there exists an entire 
function g without zeros such that for all z we have 

F(x - z) = F(y - z)g(z). 
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With V = X - y, this formula can be written in the form 

F(z + v) = F(z)h(z), 

for some entire function h without zeros. The theta relation for F now shows 
that h is in fact a trivial theta function, of the form 

h(z) = Ce 2mA(z), 

where A is C-linear. Furthermore v is in the kernel of 'PF and is therefore of 
finite order with respect to D by Theorem 5.3. We can easily determine A 
as follows. Note that h is of type (0, Lt ) if (L, J) is the type of F, and 
A(u) - L(v, u) E Z for all u ED. But 

l(u) - L(v, u) = l(u) - L(u, v) - E(v, u). 

Hence l(z) - L(z, v) is real valued because l, L are R-linear in z, and the 
elements of D generate V over R. But A and L are also C-linear, and 
consequently we must have 

A(z) = L(z, v). 

It follows that F is a theta function with respect to D', and therefore concludes 
the proof. 

There remains to see that the differential of our projective mapping does 
not vanish at any point, whence our map is an embedding since VID is 
compact. Select any point x, and a function G in :£( (}3) such that G (x) f O. 
Any F E :£«(}3) gives rise to a possible projective coordinate, such that the 
corresponding affine coordinate when we dehomogenize with respect to G is 
FIG. To see that the differential of our mapping does not vanish at x, it 
suffices to prove that given a vector v E V, v =1= 0, there exists one such 
function F such that 

d(FIG)(x)v =1= O. 

We may take a basis for V such that v = (l, 0, ... ,0). We have 

d(F G)( ) = G(x)dF(x) - F(x)dG(x). 
I x G(X)2 

Suppose that for every F E 5£«(}3), we have d(FIG)(x)v = o. Then 

dF(x) dG(x) 
F(x) v = G(x) v = a 
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for a fixed number a, and every F such that F(x) =F O. In our coordinate 
system, we have 

Let 

aF 
dF(x)v = - (x), 

iJz1 

dF(x) 1 aF 
F(x) v = F(x) iJz, (x). 

1 ao 
f(z) =--, 

O(z) iJz, 

wherever defined. We select for F the function 

F(z) = O(z - a)O(z + a + b)O(z - b), 

with a, b arbitrary. Then we have 

f(x - a) + f(x - b) + f(x + a + b) = a 

for all a, b outside an exceptional set where the denominators on the left 
vanish. Now we consider the function of z given by 

f(x - z) + f(x - b) + f(x + z + b), 

which is constant, and differentiate with respect to each variable Zj' We get 

a.r a.r - (x - z) = - (x + Z + b). 
iJzj iJzj 

From the right-hand side, we see that these partial derivatives are constant for 
some open set of z, whence it follows that in an open set of Z where f is 
defined, we have 

1 ao - - = a, z, + ... + an Zn + /3, 
O(z) iJz1 

with constants a" ... , an, /3. Let 

Then the first partial derivative of the function 

O(z)e -q(z) = 01 (z) 
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is equal to 0 in some open set, whence everywhere. This means that 8) (which 
is equivalent to 8) depends only on n - 1 variables. But 8) is an entire 
nondegenerate theta function, and we have a contradiction of Theorem 5.3 
and Theorem 5.4, thereby proving our theorem. 

Corollary. There exist n algebraically independent abelian functions on a 
torus V/D having a non-degenerate Riemann form. 

Proof. For any point on the torus, we can find abelian functions fit ... ,f,. 
which are analytic local coordinates at the point, that is, map a neighborhood 
of the point on an open set in en. These functions are obviously algebraically 
independent (even analytically independent). 

The above corollary completes the proof of the hypothesis we needed in 
§4 to see that the function field was a finitely generated extension of a purely 
transcendental extension in n variables. 

If D is a lattice in V and A = V/D, then define A to be an abelian manifold 
if there exists a projective embedding of A. The above theorem proves: 

Theorem 6.2.If(V, D) admits a non-degenerate Riemannform, then V/D 
is an abelian manifold. 

The converse can also be proved (see Chapter X, §3). We do not need 
it for the rest of this book. Consequently for our purposes, it is more 
convenient to take as definition that A is an abelian manifold if and only if 
there exists a non-degenerate Riemann form on (V, D). 

Appendix: The I-dimensional Case 

It may be useful to the reader if we recall here briefly the situation in 
dimension 1. To deal with theta functions in this case, we need only use one 
basic theta function, having a simple zero at all the lattice points. Let 

Because of the one-variable situation, we can write down the function, 
namely the Weierstrass sigma function, 

u(z) = z n (1 _!..) exp [!.. + .!(!..)2], 
.,ED' W W 2w 

where D' is the lattice from which 0 has been deleted. Taking the logarithmic 
derivative yields what is known as the Weierstrass zeta function, namely 
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1 [lIZ] (z) = - + 2: -- + - + -2 . 
Z wED' Z - W W W 

Taking the derivative once more yields minus the Weierstrass f)-function, 
and one sees easily that it is periodic. Hence for any period w we get 

(Z + w) = (z) + Tf(w), 

where Tf is Z-linear in w. Integrating, and exponentiating, it follows therefore 
that 

u(Z + w) = !/J(w) exp [ Tf(W)( Z + ~) ] u(z), 

with a suitable function !/J(w). Note here that 

L(z, w) = Tf(w)z 

is C-linear in z, and Z-linear in w, as it should. Thus we see that uis a theta 
function. It is easy to prove that 

!/J(w) = if w/2 is a period, 

!/J(w) = -1 if w/2 is not a period. 

Finally, to get a theta function associated with a divisor, we just take 
translations of u, and products, for example, 

r n G(z - ai)"';, 
/=1 

with suitable multiplicities. Thus the theorem to be proved in Chapter IX 
becomes essentially trivial in dimension 1, because of the Weierstrass product 
expression for entire functions. 

Consider the linear system of divisors ~ -3(0), where 0 is the origin. In 
that system, we have the Weierstrass p -function 

- P(z) = (g(z) 

and its derivative P' (z). The general theorem asserts that the coordinates 

(1, P (z), P '(z» 

are the affine coordinates of a projective embedding of the torus. Only the 
point at infinity (corresponding to the origin) is missing from this represent.1-
tion. For more details, look up any book on elliptic functions (e.g. mine). 



CHAPTER VII 

Homomorphisms and Duality 

This chapter describes the elementary theory of homomorphisms and endo
morphisms of an abelian manifold. First we relate the rational and complex 
representations to a purely algebraic representation on the points of finite 
order. Then we prove the complete reducibility theorem of Poincare, show
ing that an abelian manifold admits a product decomposition into simple ones, 
up to isogeny. Finally, we deal with the duality which arises from the 
nondegenerate hermitian form, and show how the dual manifold corresponds 
to divisor classes of divisors algebraically equivalent to O. The duality 
includes an essentially algebraic pairing between points and such divisors, 
and a formula in the last section relates this algebraic pairing with the analytic 
data and the Riemann form. 

§t. The Complex and Rational Representations 

Let D, D' be two lattices in V, V' respectively. Any complex analytic 
homomorphism 

"-0: V/D ~ V'/D' 

can be lifted to a C-linear map A: V ~ V' making the following diagram 
commutative. 

A 

V ~ V' 

1 1 
V/D~ V'/D' 

Ao 
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This follows easily by writing a power series expansion for Ao locally near the 
origin, and seeing that the additivity property implies that all terms but those 
of degree 1 are equal to 0 in this power series. Thus locally near 0, our map 
A is C-linear. The global assertion follows, since for any x E V we can find 
a large integer N such that x/N is near O. Then 

whence Ao == A (mod D'). Of course one can also see this from the general 
standpoint that the homomorphism Ao lifts to the universal covering space V 
of V/D. 

We shall usually use the same symbol A for the map on V and its induced 
map on V/D. The ring of complex analytic maps 

A: V/D ~ V/D, 

i.e., of V/D into itself, will be denoted by End(V/D). By the above remarks, 
this ring is represented as a subring of the linear endomorphisms of V, and we 
call this the analytic representation of End(V/D). Its tensor product with the 
rational numbers Q will be denoted by End(V/D)Q' If A E End(V/D) (or 
End(V/D)Q), and if we wish to distinguish its induced linear map on V, then 
we denote the latter by V(A) or Av, or Ac. 

Let V/D be a complex torus as before, and let 

We now take V = cn, that is, we fix a C-basis for V, so that we have complex 
coordinates for elements of V, and we let eJ, ... , en be the unit vectors, 
viewed as column vectors, so that 

Similarly, we view UJ, .•• , U2n as column vectors, so that (uJ, ... , U2n) is 
an n X 2n matrix of complex numbers. 

Let A E End (cn/D). Then A has a representation by an n X n complex 
matrix C(A) with respect to the basis {eJ, ... , en}, and we have 
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The matrix multiplication is to be understood formally. That is, if 

then 

(e\, ... , en)(Cjj) = (. .. , ~ cijej, .. }=I, ... , n' 

I 

Similar multiplications below are to be understood in the same way, On the 
other hand, we also have the rational representation Q(A), because A maps 
D into itself. Thus 

where Q (A) is a 2n x 2n rational matrix. Let U be the n x 2n matrix 
consisting of the components of u\, ... , Un, that is 

Then 

and also 

Therefore obtain the relation 

C(A)U = UQ(A). 

Theorem 1.1. The matrix 

(~) 
is non-singular (where the bar denotes complex conjugate). 

Proof. Let M be the above matrix. Suppose M is singular. Then there 
exists a complex vector Z (2n-tuple) such that MZ = 0 (we view ~ as a 
column vector). This implies that UZ = 0 and UZ = 0, so that also UZ = O. 
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Hence 

U(Z + Z) = 0 and U(Z ~ Z) = O. 

Both Z + Z and (Z - Z)/i are real matrices, and one of them is not O. This 
implies a relation of linear dependence over R between the column of U, 
which is impossible, and proves our assertion. 

Theorem 1.2. The rational representation A ~ Q (A) is equivalent to the 
direct sum of the complex representation and its conjugate. 

Proof. By Theorem 1.1, the matrix 

(~) 
is invertible, and by the above relation, we also get the complex conjugate 
relation, namely 

C(A)U = UQ(A). 

Therefore 

( C(A) _0 )(U) = (U) Q(A). 
o C(A) U U 

This proves our theorem. 

§2. Rational and p -adic Representations 

Let p be a prime number. The points of period pr on V /D constitute the 
subgroup 

1 
(V /D)r = -; D /D. 

P 

Let Tp (V /D) be the set of all infinite vectors 

such that ar E (V /D)r and par+ I = ar. Then Tp (V /D) is a group under 
componentwise addition, and is called the Tate group. If z is a p-adic 
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integer, we can define an operation of z on Tp(V ID) as follows. We select 
an ordinary integer m such that m == z (mod pr). If pr a = 0, we define 
za = mao This is independent of the choice of m. We then define 

It is clear that we get an operation of Zp on Tp (V I D), which therefore becomes 
a module over Zp, and clearly is without torsion. 

Actually, Tp(V ID) is free of dimension 2n over Zp, if n is the complex 
dimension of V. 

This is easily proved as follows. Let XI, ... , X2n be vectors in Tp(V ID) 
whose first components al,1> ••• , a2n,1 are linearly independent over the 
field ZIp Z. Then these vectors are linearly independent over Zp; for if we 
had a relation of linear independence, we could assume that not all the 
coefficients are divisible by p, and hence the projection of this relation on the 
first component would contradict the hypothesis made on the aij' 

Next, we show that the Xi form a basis of Tp(V ID) over Zpo We prove this 
by an inductive argument. Suppose that we can write every element w of 
Tp(A) as a linear combination 

(1) 

with integers Zj E Z. Let w = (b .. ... , b" br+ .. •.• ). By definition, we 
have for the first r + 1 components 

ZI(al, ..... , al,r+l) + ... + Z2r(a2r, .. ... , a2r,r+l) 

= (b .. ... , b" br+l ) + (0, ... ,0, Cr+l) 

for some Cr+1 E (VID)r+I' By the very choice of the vectors Xi, there exist 
integers d l , ••• , d2n such that 

If we replace z ..... , Z2r by ZI + dlpr, ... , Z2r + d2rp r, we see that we 
have extended the congruence (1) from r to r + 1. This gives us what we 
wanted. 

We define the p-adic counterpart of the space V by letting Vp(V ID) be the 
set of vectors 

such that ao E (V ID)r for some r, and par+1 = ar for all r > 0. Projecting 
on the first component gives an exact sequence 
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where (V jDYp) is the union of (V jD), for all positive integers r, that is, the 
set of points of p-power order on the torus (VjD). 

We have a natural isomorphism 

1 
-DjD ~ Djp'D 
p' 

obtained by multiplication by pro Taking the inverse limit over r, we get an 
isomorphism 

(2) 

If A E End (VjD), then we can represent A as a Zp-endomorphism of 
Tp(V jD) by the obvious action 

and, similarly, we get the representation of Vp (A) on Vp (V jD). This represen
tation of End (V jD) on Vp(V jD) is called the p-adic representation. 

Theorem 2.1. The p-adic representation of End (A) is equivalent to the 
rational representation. 

Proof. Obvious from the boxed isomorphism (2) above. 

The p -adic representations on points of finite order were first introduced 
by Deuring and Weil, apparently more or less simultaneously in 1940, 1941. 
Deuring used them extensively in his paper "Die Typen der Multiplikatoren
ringe elliptischer Funktionenkorper," Abh. Math. Sem. Hamb. 1941, pp. 
197-272, and his previous paper on the theory of correspondences in the same 
year. Weil mentions them in his paper, "Sur les fonctions algebriques a corps 
de constantes fini," C. R. Acad. Sci. Paris 210 (1940), pp. 592-594, and 
develops them considerably in his book on abelian varieties. For applications 
to complex multiplication, cf. the book by Shimura and Taniyama mentioned 
in the bibliography. Tate notice around 1957 that by taking the inverse limit, 
i.e., the infinite vectors as defined at the beginning of this section, one could 
get actually a module over Zp (or Qp), which gives a more natural way to 
describe the representation. 
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§3. Homomorphisms 

Let A = V ID be a complex torus, and B another complex torus. By 
Hom(A, B) we mean the additive group of complex analytic homomorphisms 
of A into B. We shall study some general properties of such homomorphisms. 

Let A = V ID be a complex torus as above. By a subtorus we mean a 
torus V' ID' , where V'is a complex linear subspace of V, D' = D n V', and 
D' is a lattice in V'. 

Let A, B be complex toruses and let 

be a complex analytic homomorphism. Then 1m f is a complex subtorus 
ofB. 

Proof. Let A = V ID and B = W IC, where V, Ware finite dimensional 
vector spaces over the complex numbers, and D, C are lattices. Thenflifts 
to a C-linear map 

f:V~W, 

sof(V) is a C-linear subspace of W, andf(D) C C. Since the imagef(V ID) 
is compact, it follows thatf(D) is a lattice inf(v), thus proving thatf(A) is 
a complex subtorus. 

Similarly, the kernel off contains a subtorus as a subgroup of finite index. 
Also observe that iff: A ~ B is any homomorphism (complex analytic, 

of course) and f =F 0 then 1m f has dimension> 0, and for any integer 
N > 0 we have Nf =F o. Thus it follows that the natural map 

Hom(A, B) ~ Hom(A, B) ® Q = Hom(A, B)Q 

is injectives. 
By an isogeny 

we mean a (complex analytic) homomorphism which is surjective and of 
finite kernel. Iffis such an isogeny, and N is a positive integer such that every 
element of the kernel has period dividing N, then AN (the group of points of 
order N) contains Ker f, and consequently there exists a homomorphism 

g:B~A 

such that g 0 f = N· id. Note that AN = (ZINZ )2n where n = dim A. 



§4. Complete Reducibility of Poincare 117 

Furthermore, if/is an isogeny, then it has an inverse in Hom(B, A)Q, namely 
N-Ig where g 0/ = N· id. We denote this inverse in Hom(B, A)Q by /-1 as 
usual. 

§4. Complete Reducibility of Poincare 

Call a complex torus A simple if it has no complex subtorus of dimen
sion > O. Then any non-zero element / E End(A) = Hom(A, A) must be 
an isogeny, and consequently has an inverse in End(A)Q. Therefore End(A)Q 
is a division algebra. 

It is false that a subtorus usually has a complementary subtorus. We now 
use the existence of Riemann forms to prove whatever is true in general, 
called Poincare's complete reducibility theorem. 

Let A' = V' /D' be a subtorus of A = V /D. If (V, D) has a Riemann form 
E, then the restriction of E to (V' , D') is obviously a Riemann form, which 
is non-degenerate if E is non-degenerate. This is clear from the positive 
definiteness of the associated hermitian form. 

Theorem4.1. LetA' = V'/D' be a subtorus o/A = V/D, and assume that 
(V, D) has a non-degenerate Riemann/orm. Then there exists a subtorus 
A" = V' / D" such that 

A = A' + A" and A' n A" is finite. 

Proof. Let V" be the orthogonal complement of V' with respect to the 
positive definite hermitian form H associated with the Riemann form on 
(V, D). By the Gram-Schmidt orthogonalization process already used in 
Chapter VI, §3, we can see easily that the orthogonal complement D" of D' 
in D (which is discrete) has complementary rank, namely 

2n - rank of D'. 

Hence it is a lattice in V". The sum D' + D" is then of finite index in D, and 
the theorem follows. Note that in the orthogonalization process, we can solve 
first with rational numbers, and then multiply by appropriate positive integers 
to clear denominators. This gives rise to the finite index. 

In Theorem 4.1, it is clear that the sum map 

A' x A"~A 

is an isogeny. Theorem 4.1 implies that any abelian manifold is isogenous 
to a product 
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Al X A2 X ••• X Ar ---+ A, 

such that each factor Aj is simple. 
The uniqueness of the factors, up to isogeny, then follows according to the 

usual arguments for semisimple modules in basic algebra. 
Similarly, End(A) ® Q has a direct product decomposition into matrices 

of endomorphisms. If A is isogenous to a product 

BxBx"'xB 

of the same abelian manifold repeated r times, then 

End(A) ® Q = Matr(End(B) ® Q), 

where the right hand side is the ring of r X r matrices, whose components are 
in End(B) ® Q. 

§s. The Dual Abelian Manifold 

Again let V be an n-dimensional vector space over C, with a lattice D, and 
suppose that (V, D) admits a non-degenerate Riemann form. We shall then 
call the complex analytic torus V /D an abelian manifold. When V /D is 
embedded in a projective space, as an algebraic subvariety, its image in 
projective space is then called an abelian variety. We shall continue, 
however, to deal with the abelian manifold and theta functions. I follow Weil 
[7] in this section. 

We denote by V* the complex antidual space of V. It consists of the 
antifunctionals, that is, of the maps 

~:V---+C 

which are R-linear and satisfy ~(ix) = -i~(x) for all x E V. We denote the 
value of ~ at an element x of V by 

(~, x). 

Thus (~, x) ~ (~, x) is a bilinear map from V* X V into C. 
If ~ E V*, then ~ (whose value at x is ~(x» is a functional, i.e., is 

C-linear. Thus the antifunctionals are merely the complex conjugates of the 
functionals. Note that V* is a vector space over C. (We take the antidual 
space in order to make a certain map «JE analytic later, instead of anti
analytic.) 

If ~ E V*, then ~ is uniquely determined by its imaginary part. Indeed, 
write 
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~ = p + ifL, 

where p = Re ~ and fL = Im~. Then ~(ix) = -i~(x) means that 

fL(X) = p(ix) and fL(ix) = -p(x). 

Conversely, given an R-linear map fL : V ~ R, we can define an antifunc
tional ~ = p + ifL, by letting p be the function given in terms of fL by the 
above relation. 

We obtain an R-bilinear map 

(~, x) t-+ 1m (~, x), 

which is non-degenerate by the above remark (that fL determines g). There
fore, from elementary algebra, we conclude that the set of elements u* E V* 
such that 1m (u*, u) E Z for all u ED, is a lattice D* in V*. 

Lemma 5.1. Let C\ be the group of complex numbers of absolute value 
1. For each ~ E V*, let X€ be the element of Hom(D, C\) defined by 

Then the map ~ 1-+ X€ is an isomorphism between V* /D* and Hom(D, C \). 

Proof. Our map ~ t-+ X€ is clearly a homomorphism. Suppose that 

X€(u) = I for all u ED. 

This means that ~ E D*, and conversely. Hence our map is injective on the 
factor group V* /D* . To see surjectivity, suppose given a homomorphism 
D ~ R/Z. Since D is free, we can lift this homomorphism to an additive 
map fL : D ~ R, and such a map can then be extended by R-linearity to an 
R-linear map V ~ R, since D spans V over R. As we remarked above, fL 
is the imaginary part of a complex functional ~, thereby proving our lemma. 

Let E be a non-degenerate Riemann form on (V, D) and let H be its 
associated hermitian form, so that E is the imaginary part of H, and 

H(x, y) = E(ix, y) + iE(x, y). 

There exists a unique C-linear map 

'PE: V~ V* 

such that 
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H(x, y) = (fPE(X), y) 

for all x, y C V. Taking imaginary parts, and recalling that E(u, v) lies in 
Z for u, v ED, we see that fPE maps D into D*, that is, induces a homo
morphism, also denoted by fPE, 

fPE : V /D ---+ V* /D* . 

Suppose that E is non-degenerate. Then it is clear that H is non-degenerate 
and that the map fPE : V ---+ V* is an isomorphism. In this case we can 
transport E to V* by defining 

or equivalently 

Note that fPE maps D onto a sublattice of D* , and hence some integral multiple 
of fPE maps a sublattice of D onto D*. Among other things, we have proved: 

Theorem 5.2. Suppose that E is a non-degenerate Riemann form on 
(V, D) and let E* be its transport to V*. There exists a positive integer m 
such that mE* is a non-degenerate Riemann form on (V*, D*). 

We now see that if V /D is an abelian manifold, so is V*/D*. 
Let A E End(V /D). We can define as usual its transpose on End(V*/D*) 

by the condition 

('A~, x) = (~, Ax). 

From this and a non-degenerate Riemann form E on (V, D) we can define an 
involution on End(V /D) by the condition 

It will be an immediate consequence of the next theorem that the association 
A t-+ A' is indeed an involution, that is an anti-automorphism of period 2. 

Theorem 5.3. Let E be a non-degenerate Riemannform on (V, D), with 
associated hermitian form H. Let A' = A;. Then A' is the adjoint of A 
with respect to H, that is 

H(Ax, y) = H(x, A'y), x, Y E V. 

Therefore tr(AA') > 0 if A =1= o. 
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Proof. Trivial computation as follows. 

H(A'x, y) = H(cpi l tACPE (x) , y) = (t ACPE (x) , y) 

= (CPE(X), Ay) 

= H(x, Ay). 
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The assertion about the trace comes from standard elementary linear algebra. 
Indeed, AA' is self-adjoint, and so can be diagonalized in the representation 
on V. Furthermore, AA' is positive as an operator on V, so all the diagonal 
elements are positive, so their sum (the trace) is > O. 

Note that the trace in the theorem is the trace with respect to the complex 
representation. Since the rational representation is a direct sum of the com
plex and its conjugate, it follows that the positivity statement also applies to 
the rational representation. Furthermore, since the rational representation is 
defined over Q, the trace is Q-valued on End(A). 

§6. Relations with Theta Functions 

A normalized theta function is said to be algebraically equivalent to 0 if its 
associated hermitian form H is O. By (4) of Chapter VI, § 1, this means that 
for such a theta function F, the functional equation takes the shape 

F(x + u) = F(X)I/IF(U), 

where I/IF : D ---+ C1 is a character of D, uniquely determined by F, and which 
we shall call the associated character of F. In previous notation, 

It depends only on the linear equivalence class of F. Conversely, two 
normalized theta functions which are algebraically equivalent to 0 and have 
the same associated character are linearly equivalent. 

The group of theta functions modulo equivalence, and modulo the sub
group of those linearly equivalent to 0 was defined to be the Picard group 
(of divisor classes). The subgroup of those algebraically equivalent to 0 was 
denoted by Pico(V jD). We deal only with the latter, and so call it the Picard 
group for short. 

The associated character F ~ I/IF above induces an injective homomor
phism 

Pico(V ID) ---+ Hom(D, C 1). 

We shall see in a moment that it is an isomorphism. 
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We proved in Chapter VI, Lemma 5.1, that if 0 is normalized of type 
(L, 1), then the theta function which is normalized and in the same class as 
Oa has type (L, J - Ea). Also recall the map 

'P/I : a t-+ CI (Oa/ lJ), 

and note that the normalized theta function in the class of Oa / 0 is algebraically 
equivalent to O. 

The character associated with the linear equivalence class of Oa/O is there
fore equal to 

U t-+ e-2'1riE(a.u). 

Theorem 6.1. Let 0 be an entire theta function with non-degenerate 
Riemann form E. Then we have a diagram which commutes with fac
tor -1: 

'PE 

V/D -- V*/D* 

'P/I 1 (-I) 1 X 

Pico(V /D) -- Hom(D, c\) 

'" 
The right vertical map X is the isomorphism induced by g t-+ X€ of 
Lemma 5.1. The bottom map associates with each element of Pico its 
associated character, and is an isomorphism. lnparticular, the homomor
phism 'P/I has finite kernel, and Pico(V /D) is isomorphic to V* /D*. 

Proof. The theorem is obvious by putting together what we know. Start 
with an element x E V. Its image 'PE(X) is characterized by the condition 

H(x, u) = ('PE(X), u). 

The corresponding character is given by exponentiating imaginary parts, that 
is for g = 'PE(X), 

On the other hand, we have seen that going around the other way, the 
associated character of the normalized theta function in the class of Ox / 0 is 
e-2'IriE(x,u). This makes the (-I)-commutativity clear. 

Since 'PE is surjective, and the right vertical map is an isomorphism, it 
follows that the bottom map'" is surjective, so an isomorphism as desired. 

Next we identify two possible versions of the transpose of a homomor
phism. Let 
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be a homomorphism. For our purposes here, let us denote 

A* : V*/D* ~ VT/DT 

the transpose, such that for z E V and g E V* we have 

(A*g, z) = (g, Az). 

We use the transpose notation I A for the induced map 

which sends a divisor on V to its inverse image on VI. In terms of theta 
functions, if F is a theta function representing a divisor on V /D then F 0 A 
represents the image of this divisor under 'A. 

Theorem 6.2. The following diagram is commutative: 

The vertical maps are the natural isomorphisms, which make correspond 

where 

Proof. From the equalities 

we conclude that 

Then 

F~ 0 A(zl + UI) = F~(AzI)I/IF{oA(UI) 
= F~(AzI + AUI) = F~(AzI)I/IF€(AuI) 

Therefore FA'~ has associated character I/IA'~' and the commutativity is clear. 
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Now let (J be an entire non-degenerate theta function, giving rise to the 
homormophism 

'Pe : V /D ~ Pico(V /D). 

Let A E End(V /D)Q. We may define an involution 

where t A is the transpose on the Picard group. 

Theorem 6.3. Let E be the Riemannform associated with (J. Then the two 
involutions A; and A8 are equal. 

Proof. This is an immediate consequence of the preceding two theorems, 
and of the diagram: 

The central square is commutative, and the two end triangles have sign -1, 
which cancels. 

Let X be a divisor on V /D. We denote by ~(X) the set of all divisors Y 
on V /D for which there exist two positive integers m, m' such that mX is 
algebraically equivalent to Y. We call ~(X) a polarization of V /D if ~(X) 
contains the positive divisor of an entire non-degenerate theta function; or 
equivalently, if some positive multiple of a divisor is a hyperplane section in 
some projective embedding. Suppose that X is the divisor of the entire theta 
function (J, and is non-degenerate. Then it is clear that the involution 

depends only on the class ~(X), and therefore A8 is also denoted by A4, where 
~ is the polarization ~ = ~(X). Theorem 6.3 gives an analytic description 
of the involution defined purely algebraically by the formula 

A ~ A4. 

§7. The Kummer Pairing 

We shall now describe the p-adic version of the duality between V /D and its 
dual V*/D*. 
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Let € E V* be such that N€ E D* for some positive integer N. (In the 
application later, we shall consider the case when N is a power of p, but for 
the moment, it is notationally convenient to work with arbitrary integers.) We 
recall the two isomorphisms 

Pico(V/D) ::::: Hom (D, C t ) ::::: V*/D*. 

Therefore, with €we can associate a normalized theta function (of course not 
entire) h, well defined up to multiplication by an abelian function, algebraic
ally equivalent to 0, and satisfying 

for x E V and u ED. Given a finite number of values of u ED, we can 
always find x sufficiently general in V such that the terms in the above 
equation are defined. The condition N€ E D* implies thatf1 is an abelian 
function. If a E V and Na E D, it follows that there exists an N -th root of 
unity eN(€, a) such that 

It is clear that this root of unity does not depend on the choice of/!; in a linear 
equivalent class, nor on the choice of € (mod D*) and a (mod D). Therefore 
the association 

gives a well-defined map 

where J-LN is the group of N -th roots of unity, and it is trivially verified that 
this map is Z-bilinear, i.e. is a pairing. It is equally easily verified that the 
kernels on both sides are 0, i.e. that the map puts (V*/D*)N and (V/D)N in 
perfect duality. 

There is a special case of € which is of interest. Suppose that () is a 
nondegenerate entire theta function, with associated Riemann form E. If 
b E V, then there is a unique normalized theta function fin elC ()b / (), whose 
associated character is -Eb. We suppose thatNb == 0 (mod D), andNa == 0 
(mod D), in other words, b and a represent points of order N in V/D. Then 
the root of unity eN corresponding to this special choice can be written in the 
form 
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as is obvious from the definitions, and Theorem 6.1. 

Now let us pass to the p -adic version. Instead of N we use pN in the 
preceding discussion. Then (V /D)N really means (V /D)pN, and similarly for 
(V*/D*)N and JLN. When we pass from pN to pN+l, it is easily seen that the 
pairing is consistent with respect to the inverse limit, that is, that if 

then 

Therefore we can express our pairing in terms of the Tate group, and we 
obtain a Zp-bilinear map 

which make the two Zp-modules on the left Zp-dual to each other. Note that 
Tp (JL) is formed of vectors 

where (N is a pN_th root of unity such that (~+l = (N. Thus Tp(JL) is a 
I-dimensional space over Zp, which cannot be identified with Zp unless we 
have selected a basis. 

Remark. The advantage of the root of unity eN(€, a) and the p-adic pairing 
is that they hold algebraically. When we embed an abelian torus in projective 
space, we obtain the complex points Ac of an abelien variety A, which may 
be defined by equations over a field k. As we shall see in the next chapter, 
the zeros of a theta function in V correspond to a divisor on A. One can then 
see that the definition of eN(€, a) corresponds to a purely algebraic definition 
involving only the divisor class corresponding to € on A. The resulting roots 
of unity then lie in the complex numbers, containing k, but generate possibly 
extensions of k (this is always the case if we take k to be finitely generated 
over Q, and N sufficiently large). Then these roots of unity, and Tp (JL), have 
the definite advantage that they can be used as representation spaces for the 
Galois group of the algebraic closure of k, thus giving an additional tool 
which takes essential account of more arithmetic aspects of the situation. It 
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is then absurd in such a context to identify Tp(/L) with Zp, since a Galois group 
operates trivially on Zpo 

For the algebraic theory and applications, the reader is referred to the 
books of Lang, Mumford, Shimura, and Weil. 

§8. Periods and Homology 

LetA = V /D be a complex torus, and pick an isomorphism of V with en, with 
complex coordinates Zi> ••• , Zn. 

We first observe that the holomorphic I-forms on A are spanned over the 
complex numbers by 

Proof. The coordinates ZI, .•• , Zn define a complex analytic chart at 
every point of A. Any holomorphic I-form has an expression 

at every point, where the functions /1, ... ,f,. are holomorphic, and the 
functions which form the coefficient of dZ I at every point are then analytic 
continuations of each other on the torus. Hence they are holomorphic on the 
torus, i.e. periodic, so constant. Hence dZi> ... , dZn form a basis of the 
I-forms over C, as was to be shown. 

Denote the vector space of hoi om orphic I-forms onA by 0 1 (A) = 0 1• We 
have a pairing 

given by 

(y, w) ~ { w. 

This induces a homormophism 

into the dual space. We shall prove that this map is injective, and that its 
image is a lattice, giving rise to an isomorphism of nt/HI (A, Z) with A itself. 

First we note that 0 1 can be viewed as a real vector space, and that it has 
dimension 2n over R. Indeed, the forms 
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are linearly independent over R, as one sees immediately since if we write 
Zk = Xk + iYb then 

are independent real coordinates. 
If w is perpendicular to every cycle in HI(A, Z), then the map 

defines a holomorphic function on A, which is therefore constant, and there
fore equal to O. Hence w = O. This implies that in the above pairing, the 
kernel in 0.1 is O. Since HI(A, Z) is a free abelian group on 2n generators, 
and therefore its image in 0 1 has real rank;;;; 2n, it follows that this real rank 
must be equal to 2n, and therefore that HI(A, Z) may be viewed as a lattice 
in 0 •. 

There is also a natural isomorphism 

obtained as follows. The group D may be viewed as the fundamental group 
of the covering 

p: V--+ V/D = A. 

If u E D and lu is a path from 0 to u in V, then p 0 lu is a cycle on A. The 
association 

u ~ class of po lu in HI(A, Z) 

gives rise to the above isomorphism. 
Thus we obtain a natural embedding 

whose image in 0, will be denoted by D. 
On the other hand, let Z E V. Let Iz be any path from 0 to z. Thenp 0 Iz 

is a path in A, which we may view as an element of 0" that is, giving rise 
to the functional 

w ~ L w = rz p*w. 
pol, Jo 

Thus we have extended the map p to a map 
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Theorem 8.1. The map Pv is a C-linear isomorphism, inducing an isomor
phism 

Proof For each j = 1, . . . , n we have 

Thus it is clear that the map is C-linear, and we have already seen above that 
it induces an injective map on D. This proves the theorem, since D generates 
V over R, and its image generates 0,\ over R (being a lattice). 

Now let {WI. ... , w n } be a basis of 0, over C. Let A be the abelian 
group of periods, that is the group of elements 

Theorem 8.2. The map 

establishes a complex analytic isomorphism of A = V /D with cn/A, send
ing Don A. 

Proof The map is well defined, from V into cn/A. The above duality 
immediately implies that the kernel is D. The map is locally surjective in a 
neighborhood of the origin because dz" ... , dZn are local analytic coordi
nates, and it is suIjective by additivity, and the fact that given z E cn, the 
element z /N is close to the origin for N a large positive integer. Since the map 
is obviously analytic, the theorem follows. 

Theorem 8.3. Let 

f: V/D ---+ V'/D' 

be a complex analytic map such thatf(O) = O. Thenfis a homomorphism. 

Proof Let 0,(/): O,(V'/D') ---+ [MV/D) be the induced linear map on 
holomorphic differential forms, obtained by pull back. We further get the 
dual map (linear) 
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and it is trivially verified by the change of variables formula that we have a 
commutative diagram: 

A 0l(f) A 

fl\(V/D) ~ fl\(V'/D') 

PI' 1= =1 py 
V ~ V' 

I 

Hence f is linear, as was to be shown. 



CHAPTER VIII 

Riemann Matrices and 
Classical Theta Functions 

§ 1. Riemann Matrices 

LetH be a positive definite hermitian form on en. We may write H in terms 
of its real and imaginary parts as 

H(u, v) = E(iu, v) + iE(u, v) 

where E is alternating and real valued. By convention, H is linear in the first 
variable, and anti-linear in the second. Let A be a lattice in en. We call H 
(or E) a Riemann form for the pair (en, A) if 

E(u, v) E Z for u, v E A. 

Note that the form (u, v) 1-+ E(iu, v) is symmetric positive definite. Let 

be a basis for A over R. We view Wj (j = 1, ... , 2n) as column vectors 
in en, so that W is an n x 2n matrix. Elements of en may then be written 
in the form 

Wx with x E R2n, 

and elements of the lattice may be written in this form with x E z2n. There 
is a unique alternating matrix P such that 
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E(Wx, Wy) = txPy. 

"Alternating" means that Ip = -Po Thus the matrix P is the matrix repre
senting the alternating form with respect to the standard basis of R 2n. In fact, 
if P = (Pij) then 

E(w;, Wj) = Pij, i, j = 1, ... ,2n. 

Let C be the 2n x 2n real matrix such that 

iW = WC. 

Then 

E(iWx, Wy) = E(WCx, Wy) = IxtCPy. 

It follows that I CP is symmetric positive, and we also have 

ICP = -PC. 

The following two lemmas express in terms of the relevant matrices two 
conditions characterizing a Riemann form, namely the facts that the form 
E(iWx, Wy) is symmetric and positive definite. 

Lemma 1.1. The symmetry of I CP is equivalent with the condition 

Wp-1IW = O. 

Proof. This symmetry is equivalent with the condition 

Using once more the definition iW = WC and performing the matrix multipli
cations, yields the desired conclusion. 

Lemma 1.2. The matrix associated with H is 

and so for u, v E en we have 

H(u, v) = 'uMV. 

Proof. Let M be the matrix as indicated above. It is clear that M is 
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hennitian. Thus it will suffice to show that 

H(u, u) = tuMu. 

Let in = i In be i times the unit n X n matrix. Then 

Since H(u, u) = E(iu, u), we put u = Wx to obtain: 

H(u, u) = - txPCx = - txp(~)-I (~ ~J(~) x 

= - tx(W, tw)CW, tW)-lp (~) -I (~ ~iJ (~) x. 

The tenns on the far left and far right are Cu, tIi) and (u, Ii) respectively. 
We then carry out the matrix multiplication for the middle product which is 
equal to 

We use Lemma 1.1, and we use the fact that 

(0 X)-I = (0 Y- 1
) 

Y 0 X-I 0 

with the appropriate matrices X, Y to find that the above expression for 
H(u, u) is equal to 

This concludes the proof. 

Now let W = (WI. W2) where WI. W2 are square matrices, let 

J = (0 In) 
-In 0 

and suppose that P = J. Perfonning the matrix multiplication, we see that 
relations of Lemmas 1.1 and 1.2 can be rewritten as: 

RR 1. Wz tWI - WI tW2 = 0, or equivalently WPW = o. 
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These are called the Riemann relations. Taking an inverse and a complex 
conjugate, we see that the second one is equivalent with 

Let ffi be the set of all pairs (WI> W2) of n x n complex matrices satisfying 
the Riemann relations above. As usual, we let SP2n(R) be the subgroup of 
G~n(R) consisting of all matrices M such that 

MJlM = J. 

Then SP2n is closed under transpose. 
Let S'Jn be the Siegel upper half space, consisting of all matrices 

z E Matn(C) (n x n complex matrices) 

which are symmetric and whose imaginary part is symmetric positive definite. 

Lemma 1.3. Let (WI, W2) E ffi. 

(i) If g E GLn(C) then g(wl> W2) E ~. 

(ii) If M E SP2n(R) then (WI> w2)M E ffi. 
(iii) The matrices WI, W2 are invertible. 

(iv) We have wilwi E S'Jn. 

Proof. The first two assertions are immediate from the definitions of ffi, 
SP2n, and the Riemann relations. As for (iii), suppose there exists a vector 
v E cn such that t VWI = O. Then 

whence v = 0 by RR 2. Hence wi l exists. Furthermore J E SP2n(R), so 

by (ii), and therefore wi l exists, thus proving (iii). Finally (wilwl> In) E ffi 
by (i) and therefore (iv) follows from the Riemann relations RR 2. This 
concludes the proof. 

In light of Lemma 1.3, if WI = z and W2 = In, then the second Riemann 
Relations read: 

RR 2". i(z - Z)-l > O. 
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We have to consider the slightly more general case when the matrix 
associated with the Riemann form E is not J but has elementary divisors. 
Thus let d1, ••• , dn be positive integers such that 

and put 

s ~(>..:} diag(d ..... ,d.). 

Given the Riemann form E integral valued on the lattice A, there exists a basis 
{wi, ... , w~n} of A such that 

~). 
Then 

E(W'x, W'y) = txJ~y for x, y E R2n. 

Let 

u= (01 ~) u and W = W'U- 1 so W' = WU. 

Then matrix multiplication shows that 

E(Wx, Wy) = txJy 

and 

This kind of changes of coordinates reduces the situation to the preceding one, 
when all the elementary divisors are equal to 1. 

§2. The Siegel Upper Half Space 

A polarization of a complex torus (for this section) is a choice of Riemann 
form. Thus a polarized complex torus is a triple (V, A, E) consisting of a 
complex n-dimensional space V, a lattice A, and a Riemann form E. We say 



136 VIII. Riemann Matrices and Classical Theta Functions 

that this is a principal polarization if the elementary divisors d l , • • • , dn of 
E with respect to a Frobenius basis are all equal to 1. We shall now study 
this case for simplicity of notation, and obtain a classification of such abelian 
manifolds up to isomorphisms, by parametrizing them as a quotient of a 
generalized (Siegel) upper half plane modulo the action of a group of auto
morphisms. 

If we have chosen an isomorphism of V with C n, and a Z-basis for the 
lattice A, so that its elements can be written as an n X 2n matrix W, and the 
form E is represented by the matrix P with respect to this basis, then we also 
write a triple 

(V, A, E) = (Cn , W, P). 

Suppose that the matrix P representing E is of the form 

where In is the identity n x n matrix. This corresponds to having chosen a 
Frobenius basis for the lattice, and to all the elementary divisors d l , ••• , dn 

being equal to 1. 
To each matrix z in s;,n we may associate the corresponding n x 2n matrix 

(z, 1) which we may view as a matrix W of the components of a basis for the 
lattice as at the beginning of the preceding section. 

Lemma 2.1. Every isomorphism class of principally polarized abelian 
manifold contains a representative 

(Cn, (z,I n), 1) with z E s;,n, 

for which the columns of (z, In) form a Frobenius basis. 

Proof. Let W = (WI. W2) be a matrix satisfying the Riemann relations, and 
whose columns form a basis for the period lattice of the abelian manifold. 
We note: 

If Wz = In, then the Riemann relations are equivalent with the property 
that WI E s;,n. 

Since multiplication by Wfl on C n is a linear isomorphism, we see that 
Lemma 2.1 follows immediately from Lemma 1.3. 

To get uniqueness we have to factor out by an appropriate group of 
automorphisms. As before, let: 

<!It = set of all pairs (WI. W2) satisfying the Riemann relations; 
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SP2n (R) = subgroup of GL2n (R) consisting of all matrices y such that 

yJl y = J. 

Then SP2n(R) is closed under transpose. Write 

We have: 

When n = 1, this means that y lies in SL2. 
We shall see that the association 

z ~ (az + b)(cz + d)-I = y(z) 

defines an operation of SP2n(R) on SJn. We have by Lemma 1.3 (ii) 

(z, In)(: ~) = (za + c, zb + d) E CJt. 

Hence by (iv). 

But I Z = Z so taking transposes yields 

Since SP2n(R) is closed under transposes, it follows that y(z) E SJn. It is then 
immediately verified that this defines an operation of SP2n(R) on SJn. 

Suppose that (w), wi) is another basis for the lattice A. Then there is a 
matrix M E GL2n (Z) such that 

and conversely. The form E with matrix J with respect to the basis (WI, (2) 

has the matrix 

MPM 

with respect to the basis (w), w£). Therefore the new basis has the same 
matrix for the Riemann form if and only if M E SP2n. We let 
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When n = 1 then r = SL2(Z). 
We have now seen how the choices of a basis for the lattice, and a linear 

isomorphism of C n affect the choices we have made. We define sIl. to be the 
set of equivalence class of polarized abelian manifolds. Any two representa
tives 

differ by a change of basis of the lattice preserving the matrix J as above, 
followed by a linear isomorphism on C n (multiplication by an invertible 
matrix on the left) transforming the second half of the lattice vectors into the 
unit vectors. Hence we have proved: 

Theorem 2.2. The map 

z ~ isomorphism class of (cn, (z, In), J) 

induces a bijection 

§3. Fundamental Theta Functions 

This section follows Shimura [Sh]. 
Let A be a lattice in cn. We recall that a theta function on Cn with respect 

to A is an entire function f satisfying the condition 

f(u + I) = f(u)e(A(u, 1»«/1(1) 

for u E cn, 1 E A, and e(z) = e21riz • Here «/lis an arbitrary function, and A 
is C-linear in u, R-linear in I. A theta function is called normalized if there 
is a hermitian positive form H such that 

and if «/I has absolute value equal to 1. We let E be the imaginary part of H, 
so E is real valued and alternating. We assume that His C-linear in its first 
variable, anti-linear in its second variable. It follows from the above assump
tions that 
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1/1(1 + I') = I/I(l) 1/1(1') e (~ E (I, l')). 
We denote by Th(H, 1/1, A) the vector space of normalized theta functions 
satisfying the above conditions withH, 1/1, and call (H, 1/1) a type for such theta 
functions. This notation is better adapted to the applications we now have in 
mind than the previous notation in Chapter VI. 

Let z E SJn and for r, s ERn define 

8(u, z, r, s) = 2: e(~ I(r + m)z(r + m) + I(r + m)(u + s»). 
mEZ' 

The positive definiteness of the imaginary part of z insures that the exponen
tial term goes to zero like e-cm2 for some c > 0, whence we have absolute 
convergence, uniform for u in any compact set of en. We shall now state 
three simple transformation formulas. 

Th 1. For a, bERn we have 

8(u, z, r + a, b + s) 

= eG laza + la(u + s + b»)8(U + za + b, z, r, s). 

This follows directly from the above definition, expanding out the exponent 
and collecting terms. 

Th 2. For a, b E zn we have 

8(u, z, r + a, s + b) = eerb) 8(u, z, r, s). 

Again this follows directly by observing that the sum expressing the left hand 
side can first be changed by replacing m + a by m in the sum over m, and then 
the simple term e(lrb) comes out as a factor. Combining these two formulas 
yields: 

Th 3.lfa, b E zn then 

8(u + za + b, z, r, s) = e( - ~ laza - 'au + Irb - 'sa )8(U, z, r, s). 

= e( - ~ 'aza - lau )X-s.r(a, b)8(u, z, r, s) 

where X-sAa, b) = e(-'sa + 'rb) is a character. 
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Note that the theta function O(u, z, r, s) (as function of u) is not normal
ized. We shall multiply it by a trivial theta function so as to obtain a 
normalized one. We let 

1 
Q(u, z) = '2 tu(z - Z)-lu 

so Q(u, z) is quadratic in u. Then e(Q(u, z) is a trivial theta function, and 

Note that Q(u, z) is not holomorphic in z. Define as in Shimura 

cp(u, z, r, s) = e(Q(u, z)O(u, z, r, s). 

We shall find again the hermitian form of the last section, defined by 

Note that putting I = za + b with a, b E zn we find 

Th 4. For a, b E zn we have 

cp(u + az + b, z, r, s) = (! H( i ,I)) (! t b) (b) 
( ) e 2' u + 2 e 2 a X_ s•r a, . cp u, z, r, s I 

This suggests that we define 

Thus 

"'z.r.s = "'Z Xz.-s.r 

where Xz.-s•r is the character defined by 

Xz._s.r(za + b) = eerb - tsa). 

Let [z, In] be the lattice of all points za + b with a, b E zn. Then with the 
above definitions, we find that Th 4 can be stated as follows. 
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The functions cp(u, z, r, s) lie in Th(H" "'zXz.-s.n [z,InD. 

Now let X be any character on en, viewed as R2n if we express elements 
in the form 

za + b with a, bERn. 

We observe that the map 

o ~ OX 

gives an isomorphism 

Th(H, "', A) =) Th(H, "'X, A). 

On the other hand, define 

Th(z) = space of entire functions satisfying 

feu + za + b) (1 t t) 
feu) = e - 2 aza - au, for a, b E zn. 

Then certainly the functions O(u, z, r, s)Xz,_s,r(u) lie in this space. Thus we 
have isomorphisms 

Each one is obtained by multiplication with an appropriate function. 

Theorem 3.1. Let L = [z, 8], where 8 = diag(dt. ... , dn) with 

Let} range over a complete system of representatives for 8- 1zn/z n• Then 
for a fixed r, s, the functions 

cp(u, z, r +}, s), } E representatives as above 

form a basis of Th(H" "'z,r,s> [z, 8]). 

Proof. After multiplying by the inverse of a character, and a trivial theta 
function, we are reduced to proving the equivalent statement that the func
tions 

O(u, z, r +}, s) 
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form a basis for the space Th(z, 5) of entire functions such that 

f(u + za + 5b) = e(- ! taza _ tau) I: b Z lor a, E n. 
f(u) 2 

But first, it is clear that these functions are linearly independent, and second 
the analysis of the Fourier expansion shows that the dimension of this space 
is ~ d l • • • dn because the Fourier coefficients are determined recursively. 
This proves the theorem. 



CHAPTER IX 

Involutions and Abelian Manifolds 
of Quatemion Type 

Certain abelian manifolds have large algebras of endomorphisms. The most 
common case is that of Complex Multiplication, which is treated extensively 
in the literature. Almost as important is the case when this algebra contains 
a quatemion algebra. I have therefore included this section as an example of 
such manifolds, which will provide easier access to their more advanced 
theory. 

§ 1. Involutions 

Let k be a field. By a quaternion algebra Q over k we mean a simple algebra 
with center k, of dimension 4 over k. If k has characteristic =1= 0, we also 
require that the algebra has a separable splitting field of degree 2. We are 
essentially concerned with quaternion algebras over number fields, so we 
have no intention of dwelling on the pathologies of characteristic p. 

If E is a finite extension of k which splits Q, then E®Q (tensor product 
taken over k) is a semisimple algebra over E, of dimension 4 and so must be 
the matrix algebra M2(E) of 2 x 2 matrices over E. The quaternion algebra 
Q itself is either a division algebra, or M 2(k). Since the algebra of 2 x 2 
matrices over a field is simple, it admits exactly one irreducible representation 
of dimension 2, up to isomorphism. The trace and determinant of this rep
resentation will be denoted by tr and nr respectively, and will be called the 
(reduced) trace and norm of the quaternion algebra. 

Let a E Q but a f/= k. Let Pa ()() be the minimal polynomial of a over 
k. Then P a has degree> 1, and hence must have degree 2. Furthermore, P a 

divides the characteristic polynomial of the absolutely irreducible 2-dimen
sional representation of E®Q, so Pais equal to this characteristic polyno
mial. In particular, the norm and trace are those of the minimal polynomial. 
We let the factorization be 
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P .. (X) = (X - a)(X - a') = X2 - tr(a)X + nr(a). 

Thus 

tra=a+a' and nr(a) = aa'. 

If a E k, then we let a' = a. 

Theorem 1.1. The map a f-+ a' is an involution of Q, that is an anti
automorphism of order 2. 

Proof. The map is obviously linear. It suffices to prove the property 

(a{3)' = {3' a' 

when a, {3 are 2 x 2 matrices, and the trace, norm are the ordinary trace and 
determinant. By specialization, it suffices to prove the relation when the 
matrices have algebraically independent coefficients, and in particular are 
invertible. But then 

a' = a-I det (a), 

and the relation is obvious. This proves the theorem. 

We note that if F is a subfield of Q over k, then F is a quadratic extension 
of k, and the involution a f-+ a' induces the non-trivial automorphism of F 
if F is separable over k. Indeed, the formula a' = a-I nr(a) shows that a' 
also lies in this subfield, and a, a' are the roots of the minimal polynomial 
of a over k. 

The involution a f-+ a' will be called the canonical involution. 

Proposition 1.2. Every inner automorphism of Q commutes with the 
involution. 

Proof. Immediate from the fact that aa' is an element of k, and so 
commutes with all elements of Q. 

Theorem 1.3. Let F be a separable quadratic extension of k contained in 
Q. Let cp: F f-+ Q be a k-linear embedding which is not the identity. Then 
there exists an inner automorphism of Q which induces cp on F. In par
ticular, every automorphism of Q is inner. 

Proof. We shall need the remark that there is an isomorphism 
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where Qvs denotes Q viewed as a vector space over k. The isomorphism is 
given as follows. An element ~ a/i9/3j gives rise to an endomorphism such 
that 

This association is a homomorphism of Q®Q into Endk(Qvs). It is not 
identically zero, and hence is injective since Q®Q is simple (no two-sided 
ideals other than 0 and the whole algebra). It is an isomorphism since the 
dimensions of the domain and range are equal. 

Now we may view Q as a vector space over F in two ways. First in the 
natural way, using the multiplication in Q. Second, by the action 

(a, x) ~ cp(a)x for a E F, x E Q. 

The dimension of Q over F, either way, is equal to 2. So there is an iso
morphism 

A: Q ~ Q such that A (ax) = cp(a)A(x), 

and A in particular can be viewed as an element of Endk (Qvs). Thus by the 
first remark, we have 

and in particular, 

A(a) = 2: aja/3; for a E F. 

The relation A(ax) = cp(a)A(x) shows that 

2: ajax/3; = cp(a) 2: ajx/3; for all x E Q, 

so 

Hence aja = cp(a)aj for all a E F, and all i. Let a = aj for some i, 
a =1= O. We claim that a is invertible in Q. This will conclude the proof. 
Since a f/=. F, we have 
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Q = F + aF, 

QaQ = FaQ + aFaQ = QaF + QaaF 

C Qcp(F)a + Qacp(F)a 

CQa. 

Hence Qa is a two-sided ideal + 0, whence Qa = Q, whence a is invertible, 
thereby proving the theorem. 

We shall now characterize all possible involutions. Let y E QX. Define 

Theorem 1.4. The map a ~ a * is an involution if and only if 
y2 E k. Every involution is of this type, for some y. 

Proof. Since a ** = y-2 ay2, and a ** = a for all a E Q if and only if 
y2 E k (because k is the center), the first assertion is clear. Conversely, let 
a ~ a* be an involution. Then a ~ (a*)' is an automorphism, and so by 
Theorem 1.3 there exists an invertible y such that 

(a*)' = y-1 ay for all a E Q. 

Since inner automorphisms commute with the involution a ~ a', our the
orem is proved. 

The involution of Theorem 1.4 is called the involution associated with, 
or defined by y. 

§2. Special Generators 

Let Q be a quatemion algebra over k, and assume for simplicity that the 
characteristic of k is + 2. Let F be a subfield of Q of degree 2 over k. Then 

F = k({3) with some {3 such that {32 = b E k. 

By the inner automorphism theorem, there exists an element y E Q whose 
inner automorphism induces the non-trivial automorphism of F, that is 
y-1 {3y = - {3. Then y-2 {3y2 = {3 so y2 commutes with y and {3. Since 
(3 f/=. k( y) it follows that 

Q = F + Fy = F + yF 
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because Q is a vector space of dimension 2 over F. Therefore 1'2 lies in the 
center of Q, so lies in k. We have thus proved the first part of the following 
theorem. 

Theorem 2.1. Let F be a subfield of degree 2 over k, F = k({3), 
{32 = b E k. Then: 
(i) There is a basis 1, {3, 1', {3y of Q over k sueh that yis invertible, and 

1'2 = e E k, {3y = - y{3. 

(ii) If z = Xo + Xl {3 + X2 I' + X3 {3y with Xi E k then 

tr X = 2xo and or (z) = x~ - bXI - ex~ - bexj. 

Proof. The second statement is immediate in view of the commutation 
rules between (3 and 1', and the fact that the canonical involution induces the 
non-trivial automorphisms of k({3) and k(y) respectively, so {3' = -{3 and 
1" = -I'. 

Whenever we are in the situation of Theorem 2.1, we shall write 

Q = (b,e)k or simply (b,e), or (F,e). 

Now assume that k = Q is the rational numbers. We say that Q is 
indefinite if QR = M2 (R). 

Theorem 2.2. The algebra Q is indefinite if and only if Q eontains a real 
quadratic sub field. If Q = (b,e), this is the ease if and only if b > 0 or 
e > O. 

Proof. If Q contains a real quadratic subfield F, then F®Q = M2 (F) so 
the splitting is clear. Conversely, suppose QR = M2 (R). Suppose b < 0 and 
e < O. Then b = -bi and e = -ci with blo Cl E R. Put i = {3bl l and 
j = yell. Then 1, i, j, ij satisfy the usual relations of the Hamilton qua
temions, so QR must the Hamilton quatemions, which certainly do not split, 
a contradiction which proves the theorem. 

Theorem 2.3. Assume that k = Q and that Q is indefinite. Let * be the 
involution defined by an element y. Then tr (aa*) > 0 for all a E Q, 
a =1= 0 if and only if 1'2 < O. 

Proof. Let Q = (b,e) with 1'2 = C, (32 = b. Any element a can be written 
in the form 

a = X + y{3 with x, y E k(y). 
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A trivial computation using the commutation rule between 13 and y shows that 

tr cm* = tr (x + yf3)Y-'(x + yf3)'y 

= tr (x + yf3)(x' + f3y') 

= 2 (xx' + yy'b). 

If y2 < 0 then k( y) is an imaginary quadratic field, so xx' and yy' ~ O. If 
Q is indefinite, then 132 > 0 so tr all' * > 0 for a *' O. Conversely, if y2 > 0, 
pick y = 1. We can find x such that xx' is large negative, so tr aa* < O. 
This proves the theorem. 

§3. Orders 

Assume that k = Q. By a lattice in Q we mean a finitely generated Z
submodule which is of rank 4. An order in Q is a subring which is a lattice. 
Let a be a lattice. We define the left order of a to be 

o/(a) = 0 = ring of all elements a E Q such that aa C a. 

That 0 is a ring is obvious. We must show that it is an order. Given any 
element x E Q, and a basis a" ... , a4 for a over Z, the elements xa; can 
be expressed as linear combinations of this basis, with rational coefficients. 
Hence there exists a positive integer d such that dx E o. It will now suffice 
to prove that 0 has "bounded denominators", or equivalently that 0 is finitely 
generated. 

The bilinear map 

(f3,a) ~ tr(f3a) 

is a non-degenerate bilinear fonn on Q and hence there is a dual basis 
13" ... , 134 such that tr(f3j aj) = 5ij. Let 

and suppose x Eo. Then 

tr(xaj) = C;. 

Hence C; E d-' Z where d is a common denominatorfor tr(a,), ... , tr(a4). 
This proves what we wanted. 

Similarly, we could define the right order or(a). We shall work with the 
left order. 
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If 0 is the (left) order of 0, then we also say that 0 is an o-lattice, or an 
o-ideal if 0 Co. If 0 is an o-lattice, then there exists a positive integer c such 
that cO is an o-ideal. In fact, if 0, 0 are two lattices, then there exists a 
positive integer c such that cO C O. We also say that any two lattices are 
commensurable. 

§4. Lattices and Riemann Forms on C2 

Determined by Quatemion Algebras 

We begin by some comments on a special type of lattice in C2. 

Lemma 4.1. Let 

Let at, . . . , a-. E Mz (R) be linearly independent over R. Let L be the 
Z-module generated by at. ... , a-.. Then Lw is a lattice in C2 if and only 
ifwtw2 =1= 0 and Im(Wt/wz) =1= o. 

Proof. If Wt or W2 = 0, or if Wt. Wz are real multiples of each other, then 
there is some real linear combination 

4 

a = L Ciai, 

i=t 

Ci E R, not all Ci = 0 

such that aw = 0, so Lw cannot be a lattice in C Z• Conversely, if 
Im(Wt/wz) =1= 0, after multiplying the vector w by wit we may assume with
out loss of generality that 

with T in the upper or lower half plane. If a is a real matrix as above, then 
it is clear that aw = 0 implies a = O. Hence atW, ... , a-.w are linearly 
independent over the reals, so Lw is a lattice in C Z, thus proving the lemma. 

An element w as in Lemma 4.1, with Wt Wz =1= 0 and Im(wt!wz) =1= 0 will 
be called a non-degenerate vector. 

The lemma will be applied to the following situation. Let Q be a qua
ternion algebra over the rational numbers. Let 
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be an isomorphism. We call the pair (Q,p) a quaternion type. Let A be a 
complex torus of dimension 2, and let 

L: Q ~ End(A)Q 

be an embedding. We say that (A, L) is of type (Q,p) if there exists a complex 
analytic isomorphism 

such that the following diagram is commutative for all a E Q: 

C2/A~A 

p(a) 1 1 L(a) 

C2/A~A 

In fact, such an isomorphism e always exists. Indeed, write A = VIA where 
V is a 2-dimensional complex space. The complex representation of L(Q) on 
V is thus a 2-dimensional representation, equivalent to the representation p 
over C since M2 (C) is simple. Consequently, there exists a basis for V, 
identifying V with C2, such that L(a) is represented by p(a) relative to this 
basis. 

Let u E A, u =I=- O. The map 

a ~ p(a)u, aEQ 

is injective, and for any lattice a in Q, the image p(a)u is a free Z-module 
of rank 4. Furthermore, there exists a positive integer d such that 
p(da)u C A, so p(da)u is a sublattice of A. Since p(Q)u = QA is the 
rational vector space generated by A, it follows that there exists a lattice a in 
Q such that 

A = p(a)u. 

Let 0 be the left order of a. Then 0 is also the subring of elements a E Q 
such that p(a)A C A. Thus 

0= Q n p-1End(A). 

In other words, 0 is the subring of Q corresponding to endomorphisms of A 
under the representation (not just endomorphisms tensored with the ration
als). We can summarize our discussion in the following theorem. 
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Theorem 4.2. Let A = C2/A be a complex torus of dimension 2, such that 
(A,L) is of type (Q,p). Let u E A, ufO. Then u is non-degenerate. 
There exists a lattice a in Q such that A = p(a)u. If 0 is the order of a, 
then 

p(o) = End (A) n p(Q). 

Conversely, let u be a non-degenerate vector in C2 and let (Q,p) be a 
quaternion type. Let a be a lattice in Q and let A = p(a)u. Then A is a 
lattice in C2 and C2/A is a complex torus of type (Q,p) as above. 

The converse statement in the theorem is obvious. If we want to give all 
the data in the notation, we shall say that (A, L) is of type (Q,p,a,u) with 
respect to 8. We often omit 8 from the notation, and identify A with C2/A 
after the suitable choice of basis. 

We shall now see that a torus as above is always abelian, in other words 
admits a Riemann form. Recall that a Riemann form E on VIA is an 
R-bilinear form on V which is skew-symmetric, non-degenerate, such that the 
form 

(x,y) t-+ E(ix,y) 

is symmetric positive definite, and such that E(A,A) is Z-valued. 
Let E be a Riemann form on C2/A. We shall say that E is p-admissible 

if the involution determined by E leaves p(Q) stable. In symbols, this can be 
written 

p(Q)* = p(Q). 

We may then define an involution a t-+ a * on Q such that 

p(a*) = p(a)*. 

By the general theory of Riemann forms, we have 

tr aa* > 0 for a f 0, 

and we know from Theorem 2.3 that 

a* = 'Y-1 a''Y with some 'Y such that 'Y2 < 0, 'Y2 E Q. 

Let {ah ... ,£l.4} be a basis of Q over the rationals. Then 
{p(al), ... , p(a4)} is a basis of P(QR) over R, and 
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is a basis of P(QR)U = C2 over R. The values of a Riemann form are 
determined by its values 

E(p(a)u,p({3)u) 

when a, (3 range over such basis elements. 

Theorem 4.3. Let C2/A be of type (Q,p,a,u). Let E be a p-admissible 
Riemannform on C2/A. Then there exists a rational number c such that 

E(p(a)u,p({3)u) = ctr(-ya{3'). 

Conversely, given an element -y E Q, -y2 E Q, and -y2 < 0, there exists 
an integer c such that the form determined by 

E(p)(a)u,p({3)u) = ctr(-ya{3') 

is a Riemann form which is p-admissible on C2/A. 

Proof. The map a ~ E(p(1)u,p(a)u) is a Q-linear functional on Q, so 
there exists g E Q such that 

E(p(1)u,p(a)u) = tr(ga) for all a E Q. 

Then 

(1) E(p(a)u,p({3)u) = E(p(1)u,p(a*{3)u) 
= tr(ga*{3) = tr(g-y-la '-y{3) = -tr(g-y-I (3'-ya) 

because E is anti-symmetric. Take (3 = 1. Then for all a we get 

using the fact that tr(ga) = tr(ag) and tr(A) = tr(A'). The above relation is 
true for all a, and hence 

It follows at once that (g-y-I)' = g-y-I, and therefore g-y-I E Q, so there 
exists a rational number c such that 

g = c-y. 

From the last expression in formula (1) we find 
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E(p(a)u,p({3)u) = -ctr(ya{3'). 

This proves the first part of the theorem. 
Conversely, let y2 E Q, y2 < 0 so y' = - y. Define 

E(p(a)u,p({3)u) = tr(ya{3'). 

Then E is an anti-symmetric R-bilinear form on QR. We show that the form 
E(iz, w) is symmetric. Since P(QR) = C2 there exists 71 E QR such that 
71 2 = -1, 

iu = p( 71)U, and 71 2 = -1, 71' = 71. 

Since ip(a)u = p(a71)u, we get: 

E(ip(a)u,p({3)u) = tr(ya71{3') = tr({371a'y) 

= tr(y{371a') = E(ip({3)u,p(a)u). 

This proves the symmetry. 
Next, for the positive definiteness, we have 

E(ip)(a)u,p(a)u) = tr(ya71a') = tr(a71a'y). 

Let y2 = _S2 with s real, and s > O. By the inner automorphism theorem, 
there exists l) E QR such that 

Therefore 

tr(a71a'y) = str(al)y-I l)-I a'y) = snr(l)-Itr«al)(al)*). 

We select c to have the sign such that csnr(l) > 0, to get the positive 
definiteness. 

Finally, if a ranges over a basis aI, . . . , a4 of a, and {3 ranges over such 
a basis also, then the finite number of elements tr (yaj {3 j) have bounded 
denominators. If we select c to be a common denominator, then the form 
c . tr (yaf3') is integral valued on the lattice generated by aI, . . . , a4. 

Since the Riemann form we have just defined is clearly p-admissible, this 
concludes the proof of the theorem. 
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§S. Isomorphism Classes 

Let us fix a lattice 0 with left order 0, and a representation p as before. Let 

A = p(o)u, with u = (::). 

Suppose that UdU2 is in the lower half plane. Assume that there exists a unit 
E in 0 such that nr (E) = -1. Let 

p(E)U = (::). 

Then T = WdW2 is in the upper half plane, and the map 

for z E C2 

gives an isomorphism 

where A' = P(O)( n. 
Thus we see that to study isomorphism classes of abelian manifolds admitting 
quatemion multiplication, we may limit ourselves to representatives whose 
lattices are of the form 

with T E .£>, (The upper half plane). 

We now derive a necessary and sufficient condition that the abelian manifolds 
be isomorphic. 

Assume that 0 = o. Let us use the notation 

Consider a homomorphism 

which commutes with the representation p. Such h is represented by a 
complex matrix M on C2 which commutes with p(ex) for all ex E Q, and 
therefore M is a scalar, 
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(1) M = gI2 with g E C. 

We suppose h =f=. O. There exists an element A E 0 such that 

(2) 

because M A( T!) C A( T2). We let GL2 (R) operate on complex numbers with 
non-zero imaginary part as usual. From (1) and (2), we conclude that 

(3) nr (A) = det p(A) > 0 

because T! and T2 have imaginary parts with the same sign. 
We then apply this discussion to isomorphisms. 

Theorem 5.1. Assume that a = o. Then (A(T!),p) and (A(T2),p) are 
isomorphic if and only if there exists a unit E in 0 with nr (E) = 1 such that 
p(E)(T!) = T2. Isomorphisms are then given by the matrix operations p(E) 
for such elements E. 

Proof. In the discussion preceding the theorem, h is an isomorphism if and 
only if MA(T!) = A(T2), or equivalently 

p(o)p(A) = p(o). 

This is equivalent with oA = 0, that is A is a unit in 0, and we already know 
by (3) that nr (A) = 1. Conversely, given such a unit A, let 

p(A) = (: ~), 

and let g = CT2 + d. Then it follows at once that 

Since A is a unit in 0, we have gA(T!) = A(T2). Hence A induces an 
isomorphism as stated in the theorem. 



CHAPTER X 

Theta Functions and Divisors 

Let M be a complex manifold. In the sequel, M will either be en or enID, 
where D is a lattice (discrete subgroup of real dimension 2n). Let {Ui} be 
an open covering of M, and let CPi be a meromorphic function on Ui. If for 
each pair of indices (i, j) the function cp;/cpj is holomorphic and invertible on 
Ui n Uj , then we shall say that the family {(Ui, CPi)} represents a divisor on 
M. If this is the case, and (U, cp) is a pair consisting of an open set U and 
a meromorphic function cP on U, then we say that (U, cp) is compatible with 
the family {(Ui, CPi)} if cp;/cp is holomorphic invertible on U n Ui. If this is 
the case, then the pair (U, cp) can be adjoined to our family, and again 
represents a divisor. Two families {(Ui, CPi)} and {(Vb .pk)} are said to be 
equivalent if each pair (Vb .pk) is compatible with the first family. An 
equivalence class of families as above is called a divisor on M. Each pair 
(U, cp) compatible with the families representing the divisor is also said to 
represent the divisor on the open set U. 

If {(Ui, CPi)} and {(Vb .pk)} represent divisors, then it is clear that 

also represents a divisor, called the sum. 
For simplicity of language, we sometimes say that the family {(Ui, CPi)} is 

itself a divisor, say X, and write X = {(Ui, CPi)}. We say that X is positive if 
it has a representative family in which all the functions CPi are holomorphic. 

If cP is a meromorphic function on M, then (M, cp) represents a divisor, and 
we say in this case that cP represents this divisor globally. 

The result of this chapter and its proof will be independent of everything 
that precedes. We need only know the definition of a theta function: let Vbe 
a complex vector space of dimension n, and let D be a lattice in V. For 
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this chapter we assume our theta functions to be entire, and so a theta function 
on V with respect to D will be an entire function F, not identically zero, 
satisfying the condition 

F(z + u) = F(z)e 21Ti[L(z,u)+J(u)1, 

where Lis e-linear in z, and the above equation holds for all u ED. We 
shall also identify V with en, with respect to a fixed basis, and then the 
exponential term obviously can be rewritten for each u in the form 

L(z, u) + J(u) = 2: CaZa + b, 

where Ca and b are complex numbers, depending on u. Thus the exponent is 
a polynomial in z of degree 1, with coefficients depending on u. 

We shall prove that given a divisor X on eniD, there exists a theta function 
F representing this divisor on en. If the reader knows the content of Chapter 
VI, he will then realize that there is a bijection between divisors on the torus 
and normalized theta functions (up to constant factors), and this bijection is 
homomorphic, i.e., to the sum of two divisors corresponds the product of 
their normalized theta functions. 

Furthermore, two (entire) theta functions have the same divisor if and only 
if they are equivalent (i.e., differ by a trivial theta function). Finally, since 
to each theta function we can associate a Riemann form, we see that we can 
associate a Riemann form with a divisor, uniquely, and that this association 
is additive. 

We now tum to the existence theorem, whose proof is self-contained, that 
is, makes no use of the linear theory developed in the previous chapters. 

§ 1. Positive Divisors 

Theorem 1.1. Let X be a positive divisor on eniD, and let X be its inverse 
image on en. Then there exists an entire thetafunction F representing this 
divisor on en. 

Proof. The proof will be carried out by juggling with differential forms, 
and reproving ad hoc some results valid on Kahler manifolds. Everything 
becomes much simpler because we work on the torus and en. 

Lemma 1. Let M be a Ceo manifold, and {Ui} a locally finite open cover
ing. For each pair (i, J) such that U i n Uj is not empty, suppose given 
a differential form Wij of degree p, satisfying 
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in U i n Uj n Uk whenever this intersection is not empty. Then there exist 
differential forms Wi on U i such that 

on Ui n Uj • whenever this intersection is not empty. 

Proof. Let {gJ be a partition of unity subordinated to the given covering. 
We let 

Wi = L gjWij, 

j 

with the obvious convention that the expression on the right is equal to 0 
wherever it is not defined. Using the cocycle equation, and its obvious 
consequences that 

Wjj = 0, 

we get our lemma. 

The next lemma again considers only Coo forms. Let D be a lattice in Rm, 
and T = Rm/D the torus. Letxl, ... ,Xm be the real coordinates ofRm, and 
write a p -form as 

taking the sum over the indices i l < ... < ip • Let [(w) be the form with 
constant coefficients obtained by replacing each function !c.1) by its integral 

Since !c./) can be viewed as a periodic function on R m, we can view the integral 
as a multiple integral after a change of variables if necessary . 

Define 

aW a 
- = ~ - j.'(~ dx· 1\ . .. 1\ dx· a L.J a J(/, 'I Ip ' 

Xj Xj 

In other words, define the partial derivative of the form to be obtained by 
applying it to the functions!c.o. Similarly, if a is a differential operator, we 
denote by aw the form obtained from w, replacing all functions!c.i) by a!c.o. 
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Integrating by parts, we see at once that 

I(aw) = o. 
aXj 

Lemma 2. Let (aij) be a real symmetric positive definite matrix. Let 

Let w be a p-form on the torus. There exists a p-form t/J on the torus such 
that D.t/J = w if and only if I(w) = O. If D.t/J = 0, then t/J has constant 
coefficients. 

Proof. Since our operators I and D. actually operate on functions, we can 
just deal with functionsfon the torus, viewed as periodic functions on Rm. 
Since these functions are assumed to be ex, they have Fourier expansions 
which converge rapidly to 0, as one sees by the usual integration by parts. 
Say 

where the sum is taken over v = (VI, . . . , vm), and V' x is the dot product. 
Note that 

where Q(v) = I ajkVj Vk is the value of the quadratic form at v. If I (f) = 0, 
then the constant term in the Fourier expansion is equal to 0, and we can then 
solve trivially term by term for the Fourier coefficients of a function g such 
that D.g = f. The converse is trivial (integration by parts). Also, if D.g = 0, 
then we see at once from the way D. operates on e 2TT;V' x that g must be constant. 
This proves our lemma. 

We now take Rm = en (m = 2n). We shall use the usual coordinates Za 

and za, where 

Za = Xa + iYa, Za = Xa - iYa' 

We define 

and 
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because we can solve for Xa and Ya in tenns of Za, 'la, and then 

aXa 
aZa ="2 ' 
aXa 
aZa ="2 ' 2; 

We express the differential fonns in tenns of dZa and d'la , and take the 
Laplacian to be 

If a differential fonn is written as 

then we say that it is of type (p, q). Its exterior derivative is given by 

In other words, the same fonnalism prevails as with the real coordinates. 
A cae function / on U is holomorphic if and only if for all 0:, 

(Cauchy-Riemann equations). 

For one variable this is standard. For several variables, the Cauchy-Riemann 
equations in each variable show that / is holomorphic in each variable sepa
rately. By repeated use ofthe Cauchy fonnula in one variable, one then gets 
a power series expansion of/in all variables, because/is continuous, whence 
one sees that / is holomorphic in several variables. 

We now suppose given a (complex) positive divisor on the torus cn/D, 
represented by, say, a finite covering {(Ui, 'Pi)}' We also assume that Ui is 
the image of a ball UiO in en under the canonical homomorphism en ~ en/D. 
Then 'Pi, viewed as a periodic function on en, lifts in particular to a function 
'PiO on UiO' For any lattice point lED, we let Uil be the translate of UiO by 
I. Then 'Pi lifts to 'Pil on Ui' Note that the balls {UiI};,1 fonn an open covering 
of en. 

Using Lemma I, we can write 
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where 'i is a Coo, I-form on Ui. Since 'ij is of type (1,0), it follows that for 
all indices a, we have 

a'i = a~ 
oza aZa 

Hence there is a I-form T/a on the torus, equal to a';faza on each Ui. Let 

Then y = a'i on Ui. ButI(y) = O. Hence by Lemma 2 there exists a 2-form 
, such that y = a,. Let 

'i = 'i -,. 
Then 

a,; = 0 and 

But 'ij = d log tp;ftpj is of type (1, 0). Hence we need only the (1, 0) part 
of 'i and ,; for this relation. We let ,'; be the (1, 0) part of , i. Then 

d log tp;/ tpj = ri - r; 
ar[=O on Ui. 

We have d r: = d r; on Ui n Uj because d 2 = O. Hence there exists a 
2-form w on the torus such that wi Ui = dr:. Since 

da = ad, 

it follows that a w = 0, and hence w has constant coefficients by Lemma 2. 
Since C'f is of type (1, 0), we can write 

Let 

Then dljl = w. 
Let U il = UiO + l, where lED is a lattice point. Then 
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d«(I - 1/1) = 0 on Vii. 

By Poincare's lemma, there exists a Coo function Iii on Vii such that 

dlil = (I - 1/1. 

Since this is of type (1, 0), we conclude that Iii is holomorphic by the 
Cauchy-Riemann equations. But on Vii n Vj/, we have 

dlil - dhl' = (; - (J = d log 'P;J'Pj. 

Hence 

and 

differ by a constant multiple on Vii n Vjl" Consequently, starting with say 
'PIe-flO, we can continue analytically to a function F on en which differs from 
'Pje-fil by a constant multiple on Vj. 

We now contend that F is our desired theta function, namely 

F (z + l) = F (z)e 27ri[L(z./)+J(/». 

Say Z E Vjo. Then 

F(z + I) 'Pj(z + I) e-fi/(z+/) 
=c , F(z) 'Pj(z) e-fio(z) 

and since 'Pj is periodic, we get 

d log F(z + l)/F(z) = -dli/(z + I) + df,u(z) 

= (I(z + l) - I/I(z + l) - (J(z) + I/I(z) 

= 2: aa{3(za + I) dZ{3 + 2: ba{3CZa + I) dZ{3 

- (2: aa{3za dz{3 + 2: ba{3Za dZ(3) 

This is a I-form, with coefficients depending only on I. Integrating with 
respect to z gives what we wanted, and proves the theorem. 
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§2. Arbitrary Divisors 

Let {(Vj, 'Pj)} represent an arbitrary divisor, not necessarily positive. The 
open sets V j may be taken arbitrarily small. In this section, we do not give 
complete proofs. We assume the fact that the ring of convergent power series 
in the neighborhood of a point is a unique factorization domain. This means 
that if V is a sufficiently small open set around a given point, a meromorphic 
functions 'P on U, being the quotient of two holomorphic functions on V, has 
an expression 

'P = g/h, 

where g, h are relatively prime, that is are not divisible by the same irredu
cible element. Thus we can write each 'Pj = gJhi. Then on Vi n Vj we 
know that 

is invertible holomorphic. Since gi, hi are relatively prime, it follows that 
gigt is itself a unit on that intersection. Hence {(Vi, gi)} represents a positive 
divisor, as does {(Vi, hi)}' Thus from the unique factorization we can 
decompose a divisor as a difference of two positive ones. In that way, the 
quotient of the theta functions associated with these positive divisors will 
represent the given divisor globally. 

§3. Existence of a Riemann Form on an Abelian Variety 

We wish to indicate a proof that if there is a projective embedding 

(J: V/D ~ Ac 

of a torus onto the complex points of a projective variety A, then (V, D) admits 
a non-degenerate Riemann form. We assume that the reader is now ac
quainted with the terminology of algebraic geometry and abelian varieties. 

Let X be a hyperplane section of A. In the neighborhood of each point, X 
can be defined by a local equation 'P = 0, so X can also be viewed as a divisor 
in the sense we have used previously. Then (J-l(X) is a divisor on V, and has 
an associated theta function 90, which is entire since X is a positive divisor. 
Let H be the associated hermitian form. The meromorphic functions giving 
the projective embedding {fj} can be written in the formjj = (Jj/(Jo where 
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in the sense of Chapter VI, §4. If VH is the kernel of H, then by Theorem 
2.1 of Chapter VI, we know that OJ factor through V/VH. If VH f. 0, then 
V/V H has dimension strictly less than n, and this contradicts Corollary I of 
Theorem 4.1 of Chapter VI, because n of the functions among the Ii are 
algebraically independent. This concludes the proof. 
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