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Foreword 

Starting with Bargmann's paper on the infinite dimensional representations of 
SLiR), the theory of representations of semisimple Lie groups has evolved to 
a rather extensive production. Some of the main contributors have been: 
Gelfand-Naimark and Harish-Chandra, who considered the Lorentz group in 
the late forties; Gelfand-Naimark, who dealt with the classical complex 
groups, while Harish-Chandra worked out the general real case, especially 
through the derived representation of the Lie algebra, establishing the 
Plancherel formula (Gelfand-Graev also contributed to the real case); Car­
tan, Gelfand-Naimark, Godement, Harish-Chandra, who developed the 
theory of spherical functions (Godement gave several Bourbaki seminar 
reports giving proofs for a number of spectral results not accessible other­
wise); Selberg, who took the group modulo a discrete subgroup and obtained 
the trace formula; Gelfand, Fomin, Pjateckii-Shapiro, and Harish-Chandra, 
who established connections with automorphic forms; lacquet-Langlands, 
who pushed through the connection with L-series and Hecke theory. This 
history is so involved and so extensive that I am incompetent to give a really 
good account, and I refer the reader to bibliographies in the books by 
Warner, Gelfand-Graev-Pjateckii-Shapiro, and Helgason for further infor­
mation. A few more historical comments will be made in the appropriate 
places in the book. 

It is not easy to get into representation theory, especially for someone 
interested in number theory, for a number of reasons. First, the general 
theorems on higher dimensional groups require massive doses of Lie theory. 
Second, one needs a good background in standard and not so standard 
analysis on a fairly broad scale. Third, the experts have been writing for each 
other for so long that the literature is somewhat labyrinthine. 

I got interested because of the obvious connections with number theory, 
principally through Langlands' conjecture relating representation theory to 
elliptic curves [La 2]. This is a global conjecture, in the adelic theory. I 
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realized soon enough that it was best to acquire a good understanding of the 
real theory before getting everything on the adeles. I think most people who 
have worked in representations have looked at SL2(R) first, and I know this is 
the case for both Harish and Langlands. 

Therefore, as I learned the theory myself it seemed a good idea to write 
up SL2(R). The topics are as follows: 

I. We first show how a representation decomposes over the maximal 
compact subgroup K consisting of all matrices 

(
COS (J 

- sin (J 

sin (J ), 

cos (J 

and see that an irreducible representation decomposes in such a way that 
each character of K (indexed by an integer) occurs at most once. 

2. We describe the Iwasawa decomposition G = ANK, from which most 
of the structure and theorems on G follow. In particular, we obtain represen­
tations of G induced by characters of A. 

3. We discuss in detail the case when the trivial representation of K 
occurs. This is the theory of spherical functions. We need only Haar measure 
for this, thereby making it much more accessible than in other presentations 
using Lie theory, structure theory, and differential equations. 

4. We describe a continuous series of representations, the induced ones, 
some of which are unitary. 

5. We discuss the derived representation on the Lie algebra, getting into 
the infinitesimal theory, and proving the uniqueness of any possible unitariza­
tion. We also characterize the cases when a unitarization is possible, thereby 
obtaining the classification of Bargmann. Although not needed for the 
Plancherel formula, it is satisfying to know that any unitary irreducible 
representation is infinitesimally isomorphic to a subrepresentation of an 
induced one from a quasicharacter of the diagonal group. The derived 
representation of the Lie algebra on the algebraic space of K-finite vectors 
plays a crucial role, essentially algebraicizing the situation. 

6. The various representations are related by the Plancherel inversion 
formula by Harish-Chandra's method of integrating over conjugacy classes. 

7. We give a method of Harish-Chandra to unitarize the "discrete 
series," i.e. those representations admitting a highest and lowest weight vector 
in the space of K-finite vectors. 

8. We discuss the structure of the algebra of differential operators, with 
special cases of Harish-Chandra's results on SL2(R) giving the center of the 
universal enveloping algebra and the commutator of K. At this point, we have 
enough information on differential equations to get the one fact about 
spherical functions which we could not prove before, namely that there are no 
other examples besides those exhibited in Chapter IV. 
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The above topics in a sense conclude a first part of the book. The second 
part deals with the case when we take the group modulo a discrete subgroup. 
The classical case is SL2(Z). This leads to inversion formulas and spectral 
decomposition theorems on L2(f\ G), which constitute the remaining chap­
ters. 

I had originally intended to include the Selberg trace formula over the 
reals, but in the case of non-compact quotient this addition would have been 
sizable, and the book was already getting big. I therefore decided to omit it, 
hoping to return to the matter at a later date. 

A good portion of the first part of the book depends only on playing with 
Haar measure and the Iwasawa decomposition, without infinitesimal con­
siderations. Even when we use these, we are able to carry out the Plancherel 
formula and the discussion of the various representations without caring 
whether we have "all" irreducible unitary representations, or "an" spherical 
functions (although we prove incidentally that we do). A separate chapter 
deals with those theorems directly involving partial differential equations via 
the Casimir operator, and analytical considerations using the regularity 
theorem for elliptic differential equations. The organization of the book is 
therefore designed for maximal flexibility and minimal a priori knowledge. 
The methods used and the notation are carefully chosen to suggest the 
approach which works in the higher dimensional case. 

Since I address this book to those who, like me before I wrote it, don't 
know anything, I have made considerable efforts to keep it self-contained. I 
reproduce the proofs of a lot of facts from advanced calculus, and also 
several appendices on various parts of analysis (spectral theorem for bounded 
and unbounded hermitian operators, elliptic differential equations, etc.) for 
the convenience of the reader. These and my Real Analysis form a sufficient 
background. 

The Faddeev paper on the spectral decomposition of the Laplace opera­
tor on the upper half-plane is an exceedingly good introduction to analysis, 
placing the latter in a nice geometric framework. Any good senior under­
graduate or first year graduate student should be able to read most of it, and 
I have reproduced it (with the addition of many details left out to more expert 
readers by Faddeev) as Chapter XIV. Faddeev's method comes from pertur­
bation theory and scattering theory, and as such is interesting for its own 
sake, as well as to analysts who may know the analytic part and may want to 
see how it applies in the group theoretic context. Kubota's recent book on 
Eisenstein series (which appeared while the present book was in production) 
uses a different method (Selberg-Langlands), and assumes most of the details 
of functional analysis as known. Therefore, neither Kubota's book nor mine 
makes the other unnecessary. 

It would have been incoherent to expand the present book to a global 
context with adeles. I hope nevertheless that the reader will be well prepared 
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to move in that direction after having gotten acquainted with SL2(R). The 
book by Gelfand-Graev-Pjateckii -Shapiro is quite useful in that respect. 

I have profited from discussions with many people during the last two 
years, some of them at the Williamstown conference on representation theory 
in 1972. Among them I wish to thank specifically Godement, Harish­
Chandra, Helgason, Labesse, Lachaud, Langlands, C. Moore, Sally, Wilfried 
Schmid, Stein. Peter Lax and Ralph Phillips were of great help in teaching me 
some POE. I also thank those who went through the class at Yale and made 
helpful contributions during the time this book was evolving. I am especially 
grateful to R. Bruggeman for his careful reading of the manuscript. I also 
want to thank Joe Repka for helping me with the proofreading. 

New Haven, Connecticut 
September 1974 

Serge Lang 
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Notation 

To denote the fact that a function is bounded, we write f = 0(1). If f, g are 
two functions on a space X and g ;;;. 0, we write f = O( g) if there exists a 
constant C such that If(x)1 ,;;; Cg(x) for all x E X. If X = R is the real line, 
say, the above relation may hold for x sufficiently large, say x ;;;. xo, and then 
we express this by writing x ~ 00. Instead of f = O(g), we also use the 
Vinogradov notation, 

f« g. 

On a topological space X, C(X) is the space of continuous functions. If X 
is a Coo manifold (nothing worse than open subsets of euclidean space, or 
something like SL2(R), with obvious coordinates, will occur), we let COO(X) 
be the space of Coo functions. We put a lower index c to indicate compact 
support. Hence Cc(X) and Cc""(X) are the spaces of continuous and Coo 
functions with compact support, respectively. 

By the way, SLz<R) is the group of 2 X 2 real matrices with determinant I. 
An isomorphism is a morphism (in a category) having an inverse in this 

category. An automorphism is an isomorphism of an object with itself. For 
instance, a continuous linear automorphism of a normed vector space H is a 
continuous linear map A: H ~ H for which there exists a continuous linear 
map B: H ~ H such that AB = BA = I. A Coo isomorphism is a Coo 
mapping having a CO() inverse. 

If H is a Banach space, we let En(H) denote the Banach space of 
continuous linear maps of H into itself. If H is a Hilbert space, we let Aut(H) 
be the group of unitary automorphisms of H. We let GL(H) be the group of 
continuous linear automorphisms of H with itself. 

If G' is a subgroup of a group G we let 

G'\G 

XIII 



XIV NOTATION 

be the space of right cosets of G'. If I' operates on a set ~, we let 

be the space of I'-orbits. Certain right wingers put their discrete subgroup I' 
on the right. Gelfand-Graev-Pjateckii-Shapiro and Langlands put it on the 
left. I agree with the latter, and hope to turn the right wingers into left 
wmgcrs. 

For the convenience of the reader we also include a summary of objects 
used frequently throughout the book, with a very brief indication of their 
respective definitions at the end of the book for quick reference. 



I General Results 

§1. THE REPRESENTATION ON CC<G) 

Let G be a locally compact group, always assumed Hausdorff. Let H be a 
Banach space (which in most of our applications will be a Hilbert space). A 
representation of G in H is a homomorphism 

'IT: G ~ GL{H) 

of G into the group of continuous linear automorphisms of H, such that for 
each vector v E H the map of G into H given by 

x ~ 'IT(x)v 

is continuous. One may say that the homomorphism is strongly continuous, 
the strong topology being the norm topology on the Banach space. [We recall 
here that the weak topology on H is that topology having the smallest family 
of open sets for which all functiohals on H are continuous.] 

A representation is called bounded if there exists a number C > 0 such 
that 1'IT(x)1 " C for all x E G. If H is a Hilbert space and 'IT(x) is unitary for 
all x E G, i.e. preserves the norm, then the representation 'IT is caned unitary, 
and is obviously bounded by 1. 

For a representation, it suffices to verify the continuity condition above 
on a dense subset of vectors; in other words: 

Let 'IT: G ~ GL(H) be a homomorphism and assume that for a dense set 
of v E H the map x ~ 'IT(x)v is continuous. Assume that the image of some 
neighborhood of the unit element e in G under 'IT is bounded in GL(H). Then 
'IT is a representation. 

This is trivially proved by three epsilons. Indeed, it suffices to verify the 
continuity at the unit element. Let v E H and select VI close to v such that 
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x H 'IT{x)vJ is continuous. We then use the triangle inequality 

to prove our assertion. 

A representation 'IT: G ~ GL(H) is locally bounded, i.e. given a compact 
subset K of G, the set 'IT(K) is bounded in GL(H). 

Proof Let K be a compact subset of G. For each v E H the set 'IT(K)v is 
compact, whence bounded. By the uniform boundedness theorem (Real 
Analysis, VIII, §3) it foHows that 'IT(K) is bounded in GL(H). 

For the convenience of the reader, we recall briefly the uniform bounded­
ness theorem. 

Let {T;} iEI be a family of bounded operators in a Banach space E, and 
assume that for each vEE the set {Tjv LEI is bounded. Then the family 
{ T; LEI is bounded, as a subset of End( E). 

Proof Let Cn be the set of elements vEE such that 

all iE/. 

Then Cn is closed, and E is the union of the sets Cn' It follows by Baire's 
theorem that some Cn contains an open ball. Translating this open baH to the 
origin yields an open baH B such that the union of the sets T;(B), i E I, is 
bounded, whence the family {T;};El is bounded, as desired. 

We let Cc(G) denote the space of continuous functions on G with 
compact support. It is an algebra under convolution, i.e. the product is 
defined by 

where dy is a Haar measure on G. We shall assume throughout that G is 
unimodular, meaning that left Haar measure is equal to right Haar measure. 
For any functionf on G we denote by f- the functionj- (x) = j(x-'). Then 

f j(x) dx = f f(x- I ) dx = J f- (x) dx. 

Remark. When G is not unimodular, then by uniqueness of Haar meas­
ure, there is a modular function ~: G ~ R+ which is a continuous 
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homomorphism into the positive reals, such that 

fGf(xa) dx = ~(a) Lf(x) dx. 

One then has 

by an obvious argument. It follows that ~(x) dx is right Haar measure. The 
typical non-unimodular group which will concern us, but not until Chapter 
III, is the group of triangular matrices 

or 

For this chapter, you can forget about the non-unimodular case, 

The modular function occurs in a slightly more general context than 
above. Let '1": G ~ G be either an automorphism (group and topological) of 
G, or an anti-automorphism, meaning 

(xy)'" = y'"x'", 

We write either x,. or 1'x for the effect of 'I" on an element x E G, By the 
invariance of Haar measure, there exists a positive number ~('I") such that 

Lf(x1') dx = ~('I") Lf(x) dx, 

because the expression on the left is a non-trivial invariant positive functional 
on Cc ( G). We have the obvious composition rule 

~('I"(J) = ~('I") ~«J). 

In many applications, we have '1"2 = !d, and therefore ~('I") = 1, i.e. 'I" is 
unimodular. This occurs in the context of matrices, when for instance 'I" is the 
transpose. 

The basic example of a unimodular group is the group of matrices 

G = GL,,(R). 

The change of variables formula shows that Haar measure on G is equal to 
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where d + x is Lebesgue measure on the additive space of n x n matrices. The 
above measure on GLn(R) is therefore both right and left Haar measure. 
Since 

where GL2+(R) is the group of 2 X 2 matrices with positive determinant, and 
R + is the group of positive reals, it follows that left Haar measure on SLiR) 
is also right invariant, i.e. SLz(R) is unimodular. A better proof is to observe 
that left and right Haar measures differ by a continuous homomorphism of 
the group into the positive reals, and that SL2(R) has no such non-trivial 
homomorphism. (By looking at conjugacy classes of elements and using 
various decompositions of SL2(R) given later in the book, you should be able 
to work this out as an exercise.) Later we shan give explicit descriptions of the 
Haar measure on SL2(R) in terms of various choices of coordinates, and 
hence we do not stop here for a more thorough discussion. 

We return to an arbitrary locally compact group G. Let 17 be a representa­
tion of G in H, and let cp E Cc(G). We define what will be an algebra 
homomorphism 

by letting 

The integral is defined because x f--') cp(X)17(X)V is a continuous map with 
compact support from G into H. [If one develops ordinary integration theory 
in a natural way over the real or complex numbers, one sees that positivity is 
not needed, only linearity and completeness in the space of values of the 
functions to be integrated. Cf. my Real Analysis, for instance. Thus the 
integral is the ordinary integral, with values in H.] 

Let aEG and define in this section 'TaCP(x) = cp(a-Ix). Then the left 
invariance of Haar measure immediately yields 

(I) 

Furthermore one also sees that 17 1 is a homomorphism for the convolution 
product, i.e. 

(2) 
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Indeed, 

'1T'(!p *~) = L(!p * ~)(X)'1T(X) dx 

= LL !p(Xy-'}~(y)'1T(X) dydx. 

Reversing the order of integration and letting x ~ xy, this is 

= LL !p(x)~(Y)'1T(x)'1T(y) dxdy 

= '1T'(!p)'1T'(~). 

5 

In the above proof, for simplicity, we omitted placing a vector v to the right 
of '1T1(!p * ~), and to the right of every expression inside the integral signs. The 
integrals are meant in this sense. 

Since !p has compact support and '1T is locally bounded, it follows that 
'1T1(!p) is a bounded operator, i.e. '1T1(!p)EEnd(H). 

If '1T is a bounded representation, then instead of using functions 
!pECc(G), we could have taken functionsfEe'(G) and formulas (1), (2) 
remain valid. In other words, '1T1 extends to el(G), and furthermore we have 
the inequality 

(3) 

Thus '1T I is a continuous linear homomorphism (representation) of e I( G) into 
End( H), as Banach algebras. 

If H is a Hilbert space, and'1T is unitary, then we also have the formula 

(4) 

where !p* is the function such that !p*(x) = !p(x I). This follows at once 
from the definition of the symbols involved. 

One can recover the values '1T(a) for aE G by knowing the values '1T1(!p) 
for !p E Cc ( G), as follows. By a Dirac sequence on G we mean a sequence of 
functions {!Pn}' real valued, in Cc(G), satisfying the following properties: 

DIR 1. We have !Pn ;.. 0 for all n. 

DIR 2. For all n, we have L !Pn(x) dx = 1. 

DIR 3. Given a neighborhood V of e in G, the support of!p" is contained in 
V for all n sufficiently large. 
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The third condition shows that for large n, the area under CPn is concentrated 
near the origin. A Dirac sequence looks like Fig. 1. 

Figure 1 

I t is obvious that Dirac sequences exist. If G has a Coo structure, like SLiR), 
one can even take the functions CPn to be Coo. It is frequently convenient to 
use a slightly weaker condition than DIR 3, namely 

DIR 3'. Given a neighborhcod V of e in G, and its complement Z, and to, we 
have 

h CPnex) dx < E: 

for all n sufficiently large. 

In other words, instead of assuming that the supports of the functions CPn 
shrink to e, we merely assume the corresponding L 1 condition. It is slightly 
more intuitive to work with the stronger condition which suffices for almost 
all applications. When the need arises for the condition DIR 3', we shall 
assume that the reader can verify for himself the needed convergence state­
ments valid with the same proof as for the other case. 

As will be mentioned later when we discuss analytic vectors, the condi­
tion DIR 3' becomes essential if we want the function CPn to be analytic 
functions (they cannot have compact support). 

At the beginning of this book, and for several chapters, we are principally 
interested in the measure theoretic aspects, or the COO aspects, of representa­
tions. Consequently we don't need any more about Dirac sequences than 
their definitions. It may nevertheless be helpful to realize explicitly that some 
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convolutions arising in the classical literature are taken with Dirac sequences. 
We have the fan owing examples on R. 

i) Let cp be a Coo function on R which is positive, has compact support, 
and is such that 

LOO

oo cp(t) dt = 1. 

Then the sequence cp,,(t) = ncp(nt) is a Dirac sequence. 
ii) Let cp(t) = 'IT- 1/ 2e- I ". Let cp" be defined by the same formula as in (i). 

Then {cp,,} is a Dirac sequence. 
iii) Let 

Then {cp.} is a Dirac family for E ~ 0 (in an obvious sense, to get the 
Dirac sequence take t: = 1/ n). 

In cases Oi) and (iii) the factor involving 'IT is there to insure that the 
integral is equal to 1. The verification that the above are Dirac sequences is at 
the level of freshman calculus. Note that the examples (ii) and (iii) do not 
have compact support. Example (ii) is the one which is useful in the discus­
sion of analytic vectors. For a use of Example (iii), see Appendix 2, §3. The 
Fejer and Poisson kernels in the theory of Fourier series also provide 
examples of Dirac sequences. The explicit formulas are irrelevant for the 
basic properties, and we now return to the general properties of Dirac 
sequences, even reproducing some basic approximation results from Real 
Analysis. 

Let {cp,,} be a Dirac sequence. Then for each vEH, the sequence {'lT1CCP,,}v} 
converges to v. 

Proof We have 

L cp,,(x)'IT(x)v dx - v = L [CPn(x)'IT(x) - cp,,(x)]v dx 

= h cp,,(x)['IT(x)v - vJ dx, 
So 

where SrI is the support of CPn' From the continuity condition on a representa­
tion, it is clear that this last integral tends to 0 as n ~ 00. 

Let a E G. If {cp,,} is a Dirac sequence, then {7"aCP,,} is a Dirac sequence at 
a (in the obvious sense). It is clear from (1) that 

'lT1(7"affJn)v ~ 'IT(a)v 
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as n ~ 00. The value 'IT(a)v is therefore obtained as a limit of values 'lT1(qJ)V 
for suitable functions qJ E Cc ( G). 

Let W be a subspace of H. (By subspace we shall always mean closed 
subspace unless otherwise specified, in which case we sayan algebraic 
subspace.) By a dense subspace we mean a dense algebraic subspace. We say 
that W is G-invariant if 'IT(x) W c W for aU x E G. We make a similar 
definition for Cc (G)-invariant. 

Quite generally, let S be a family of operators on H. We say that W is 
S-invariant if AWe W for every A E S. Let Wo be a dense algebraic subspace 
of W. If Wo is S-invariant, then it is clear that W is also S-invariant. 

From the limiting property obtained above, we conclude: 

A subspace W of H is G-invariant if and only if W is Cc(G)-invariant. 

Let (f be a dense subspace of el(G) and assume that 'IT is bounded. A 
subspace W of H is G-invariant if and only if W is also (f -invariant. 

For the convenience of the reader, we also recall convergence properties 
of Dirac convolutions in e'( G). 

Let fE el(G) and let Z be a compact set on whichf is continuous. Let {qJn} 
be a Dirac sequence. Then qJn * f converges to f uniformly on Z. 

Proof We have 

qJn *f(x) = f qJn(xy-l)f(y) dy = f qJn(y)f(y-'x) dy 

f(x} = f qJn{y)f(x) dy. 

Hence 

There exists a neighborhood U of e in G such that if y E U, then for all x E Z, 
we have 

For n large, the support of qJn is contained in U, whence our integral is 
concentrated in U, and is obviously estimated by £. This proves our assertion. 

The support of qJn * f is contained in (supp qJn)(supp j), because in the 
integral for the convolution, we can limit the integral to xy - I E supp qJ and 
yEsuppj. Hence: 
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If f is continuous with compact support, then {<p" ... f} converges uniformly 
to f on the compact set (supp <p,,)(supp f) and is 0 outside this set. Hence 
{<Pn ... f} is L I-convergent to f. 
Since Cc(G) is LI-dense in e\G), we obtain also: 

Let f E el ( G). Then {<p" ... f} is L I-convergent to f. 

Proof First find <p E Cc( G) such that II <P - fll! < t:. Then 

1I<p" ... f - fill';;; II<pH ... f - <Pn ... <pIli + II<Pn ... <P - <pIli + 11<p - fill' 

Since II g ... hili';;; II glllllhih for two functions g, hE el(G), and since 11<p,,111 
= 1 by DIR 2, our statement is proved by three epsilons. 

The same argument applies to LP instead of L 1, 1 .;;; p < 00. For our 
purposes, the most we would want it for is L2. 

§2. A CRITERION FOR COMPLETE REDUCIBILITY 

Let 

'TT: G ~ GL(H) and 'TT': G ~ GL(H') 

be representations. A morphism of 'TT into 'TT' is a continuous linear map 
A: H ~ H' such that for every x E G the following diagram is commutative. 

A 

H ~ H' 
".(x) ~ ~ 'If'(x} 

H ~ H' 
A 

(In the literature, a morphism is sometimes caned an intertwining operator.) 
We say that A is an embedding if A is a topological linear isomorphism of H 
onto a subspace of H'. We say that A is an isomorphism if there is a 
morphism B of 'TT' into 'TT such that AB and BA are the identities of H' and H 
respectively. An isomorphism is also called an equivalence. When H, H' are 
Hilbert spaces, and 'TT, 'TT' are unitary, then we may deal exclusively with 
unitary maps, i.e. require that A be unitary. The context will always make it 
clear whether this additional restriction is intended. We say that 'TT occurs in 'TT' 

if there exists an embedding of 'TT in 'TT'. 

A representation p: G ~ GL(E) is called irreducible if E has no in­
variant subspace other than {OJ and E itself. Let S be a set of operators on E. 
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We say that E is S-irreducible if E has no S-invariant subspace other than 
{O} and E itself. 

Let H be a Hilbert space. If there exist irreducible subspaces E 1, ••• ,Em 
of H which are all G-isomorphic (under 'IT) to (p, E), and such that H can be 
expressed as a direct sum 

and F contains no subspace 'IT ( G)-isomorphic to the Ei' then we say that E 
occurs with multiplicity m in H. It is easy to see that if this is the case, then in 
any expression of H as a direct sum, 

H = E; E9 E2 E9 ... E9 E; E9 P, 

where the E/ are 'IT ( G)-isomorphic to the E i , and (p, E) does not occur in P, 
then r = m. For the needed technique to reduce the proof to standard 
algebraic arguments of semi-simplicity, see Real Analysis, Chapter VII, Exer­
cise 19. We call m the multiplicity of p in 'IT (or of E in H). 

Let H be a Hilbert space and 'IT a representation of G in H. We say that 
H is completely reducible for 'IT, or that 'IT is completely reducible, if H is the 
orthogonal direct sum of irreducible subspaces. We write such a direct sum as 

" 
H=EBH,., 

iEI 

where {i} ranges over a set of indices I, the Hi are subspaces invariant under 
G, mutually orthogonal, and H is the closure of the algebraic space generated 
by the Hi' This closure is indicated by the roof over the direct sum sign, 
which signifies algebraic direct sum. We also say that the family {Hi} is an 
orthogonal decomposition of H. 

Let A; H ---? H be an operator (continuous linear map). We recall that A 
is called compact if A maps bounded sets into relatively compact sets (sets 
whose closure is compact). Alternatively, we could say that if {vn } is a 
bounded sequence, then {Avn} has a convergent subsequence. A vector v E H 
is called an eigenvector for A if Av = AV for some complex number A. Given 
A EC, the set of elements v E H such that Av = AV, together with 0, is a 
subspace H", called the A-eigenspace of A. 

Spectral theorem for compact operators. Let A be a compact hermitian 
operator on the Hilbert space E. Then the family of eigenspaces {E,,}, where 
A ranges over all eigenvalues (including 0), is an orthogonal decomposition 
of E. 

Proof Let F be the closure of the subspace generated by all E". Let H 
be the orthogonal complement of F. Then H is A -invariant, and A induces a 
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compact hermitian operator on H, which has no eigenvalue. We must show 
that H = {O}. This will follow from the next lemma. 

Lemmo. Let A be a compact hermitian operator on the Hilbert space 
H -=1= {O}. Let c = IAI. Then cor - c is an eigenvalue for A. 

Proof There exists a sequence {xn } in H such that Ixnl = 1 and 

Selecting a subsequence if necessary, we may assume that 

<Axn, xn> ~ a 

for some number a, and a = ± IA I. Then 

o , IAxn - ax,,12 = <Ax" - ax". Ax" - ax,,> 

The right-hand side approaches 0 as n tends to infinity. Since A is compact, 
after selecting a subsequence, we may assume that {Ax,,} converges to some 
vector y, and then {ax,,} must converge to y also. If a = 0, then IA I = 0 and 
A = 0, so we are done. If a -=1= 0, then {xn } itself must converge to some 
vector x, and then Ax = ax so that a is the desired eigenvalue for A, thus 
proving our lemma, and the theorem. 

We observe that each EA has a Hilbert basis consisting of eigenvectors, 
namely any Hilbert basis of EA because all non-zero elements of EA are 
eigenvectors. Hence E itself has a Hilbert basis consisting of eigenvectors. 
Thus we recover precisely the analog of the theorem in the finite dimensional 
case. Furthermore, we have some additional information, which follows 
trivially: 

Each EA is finite dimensional if A -=1= 0, otherwise a denumerable subset 
from a Hilbert basis would provide a sequence contradicting the compactness 
of A. For a similar reason, given r > 0, there is only a finite number of 
eigenvalues A such that IAI ~ r. Thus 0 is a limit of the sequence of eigen­
values if E is infinite dimensional. If H is a Hilbert space and A a compact 
operator on H, we may therefore write 

00 
A " 

H = ffi HA = ffi H A , 
A j= I • 

where the eigenvalues Aj are so ordered that IAi+ Ii ' IAil, and lim A; = o. 
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A subalgebra <:t of operators on H is said to be * -closed if whenever 
A E <:t, then A * E <:t . 

Theorem 1. Let <:t be a *-closed subalgebra of compact operators on a 
Hilbert space H. Then H is completely reducible for <:t, and each irreducible 
subspace occurs with finite multiplicity. 

Proof Let {E;} be a maximal orthogonal family of <:t-irreducible sub­
spaces, and let F be the orthogonal complement of the subspace generated by 
the Ej • Since <:t is *-cIosed, it follows that F is <:t-invariant, and therefore we 
are reduced to proving, under the hypotheses of the theorem, that there exists 
an <:t-irreducible subspace. We do this as follows. 

If A E <:t, then 
A+A* .A-A* 

A = 2 + I 2i ' 

so there exists an element A = A * *- 0 in <:t. If M is an invariant subspace 
*- to}, then the restriction of A to M satisfies the hypotheses of the theorem. 
Let A*-O be an eigenvalue for A. Among all invariant subspaces M *- {O}, 
select one such that the eigenspace 

Ml\ = {vEM,Av = AV} 

has minimal dimension. Let v E M, v *- O. Then <:tv eM, and <:tv IS In­

variant. We contend that <:tv is irreducible. Suppose that E *- to} is an 
invariant subspace of <:tv. We can write 

v = vE + v~ 

where VE is the E-component of v, and v~ E <:tv is perpendicular to E. Note 
that 

Av = Av = AVE + Av~ = AVE + AVE' 

SO VE and v~ are A-eigenvectors for A. If vE or vE = 0, say v~ = 0, then vEE, 

whence <:tv = E. This must necessarily happen, for otherwise, VE *- 0 and 
vE *- 0 imply that E"cM" and E" *- M", so dim E" < dim M", contradic­
tion. Hence <:tv is irreducible, and our theorem is proved. 

Remark. To find the irreducible subspace, we needed only one compact 
hermitian operator in the algebra. 

§3. L 2 KERNELS AND OPERATORS 

A certain type of kernels and operators will recur sufficiently often so 
that it is worthwhile to mention them independently here, rather than in an 
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appendix, or when we use them for the first time. They give examples of 
compact operators. 

Theorem 2. Let (X, <:)It, dx) and (Y, '.'It, dy) be measured spaces, and 
assume that L2(X), L2(y) have countable orthogonal bases. Let 
q E e2( dx ® dy). Then the operator f ~ Qf such that 

Qf(x) = {q(x,Y)f(Y) dy 

is a bounded operator from L2(y) into L 2(X), and is compact. We have 

IQI " Ilqlb· 

Proof Let f E e2( Y). For almost aU x our assumption implies that the 
function qx such that qAy) = q(x, y) is also in e2( Y). Hence the product 
jqxE el(Y). We get by Schwarz 

IQf(xW " Ilfll~ Ilqxll~, 
and integrating, 

II Qflli = jIQJ(xW dx " Ilflli jjlq(x,Y)12 dy dx 

" II qll~ Ilfll~· 

This proves that IQI " IIqlb, so that Q is a bounded operator. 
Let {cp;}, {~} be orthonormal bases for L2(X) and L2(Y) respectively. 

Let 

Then {eli} is an orthonormal basis for L2(X X Y). To see this, it is first clear 
that the eli are of norm 1, and mutually orthogonal. Let g E e2(X x Y) be 
perpendicular to all 0li' Then 

Ix cp;(x) dx {I/I;(y)g(x,y) dy = 0 

for all i, j. Hence 

is 0 except for x in a null set S in X. If x¢. S, then for almost all y, we have 
g(x,y) = O. Hence g(x,y) = 0 for almost aU (x,y)EX X Y by Fubini's 
theorem. 

Let 
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be the expression of q as a series in L 2(X X y), with constants aij' Let 

qn = ~ alJij 
;,j <. n 

be a finite truncation of the series. It is immediately verified that the 
corresponding operator Qn has finite dimensional image. In fact, if () is a 
function on X X Y such that ()(x,y) = 'P(x)l/I(y), then the image of the 
corresponding operator has dimension 1. 

We have already proved the inequality 

and the expression on the right tends to 0 as n --? 00. Hence the operators 
Qn' which are compact, tend in operator norm to Q, which is therefore also 
compact. This proves Theorem 2. 

We now make some comments of a formal nature on the trace of 
operators represented by kernels as above. Observe that 'Pi®Cjjj is an 
orthonormal basis for L2(X X X). Take Y = X, and write the Fourier 
expansion for q in terms of 'Pi ® Cjjj' 

Formany, we then expect the trace of Q to be given by 

tr(Q) = ~ <Q'Pn' 'Pn> = ~ ~ If Cij'PJX)Cjj/Y)'Pn(Y) dydx. 
',J 

By the orthogonality among the functions 'Pj' 'Pn we see that this last 
expression reduces to 

tr(Q) = ~ cnn • 
n 

On the other hand 

I q(x, x) dx = ~ Ciji 'Pj(X)Cjj/X) dx = ~ cnn · 
I,J 

Hence we find, formany, 

tr ( Q) = ~ C nn = f q( x, x) dx. 
n X 
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What we need to make sense of these computations are sufficient condi­
tions to make all the series converge, and the sum 

~ < Qcp", cp,,) 

independent of the choice of the orthonormal basis. We shall return to this 
when we discuss the Plancherel formula. Until then, we take the integral 

Ix q(x, x) dx 

as the definition of the trace, whenever an operator can be defined by a 
continuous kernel q. 

§4. PLANCHEREL MEASURES 

Let X, Y be measured spaces, with measures dx and dp.(y) respectively. 
Let cp = cp(x, y) be a function on the product. Then cp gives rise to an 
operator cI> from functions on X to functions on Y by the formula 

cI>I(y) = IxI(x)cp(x,y) dx, 

and a transpose operator, 

lcI>g(X) = fy cp{x,y)g(y) dp.(y). 

(On occasion, we use the reverse convention, interchanging cI> and 'cI>.) We 
also write cI>* for '<ii, i.e. 

cI>*g(x) = fy cp(x,y)g(y) dp.(y). 

Then cI>* is the adjoint for the scalar products defined by 

<It, 12 ) = f It(x)Iix) dx on X, 

<gt, g2)1' = f gt(x) gix) dp.(y) on Y; 

in other words, we have 

<cI>I, g)1' = <1, cI>*g). 
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This is immediately seen by the formal computation 

= J f(x) J cp(x,y)g(y) dp.(y) dx 

= <f, 4>*g). 

[I, §4J 

The above formalism applies to various situations in which the integrals 
converge (absolutely); for instance, if cp E e2(x x Y) and f E e2(X); or if 
cpE Cc(X X Y) andfE Cc(X). In any given situation it is incumbent on us to 
make the domain of the operator clear. 

We have 

4>* = 4> - I (f and only if 4> is unitary. 

This follows at once. In some applications, we prove that 4;1 is unitary, and 
then we conclude that 4> -I is given by the starred kernel merely by applying 
the above formalism to functions g which obviously make the integrals 
converge, e.g. continuous with compact support on locally compact spaces. 

In the applications of the above formalism, we always specify the 
function spaces on which the integrals converge. In representation theory, we 
start with X = G (SL2(R) for this book), and dx is Haar measure. 

We shall be given measured spaces (X, dx) and (Y, dy) in a "natural" 
way. We then want to find a positive function P on Y such that 

4>* = 4;1---1 

for the measure dp.(y) = P(y) dy. In other words, interpret the transpose to 
be with respect to dp.(y) by 

Icpg(X) = J cp(x, y)g(y)P(y) dy. 

Then we want CP*<P = Jd, on a suitable space of functions on X. If this 
happens, we call P(y) dy the Plancherel measure for cp, and the formula 
CP*4;I = Jd is called the Plancherel inversion formula. 

Actually, in the Plancherel formula on a non-commutative group (as on 
SL2(R) later) the situation is slightly more complicated, even though formally 
quite similar, because the map cp is operator valued, and in the inversion, we 
have to insert a trace. Cf. the end of the chapter on the Plancherel Formula. 

Let G be the unitary equivalence classes of ir~educible unitary represen­
tations of G. It is usually possible to parametrize G, or an appropriate subset 
of G, by means of an analytic space Y (set of zeros of analytic equations), 
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with a "natural" measure dy (for instance if Y is a piece of Euclidean space, 
dy is Lebesgue measure). For SLzCR) we shall see that this space Y consist~ of 
two vertical lines and isolated points, looking like Fig. 2. The space G is 
actually bigger. Lebesgue measure is then our dy on the line. while the points 
have discrete measure. 

-5 -3 -\ 3 5 -4 -2 2 4 

Figure 2 

Before dealing with the formula in full generality, we shall deal with a 
somewhat simpler situation of a Plancherel measure only for a special class of 
functions, bi-invariant under an appropriate compact subgroup of G. This 
leads us to considering the representations of compact groups first, in the next 
chapter. 



II Compact Groups 

§ 1. DECOMPOSITION OVER K FOR SL2(R) 

In this section we essentially work out a special case of representation 
theory over compact groups, but in the context of SL2(R), providing a good 
introduction for what follows. We bring out immediately the important role 
of a maximal compact subgroup, the circle group K, i.e. the group of matrices 

r(O) = ( cos 0 
- sin 0 

sin 0 ). 
cos 0 

A character of K is by definition a continuous homomorphism of K into the 
unit circle, and the characters are indexed by the integers, 

We let G = GLt(R) (matrices with positive determinant) or SL2(R). For 
eachyEG andfECc{G) we let 

F(9, 0') = f(r(9)yr(9'»). 

Let S", m be the subspace of Cc ( G) consisting of those functions f satisfying 
the condition 

f(r(O)yr(O'» = e- i"'j(y)e- im8' 

for aU y E G and all real 0, Of. 

Lemma 1. The algebraic sum ~ S" m is LI-dense in CC<G). In fact, 
given f and fECc(G), there exi~l; a'function gE~SII.m such that the 
support of g is contained in K(supp f)K, and such that Ilf - glloo < f. 

19 



20 COMPACT GROUPS [II, § I] 

Proof Let 

be the (n, m) Fourier coefficient of p. Then fn. m has support contained in 
K(supp f)K. The Cesaro--Fejer kernels in one variable 

...!. ~ ~ e,n8 ( 
M-\ ) 

M N-O Inl<N 

form a Dirac sequence. The product of the kernel in 0 and the kernel in 0' 
form a Dirac sequence in two variables, say {CM(O, O')}, M = 1, 2, .... 
From the definitions, we see that (p. CM)(O, 0) (convolution taken on the 
product of the circle with itself) is the sum of terms cn, mfn, m(Y) with 
appropriate constant coefficients Cn, m arising from the sum in the Cesaro 
kernel. We check that the argument giving the convergence of the convolu­
tion toward 

P(O,O) = f(y) 

is uniform in y. We have to estimate the difference 

fflP(O, O')CM( - 0, - 0') - P(O, O)CM( - 0, - 0' )] dO dO'. 

Given E:, there exists a neighborhood U of (0, 0) such that 

and 

where e U is the complement of U. Therefore the integral of the difference 
above is estimated by integrals over U and e U, i.e. by 

sup IP(O, 0' ) - P(O, 0)1 + 2l1fllCXJff. CM· 
(B.B')E U eu 

Since f has compact support, we have 

lJ(r(O)yr(O'» - f(y)1 < E 

if U is sufficiently small, uniformly in all y, for (0, 0 ') E U. This proves what 
we wanted. 

For one of the formulas of the next lemma, we recall that for any 
function qJ on G, we defined 
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Lemma 2. We have: 

i) Sn, m * Sr, q = 0 if m "1= I. 
ii) S:, m = Sm, n' 

iii) Sn, m * Sm, q C Sn, q' 

Proof Consider the convolution integral 

f * g(x) = iof(xy-l)g(y) dy. 

21 

Since G is unimodular, an integral with respect to y over G is invariant under 
the transformationy ~ y-'. Now lety ~ r(O)y. From this invariance and 
the invariance under right and left translations, it follows that the above value 
f * g(x) remains the same when multiplied by factors e im8 and e- ile. This is 
possible only when it is equal to 0, so (i) is proved. The other two assertions 
are proved in an analogous way, left to the reader. 

The above lemma shows that Sn, n is an algebra under convolution. The 
arguments are quite formal. We now come to a more specialized property. 

Lemma 3. The algebra Sn, n is commutative. 

As we are concerned here with the arbitrary Sn, n' and not just So,o, we give 
the proof in a general context. The reader will find it profitable to look at the 
simpler case of bi-invariant functions given at the beginning of Chapter IV, 
due to Gelfand. The generalization we give here is due to Silberger, Proc. 
AMS 1969, p. 437. (The result was designed to workp-adically.) 

Let 0 be an automorphism of a unimodular group G, or an anti­
automorphism. By the uniqueness of Haar measure, there exists a positive 
number Ll(o) such that for allfE Cc(G) we have 

f/(x") dx = Ll(o) f/(x) dx. 

We must have Ll(02) = Ll(o) Ll(o), and therefore if 0 2 = 1, it follows that 
Ll(o) = 1. Thus the Haar integral is invariant under the transformation 
x ~ x". We also write Ox instead of x". 

Theorem 1. Let G be a a unimodular locally compact group. Let K be a 
compact subgroup. Assume: 

i) That there exists an anti-automorphism 'T of G, of order 2, such that 
k T = k - I for all k E K. 

ii) If S is the set of elements s E G such that s.,. = s, then G = SK. 
iii) There exists an automorphism 0 of order 2 such that k" = k -I for all 

k E K, and if s E S, then 

for some kl E K. 
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Let p: K ~ C l be a character of K, and let Sp, p be the set of functions 
fE Cc(G) such that 

for all x E G and k1, k2 E K. Then Sp, p is commutative. 

Proof Define j*(x) = f(x T). Then 

(j*g)* = g* *j*. 

On the other hand, define f'(x) = f(x"). Then 

We prove the former (the latter is easier). We have 

(g*f)*(x) = (g*f)(x T) = Jg(xY-')f(y) dy 

and 

(j**g*)(x) = Jj*(xy-I)g*(y)dy = Jf(y-TXT)g(yT)dy. 

Letting successively y ~ yT, Y ~ xy, and y ~ y-I proves the formula. 
Also, for f ESp, p we have j* = 1'. Indeed, it suffices to prove that f(x") 
= f(x T ). But write x = sk. Then 

f(x T) = f(k-1s T) = p(k) - If(s) 

f{x") = f{k-1s a ) = p{k) - If{k1ski 1) = p{k-')f{s), 

thus proving our assertion. It now follows that 

as desired. 

Example. For G = GL2(R) or SL2(R), we let K be the circle group as 
before. We let 

x" = IX (transpose of x) 

x" = yxy where y = ( ~ _ ~ ). 
The conditions of Theorem 1 are verified, in view of the standard polar 
decomposition of a matrix, which we recall. If x E GLn(R), we let y = x'x, so 
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y is symmetric positive definite. There is a basis for R" consisting of eigen­
vectors such that 

Let S2 = y, so that s has eigenvalues ±~i on Vi' and choose s so that 

sign det s = sign det x. 

Let k = s -IX. Then x = sk, and det k = 1. Also 

Hence k is real unitary and we are done. 

Let us return to G = SL2(R) or GLi(R). Let 

'IT: G ~ GL{H) 

A; > O. 

be a representation of G into a Banach space H. For each integer n let H" be 
the set of elements V E H such that 

Then H" is a subspace (obviously closed). 

LeIlUlUl 4. Assume that H is a Hilbert space and 'IT is unitary on K. If 
m *" n, then H" is perpendicular to Hm' 

Proof For vEH" and wEHm we have 'IT(r(O»* = 'IT(r(-O», so 

('IT(r(O»v, w> = eillil(v, w> 

= (v, 'IT(r( - O»w> = ei""'(v, w>. 

The assertion follows. 

LeIlUlUl 5. We have: 

i) 'lTl(S",m)H cH", 
ii) 'lTl(S",m)Hq = {O} if m *" q. 

Proof If m *" q, then we use the invariance of 

!j{y)'IT{y)v dy, 

under translations y ~ yr( 0). If f E S" m' we find that the above value of the 
integral is equal to itself multiplied by 'e- i""'eiq8, whence must be equal to O. 
Statement (i) is equally clear, namely let q = m and let v E H, f E S", m' Then 
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for k = r(fJ), 

7T(k)7T 1(f)V = 7T(k) f/(Y)7T(Y)V dy 

= f/(Y)7T(ky)V dy 

= f/(k- Y)7T(Y)V dy 

This proves our lemma. 

If w lies in a finite direct sum of spaces Hq , we let Wq denote its 
component in Hq • Lemma 5 shows that 7T 1(f) for f E ~ Sn, m maps H into such 
a direct sum. 

Lemmtl 6. Assume that 7T is irreducible. Then the space Hq is irreducible for 
Sq, q' and if Hq ¥= {O}, then 7T 1(Sq, q)Hq ¥= {O}. 

Proof. Let W be a proper subspace of Hq, invariant for 7T 1(Sq, q)' If wE W 
and f is a finite sum of functions fn, m E Sn, m' then by Lemma 5, 

The algebra (£ = ~Sn,m is LI-dense in Cc(G) by Lemma I, and the 
algebraic space of elements 7T 1(f)W withfE (£ has its q-component contained 
in W. This is impossible because of the possibility of Dirac sequence 
approximations (cf. I, § I). 

Theorem 2. Let 7T be an irreducible representation of G on a Banach space 
H. Let Hn be the subspace of vectors v such that 

7T(r(fJ»v = einBv. 

If dim Hn is finite, then dim Hn = 0 or 1. This is always the case if 7T is 
unitary irreducible. 

Proof. We know that Hn is irreducible for 7T 1(Sn, n) and finite dimensional 
linear algebra shows that dim Hn = 0 or 1, since Sn, n is commutative. On the 
other hand, if 7T is unitary, and f E Sn. n' then 7T I(f)* = 7T 1(1*), where 
1*(x) = f(x- I ). It is immediately verified that 1* E Sn n (cf. Lemma 2, ii). 
Hence, 7T 1(Sn. n) is * -closed, and Schur's lemma implies that dim Hn = 0 or 1, 
cf. Appendix 1. 

Theorem 3. Let 7T be an irreducible representation of G on a Banach space 
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H. Then the sum "i.H" is dense in H. If H is a Hilbert space and 'IT is 
unitary on K, this sum is an orthogonal decomposition of H. 

Proof Let E be the (closed) subspace generated by the H". By Lemma 5 
and the fact that the sum "i. Sm. n is dense in Cc( G), we conclude that E is 
Cc ( G)-invariant, whence is G-invariant. Since 'IT is irreducible, it follows that 
E = H. If 'IT is unitary on K, we know from Lemma 4 that the H" are 
mutually orthogonal. This proves our theorem. 

Theorems 2 and 3 give us an indication of what will happen to the 
representations of SL2(R). Up to a point, they will be classified by the 
presence or absence of appropriate H". In the theory of spherical functions, 
we study the case when Ho occurs. This is equivalent to the existence of a 
fixed vector under K, i.e. a vector v E H, v =1= 0 such that 'IT(K)v = v. In the 
alternative case, we are led to the discrete series. 

In this section we dealt with the K-decomposition of the representation 
by means of the abstract nonsense of Haar measure and convolution. In 
Chapter VI we return to this decomposition from the point of view of the 
derived representation on the Lie algebra, and get much more precise infor­
mation on the way the group operates, via the exponential map. This later 
chapter is mostly logically independent of the material on spherical functions, 
and the reader can easily read most of it immediately following the present 
discussion, to see how differentiability can be used. 

Let 'IT be a representation of G in a Banach space H, and suppose that H 
is a direct sum 

where H" is the n-th eigenspace of K as defined above. Then the algebraic sum 

is an algebraic subspace of H, dense in H. It has an algebraic characteriza­
tion. Let us say that an element v E H is X-finite if 'IT(K)v generates a finite 
dimensional vector space. 

The algebraic space "i.H" is the space of K-finite vectors. 

Proof It is clear that every element of "i.H" is K-finite. Conversely, 
suppose that an element v E H is K-finite. A finite dimensional representation 
of K in a space W decomposes into a direct sum of spaces W", and W" c H,.. 
It is therefore clear that v is contained in "i.H". 

The algebraic sum "i.H" will be denoted by H(K). Theorem 2 shows the 
importance of knowing that the dimensions of the components H" are finite. 
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Because of this, we define a representation 'IT to be admissible if dim Hn is 
finite for all n. Theorem 2 with this terminology then implies that every 
irreducible unitary representation is admissible. We say that the representa­
tion is strictly admissible if the dimensions dim Hn are bounded. 

§2. COMPACT GROUPS IN GENERAL 

In the case of SLiR), the circle group discussed in § 1 is commutative, 
and consequently one does not need the general theory of compact groups 
(which, however, follows closely the pattern given in the commutative case). 
However, the non-commutative aspects illustrate other principles which will 
arise in a much more complicated fashion for the non-compact SL2(R), e.g. 
the formalism of the trace. Hence it is worthwhile to go through the theory of 
compact groups as an introduction to the other. 

Let K be a compact group with Haar measure equal to 1, and let 

'IT: K ~ GL(H) 

be a representation in a Hilbert space H. By a remark at the beginning of 
Chapter I, § 1, we know that 'IT is bounded. 

We shall now see that we can find an equivalent norm on H such that 'IT 
is unitary with respect to this norm. For v E H define 

Ivl; = fKI'IT (k)vI2 dk. 

Then Ivl; ~ C21vl2 if C is a bound for 'IT. Hence Ivl" ~ Clvl. On the other 
hand, for k E K, 

-I Ivl = 1'IT(k) 'IT(k)vl ~ CI'IT(k)vl, 
whence 

and 

This proves that I I.". is equivalent to I I, and it is clear that 'IT is unitary with 
respect to the norm II". This proves what we wanted. 

On L 2(K) (with respect to Haar measure), we have an operation of right 
translation T, defined by 

T(y)f(x) = f(xy). 
Then T is unitary because 

f)f(xY )12 dx = f)f(xW dx, 
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since a compact group is unimodular (a homomorphism of a compact group 
into the positive reals must be trivial). We also call T the regular representa­
tion (on the right). 

Let <p E Cc ( G). Then 

Tl(<p)f(x) = JKf(xy)<p(y) dy 

= Lf(Y)<p(x- y) dy 

=f*<p-(x) 

where <p- (x) = <p(x- 1). We see that Tl(<p) arises from a kernel 

which is continuous on K X K. By the Weierstrass-Stone theorem, any 
continuous function on K X K can be uniformly approximated by finite 
sums 

and the operator arising from the kernel <p/i9t/J;, i.e. the function 

for each t, has a one-dimensional image. Consequently, T'(<p) can be 
approximated in norm by operators with finite dimensional image, whence 
Tl(<p) is compact. By I, §2, Th. 1 we get: 

Theorem 1. Under the regular representation, L 2(K) is the orthogonal direct 
sum of irreducible subs paces , i.e. the regular representation is completely 
reducible. 

Theorem 2. Let w: K ~ Aut(H) be a unitary irreducible representation of 
a compact group K. Then H is finite dimensional. 

Proof Let u be a unit vector in H and let P be the orthogonal projection 
on the one-dimensional space (u). Let Q: H -4 H be the continuous linear 
map defined by 

Qv = L w(x) - I Pw(x)v dx. 

Then Q commutes with all operators w(y), y E K (immediate by the right and 
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left invariance of Haar measure); and Q = Q*, since 

By App. I, Th. 4 we conclude that Q = AI for some scalar A, and A =1= 0 
because the integrand defining (Qu, u> is ;;;. 0, and > 0 for x near e. Let {u;} 
be an orthonormal basis for H. Then 

For each x, {'IT(x)u;} is an orthonormal basis. Hence 

n 00 

L (P'IT{x)u;, 'IT{x)u;> ..;;; L (P'IT{x)u;, 'IT{x)u) 
i-I i= I 

00 

..;;; L (PU;, u;> 
i=1 

where u; = 'IT(x)uj. But Pv = (v, u>u. So 

(Pu;, u;) = I(u;, u>j2. 
It follows that 

n 00 

L (P'IT{x)u;, 'IT(x)u) ..;;; L I<u;, u>j2 = 1. 
i=1 ;=1 

Integrating over K proves our theorem. 

Remark Let 'IT(x) = ('lTij(x» be a matrix representation of a group in a 
finite dimensional space. Let {e1, ••• ,en} be a basis and let Ai be the 
projection on the i-th coordinate. Then the coefficient function 'lTij(x) is 
Aj('IT(x)e). The corresponding multiplication of matrices looks like 

0 'lTlj 

= 'lTjj 

0 'lTn} 
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In general, if'l1' is a representation of a group G in a Banach space H, if 
v E H and oX is a functional on H, then we call 

x ~ oX('l1'{x)v) = 'lTv."(x) 

a coefficient function. If H is a Hilbert space, we can of course represent oX by 
an element w of H, so that the coefficient functions are given as 

x ~ ('l1'(x)v, w) = 'lTv. w{x). 

If dim H is finite, {eJ is a basis of H, and {oX;} is the dual basis, then the 
trace of the representation is given by 

x,.(x) = tr'l1'(x) = L oXi ( 'l1'(x)e;}. 
i 

We used the trace in the proof of Theorem 2. In the case of infinite 
dimensional representations, the convergence of the series defining the trace 
becomes a problem, which will be discussed later in connection with specific 
representations. 

Let 'IT, a be representations of the compact group K on Banach spaces H'IT 
and H". Let a E K, and let oX be a functional on H". Then for wE H'II' the map 

(1) 

of H" into H'II is a K-homomorphism. 

Proof By definition, 

Lo(y)v = L oX(a(a)a(x)o(y)v)'IT(x-l)w dx. 

Let x ~ xy-I. The expression on the right transforms into 'l1'(y)Lv, as 
desired. 

Schur's lemma (Appendix 1) then yields: 

Theorem 3. If 'IT, a are inequivalent irreducible representations of K, then for 
all vEH", wEH'II' aEK we have 

(2) L oX(a(ax)v)'IT(x-1)w dx = 0, 

i.e. 'l1'1(a,,-v) = 0; the coefficients of one representation operate trivially on 
the other. If p. is a functional on H'IT' then 

(3) L oX(a(ax)v)p.('IT(x-1)w) dx = O. 
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Note. We obtain (3) from (2) by applying the functional /1. Integration 
commutes with continuous linear maps on the space of values. 

It is convenient to deal with the symmetric scalar product arising from 
the integrals, so we let 

Theorem 3 shows that the coefficient functions of two inequivalent represen­
tations are orthogonal with respect to this scalar product. This is why 
Theorem 3 is called an orthogonality relation. 

Corollary. Under the hypotheses of Theorem 3, we have 

where we recall that x,,- (x) = x" (x -I). 

Proof 

Let X be the character of a finite dimensional representation 0, and let dx. 
or d", or d(o) be the dimension of 0. For any 'IT let P; or P; be defined by 

If 'IT, 0 are unitary, then P; is self-adjoint, because in this case, 

X = X 

Note that P; commutes with all 'IT(y), y E G, i.e. 

P;'IT(y) = 'IT(y)P;. 

The proof is immediate: 

P;'IT(Y) = fKX(x)'IT(x- y) dx 

= fKX(yx)'IT(x- l ) dx (by x I--? yx) 

= fKX(YXy-l)'IT(y)'IT(X-I)dx (by x I--?xy-I) 

= 'IT (y)Pa"'. 
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From Schur's lemma, we conclude that if 'IT is irreducible, then 

Pa'f( = col 

for some complex number co' which we shall compute. 

If (J is not equivalent to 'IT, then Co = 0 and Pa'" = 0 by Theorem 3. 

Lemma. Let A =1= 0 be a functional on the finite dimensional space H. Let 

CPl>.,.,(W) = A(W)V. 
Then 

tr CPl>., v = A( v). 

Proof If v = 0, the assertion is clear. Let v =1= 0, v = VI' and extend v to 
a basis {VI,V2' ••• ,vn } of H. Then 

CPl>., .,(v l ) = A(VI)V\ 

CPl>.,.,(v) = A(V)V J for} > 1. 

The matrix of CPl>.,., is non-zero only in the first row, and the expression for the 
trace is clearly the desired one. 

The trace being a continuous linear functional (on operators), we find 
that 

(4) 

Theorem 4. Let 'IT be an irreducible representation of K on H. Let v, wE H 
and let A be a functional on H. Then 

Proof For v fixed, consider the map L: H -3> H such that L(w) is the 
expression on the left-hand side of the formula to be proved. Then 

L(w) =i.'IT(x)CPl>. .,[,:,,"(X-I)W] dx. 
K ' 

The trace of L is the trace of qJl>.,.,' namely A( v). Furthermore, L is a 
K-homomorphism, so L = tI for some number t by Schur's lemma. Hence 

A(V) = t dim 'IT = t d('IT), 
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so 

COMPACT GROUPS 

A(V) 
L(w) = d(7T) w. 

[II, §2] 

This proves our theorem. 

Corollary 1. For any a E K and any functional p on H, we have 

and 

( A(7T(a)7T(x- I )W)p(7T(X)V) dx = _1-A(7T(a)v)p(w). 
JK d(7T) 

Proof Replace v by 7T( a)v in the theorem, let x H xa - I, and apply the 
functional p to the relation of the theorem. 

Assume now that 7T is unitary and that {ei } is an orthonormal basis of H. 
Let 

\(v) = (v, e), 

Then Theorem 4 and its corollary show that 

=0 unless i = I and j = k. 

So the scalar product is 0 unless 7TH = 7Tji' But in the unitary case, we har;e 

and 

Hence we get orthogonality for coefficient functions of the same representa­
tion: 

Corollary 1. Assume that 7T is unitary and let 7Tij be the coefficient functions 
relative to an orthonormal basis of H. Then for the hermitian product 

<1, g) = f/(x) g(x) dx, 

7Tij is orthogonal to 7Tkl unless i = k and j = I. 
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Theorem 5. Let 7r be an irreducible representation of K. Then 

Proof We have: 

as was to be shown. 

'lT1(x- )v = L X(X-l)7r(X)V dx 

=f. ~A;(7r(x-l)ei)7r(x)V dx 
Kj 

33 

We may therefore summarize one orthogonality relation in the precise 
form 

whenever 7r, (J are irreducible. 

Theorem 6. Every irreducible representation of K occurs in the regular 
representation on L 2( K). 

Proof By complete reducibility, we know that 

.... 
L 2( K) = EB m.,H.,. 

". 

Let (J be an irreducible representation and", its character. If 11 does not occur, 
then for all 7r occurring in L 2(K) we get 

Hence if T is the regular representation (by right translation). we see that 
T I( '" - ) annihilates every Hfl , and hence that 
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on L 2( K). But then for all f E L 2(K), 

0= Tl(..p- )f(x) = f..p- (y)T(y)f(x) dy 

= f ..p(y-l)j(xy) dy 

= (J * ..p)(x). 

[II, §2] 

This is impossible, for instance because of Dirac sequence approximations, 
and proves our theorem. 

Theorem 7. Let 'IT, (J be irreducible representations of K. Then: 

x.. * X., = ( _~ 
d., X., 

if (J "'" 'IT, 
if (J -- 'IT. 

Proof. To avoid subscripts, let X and ..p be the characters of inequivalent 
irreducible representations of K, say on spaces H and H' respectively. Let 
{e;} be a basis of Hand {\} the dual basis, and similarly {eJ} and {Aj} for 
H'. Then 

X * ..p(a) = Lx(ax)..p(x- I ) dx 

= ~ LA;('IT(a)'IT(x)e;)Aj('IT'(x-l)ej) dx 
I,J 

= O. 

On the other hand, 

X * x(a) = ~ f.\('IT(a)'IT(x-l)e;)>-y('IT(x)eJ dx 
i,j K 

I 
= d('IT) x(a). 

This proves our theorem. 

Corollary. The function d",X", is an idempotent in Cc(K) (equal to C(K», 
for any irreducible representation 'IT of K. 
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Let T be right translation as before, giving rise to the regular unitary 
representation 

by 

T(y)J(x) == f(xy). 

If X is the character of a finite dimensional representation, let 

Then 

Thus we see that 

TI(dxX- )f(y) = dxf x(x-1)f(xy) dx 

= dxf X(yx-1)f(x) dx. 

In this way we see that the projection operator P x amounts to a convolution 
by X in the L 2-algebra on G. 



III Induced Representations 

§l. INTEGRATION ON COSET SPACES 

We shall study SLiR) by decomposing it as a product of certain closed 
subgroups (not normal). Here we recall the general foundations for integra­
tion on coset spaces. 

Let K be a closed subgroup of the locally compact group G, both 
assumed unimodular. Then G operates as a group of topological auto­
morphisms of the coset space G / K, by 

(x,yK) H xyK. 

A measure /L on G / K is said to be G-invariant if /L(A) = /L(xA) for every 
Borel set A in G / K and every x E G. For the correspondence between 
measures and integrals, we refer to Real Analysis, XIII, §4. 

If f E Cc ( G), we denote by fK the function 

fK(x) = Lf(xk) dk. 

Then fK E Cc ( G / K) (right invariance of Haar measure). We refer to Real 
Analysis, XIII, §4, Theorem 3, for the proof that 

fHfK 

maps Cc(G) onto Cc(G/ K). 

Theorem 1. Let K be a closed subgroup of G, both assumed unimodular. 
There exists a unique invariant measure /LG; K on G / K such that for any 
fE Cc(G) we have 

where /LG is Haar measure on G. 

37 
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Proof The uniqueness is obvious. Given cp E Cc (G / K), let f E C" ( G) such 
that fK = cpo The invariant integral on G / K can be defined by means of the 
formula in the theorem, provided we show that if fK = 0, then 

£f(x) dx = O. 

Let pr: G ~ G / K be the canonical map. Let ~ E Cc( G / K) be such that 
1/; = 1 on pr(supp f). Let g E Cc ( G) be such that gK = ~. Then assuming that 
fK = 0, we get 

0= £Lg(x)f(xk) dkdx = L£ g(x)f(xk) dxdk 

= £f(X)gK(X) dx 

= £f(x) dx. 

This proves our theorem. 

Note. Although not needed, we point out that a similar proof shows that 
an invariant measure ex.ists when G, K are not necessarily unimodular, 
provided that .6.G IK = .6.K ' where .6. is the "modular" function relating left and 
right Haar measures. 

Let P, K be closed subgroups of G such that G = PK, and such that the 
map 

(p,k) ~pk 

gives a topological isomorphism (not group isomorphism) from P X K onto 
G. Assume that G, K are unimodular. 

Then a Haar integral on G is given by 

f ~ Ltf(pk) dpdk. 

Indeed, there ex.ists a left invariant measure on G / K, and G / K is P-iso­
morphic to P itself as a transformation space, under left translation. Hence 
this measure is a Haar measure on P. Symbolically, 

(1) I dx = dPdk./ 
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The order pk when taking the value f(pk) is essential, but by Fubini's 
theorem, we can also write 

i.e. reverse the order of integration. 

In the applications, P can be expressed as a further product, 

P=AN, 

where A, N are closed unimodular subgroups, and A normalizes N (see the 
example below), i.e. ana -I EN for a E A and n E N. In other words, the map 
of Ax N ~ P given by 

(a, n) ~ an 

is a topological isomorphism. A group G admitting such a decomposition 
G = ANK is called an Iwasawa group, with an Iwasawa decomposition. Let da, 
dn, dk denote the Haar measures on A, N, K respectively. Then symbolically 
we have 

(2) 

i.e. for Haar measure on P suitably normalized by a constant factor, we have 

Lf(p) dp = LLf(an) dnda = LLf(an) dadn. 

Proof The measure da dn is clearly left invariant under A. Let n l E N. 
We get 

But a -ln1a E N, so we can cancel it in the inner integral by left invariance of 
Haar measure on N. This proves our assertion. 

Combining (1) and (2), we see that given a decomposition 

G = ANK, 

into unimodular, closed subgroups such that A normalizes N, we have 

(3) I dx = dadndk·1 
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Under the assumption that A normalizes N, given aEA, the map 

n H ana-I 

is an automorphism of N, and hence there exists a continuous homo­
morphism 

such that 

f. f(ana-I) dn = 0:(ar1f. f(n) dn. 
N N 

Replacing f by its right a-translate, this formula is equivalent to 

(4) 

Combining (4) with (3) yields 

(5) I dx = o:(a) -I dndadk. 

We can also compute the modular function on P = AN, and we contend 
that 

(6) ~(p) = ~(an) = o:(a). 

Indeed, the integral 

f H Lif(an) dadn 

is obviously invariant on the right by N. Let a l EA. Then 

II f(ana l) dadn = II f(aalal-1na l ) dadn 

= a(a l ) If f(an) dadn. 
This proves our contention. 

Example. Let G = GL2+(R) (2 X 2 matrices with positive determinant). 

A is the diagonal group of matrices ( ~I 

N is the unipotent group of matrices (~ 
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P is the triangular group of matrices (at b). In the case of SL2(R), 
o a2 

a2 = a 1- 1. We have the commutation rule 

Making the change of variables t = at b / a2 and dt = (a 1/ a2) db, we get the 
value for a(a), namely 

so that on SLiR), 

(7) 

One usually does not resist the temptation to indulge the incorrect notation 

If we want to be correct, we should let, for instance, ha = (~ a ~ t ) and then 

write 

The upper half-plane representation. Let ~ be the upper half plane, i.e. 
the set of complex numbers 

z = x + ;y, 

Then G = GLt(R) operates on ~. Namely, let 

We define 

az + b 
az = cz + d' 

y > O. 
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A brute force computation shows that (J«(J'(z» = «(J(J')(z). Observe that the 
matrices 

operate trivially. Furthermore, a trivial computation shows that 

1m (z)(ad - be) 
1m (J(z) = 2' 

lez + dl 
Thus the condition ad - be > 0 guarantees that if z E4), then (JZ E4) also. 
The operation of GLt(R.) factors through SL2(R.) in view of the trivial action 
of scalar multiples of the identity. 

Let K be the isotropy group of i, in other words the group of matrices 
such that 

ai + b . ---=z 
ci+d ' 

in SLiR.). This amounts to the conditions 

In other words, K is the group of matrices 

reO) = ( cos 0 
- sin () 

ad - be = 1. 

sin 0 ). 
cos 0 

The mapping (J ~ (Ji from SL2(R.) into 4) therefore induces a bijection 

NA ~ 4). 
In fact we see that 

with y = a2• Observe here that the convenient order in the decomposition of 
Pis 

P= NA, 

because a ~ 00 as y ~ 00 in the upper half plane. Let d + a be additive 
Lebesgue measure on the line. Then 
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and hence 

where 

is the Haar measure on the positive multiplicative group. 
If we let a represent the variable in A in SL2(R), then with our formulas 

(5), (6), (7), we find in terms of the (x, y)-coordinates that 

(8) 
- 1 dxdy 

2a(a) dnda on G / K is -2- on~. 
y 

Moral of the story: The decomposition ank with measure da dn dk is most 
useful for formal Haar measure computations on G. The decomposition nak 
with measure a(a)-Idndadk is most useful when we want to deal also with 
the homogeneous space G / K and its representation as the upper half plane. 

§2.INDUCED REPRESENTATIONS 

Let K be a closed subgroup of G, both assumed unimodular. Assume also 
that G = PK with a closed subgroup P, and that the map (p, k) ~ pk of 
P x K ~ G is a topological isomorphism. 

Then we may form the homogeneous space P \ G on the left, and 

P\G~ K, 

as spaces on which K operates on the right. 
Let a be a representation of P on a Hilbert space V. Let H(a) be the 

space of mappings 

f:G~ V 

whose restriction to K is in L 2( K), and satisfying the condition 

1/2 
f(py) = ~(p) a(p)f(y), 

where ~ = ~p is the modular function on P. Define 

IIflli = f)f(kW dk 

to be the L 2-norm on K. The representation 'TI' of G on H (a) given by right 
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translation, i.e. 
'17(y)J(x) = J(xy), 

is called the induced representation of a to G. The point of the extra factor 
!l(p)I/2 in the definition of the induced representation is to make the next 
statement true. 

Theorem 2. IJ a is bounded, then the induced representation '17 is bounded. IJ 
(J is unitary, then the induced representation '17 is unitary. 

Proof Fixy. Write ky = p~k', so that 

J(ky) = J(p~k') = !l(p~)1/2(J(p~)j(k'). 
Then 

If a is bounded, then the right-hand side is bounded by a constant times 

fK !l(p~)IJ(k')12 dk, 

and equality holds if (J is unitary. We shall now verify that for !f!E Cc(K), 

(1) f/(kl)!l(p~) dk = f/(k) dk. 

LetJE Cc(G). Since G is unimodular, we get 

~fKJ(Pk) dkdp = fGJ(x) dx = LJ(xy ) dx 

= LfKJ(pky) dkdp 

= LLJ(PPkk') dpdk 

= fKLJ(Pk') !l(p~) dpdk 

= tfKJ(pk') !l(p~) dkdp. 

We reverse the order of integration and get what we want, by taking 

and 

L<p(p) dp = l. 
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We also observe that we proved the boundedness of ." from that of a, if we 
only assume that (J is bounded. 

Let us assume for simplicity that a is one-dimensional, i.e. is a 
homomorphism into the multiplicative group of complex numbers. Then so is 
a-lor a-I, where (j is the complex conjugate. We write 

To avoid complex conjugations, define the symmetric product on L2(K) by 

[j, g] = Lf(k)g(k) dk. 

Theorem 3. The spaces H(a) and H(a- I) are dual to each other under this 
symmetric product. For yEG,fEH(a), gEH(a- I), we have 

[.,,(y)f, g) = [J, .,,(y-I)g]' 

Proof This is an easy computation: 

L .,,(y)f(k)g(k) dk = JKf(ky)g(k) dk 

as was to be shown. 

= L tJ.(Pk)I/2a (Pk)f(k')g(k) dk 

= L tJ.(Pk)a(Pk)f(k')g(Pkk'y -I) dk 

= LtJ.(pk)a(Pk)J(k')a(Pkf Ig(k'y-I) dk 

= Lf(k)g(ky-I) dk 

By taking the hermitian product with the complex conjugate, one has to 
replace a - I by a *. Then H (a*) is an tidual to H ( a). 

§3. ASSOCIATED SPHERICAL FUNCTIONS 

Let G = PK as before, and P = AN where A normalizes N. We assume 
that K is compact and has measure I. As before 

tJ.(p) = ~(an) = a(a). 
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We let 

INDUCED REPRESENTATIONS 

1/2 
pea) = £l(a) . 

Let s be a complex number, and define 

Then 

The function 

!J.J: P -?> C* 
given by 

[III, §3] 

is obviously a character (continuous homomorphism into C*). We do not 
require that its absolute value be 1. If it is, then we say that !J.s is a unitary 
character. 

Example. In the case of SL2(R), 

We denote by H(s) the space of the representation 'ITs induced by I's' It is the 
space of functions on G such that 

i) f(any) = p(aY+Y(y); 

ii) the restriction of f to K is in L 2( K). 

Then H(s) is a Hilbert space under the L 2(K)-norm. 

We contend that Ps is a unit vector in the induced represention 'fT,. 

Proof First we show that Ps transforms properly under P. We have 

p.(nay) = ps(nanyay) 

1/2 
= ~(na) !J.s(a)ps(y), 
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so Ps transforms as it should. Furthermore 

IIPslli = t Ip.(k)j2 dk = 1, 

and therefore Ps is a unit vector in the induced representation, which we 
denote by 'TT. We also have 

so Ps is called a fixed vector by 'IT(K), or by K for short. 

Even though we are now in an infinite dimensional representation, we 
may form the coefficient function 

('TT{x)Ps, Ps> = t 'IT(x)Ps(k) Ps(k) dk 

= fK Ps{kx) dk. 

This turns out to be an important function associated with the character P-S' 
and will be studied in detail in the chapter on spherical functions. We shall 
use the notation 

The character P-s is unitary if and only if s is pure imaginary. In that case, 
we shall see later how the translates of CPs generate an irreducible unitary 
representation. We call CPs the spherical function associated with P-•• 

The family {'TTs} is often called the principal series of representations of 
SL2(R). Conventions differ, and sometimes the use of the term "principal 
series" is restricted to the unitary case when s is pure imaginary. We shall 
always specify which range of s we intend when using this terminology. 
Besides, as we shall see, the induced representations decompose into irreduc­
ible components according to parity, and here again, one may use the term 
"principal series" only for those irreducible components. cr. Chapter VII, §3. 

§4. THE KERNEL DEFINING THE INDUCED REPRESENT A nON 

Let sEC. Let H(s) be as before, and 'ITs be the representation of G on 
H(s) by right translation, so that for JEH(s) we have 

'TTs(x)J(y) = J(yx). 



48 INDUCED REPRESENTATIONS 

Let af;E Cc(G). We derive an expression for 7T;(af;) onf as follows: 

7T;(af;)f(y) = f af;(x)7Ts (x)f(y) dx 
G 

where 

(1) 

and 

(2) 

= L af;(x)f(yx) dx 

= i IN L af;(ky-\-lay- 1 ank)J(ank) dadndk 

= i IN L af;(~y-lny-lay-lank)p(a)S+lf(k) dadndk 

= IK q>4-(k,y)f(k) dk 

Of course, 7T,i( af;)f is determined by its values on K, and we have 

(3) 7T}(af;)j(k') = i;/>4-(k,k')f(k) dk. 

[III, §4] 

Thus we see that 7T}(af;) is represented by the kernel qljt(k,y). At the moment, 
we do not want to go into questions of convergence of a trace defined in 
terms of coefficient functions, and we prefer to rush as neatly and as fast as 
possible into the theory of spherical functions. Therefore, on an ad hoc basis, 
we define the trace of the operator 7T}(af;) to be 

(4) 

where 

(5) 

[We shall discuss the relation of this and the usual trace when we deal with 
Plancherel's formula later.] 
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Assume that 'I[; is invariant under inner automorphism by K. This means 
that 

for all k E K and x E G. The space of such functions is denoted by Cc ( G, K). 
Then the formula for q,y simplifies even more, namely 

If 'I[; E Cc ( G, K) and K has measure I, then 

(6) 

is constant, independent of k. 

Let us continue to assume that K has measure 1. In Chapter V we shaH 
study in detail the Huish transform on Cc(G, K) defined by the integral 

H'I[;(a) = p(a) L 'I[;(an) dn, 

With this definition, we get 

Theorem 4. For 'l[;E Cc(G, K) and sEC we have 

tr 7(]('I[;) = L H'I[;(a)p(a)s da. 

In the sequel, the integral as above with s as a parameter will be caned a 
Mellin transform M, and thus we could abbreviate still further the formula for 
the trace by 

tr 7(]('I[;) = MH'I[;(s). 

If 'I[; is bi-invariant under K, i.e. 'I[;(kxk') = 'I[;(x) for k, k' E K and x E G, then 
this last integral is equal to 

The whole situation of bi-invariant functions will be discussed systematically 
in the nex.t chapter. 



IV Spherical Functions 

In this chapter and the next we study the algebra of functions onG which 
are invariant on the left and on the right by K, and relate the characters of 
this algebra to representation theory. This amounts to studying those repre­
sentations which contain a K-fixed vector. We cover §3, §4 of the last chapter 
of Helgason's book [He 2]. We work with the abstract nonsense of Haar 
measure and convolution, without differential operators. This point of view 
was emphasized by Godement [Go 6]; see also Tamagawa [Tam], which we 
follow in part. To prove that all spherical functions are those which we 
exhibit explicitly, we need the differential equations, and the proof is post­
poned to Chapter X, §3. 

For the p-adic theory, see McDonald [McD]. 

Throughout this chapter we let G be a unimodular group and K a compact 
subgroup with measure 1, i.e. 

§ 1. BI-INV ARIANCE 

A function f on G is said to be K-bi-invariant (bi-invariant for short) if 

for all k l , k2 E K and x E G. Bi-invariance is denoted by a double bar, so 
Cc (G / / K) denotes the bi-invariant continuous functions with compact sup­
port. For any function f on G we let 

fK(X) = Lf(xk) dk, 

51 
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and we define KJ similarly, averaging over K on the left. Then JK is right 
K-invariant and KJ is left K-invariant by the invariance of Haar measure. If J 
happens to be already right K-invariant, then JK = J, so that J ~ JK is a 
projection operator on right K-invariant functions. A similar statement holds 
for left invariance. Thus KJK is bi-invariant. 

If J is right invariant, and q> is any function, then 

because 

(by x ~ xk) 

(by Fubini) 

{J(x)q>(x) dx = ~ {J(x)q>(x) dxdk 

= ~{J(x)q>(xk) dxdk 

= {J(X)q>K(X) dx. 

A similar statement holds on the left. In particular, if J is bi-invariant, then 

These relationships hold whenever the integrals are absolutely conver­
gent, e.g. if J is continuous and q> has compact support, or if J is in eland q> is 
bounded. In practice, such convergence will always be clearly satisfied. The 
theory to be developed is not delicate from this point of view. 

Let 'TT: G -? GL(H) be a representatlon of G on a Hilbert space H. We 
denote by H K the subspace of elements v E H which are fixed under K, i.e. 
such that 

'TT(k)v = v, all kEK. 

Let PK: H -? H be the map 

PKv = ~ 'TT(k)v dk. 

Then PK is the orthogonal projection on HK. Let vEHK and q>ECc(G). 
Then 

Conversely, iJ q> E Cc ( G II K) and v E H, then 

'TT1(q»V E HK. 
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If v, wE HK and 7T(K)* = 7T(K) (e.g. if 7T is unitary on K), then 

<7T 1(cp)V, w) = <7T'(KcpK)V, w). 

These statements are trivially verified from the definitions, and will be used 
freely without reference. 

Next we come to the basic commutativity first discovered by Gelfand. 

Theorem 1. Let G be locally compact unimodular, and let K be a compact 
subgroup. Let 7' be an anti-automorphism of G of order 2 such that given 
x E G there exist kl' k2 E K satisfying 

x T = k 1xk2• 

Then the algebra CAG II K) is commutative. 

Proof Haar measure is invariant under x I--? x T because 

1 = ~(7'2) = ~(7') ~(7'), 

so ~(7') = 1. Also f{x) = f(x T) for any fE Cc(G II K). Then for 

f,gECc(GIIK) 

we obtain 

f * g(x) = f f(xy-')g(y) dy 

= f f(y-IxT)g(yT) dy 

= f f(y-l)g(xyT)dy 

= g *f(x). 

(take 7') 

(y I--? yx) 

For this last step, lety I--? y-l and replace x T by k 1xk2, using the invariance 
of Haar measure. This proves Theorem 1. 

Example. The hypotheses of Theorem I are of course satisfied for G 
= SL2(R) and K the circle group. We take 7' to be the transpose. The 
decomposition of a matrix x = sk into a product of a symmetric matrix and 
an element k E K immediately shows that IX = Iks = klXk2 because 'k = k -I. 

§2. IRREDUCIBILITY 

One of the applications of Theorem 1 will be to irreducible representa­
tions, especially unitary ones. Instead of assuming that a representation 
7T: G ~ GL(H) is unitary, it sometimes suffices to assume that it is star 
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dosed, i.e. 7T(G) = 7T(G)*; or star closed on K, i.e. 7T(K) = 7T(K)*. Further­
more, it is clear that the closure of 7T(G)HK is G-invariant, and hence if a 
representation is irreducible, then H is equal to this closure. 

Theorem 2. Let 71': G ~ GL(H) be a representation which is star closed 
on G and K. Assume HK =1= 0 and H is equal to the closure of 7T(G)HK. 
Then HK is Cc(GIIK)-irreducible if and only ifHis Cc(G)(and soG) 
irreducible. 

Proof =>: Let W be a closed G-stable subspace =1= 0 of H, so that W..L is 
also G-stable (because of star closure). Let P = PK be the orthogonal projec­
tion on HK. We consider two cases. First, suppose that PW = O. From 

and PH = PWEaPW..L, 

we get PW..L = HK, so HK C W..L, whence W..L = H, W = 0, and we are 
done. On the other hand, if PW = WK =1= HK and =1= 0, then WK is 

CA Gil K)-invariant, 

because if cp E Cc (G 11K) and wE W, then 

7T 1(cp)wE W, 

and also 71' l( cp)w is fixed under K. So we are also done in this case, thereby 
proving the implication in one direction. 

$:: Conversely, assume that H is irreducible. Let W =1= 0 be a subspace of 
H K, invariant under Cc(G II K), and W =1= HK. Then there exists v'E HK such 
that v =1= 0, v..L W. We show that 

whence it follows that the closure of 7T 1( Cc ( G»v is a proper subspace. Let 
wE Wand cpE Cc(G). Then 

(7T1(cp)V, w) = fK~fG (cp(X)7T{X)V, w) dxdk,dk2· 

Let x ~ xk l • The term 7T(xk l ) splits into 7T(X)7T(k,), and 7T(k l ) disappears 
because v is in HK. Let x ~ k2x. Then 7T(k2x) = 7T(k2)7T(X), and we move 
7T(k2) over to w, with a star, where it disappears because wE HK. This shows 
that the above expression is 

= fa (KcpK(x)7T(X)V, w) dx 

= (7T 1(KcpK)V, w) = 0, 
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because the orthogonal complement of Win HK is invariant under '11'l(f), for 
fE Cc(G II K). This contradicts the irreducibility of H. 

Theorem 3. Let '11': G ~ GL(H) be a unitary irreducible representation. If 
Cc ( G II K) is commutative, then dim H K (; 1. 

Proof Suppose dim H K =1= O. By Theorem 2 we know that H K is irreduc­
ible for Cc(G II K) which is a commutative star dosed algebra of operators. 
Schur's lemma shows that dim HK = I, as desired. 

Naturally, Theorems 2 and 3 apply to G = SL2(R) and K equal to the 
circle group. Specializing to this case would not have simplified any proof we 
have given. 

§3. THE SPHERICAL PROPERTY 

We continue to assume G unimodular and K compact. We say that a 
function f on G is X-spberical, or spherical for short, if it satisfies the 
following properties. 

SPH 1. f is bi-invariant and continuous. 

SPH 2. f is an eigenfunction of Cc(G II K) on the right, i.e. 

for 1/1 E CA Gil K) and some complex number AU, 1/1). 

SPH 3. f( e) = 1, where e is the unit element of G. 

The third condition is a normalization. A function satisfying the first two 
properties, and such that f( e) =1= 0, can be divided by f( e) to yield a function 
satisfying all three properties. 

Note that the eigenvalue AU, 1/1) is 

A(J,I/I) = (J * I/I)(e), 

which we see from conditions SPH 2 and SPH 3, evaluating at e. 
The next theorem gives a fundamental example of spherical functlons. 

Theorem 4. Assume that G = PK, where P is a closed subgroup, and 
P X K ~ PK = G is a topological isomorphism. Let 

p: P ~ C* 

be a character (continuous homomorphism), which we extend to a function 
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on G by setting p(pk) = pep). Then p is a right eigenvector of Cc(G II K), 
i.e. 

P * I/;(x) = A(p, I/;)p(x), 

and the function f such that 

f(x) = L p(kx) dk 

is K-spherical with eigenvalues A(p, 1/;) = P * 1f(e) = AU, 1/;). 

Proof Write x = P1k\. Then for I/;ECc(GII K) we get 

P * 1f(x) = i p(xy-I)I/;(y) dy 
G 

Writing y = pk we have p(PIY) = P(PIP) = P(PI)P(P) = P(PI)P(Y), so our 
last expression is 

= P(PI) ~ p(Y)1f(y- 1) dy 

= A(p, I/;)p(x). 

This proves that P is an eigenvector, and also gives us the explicit expression 
for the eigenvalue A(p, 1/;). For f, we now have 

f * I/;(x) = ~f(Xy-I)1f(Y) dy 

= L ~ p(kxy-I)I/;(y) dydk 

= L A(p, I/; )p( kx) dk 

= A(p, 1f)f(x), 

so that f is also an eigenvector, with the same eigenvalue as p. Clearly 
f(e) = 1, and f is bi-invariant since p is invariant on the right, while the 
integral takes care of left invariance. This proves Theorem 4. 

Example. The abstract nonsense of Theorem 4 has a concrete form in the 
case we keep in mind for this book, namely G = SL2(R). The group P is the 
group of triangular matrices 

p=(~ a~l) 
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with a > 0 and 

Let s be a complex number. Then the function 

p'(p) = as 

57 

is a continuous homomorphism of Pinto C*, and in this way we obtain the 
spherical functions 

The notation for these will be used systematically in the next chapter. For the 
moment, we continue with more theorems which are valid under the general 
setup with G, K. 

Theorem 5. Let f be a continuous function on G, not identically O. Then f is 
spherical if and only if for all x, y E G we have 

JKf(xky ) dk = f(x)f(y). 

Proof Assume that f is spherical. For each x let 

Fx(Y) = Lf(xky) dk. 

Let cp E Cc ( G II K). Then 

Fx * cp(y) = L FAyz-l)cp(z) dz 

= L Lf(xkyz-l)cp(Z) dkdz. 

Interchange the integrals, let z ~ zy, then let z ~ zk. We see that the last 
expression is 

where 

= L Lf(xz-I)cp(zky) dzdk 

= U * cp;)(x) 

cp;(z) = L cp(zky) dk. 



58 SPHERICAL FUNCTIONS [IV, §3] 

Since cp; is bi-invariant, we finally obtain 

Fx * cp(y) = AU, cp;)f(x), 

where AU, rp;) is the eigenvalue. Let x = e. Then 

so Fe = f. We get 

(f * rp)(y) = AU, rp;)f(e) = AU, cp;), 

so that 

Fx * rp(y) = (f * rp)()!)f(x). 

On the other hand, let {(j),,} be a Dirac sequence, and apply what we just 
obtained to rp = rpn' We know that 

and f * rp" -? f. 

Since Fx ' f are both bi-invariant, we can replace rp,. by K(j):. Hence 

Lf(Xky ) dk = Fx(Y) = f(y)f{x). 

This proves half of our theorem. 
Conversely, assume that f satisfies the stated functional equation. Let Xo 

be such that f(xo) 'i= O. Then 

so f(y) = f(k\y) for all kl E K, and f is left invariant. A similar argument 
shows that f is right invariant, so f is bi-invariant. Then 

f(xo) = Lf(xok) dk = f(xo)J(e), 

so thatf(e) = 1. Finally, let (j)ECc(G// K). By definition, 

f * (j)(x) = £f(xy-1)rp(y) dy. 

Integrate over K on the outside, let y I---? yk -I, change the order of integra-
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tion, to get this expression 

= L LJ(xky-l)cp(y) dkdy 

= LJ(X)J(y-l)cp(y) dy 

= (j * cp(e»J(x). 

ThereforeJis an eigenvector of CAG II K), thereby proving the second half of 
our theorem. 

Theorem 6. Let JE C(G II K). Then J is spherical if and only if the map 

L: cp l---? L cp(x)J(x) dx 

is an algebra homomorphism oj Cc ( Gil K) into C. 

Proof By definition, 

L(cp * \fi) = L L cp(xy-I)\fi(y)J(x) dydx. 

Interchange dy dx to dx dy, let x l---? xy, get the right-hand side 

= L L cp(x)\fi(y)J(xy) dxdy. 

Integrate with respect to K on the outside, let x l---? xk, move' the integral 
with respect to K inside, getting 

(1) L(cp * \fi) = L L cp(x)\fi(y) LJ(xky) dkdxdy. 

On the other hand, 

(2) L(cp)L(\fi) = L L cp(x)\fi(y)J(x)J(y) dxdy, 

so the implication => in Theorem 6 is clear. 
Conversely, assume that L is an algebra homomorphism, i.e. 

for all cpo \fi E Cc ( G II K). Then the functional equation for J follows at once 
from the equality between (1) and (2), as was to be shown. 
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Note. If we assume f bounded in Theorem 6, then 

L: cp ~ L cp(x)f(x) dx 

extends to an algebra homomorphism of L I( G II K) into C. 

[IV, §3] 

Theorem 7. Any continuous algebra homomorphism of L I( G II K) into C is 
of the form 

cp ~ (J * cp)(e) 

for some bounded spherical function J. 
Proof. By measure theory, given a character L <1= 0 of the algebra 

L I( G II K), there exists a bounded measurable function f such that 

L{cp) = L cp{x)f{x) dx, all cp E LI( G II K). 

Replace cp(x) by cp(k1xk2), integrate with respect to K, let x ~ k. 1xk2- 1• 

This shows that we can replace f by 

L f Kf (k 1xk2) dk l dk2, 

i.e. we may assume that f is bi-invariant. From (I) and (2) we get 

fKf(Xky ) dk = f(x)f(y) 

for almost all (x, y)E G x G. To show thatf can be replaced by a continuous 
function, let 1/1 E Cc ( G) be such that 

L 1/I(y)f(y) dy <1= 0, 

and assume without loss of generality that this last integral is equal to 1 (after 
mUltiplying 1/1 by a constant if necessary). Then 

fG cp(x)f{x) dx L 1/I(y)f(y) dy = L L cp(x)1/I(Y) Lf(xky ) dkdydx 

which, after using Fubini and letting y ~ k - Y and y ~ x - Y is 

= L fK L cp(X)~(k-IX-Y)f(y) dydkdx 

= fa L L cp(x)1/I(kx-y)f(y) dkdydx. 
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We can replace J by 

g(x) = fG L o/(kx-y)j(y) dkdy, 

which is continuous. This proves our theorem. 

Remark. If G is a Lie group, with a C"" structure, then the above 
function is C "" in x if one takes 0/ E Cc""( G). 

§4. CONNECTION WITH UNITARY REPRESENTA nONS 

Let 'IT: G ~ Aut(H) be a unitary representation of G in a Hilbert space 
H. Let u E HK be a unit vector. We shall consider the coordinate function 

J(x) = 'lTu.u(x) = <'IT(x)u, u). 

Clearly,Jis bi-invariant andf(e) = 1. 
A vector v E H is said to generate H topologically (under 'IT) if H is the 

closure of the algebraic subspace generated by the translates 'IT(x)v for aU 
xEG. 

Theorem 8. Let 'IT: G ~ Aut(H) be a unitary representation and assume 
that there exists a unit vector u E H K which generates H topologically under 
'IT. Then 

dim HK = 1 ~ the JunetjonJ(x) = <'IT(x)u, u) is spherical. 

Proof We have seen that J(e) = 1 and J is bi-invariant. Assume that 
HK = Cu has dimension 1. For any cpECc(GIIK), 'lT1(cp)U is fixed by K, so 
'lTl(cp)U = A(cp)U for some A(cp)EC, and 

is a homomorphism. But 

J * cp- (e) = LJ(x)cp(x) dx 

= L <cp(x)'IT(x}u, u) dx 

= <'1Tl(cp)U, u). 

So cp ~ J * cp - (e) is a homomorphism of CC< G II K) into C, whence J is 
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spherical, by Theorem 6. Note that for this side of the implication, we did not 
need that u is a topological generator of H. 

Conversely, assume that f is spherical. Let 

Pv = L 'Tf(k)v dk 

be the projection on HK. For any bEG, we have 

<P'Tf(X)u, 'Tf(b)u> = <'Tf(b-I)P'Tf(x)u, u> 

= Lf(b-1kx) dk 

= f(b-I)f(x) 

= <J(x)u, 'Tf(b)u>. 

(Theorem 5) 

Since the vectors 'Tf(b)u, bEG, generate a dense subspace of H, it follows 
that 

P'Tf(x)u = f(x)u. 

Hence PH = Cu and dim HK = 1. This proves our theorem. 

§5. POSITIVE DEFINITE FUNCTIONS 

A function on G is called positive definite if and only if it is continuous, 
¥ 0, and for all XI"" ,xnEG and al"" ,anEC we have 

L f(XiXj-l)aiaj ;;.. O. 
i,} 

This last condition can also be written 

replacing Xi by xj- I. 

L f(x;-lxJa; aj ;;.. 0, 
i.} 

Example. Let 'Tf: G ~ Aut(H) be a unitary representation on a Hilbert 
space H, and let u be a unit vector. Then 

f(x) = <'Tf(x)u, u> 
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is positive definite, because 

~ (w(Xjxj-l)ajaj u, u) = / ~ w(xj)aju, ~ w(x)aju) 
1,1 \ 1 1 

~ O. 

We shall see that the example is essentially the only one. 

(1) 

(2) 

(3) 

First we enumerate three simple properties~ 

fee) is real ~ 0 

If(x)1 < fee) 
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To prove the first, take n = 1, x = e, and a, = l. For the second, take 
Xl = e, x2 = X, a l = a2 = l. Write 

f(x) = rex) + it(x). 

We know that 

We see that f(x -I) + f(x) is real, so I(X -I) = - t(x). Take a l = i and 
a2 = 1. Then 

is supposed to be real, so rex - ') = rex). This proves the second property. For 
the third, let 

a2 = -If(x)1 and a l = f(x). 
We get 

f(e)lf(xW - 2lf(xW + f(e)lf(xW ~ 0, 

whence 

If(x)13 < f(e)lJ(x)1 2• 

If f(x) = 0, we are done because fCe) ~ 0; and if f(x) =1= 0, we cancel If(x)12 

to get our result. 
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Given a positive definite function cp, we shall now construct a unitary 
representation as in the example. Let V'I' be the vector space generated by 
right translates of cp, i.e. for a E G, by functions 'IT(a)cp such that 

'IT ( a )cp(x) = cp(xa). 

Then 'IT(ab) = 'IT(a)'IT(b). If], g E V'I" then 

and g(x) = ~ /tcp(xb) 

<], g> = ~ aJ3j cp(bj - 1a;} 

= ~ a j 7f; cp( a j - Ibj ) 

= ~ ajg(aj - I ) 

= ~ Pj ]( bj - I) . 

Given an expression for g as linear combination of translates of cp, these 
equalities show that <], g> is independent of the expression of] as a linear 
combination of translates of cp. Similarly on the other side (j and g in­
terchanged), so our symbol <], g> is well defined, and clearly gives a positive 
hermitian product on V'I" not necessarily definite. 

Let V~ be the null space of the hermitian product, and let H'I' be the 
completion of V'I'/ V~, so that H'I' is a Hilbert space. Then the translation 
operators of G in V'I" which are unitary, give unitary operators on V'I'/ V~, 
and therefore extend to unitary operators of H'I" We therefore obtain an 
algebraic homomorphism 

'IT'I' = 'IT: G -? Aut(H). 

We shall now verify that the continuity condition for a representation is 
satisfied. We had already pointed out at the beginning of the book that it 
suffices to verify this condition on a dense subset, and thus it suffices to 
verify it on elements] E V'I'. 

Write ](x) = Lajcp(xa;), so that for y E G, 

'IT(Y)](x) = ~ a;cp(xya;). 

Then 

II'IT(Y)] - ]11 2 = <'IT(y)] - ], 'IT (y)] - ]> 
= 2<],]> - <'IT(y)],j> - <], 'IT(y)]> 
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This last expression tends to 0 as y ~ e. Hence 

y ~ 'IT(y)f 

is continuous, as a map from G into H, in a neighborhood of e. Hence the 
map is continuous everywhere, and 'IT is a unitary representation. 

Taking for our unit vector 14 the function cp itself, we see that 

cp(x) = ('IT(x)cp, cp)-

In this way we see that every positive definite function arises as in the 
example. More formally, consider triples ('IT, H, 14) consisting of a unitary 
representation 'IT: G ~ Aut(H), and a unit vector u. An isomorphism from 
('IT, H, 14) to ('IT', H', 14') is a unitary isomorphism from H to H', commuting 
with the action of G, and sending 14 to 14'. 

Theorem 9. The association 

is a bijection from the set of positive definite functions on G to the 
isomorphism classes of triples ('IT, H, 14) consisting of a unitary representation 

'IT: G ~ Aut(H) 

and a unit vector 14 which generates H topologically under 'IT. 

Corolla,.y. Let K be a compact subgroup of G such that Cc(G II K) is 
commutative. In the bijection of Theorem 9, the positive definite spherical 
functions correspond to the irreducible unitary representations having a 
K-fixed vector u. 

Proof. This is an immediate consequence of Theorem 8, §4 and the 
irreducibility theorem of §2. 

The preceding result of course applies to SL2(R). It would not have been 
simpler to give the proof in the concrete case rather than in abstract 
nonsense. 



v TheSp rieal Transform 

In this chapter we study the spectral decomposition of the algebra 
CC

oo ( G II K), consisting of those Coo functions with compact support, bi­
invariant under K. We shall also determine the bounded spherical functions. 
We let G = SL2(R) throughout. 

§ 1. INTEGRAL FOR.MULAS 

Harish-Chandra put in evidence the important role played by the two 
subgroups A and K in G, and the manner in which A \ G and K \ G give rise 
to the Plancherel inversion. In this chapter, we deal only with A \ G, and 
postpone the relations between G, A \ G, and K \ G to the later chapter on the 
Plancherel formula. 

Functions on A \ G I K amount to functions on N;-a.nd so we begin by 
integral formulas relating integration on A \ G and N. The first formula 
requires the computation of a "Jacobian", and cannot be handled by abstract 
nonsense. Its proof will therefore be given by using the explicit matrix 
representation of G = SLiR.). 

For any jECc(G) and aEA such that OI(a)"* 1, we have 

Proof Matrix multiplication shows that 

Let t = (a 2 - l)n, change variables. The formula drops out. 

67 
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(Cf. Helgason [He 2], Chapter X, Proposition 1.13, for the proof in the 
general case of Lie groups. The matrix computation requires a more elaborate 
analogue in the Lie algebra.) 

The next formula luckily depends only on I 1 and a general Iwasawa 
decomposition G = ANK, dx = dadndk. Even though we should use the 
notation x for a "coset" variable in, say, A \ G, we shall sometimes use x for 
simplicity of notation. We do write dx, however, for the Haar measure in 
A \ G, such that dx = dadx. 

Let fE Cc(G) and aEA be such that a(a) * 1. Then the function 
x M f(x - lax) has compact support on A \ G, and we have 

12. f f(x-lax) dx = _~ 1. 1. f(kank- I ) dndk 
A\G la(a ) - 11 K N 

( ) 1/2 

a a 1. f. -1 = 1/2 - 1/2 f(kank) dndk 
Io:(a) - a(a) I K N 

Proof Let cp(x) = f(x-'ax). It is clear that cp has compact support on 
A \ G. By general theorems on homogeneous spaces, if g E Cc (G) is such that 
Ag = cp, we get, using dx = da dn dk, 

f cp(x) dx =f g(x) dx =1. 1. cp(nk) dndk 
A\G G N K 

= L Lf(k-1n-1ank) dndk 

= L Lf(k-1aa-1n-1ank) dndk 

= ~ f. 1. f(k-1ank) dndk (by 11). 
la(a- ) - II K N 

This proves the formula. 

We use the notation 

1/2 - 1/2 - I 
D(a) = o:(a) - a(a) = p(a) - p(a) . 

Then 
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and 

THE HARISH TRANSFORM 

la(a)1/2 - a(a) - 1/21 

a(a)1/2 

ID(a)1 . 

69 

Depending on situations, it is often convenient to change the coefficient of 
the integral in I 2 according to these identities. 

§2. THE HARISH TRANSFORM 

Let Cc ( G, K) denote the space of functions with compact support which 
are invariant under conjugation by K, i.e. satisfy 

f(k-'xk) = f(x) 
for all kEK and xEG. 

For f E Cc ( G, K) we define the Huish transform 

Hf(a) = pea)!. f(an) dn = ID(a)l! f(x-lax) dX. 
N A\G 

The first integral expression is valid for all aEA, the second only for a such 
that pea) =fo 1. Later we shall define a Harish transform for the other Caftan 
subgroup K, and hence the above transform will be written HAf to denote its 
dependence on A. For this chapter, we shall deal almost exclusively with the 
integral expression over N rather than that over A \ G for the Harish trans­
form. It shows that if fE Cc"O(G,K), then HfE CcOO(A). 

Let 

be called the Weyl element, and let the group of order 2 which it generates 
(mod ±1) be called the Weyl group. Then w operates on A by conjugation, 
and we have 

or in matrix form 

( 0 1 )( a ~)( 0 - 1 ) = ( a-I 0 ). 
-1 0 0 a I 1 0 0 a 

Note that w2 = - 1. A set of representatives for A modulo the Weyl group is 
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the set A +, consisting of aEA with p(a) ;;;. I, i.e. of matrices 

with a;;;' 1. 

The Weyl group also operates on functions in the obvious way. 

Theorem 1. HJ is invariant under the Weyl group, i.e. 

HJ(a) = HJ(a- I). 

Proof By continuity it suffices to prove the assertion when D(a) =1= 0, 
and so ID(a)1 = ID(a-I)I. Note that 

is an inner automorphism of G, of order 2, sending a ~ a - I. This map 
preserves the measure on A \ G, and hence, using the second integral expres­
sion for the Harish transform, the invariance of HJ under the Weyl group is 
dear. 

The Harish transform is therefore a linear map 

where the upper index w means the space of functions invariant under w. 

Theorem 2. IJ J, g E CC< G II K), then 

H(f * g) = HJ * Hg, 

i.e. on Cc ( G II K), the Harish transJorm is an algebra homomorphism. 

Proof We have 

H(f * g)(a) = pea) L (f * g)(an) dn 

= pea) L tf(any)g(y-I) dydn 

= pea) L tf(ay)g(y-In) dydn. 
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Letting y = bmk, we obtain 

H(j*g)(a) = p(a) fN ~ fNJ(abm)g(m-1b-1n) dbdmdn 

= pea) fN ~ LJ(ab-1m)g(m-1bn) db dn dm 

= p(a)p(b) - 2 f f f J(ab-1m)g(m-1nb) dbdndm 

= p(a)p(b)-2f f f J(ab-1m)g(nb)dbdndm 

= pea) f f f J(ab-1m)g(bn) dbdndm. 

But 

HJ * Hg(a) = ~ HJ(ab-1)Hg(b) db 

= f f f p(ab-1)J(ab-1m)p(b)g(bn)dmdn db, 

which is the same as the last expression obtained above, thus proving our 
theorem. 

The main theorem about the Harish transform is: 

Theorem 3. 

is an isomorphism. 

The proof will give an explicit inversion for the Harish transform, due to 
Godement [Go 6]; see also Harish [H-C 6]. 

We use P to denote the set of positive definite symmetric 2 X 2 matrices. 
Any element pEP can be diagonalized, and there exists an orthonormal basis 
of R2 consisting of eigenvectors for p. Consequently we have 

p = k-1ak 
for some k E K and a EA. 

On the other hand, any x E G can be written as a product 

x = pkl 

with some pEP and k j E K. Hence 

IXX = k 1-p2k 1 = kl-lk-la2kkl' 

If J is a bi-invariant function, then 

J(x) = J(p) = J(a) = J(a- I ) 
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because wEK and waw- I = a-I. Thusfdepends only on a(a), and we note 
that the eigenvalues of IXX are a(a) and a(a- I ). We have 

trCxx) a(o) + a(a- I ) 

-2-= 2 

Now we switch notation in order to deal with coordinates. We write. 

x = ( : : ). 

If x is diagonal, then x is of the form 

is a bijection 
[1, (0) -?> [1, (0) . 

If fG is a bi-invariant function on G, then fG depends only on the value 
trCxx), and therefore we use the new variable 

trCx.r.) a2 + b2 + c2 + d 2 

v=-2-= 2 

If x is in diagonal form as above, then 

a2 + a- 2 

v= 2 

The function fG corresponds to a function of a real variable ~ 1, 

fG(x) = fG( : : ) = f( 0
2 + b2 

; c2 + d 2
) = f(v). 

In terms of these coordinates, we can write the Harish transform as 

Hfdh) = a(h)I/2 kfG(hn) dn 

= a(h)I/2 foo fG( a 
-00 0 

au ) duo 
a-I 
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Therefore we have the ordinary real integral expression 

which, after a change of variables, yields 

(1) 

Lemma. If 

v ~ 1, 

then 

and conversely. 

Proof (Freshman calculus). Differentiating under the integral sign yields 

so 

(2'IT (00 ( r2) 
= 10 10 l' v +"2 r drdfJ 

= 2?T 1000 1'(v + x) dx 

= -2?Tf(v), 

as was to be shown. (The converse is equally clear.) 

Observe that the lemma also proves Theorem 3 by giving the inversion 
formula for the Harish transform explicitly in terms of the matrix 
coordinates. 
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In the literature one sometimes finds another change of variables which 
corresponds to parametrizing an element of A by the exponential map from 
the Lie algebra. In our case, put 

so 
e t + e- t 

v = 2 = cosh t. 

Recall that 

. el-e- I 
smh t = 2 and cosh2 t - sinh2 t = 1. 

We have an expression for the Harish transform in terms of t, namely 

(2) HfG(ha) = F(v) = $(t) = foo f( e l +2 e- I + tu2 ) du 
- 00 

and 

$'(t) = F'(v)sinh t. 
Therefore 

(3) - 27TfG(1G) = foo F'(I + tw2) dw. 
-00 

Let w = e l / 2 - e- t / 2, change variables. We find the 

Inversion formula. If f E CC
OO ( G II K) and $(t) is the expression for the 

Harish transform as in (2), then 

This a special case of the Plancherel inversion formula to be proved later 
for functions which are not necessarily bi-invariant. 

§3. THE MELLIN TRANSFORM 

Let A be as before, the group of diagonal matrices with determinant 
and positive diagonal elements. On A we have the Mellin transform, defined 
for gE CeCA) by 

Mg(s) = i g(a)p(a)s da, sEC. 
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This is obviously an entire function of s. If gE Cc(A)W, i.e. g(a) = g(a- I ), 

then letting a ~ a -I in the integral shows that 

Mg(s) = Mg( - s). 

Functions on the complex numbers which are even will be said to be invariant 
under the Weyl group, i.e. we denote by 

Hol(C( 

the space of entire functions h(s) satisfying h(s) = h( - s). Then the Mellin 
transform gives us a linear map 

M: C,,(A( ~ Hol(C(. 

The group A amounts to the multiplicative group, and we can write the 
Mellin transform of functions on R + = (0, 00) by 

Mf(s) = f(a)a S - , Loo da 
o a 

fE Cc(R+ ) 

where a is a multiplicative variable. We wish to characterize its image. We 
define the Paley"":Wiener space PW(C) to consist of those entire functions f 
for which there exists a positive number C such that given an integer N > 0 
we have 

clal 
If(o+it)l« N' 

(l + Itl) 
where the implied constant in « depends on f and N (could be taken of the 
form CN). In words, we may say thatf has at most exponential growth with 
respect to 0, and is rapidly decreasing, uniformly in every strip of finite width. 

If f is Coo in addition to having compact support, then its Mellin 
transform lies in the Paley-Wiener space. To see this, we integrate by parts: 

Loo as ,00 1 Loo f(a)a S - 1 da = f(a) - - - f'(a)a' da. 
o s 0 s 0 

Since f has compact support on the open interval (0, 00), the first term on the 
right is O. Continuing to integrate by parts, we pick up successive derivatives 
of f, which all have compact support, and we get successive products 

1 
s(s + l)(s + 2) ... (s + n) 

in the denominator. which show that the Mellin transform goes to 0 rapidly in 
a strip of fixed width. The exponential growth in 0 is clear. 
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If f is Coo, differentiating under the integral sign shows that the n-th 
derivative is given by 

(Mf)(n)(s) = 100 f(a)aS(log af da , 
o a 

and therefore that all the derivatives of the Mellin transform also lie in the 
Paley-Wiener space. 

We want to invert the Mellin transform, and we prove: 

Theorem 4. The Mellin transform 

is an isomorphism. 

Proof Actually, we prove that it is an isomorphism omitting the action of 
w. Fix any real number G, and for FE PW(C) define 

Then tM"F(a) is independent of G. Indeed, let G 1 < G2 and integrate around a 
rectangle as shown in the diagram of Fig. 1. 

T 

-T 

Figure 1 

The integral over the rectangle R of the function below is 0: 

( F(s)a S ~ = O. JR I 
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If s = 0, + it, then ds = i dt (explaining our dividing by i). On the other 
hand, we have the estimate 

I ( I I e" log" 1"2 
Jtop IF(o + iT)la" do «Tn log a "I 

and similarly for the bottom, showing that the integrals over the top and 
bottom tend to 0 as T ~ 00. This proves that 

is independent of o. 
The function 'M"F has compact support on R+. To see this, let a > O. 

For 0 large, we have 

If. F(o + it)a" ~ I «Lao C"a" N dt 
Re s=" I 0 (1 + I tl ) 

« (act 

Take a < IIC and let 0 ~ 00. We see that 'M"F(a) = O. If a is large, we 
integrate over Re s = - 0 and use a similar estimate to see that IM"F(a) = 0 
also. This proves our assertion that 'M"F has compact support. 

There remains to prove the inversion formula. Define 

1M - F(a) = i F(s)a- S 7 . 
Res-a 

We shaH prove that 

for f E Cc(R +), and shnilarly on the other side. In fact, up to a change of 
variables, this is merely the Fourier inversion formula. Indeed, write a = eX, 
so that 
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where 

Then 

=fOO F(a + it)a-a-it dt 
-00 

= a-afoo F(a + it)a- U dt. 
-00 

We see that this is again the inverse Fourier transform, and our inversion 
follows by the Fourier inversion. 

§4. THE SPHERICAL TRANSFORM 

Let, as before, 

cpix) = L p(kx)S+ I dk = cp(x, s), 

where K is the circle group and x the variable in G = SLiR). For 

define the spherical transform by means of the kernel cp(x, s), namely 

8j(s) = Lj(x)cps(x) dx. 

Theorem 5. On CCOO(G II K) we have a a commutative diagram 

i.e. S = MH, and all the arrows are isomorphisms. 
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Proof 

= fK Ll(x)p(kx)' + 1 dxdk 

= i Iv Lf(an)p(ka)S+ I dadndk 

= MHf(s). 

This proves our theorem, because we have already shown that M and Hare 
isomorphisms. 

Corollary 1. <fls = <fl- s • 

Proof For every 1 E CcOO ( G II K) we get Sl(s) = Sf( - s), so the integrals 
of <fl. and <fl _. against 1 give the same value. Hence <fl, = <fl _so 

Corollary 2. <fls is bounded by 1 lor - 1 OS;;; Re s OS;;; 1. 

Proof We shall give two proofs, each one illustrating a useful technique. 
The first is that of Helgason-10hnson [He, 10], who proved the result in 
general. Let 1 E e I( G) be bi-invariant. Then 

f 11(x)1 dx = f 11(kan)lp(a)2 dkdadn = i p(a)(Hlll)(a) da 

is finite. If - 1 OS;;; a = Re s OS;;; 1, then 

f 1 <fls (x)f(x)1 dx OS;;; f <fl,,(x)lf(x)1 dx = (MHlfl)(a) 

= J (Hlll)(a)(p(a)" + pea) -") da 
A+ 

OS;;; 2f p(a)(Hlll)(a) da < 00. 
A+ 

Thus the integral of <fls against any function in e I( G) is finite, and therefore <fls 
is bounded. 

The second proof is due to Eli Stein. Fix a, and view <fls(a) as a function 
of s. For a = - I we get the bound of I trivially. By Corollary \, we conclude 
that the bound of I also applies at a = 1. The growth is obviously at most 
exponential in the strip. By the Phragmen-Linde16f theorem, we conclude 
that <fls is bounded in the strip, as was to be shown. 
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It will be proved in the next section that the values of s in the above strip 
are the only ones for which the spherical function qJs is bounded. 

For the convenience of the reader, we reproduce the proof of the 
Phragem-Lindel6f theorem. 

Phragmen-Lindelof Theorem. Let f be holomorphic in a strip 0, .;;; 0 .;;; O2, 

and bounded by I in absolute value on the sides of the strip. Assume that 
there is a number lX ;> 1 such that f(s) = O(e lslo) in the strip. Then f is 
bounded by 1 in the whole strip. 

Proof For all sufficiently large It/ we have 

If(o + it)/ .;;; e lll' 

if we take A > lX. Select an integer m == 2 (mod 4) such that m > A. If 
s = reiD, then 

and m() is close to '!T. Consider the function 

with f > O. 

T ----,.-----, 

O~----~-----+---
OJ 02 

-T ____ L...-__ ..... 

Figure 2 

Then for s in the strip we get 
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Consequently for large T the function g(s) is bounded by 1 on the horizontal 
segment t = T,ol < ° < °2, It is also clear that I g(s)1 is bounded by 1 on the 
sides of the rectangle, as shown in Fig. 2. Hence 

If(s)1 < e -u" cos m8 

inside the rectangle. This is true for every f: > 0, and hence 

If(s)1 < 1 

inside the rectangle, thus proving the theorem. 

We end this section by making explicit the inversion formula for the 
spherical transform, which we know exists by Theorem 5. We want to see that 
the kernel cp(x, s) gives us the inversion for s on the line (1 = 0, so viewing 
cp(x, s) as cp(x, it). 

We write our spherical transform as 

Sf(s) = Lf(x)cp(x, s) dx. 

Theorem 6. Let fE CcOO(G II K). Then 

f(l) = i: Sf(i7}r tanh(?TT} ~:. 

Proof We keep our old notation, letting 

and 

By Mellin inversion we find 

Hence 

f oo dT 
F(cosh t) = -00 SHiT) COS(tT) 2?T 
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and 

f 00 sin ( I'T) d'T 
F'(cosh t) = Sf(iT). h (- 'T) -. 

sm I 2 "IT 
-00 

From the definition of the Harish transform, we get 

2"ITf(1) = f 00 F'( I + tu2) du 
-00 

f OO t 
= _ 00 F' (cosh t) cosh '2 dt 

f 00 . d'T f 00 sin I'T t = Sf(I7-)'T -2 -'-h-cosh -2 dt. 
-00 "IT -00 sm t 

The integral on the right is equal to 

f OO sin I'T 
_ 00 -e-t/~2-_-e---tl7::'2 dt = "IT tanh "IT'T. 

This proves the inversion formula for f(I), i.e. Theorem 6. 

Theorem 7. Let 

s ("ITS) ds P(s)ds = -; tanh -;- -2 .' 
I I "ITI 

If g is in the Paley- Wiener space and is even, then 

S-lg(X) = h.es=o g(s)q:>(x, s)P(s)ds. 

[V, §4] 

In other words, $* = $-1 for the Plancherel measure djJ.(s) = P(s)ds. 

Proof From the inversion formula for f(1), we shall get the general 
inversion for f(x) by a reduction, using the formalism of spherical functions. 
For any fECcoo(GI/ K), letfx be defined by 

fx(Y) = tf(XkY) dk. 

Then fx is in Cc''''(G II K) and fx(l) = f(x). Applying the special case of 
inversion in Theorem 6 to fx. we see that the general inversion formula 
follows from the next lemma. 

Lemma. Sfx(s) = Sf(s)q:>(x, s). 
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Proof We have 

Sfx{s) = fGfAY)rp{y, s) dy = fK Lf(xky)rp(y, s) dy 

= Lf(xy)rp(y, s) dy 

= Lf(Y)rp(x- y, s) dy = Lf(y)rp(x- 1ky, s) dy 

for any k E K. Averaging over K, and using the functional equation, we 
obtain 

Sf As) = Lf(y)rp(x- I , s)rp(y, s) dy = Sf(s)rp(x, s), 

as was to be shown. 

§S. EXPLICIT FORMULAS AND ASYMPTOTIC EXPANSIONS 

Write an element x E G = SL2(R) as 

( a b ) ( eo) (1 u ) ( cos fJ 
x = c d = 0 e- I 0 1 - sin (J 

Then a(x) = e2• Multiplying out the matrices yields 

Hence 

sin fJ c= --­
e 

and d = cos fJ . 
e 

a ( (: : )) = c2 ~ d 2 • 

Now if 

a~l ) 

we get the explicit formula 

(I) 

and r{fJ) = ( cos (J 

- sin (J 

sin fJ ). 
cos fJ 

sin (J ), 

cos e 
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Therefore, if we put a = a(a) = a2, we find the advanced calculus 
integral expression for the spherical function, 

(2) fP (a) = _1 (IT 1 dB. 
s 2'IT J_'IT (a sin2 0 + a-I cos2 O)(S+I)/2 

By symmetry, we can evaluate the integral from - 'IT /2 to 'IT /2, and multiply 
by 2. Change variables; let 

u = tan B, o = arctan u, dO = du . 
1 + u2 

Then for a = a(a) we have 

(3) 

Remark. In general, as in Harish's papers, the variable u comes from 

n(u) = ( ~ ~) 
and (3) is an integral expression for fPs taken as an integral over N. 

Changing variables again, with v = au, we find 

(4) 

In absolute value, the integral is bounded by 

i oo (l + v2 / a 2t- 1 

(J dv. 
(1 + v 2) 

-00 

Let us now suppose that (1 > 1. This last real integral is decreasing as a 
increases, a ;;> 1. For a = 1, the integral has the value 

f co 1 
---2 dv. 

-00 ] + v 
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Hence we can apply the dominated convergence theorem, to get 

. f 00 ( 1 + v2 / a?t - 1 fool 
hm s dv = s dv. 

a-+oo -00 (1 + v2) -00 (l + v2) 

We recall the advanced calculus identity 

(5) 
1 -V; r(s -1) 

s dv - 'IT r(s) (1 + v2) 

This identity is proved by considering the product 

r(s)f 00 1 s dv = foo (00 e- I 1 s t S dt dv. 
- 00 (1 + v2) - 00 )0 (1 + v2) t 

85 

Let t ~ (l + v 2)1 and use the invariance of the integral with respect to dt / t 
relative to multiplicative translations. The desired expression drops out. 

Our expression for the limit is =1= O. Consequently, we obtain the asymp­
totic expansion for (J > I and a(a) or p(a) --.,. 00: 

(6) () 1 ()s-1 r( f) 
rp a ---p a 

s Vw re; I) 

From it, we see: 

Theorem 8. If Re(s) does not lie in the interval [-1, 1], then the spherical 
function fPs is not bounded. 

The proof we have given is that in Helgason-Johnson [He, Jo], for 
arbitrary semisimple Lie groups, but collapsing to advanced calculus in the 
case of SL2(R). 

In the theory of second order linear differential equations, when finding 
an eigenfunction expansion for the solutions, certain asymptotic estimates 
play an important role, realized by Bargmann explicitly in his original paper 
[Ba]. Although we shall not discuss this aspect of the question here, for the 
convenience of the reader, we give in Theorem 9 the first two terms for the 
asymptotic expansion of the spherical functions (4), carried out in general by 
Harish-Chandra [H-C 7], Lemma 37, actually a central result. I am indebted 
to Eli Stein for the elementary exposition in the rest of this section. 
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Let c(s) be the analytic continuation of the function 

----=---1- dv, 
(I + V 2)(s+l) 2 

[V, §5] 

Re s > O. 

Formula (5) expresses this integral in terms of the gamma function. 

Theorem 9. We have the asymptotic behavior for f ~ 0: 

f 
Proof We need some lemmas. 

Lemma 1. There exists a function Ct of t alone such that for N ~ 00 we 
have 

_ N- it +c + O(N- 1). 
it t 

Proof Write 

where a > 0 is a fixed constant. We have first 

I I N fN[ 
I . dv = I . I (I + v') 'u .", • (I + ",),,, .", 

I 1 rN 1 - Vl+it dv + J
a 

V l + it dv. 

For the first integral on the right we write 

and by the mean value theorem, 
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On the other hand, 

IN 1 N - it a - il 
--dv=---+--
v l + it it it 

a 

This proves the lemma, with 

87 

---. dv+~. 1 1 -it 
v1+/I It 

Lemma 2. The value c( is equal to c(it). 

Proof We consider 

----I--dv+ --- dv+--, l a 
1 fOO [Ill a-S 

(1 + V2)"20+$) a (1 + v2)tO + S ) v l + s S 

which is clearly analytic in a neighborhood of s = it, in fact for Re s > - 1, 
s =1= O. When Re s > 0 we can continue the integrals and obtain the 
appropriate value for Ct' 

We now prove Theorem 9. Split the integral of Theorem 9 into two 
integrals, 

00 ,-1/2 00 

( = ( +1 = 1+ n. 
Jo Jo ,-1/2 

In I, 0 ~ v ~ £ - 1/2, so that £2V 2 ~ £ « 1. Thus 

(1 + £2V 2) t(l + it) = 1 + 0 (£2v 2). 

Hence 

------~--~----~~-dv 
(I + v2 ) to + it}( I + £2V2) to- it) 

(i + o,)IOH) do + 0(,' 1'-'1' -(-1-+-'V"-~-2-")I;-;/'="2 dV) 
11/2 

- -£-. - + c + 0(£1/2) 
II I 

for £ ~ 0, by Lemma 1. 
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Next, 

foo 

II= 
.-1/2 

----------------------- dv 
(1 + v2)!(I+iO(1 + t: 2v2)!O-U) 

making the change of variables v M 1/ v. Next let v M v / t:. This yields 

by the previous arguments. Hence 

I + II = e + t:i1e + 0(t: 1/ 2) t - t ' 

as was to be shown. 



VI The Derived Representation 
on the Lie Algebra 

In this chapter for the first time we begin to deal with the COO or (real) 
analytic structure of G, rather than with just measure theory. We shall see 
how a representation of G gives rise to an algebraic representation of the Lie 
algebra on a dense subspace, for an arbitrary Lie group G. In the case of 
SL2(R), this representation has an especially simple form, as shown in §2. 

§t. THE DERIVED REPRESENTA nON 

Let G be a Lie group. For our purposes, you can assume that G = SL2(R) 
or GL2+(R), or GLn+(R). The important thing is that G can be coordinatized in 
a COO manner. Recall that for SL2(R) we have our coordinates (x, y, 8) 
arising from the upper half plane representation. For GLi(R), we would have 
the four coordinates (u, x,y, 8) where u is a diagonal scalar factor. Of course, 
for GL2(R) we can also use the four coordinates of the 2 x 2 matrix. 

If G is a closed subgroup of GLn(R), one can define its Lie algebra as the 
set of matrices X such that 

00 tnx n 

exp (IX) = ~ -,­n. 
n=O 

all fER 

lies in G. The Lie algebra is denoted by g. For G = SL2(R), it is an exercise to 
verify that g consists of aU real 2 X 2 matrices whose trace is O. (Use the 
Jordan normal form, for instance.) Thus for SLz(R), a basis of the Lie algebra 
over R is given by the three matrices 

89 
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If X lies in the Lie algebra, then the map 

t ~ exp(tX) 

[VI, § I] 

is called a one-parameter subgroup of G. It can be proved in general that 

exp: 9 -? G 

is a local real analytic isomorphism in a neighborhood of 0 (not a group 
isomorphism, of course). It is trivially verified for SL2(R). If X, Y E 9 and X, 
Y commute, then we do have 

exp(X + Y) = exp(X) exp( Y). 

In particular, the parametrization of the one-parameter subgroup above is a 
group homomorphism. 

A function is Coo on G if and only if it is Coo in terms of coordinates. The 
notion is clear for SLz{R) and we won't bother the reader with general 
definitions of manifolds and Lie groups at this point. Let him use his 
imagination or look it up elsewhere. For Banach valued maps, and differen­
tiability, cf. Real Analysis. There is essentially no difference with real 
functions. 

Let G be a Lie group and let H be a Banach space. Let 

f: G -? H 

be a Coo mapping. For each X in the Lie algebra g, andyE G, we define the 
Lie derivative 

exf(y) = dd fey exp(tx»1 . 
t 1=0 

Then ex f is also COO, and so we get a linear map 

It is dear that ex is left G-invariant, i.e. commutes with left translations. If 
H = C is the scalar field, then ex is easily verified to be a derivation, that is 

For fixed y E G let 

~(X) = fey exp(X». 

Then ~ is Coo on g, and by definition, 

~(tX) - ~(O) 
exf(y) = lim 

1--->0 
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For any Coo map F on a neighborhood of 0 in g, we have, by Taylor's 
formula, 

F(X) = F(O) + F'(O)X + O(lXI2), 
where 

F'(O): g ~ H 

is the derivative of Fat 0 (linear map). Therefore 

and ex is linear in X, that is, for X, Y Eg and c ER, we have 

and 

We extend this formula by linearity to complex coefficients. We let ge consist 
of linear combinations of elements of g with complex numbers, so that 
elements of ge are matrices of the form 

X + iY, X, YEg. 

If a = a + ib with a, b real, then we define 

e..x = eaX + iebX ' 

and thus obtain an extension of the Lie derivatives to elements of 90 which is 
a complex Lie algebra. 

When dealing with Coo functions and integral representations, we must 
frequently take a limit or "differentiate under an integral sign, and for the 
convenience of the reader we reproduce the lemmas allowing us to do this. 

Lemma 1. Let X be a measured space with positive measure Jl. Let U be an 
open subset of Rn. Let f: X X U ~ E be a mapping into a Banach space. 
Assume: 

i) For each y E U the map x ~ f(x, y) is in el ( Jl, E). 
ii) For each x EX and YoE U, we have 

lim f(x,y) = f(x,yo)' 
y->Yo 

iii) There exists a function fl E e'< Jl) such that for all y E U, 

If(x,y)1 ..;; Ifl(x)l· 

Then the function 

is continuous. 
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Proof It suffices to prove that for any sequence {yd converging to y, 

fxj(X'Yk) dp,(x) converges to Lj(x,y) dp,(x). 

Let jk(X) = j(x, Yk)' Then {A} converges pointwise to the function 

x ~ j(x,y), 

and by (iii), we can apply the dominated convergence theorem to conclude 
the proof. 

Lemma 2. Let X be a measured space with positive measure p,. Let U be an 
open subset oj R". Let j: X X U ~ E be a mapping into a Banach space. 
Assume: 

i) For each y E U the map x ~ j(x, y) is in e I( p" E). 
ii) For each y E U, each partial Dj(x, y) (taken with respect to the j-th 

y-variable) is in e l( p" E). 
iii) There exists a junction jl E e l( p,) such that jor all y E U, 

Let 

cI>(y) = Lj(x,y) dp,(x). 

Then DjcI> exists and we have 

DjcI>(y) = L Dj(x,y) dp,(x). 

Proof We have 

cI>(y + he) - cI>(y) f 1 
h = x h[J(x,y + he) - j(x,y)] dp,(x). 

Using the mean value theorem and (iii), together with the dominated conver­
gence theorem, we conclude that the right-hand side has a limit, equal to 

Ix Dj(x,y) dp,(x). 

[As in the previous proof, we have to use the device of taking a sequence {hk } 

to apply the dominated convergence theorem in its standard form.] 
Aside from hypothesis insuring that all the symbols make sense, the 

essential hypothesis in Lemma 2, allowing us to differentiate under the 
integral sign, is that the partial derivative with respect to y is uniformly 
dominated by a function in e1, independently of x. 
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Example. LetfE e,1(an) and let «pECcoo(an). We see thatf*«p is Coo, and 
for any monomial DP = Df' ... Dt" of partial differential operators, we 
have 

Indeed, by definition, 

f*«p(y) =1 f( -X)«p(x + y) dx. 
R" 

It is clear that Lemma 2 applies, and we can differentiate «p under the integral 
sign repeatedly to get the above formula. 

Lemma 3. Let G be a Lie group and fE e,1(G,H) where H is a Banach 
space. Let «pE CcOO(G,C) and let X Egc. Then f*«p is Coo, and 

e,x(J*«p) = f* e,x«P· 

Proof. Exactly the same as above for an. By definition, 

f*«p(y) = Lf(x-1)<p(xy ) dx. 

In the neighborhood of a point y we can choose local coordinates identifying 
this neighborhood with an open set in Euclidean space. The uniform domina­
tion of Lemma 2 is valid. 

Let G be a Lie group and 'Tf: G ---? GL(H) a representation in a Banach 
space. We define the algebraic subspace H"oo to consist of aU those vectors 
v E H such that the map 

x H'Tf(X)V 

is Coo. We can H'lToo the space of Coo vectors. It is stable under the action of G, 
i.e. if a E G and v E H",oo, then 

and it is also stable under the action of smooth functions with compact 
support. More is even true: 

If <p E CC
OO ( G) and v E H, then 'Tf I( «p)v E H"oo. 

Proof. By definition, 

'Tfl( <p)v = f «p(y )'Tf(y)v ely 

'Tf(X)'Tfl(<<p)V = f «p(y)'Tf(xy)v dy 

= f «p(x-y)'Tf(y)v ely. 
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We can differentiate under the integral sign by Lemma 2, with respect to x. 
This is essentially a special case of Lemma 3. 

Recall that if {On} is a Dirac sequence, then for v E H, 7T 1(On}V converges 
to v. Consequently, since we can take a Dirac sequence to consist of Coo 
functions with compact support, we conclude: 

H."oo is dense in H. 

In other words, there is an ample supply of Coo vectors, even of the form 
7T1(<p)V, where <p E CCOO(G). 

We now come to the derived representation. If v E H.,,"", we define 

d7T(X)V = dd 7T(exp(tX)v)! . 
t t=O 

We shall prove that the right-hand side lies also in H.,,"", and furthermore we 
get the formula 

DER 1. If f(x) = 7T(X)V, then for a E G, v E H.,,"" we have 

d7T(X)V = (exf)(e) 7T(a)d7T(X)V = (exf)(a). 

Since f is C"" by assumption, we see that the formula implies that d7T(X)V 
is also C "". As for the truth of the formula, we have by definition 

Applying the continuous operator 7T(a) to the limit 

. 7T{exp(tX»v - v 
11m , 
1-+0 t 

we see that we get our formula. 

We see that d7T(X): H",oo ~ H."oo is a linear map, depending linearly on 
X. We call it the derived representation of 7T on the Lie algebra. 

DER 2. For X, YEg andf(x) = 7T(X)V, vEH'/Too, we have 

d7T(X)d7T( Y)v = ex eyf(e). 

Proof We have 

7T(x)d7T( Y)v = f.yj(x) 
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by DER 1; also, putting a = e, we know that 

if wE H.,oo and fw(x) = 7T(X)W. We apply this to w = d7T( Y)v to get DER 2. 

Let X, YEg. There exists a unique element [X,y]Eg such that for all 
fE COO(G,H) we have 

The bracket is defined by using multiplication of matrices, namely 

[X, Y] = XY - YX. 

We shall prove this below. From DER 2 we then get for d7T, 

DER 3. d7T([X, YD = [d7T(X), d7T( Y)], 

where the bracket on the right is d7T(X)d7T( Y) - d7T( Y)d7T(X). 

The proof for the commutation formula of the Lie derivative will use two 
lemmas. Note that if g is an invertible matrix, then 

This is trivial, because g-IXng = (g-IXgr. 

Lemma 4. Let s be a real number, and put gs = exp(s Y). Let 

cp(X) = f(exp X). 
Then 

Proof We have 

Hence 

gs-IXgs = (J - sY + 0(S2»)X(J + sY + 0(S2») 

= X + seXY - YX) + 0(S2). 

cp( gs-IXgJ = cp(X) + cp'(X)s(XY - YX) + 0(S2). 

The assertion of the lemma follows at once. 
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Lemma 5. Let y = exp(uY), where u is a fixed real number. Let 

Then 

J(u,s,t) = f(y exp(tgs-1Xgs))' 

D3D2J(u, 0, 0) = q/(O)(XY - YX). 

Proof The expression on the left is equal to 

dd D2J(u, 0, t)\ = dd [q/(tX)t(XY - YX)]\ . 
t 1=0 t 1=0 

The lemma follows from the rule for the derivative of a product. 

[VI, §l] 

Note that in Lemma 4, we could consider CJly(X) = j(y exp X). We wrote 
the y explicitly in Lemma 5 in order to have the numbering of the variables fit 
the application we have in mind. 

Next, let gs = exp(s Y), as before, and let 

F(u, s, t) = f(exp(uy) exp(tgs-1Xgs))' 

Then 

j(exp(tX) exp{uY» = f(exp(uY) exp{tg;IXgJ) = F(u, u, t), 

so that 

Furthermore, 

f(exp(uY) exp(tX» = F(u, 0, t), 
so that 

Therefore 

By Lemma 5, we find 

D3D2F(u, 0, 0) = cp;(O)(XY - YX). 

We obtain 

This proves the desired relation of commutation between the Lie derivatives. 
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We also want to know how the derived representation behaves when 
composed with '7I\cp) for cpECcOO(G). We introduce the right Lie derivative 

0tx f(x) = dd f(exp(tX)x)I ' 
t 1-0 

which commutes with right translations. 
In what follows, we let cp E CC

OO ( G). For the next property DER 4, we 
need not assume v E H"oo, merely that v E H. 

DER4. 

Proof We have: 

'IT(exp(tX»'lTl(cp)v = 'IT(exp(tX» f cp(x)'IT(x)v dx 

= f cp(x)'IT(exp(tX)x)v dx 

= f cp(exp( - tX)x)'IT(x)v dx 

by letting x ~ exp( - tX)x. We consider this expression for small values of t 
near 0, and we differentiate under the integral sign, valid because cp has 
compact support. Let 

cp(exp( - tX)x) = F(t, x). 

Then D\F(t, x) has compact support. Applying d/ dt to our expression yields 

f ~ cp(exp( - tX)x)'IT(x)v dx. 

At t = 0 this yields precisely 'IT I( 0t _ x cp )v, thus proving the formula DER 4. 

DER 5. 

Proof Entirely similar to the preceding proof, moving d / dt inside and 
out of an integral and using the definitions. We don't bother to write it out. 

Partly because of the minus signs occurring in DER .. and DER 5, and 
partly for other suggestive reasons, it is sometimes useful to introduce the 
notation 

(X*cp)(y) = dd cp(exP(-lx)y)1 = -1:Rxcp(y), 
t 1-0 

(cp*X)(y) = dd cp(y exp(-tX»! = - t'xCP(Y). 
t 1-0 
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It is easily verified that 

(cp*X)*1/; = cp*(X*I/;) 

for cp, I/;E CCoo(G). Then we have 

and 

[VI, § I} 

By an abuse of notation, one sometimes writes 'IT(X) and 'IT ( cp) instead of 
d'IT(X) and 'lT1(cp) (a notation which confused me a lot when I learned the 
subject, but which does become convenient), in which case one sees 'IT as a 
multiplicative homomorphism for the convolution operation on the algebra 
generated by elements of the Lie algebra and functions in CC

oo( G), acting as 
operators. In other words, we have in this notation 

and 

We are now finished with the formalism of Coo vectors, and say a few 
additional words about analyticity. Let H be a Banach space. If f: G ~ H is 
a mapping, we say that f is analytic (i.e. real analytic) if it has a power series 
expansion in the neighborhood of every point, in terms of local coordinates. 

Taylor's formula. Let f: G -,) H be analytic. Let y E G. For all X 
sufficiently small in 9 (with respect to any norm on the finite dimensional 
R-space g), and all t with 0 <: t <: I, we have the Taylor series expansion 

00 

f(y exp(tX» = ~ J,U~xf)(y)tn. 
n. 

n=O 

Proof By definition, 

exf(y exp(uX» = dd f(y exp(u + t)X)1 
t 1-0 

d 
= duf(Y exp(uX». 

By induction, let F = ex f and assume 
n 

F{y exp(uX)) = (:u) fey exp(uX». 

Then 

d 
ex F(y exp(uX» = du F(y exp uX) 

( d )n+ I 
= du fey exp uX). 
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In other words, we have proved the formula 

(*) 
dn 

e~f(Y exp uX) = dunf(Y exp uX). 

Let (x" ... ,xr) be the coordinates of X with respect to a fixed basis of g over 
R. Since f is analytic, we have for small lXI, 

f(y exp X) = P(Xl' ... ,x,) 

where P is a convergent power series in a neighborhood of O. Hence 

for 0 ...;; u " I. Hence, evaluating (*) at u = 0, we get 

Putting u = t proves our Taylor formula. 

Let 'IT: G -? GL(H) be a representation in a Banach space. An element 
v E H is called analytic if the map x ~ 'IT (x)v is analytic. 

Corollary. If v is analytic, then 
00 

~ 1 n 
'IT(exp(X»v == ~ ,d'IT(X) v. 

n=O n. 

Proof Immediate from Taylor's formula. 

It is clear that the analytic vectors in H form an algebraic subspace, 
denoted by H:n. 

Theorem 1. Let G be a connected Lie group and let 

'IT: G -? GL(H} 

be a representation on a Banach space. Let V be an algebraic subspace of H 
consisting of analytic vectors, and invariant under d'IT(g). Then the closure of 
V is invariant under G. 

Proof Let v E V. For X E g and I X I small, we apply the corollary to the 
analytic map f(x) = 'IT(x)v, and get 

~ 1 n 
'IT(exp(X»v = ~ ,d'IT(X) v E V. 

n. 
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But exp of a small neighborhood of 0 in g is a neighborhood of e in G. Hence 
the closure of V is invariant under a neighborhood of e in G. The products of 
such a neighborhood with itself generate G, so our theorem is proved. 

Theorem 1 provides an important criterion for irreducibility. As we shaH 
see later, the algebraic space of K-finite vectors in a certain representation, or 
appropriate algebraic subs paces, will provide examples of the space V in 
Theorem I. 

In concretely given situations, as we shall see below, one has direct means 
to prove that certain vectors are analytic. This arises from the fact that certain 
representations are in function spaces on G, and that these function spaces 
contain plenty of analytic functions on G. One has then to prove that such 
functions are analytic vectors, when viewed as elements of the function 
spaces. 

The existence of a dense subspace of analytic vectors for completely 
arbitrary Lie groups was proved by Nelson [Ne]. 

On the other hand, a general proof for SL2(R), following the original 
ideas of Harish-Chandra for general semis imp Ie Lie groups, falls easily within 
our range of ideas. One can construct a Dirac sequence consisting of analytic 
functions, using the weak definition of Dirac sequences, where DIR J is 
replaced by the analogous L I condition. Indeed, analytically, G is merely a 
product A X N X K, where A is isomorphic to R +, N is isomorphic to R, 
and K is the circle group. Fourier series provide analytic Dirac sequences on 
K. Starting with the function 

1 2 cp(t) = -e- I 

V1i 

one forms the sequence of functions 

cp,,(t) = ncp(nt) 

whose integral is still I, which are positive, and which are easily proved to 
satisfy the third Dirac sequence condition. Taking 'lTi(cp,,)v for an arbitrary 
vector v is easily shown to yield an analytic vector. There is therefore no great 
difficulty in handling analytic vectors in the cases of interest to us, just like 
Coo vectors. An even better way will be to see later that in all cases of interest 
to us, K-finite vectors are analytic. See X, §2, Th. 7. 

§2. THE DERIVED REPRESENTA nON DECOMPOSED OVER K 

We return to the considerations of Chapter II, § 1, where we obtained a 
decomposition of an arbitrary representation of G = SL2(R) over its circle 
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group K. We shaB relate it to the derived representation. As usual, we let 

r ( (j) = ( cos (j sin 8 ). 
- sin (j cos (j 

For the convenience of the reader, we recall that J E Sn, m if and only if 
J E Cc ( G) and satisfies 

J( r( 8)yr( 0')) = e -in'j(y)e - im/J' 

for all y E G and all real 0, (J'. We note that the space of Coo functions in 
Sn m' denoted by S"oom' is dense in SrI m' This is essentially obvious: Any 
continuous function ~ith compact support can be uniformly approximated by 
a Coo function whose support is very close, and then the arguments given to 
prove Lemma 1, Chapter II, §1, amounting to Fourier series convergence, 
yield Coo functions. From now on, when we quote Lemma 1 from Chapter n, 
we allow ourselves to do it with Sn~m replacing Sn, m' 

We use the same notation as in Chapter n, §}, for the K-decomposition. 
Let 'IT: G ~ GL(H) be a representation in a Banach space. Then H" is the 
subspace of H consisting of those vectors v such that 

'IT(r(O»)v = einllv, 

i.e. it is the n-th eigenspace of K in H. 
The denseness of Sq~q in Sq, q shows that if 'lTi(Sq, q)Hq =1= 0, then 

'lTl(Sq~q)Hq =1= O. 
As before, we let 

w=(_~ ~) 
so that the one-parameter subgroup of G generated by W is precisely K. 

Lemma 1. Let 'IT: G ~ GL(H) be a representation. Let X Eg. Let vEH."oo 
be an eigenvector Jor d'IT(X) with eigenvalue A, i.e. assume that 

d'IT(X)v = Av. 
Then 

Jor all real t. 

Proof Let J(t) ='IT(exp(tX»d. Then J is differentiable by assumption, and 

J(t + h) - J(t) 'IT(exp(t + h)X)v - 'IT(exp(tX))v 

h h 

( ) 'IT(exp hX)v - v 
= 'IT exp(tX) h 
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Taking the limit as h ~ 0 yields w(exp IX) dw(X)v = w(exp tX)AV. Hence 
f'(t) = Ai(t). Considering J(t) / eAt yields J(1) = eA1v, as desired. 

The lemma will be applied when X = W, t = 0, exp OW = reO). 

Theorem 1. Let w: G ~ GL(H) be an irreducible admissible representation 
oj G = SLiR) in a Banach space. Let n be an integer such that Hn =1= CO}. 
Then Hn has dimension I, any element oj Hn is a C DO vector, and Hn is the 
eigenspace oj dw( W) with eigenvalue in. 

Proof We know from II, § 1, Th. 2 that Hn has dimension I. Since 
wl(Sn~n)Hn =;= 0, if {vn} is a basis of Hn over C, then 

wl(Sn~n)vn = Cvn· 

Thus Vn is a Coo vector. From the definition of Hn it is clear that its character 
on K is the n-th character, and that it is an eigenspace for dw{ W) with 
eigenvalue in. The lemma shows that any such eigenvector must lie in H n , and 
our theorem is proved. 

Remark. As mentioned before, the analyticity of elements in Hn will be 
proved in X, §2, Th. 6. 

We shall now investigate the action of other basis 61ements of the Lie 
algebra on the spaces Hn. It is convenient to deal with complex elements. We 
let 

~ ) 
Then by matrix multiplication, we get 

Bracketing with some X in the Lie algebra yields a linear endomorphism 
called ad(X) of the Lie algebra, and we see that E +, E - are eigenvectors of 
ad{ W). [Note that ad(X) is the regular representation of X in its own algebra. 
For some unknown horrible reason, it is called the adjoint representation, 
which is very confusing because there is no adjoint operator in the sense of 
scalar products anywhere in sight. It would have been better to call it reg(X), 
but it's too late to change.] 

Occasionally we shall also write E + and E _ instead of E + and E -, 
especially when these symbols occur in the context of powers. 

Theorem 3. Let w: G ~ GL(H) be an irreducible representation oj G in a 
Banach space. Let m be an integer. Then the sum 

~ Hn 
n=m(mod2) 
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is stable under d'1T(g). Furthermore, we have 

d'1T(E +): Hn --? Hn+2, 

Proof Let v E Hn' Then DER 3 shows 

d'1T(W) d'1T(E+)v = d'1T[W,E+]v + d'1T(E+) d'1T(W)o 

= 2i d'1T(E +)0 + in d'1T(E +)v 

= i(n + 2) d'1T(E +)0. 
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Hence d'1T(E +) is an eigenvector for d'1T( W) with eigenvalue i(n + 2). 
Theorem 2, or the lemma, shows that d'1T(E +)0 lies in Hn +2. The argument 
for E - is the same, replacing + by -, thereby proving our theorem. 

The above arguments, due to Bargmann [Ba], determine the action of the 
Lie algebra on irreducible representations of SL2(R). 

Suppose that Hm = 0 for some integer m. We form the sums 

and 

over all integers q == m (mod 2). Then H': and H;; are stable algebraic 
subspaces for the operation of the Lie algebra, d'1T(gd. If we know that the 
vectors in Hn are analytic vectors, then we can apply Theorem 1 to conclude 
that if H':, say, is =1= 0, then its closure is invariant under '1T(G), whence the 
irreducibility of '1T implies that this closure is exactly H. 

Bargmann [Ba] following up the above arguments, also showed the 
uniqueness of the irreducible unitary representations behaving like the above 
with respect to the Lie algebra, extending to infinity in each direction, so that 
there are no others besides the ones which we shall exhibit. We shaH prove 
these uniqueness statements below, and in the next section. 

From the action of the Lie algebra, we see that there are four possible 
classes of irreducible infinite dimensional representations of G, according to 
the behavior with respect to d'1T(g) extending to infinity in at least one 
direction: 

Case 1. There exists an integer m such that H is the closure of the space 

and Hm =1= O. 

L Hq 
q>m 

q=m (mod 2) 
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Case 2. There exists an integer m such that H is the closure of the space 

L Hq , 
q<.m 

q=.m (mod 2) 

and Hm =1= O. 

Case 3. The space H 0 is not 0 and H is the closure of the sum 

Case 4. H is the closure of the sum 

In Case 1, we call m the lowest weight, and call a non-zero element of Hm 
a lowest weight vector. In Case 2, we call m the highest weight, and call a 
non-zero element of Hm a highest weight vector. In Case 3, we note that Ho 
consists of the elements of H which are invariant under K. It is therefore no 
surprise that the theory of Case 3 will be a continuation of the theory of 
spherical functions. In the other three cases, bi-invariant functions operate 
trivially on H, i.e. the trivial representation of K does not occur in these three 
cases. 

Visually, the direct sum of the non-zero spaces Hn in the four cases looks 
like this: 

tJJH _4tJJH _2tJJHoffiH2tJJH4tJJ ... , 

tJJH _3tJJH _lffiHlffiH3 tJJHstJJ ... . 

There are also finite dimensional representations (occurring in a natural way 
between H -m and Hm!)' We shall deal with these later in connection with the 
Plancherel formula. 

The fact that the K-components of an irreducible subspace of a represen­
tation must have a given parity makes it useful to decompose functions in the 
group algebra in a similar fashion. For any function f on G we let 

f(x) + f( -x) 
f + (x) = ---:::---

2 
and 

_ f( x) - f( - x) 
f (x) = 2 . 
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ThusJ+ is even andJ- is odd. (The context will always make it clear whether 
J - is the odd function defined above, or f - (x) = J( x - I).) 

Let'/T be a representation of G on a Banach space H. We call the space 
.... 

H+ = EB H 
n even n 

the space of even elements in H, and we call the space 
.... 

H- = EB H 
n odd n 

the space of odd elements in H. 

Lemma 2. IJI/;ECcCQ(G) is odd (resp. even), then '/T1(1/;) maps H into H­
(resp. H +) and annihilates H + (resp. H -). 

Proof This is immediate from the definitions of '/T1(1/;). 

Writing a function I/; = 1/;+ +1/;-, we can then study the effect of '/T(I/;) on 
each one of the spaces H + and H - separately. 

We end this section by considering the uniqueness of the derived repre­
sentation in certain cases. 

Let'/T be a representation of G on a Banach space H. Let 

be the algebraic space of K-finite vectors, where Hn is the n-th eigenspace of 
K. We called the representation '/T admissible if the dimensions of the spaces 
Hn are finite. If this is the case, then an argument similar to that used to 
prove Theorem 2, §2, shows that the elements of Hn are Coo vectors. We leave 
this as an exercise to the reader. [It is also true that they are analytic vectors.] 
The proof will be given for the case dim Hn = 1 in Chapter X, §2. 

Let y E G and X Eg. We define 

Ad(y)X = yXy-l, 

so that Ad(y) is a linear endomorphism of g. We call y M Ad(y) the adjoint 
representation of G. Recall that 

exp{yXy-l) = y exp(X)y-l. 

If y E G, then we get trivially '/T(y)d'/T(X) = d'/T(Ad(y)X)'/T(y). 

The space H(K) is stable under d'/T(g). 

Proof Let k E K, v E H(K) and X Eg. Then 

'/T(k) d'/T(X)v = d'/T(Ad(k )X)'/T(k )c. 
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Hence, 'lI'(K) d'll'(X)v is contained in the image under d'll'(g) of the finite 
dimensional space generated by 'lI'(K)v, and is therefore finite dimensional, as 
contended. 

Let 'lI'p 'lI'2 be admissible representations on Banach spaces HI' H 2• We 
shall say that they are infinitesimally isomorphic if there exists a linear 
isomorphism 

which commutes with the derived representation, i.e. such that 

We also say in this case that L is a g-isomorphism on HI(K), or IS an 
infinitesimal isomorphism. 

Let S 00 = ~ S,,~ m as before. We say that 'lI'1 is S 00 -isomorphic to 'lI' 2 if 
there exists a linear isomorphism L such that for cp E S 00, 

If L is an S ""-isomorphism, then it is a g-isomorphism. 

Proof Let vEH({K). There exists cpES oo and wEHJ(K) such that 
v = 'lI'(cp)w. For X Eg we get: 

L'lI'j(X)v = L'lI',(X)'lI'j(cp)w = L'lI'(X*cp)w 

as was to be shown. 

= 'lI'2(X * cp)Lw 

= 'lI'iX)'lI'icp)Lw 

= 'lI'iX)L'lI'j(cp)w 

= 'lI'iX)Lv, 

Observe that since a g-isomorphism on H(K) commutes with d'TT( W), it 
necessarily commutes with the action of K, i.e. preserves the eigenspace direct 
sum decomposition of the K-finite vectors. 

Theorem 4. Let 'lI', 'lI" be irreducible admissible representations of G on 
Banach spaces H, H'. Assume that there exists a postive integer m such that 
'TT, 'TT' have a lowest weight vector of weight m, say um ' U;" respectively. If H, 
H' are infinite dimensional or if they have the same finite dimension, then 
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there exists an infinitesimal isomorphism 

L: H(K) ~ H'(K) 
such that LUm = u;". 

Proof For simplicity write Xv instead of d7T(X)v, and similarly for Xv', 
v/EH'. Let 

By irreducibility, u m +2r and u;"+2r are =1= 0 and are basis elements of H m + 2r, 

H:"+ 2r respectively for the same values of r. We define L such that 

Then L commutes with Wand E +. There remains to prove that L commutes 
with E _. This is obvious inductively, using the commutation rule 

and starting the induction with the assumption that E _ Urn = 0, E _ u;.. = O. 
Thus our theorem is proved. 

Theorem 4 has an analogue for irreducible representations having high­
est weight vectors of weight - m, where m is still a positive integer, and the 
proof is the same, mutatis mutandis. If m ~ 2, such infinite dimensional 
representations are called discrete series representations, because they are 
infinitesimally isomorphic with irreducible subspaces of L 2( G) on which G 
acts by translation. We shan prove this later, by exhibiting an appropriate 
subspace of L 2( G) having a lowest weight vector. As for the finite dimen­
sional case, we get: 

Corollary. For each positive integer d there exists one, and up to 
isomorphism only one, irreducible representation of SL2(R) of dimension d. 

Proof Existence will be proved at the end of §5. Infinitesimal uniqueness 
is a special case of the theorem, so let 

L:H~H' 

be an infinitesimal isomorphism. In the finite dimensional case, we automati­
cally have Taylor's formula 

7T(exp X)v = ~ J,d'1T(X)nv, 
n. 

whence L is necessarily also an isomorphism with respect to the group action, 
as desired. 
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§3. UNIT ARIZA nON OF A REPRESENT A nON 

Let 7T be a representation of G on a Banach space E. We say that 7T is 
unitarizable if 7T is infinitesimally isomorphic to a unitary representation on a 
Hilbert space H. An infinitesimal isomorphism 

L: E(K) ~ H(K) 

induces a Hilbert space scalar product on the algebraic space E(K). If E(K)" 
denotes the n-th eigenspace of E(K) (equal to the n-th eigenspace of E), then 
any such Hilbert space product must make distinct eigenspaces orthogonal to 
each other. In particular, if dim E(K)n = dim En = 1, then the scalar product 
on En is determined by the value <u, u) for any basis vector u in En' If u is a 
unit vector for one scalar product, say 

<u, U)l = I, 

and if <v, W)2 is another scalar product, such that <u, U)2 = c2 with c > 0, 
then c -IU is a unit vector for the second scalar product. If {un} is a family of 
unit vectors for the spaces En such that dim En = 1, in the first scalar 
product, then {cn-1un} is a family of unit vectors for these spaces En in the 
second scalar product. We therefore see that a unitarization of 7T determines 
such a family of positive numbers {cn }. 

Infinitesimally, there is a simple necessary condition for a representation 
to be unitary. 

Lemma 1. If 7T is a unitary representation of G, and X E g, then d7T(X) is 
skew symmetric on H'lToo • 

Proof Obvious from the definition of the derived representation. 

The next lemmas lead to a theorem giving us the uniqueness of a unitary 
representation infinitesimally isomorphic to a given representation. 

Lemma 2. If 7T is irreducible admissible on the Banach space H, and if i£ is 
the algebra of operators on H(K) generated over C by the elements of 
d7T(g), then given any non-zero element u E Hm for some m, we have 
H(K) = (fu. In other words, the algebra i£ operates transitively on H(K). 

Proof This is obvious from Theorem 3, §2, and Theorem 1, § 1. 

Lemma 1. Let V = ~ Hn be a vector space over C, expressed as a direct 
sum of subspaces Hn' Let i£ be an algebra of linear endomorphisms of V 
generated by elements Xl> ... ,Xd • Let m be an integer such that Hm has 
dimension I, generated by an element u, and assume i£u = V (i.e. i£ acts 
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transitively). Any two positive definite scalar products on V which preserve 
the orthogonality of the spaces Hn and for which Xl' ... ,Xd are skew 
hermitian differ by a positive scalar multiple of each other. 

Proof. After multiplying one scalar product by a constant, we may 
assume that the two scalar products are equal on Hm' What we have to show 
is that a scalar product satisfying the conditions of the theorem is determined 
by its values on Hm' It suffices to consider the scalar product of elements v, w 
for which there exist Z, Z' E (£ such that Zu = v and Z' u = w, and 

Z = ZI' .. Zr and Z' = Z;· .. Z; 

with elements Zi' Z; which are equal to some of XI' ... ,Xd' Then 

<v, w) = (-l)'<u, iZ'u), where Z = Z, ... Zl' 

By orthogonality, lhe scalar product in this last expression depends only on 
the projection of ZZ'u on Hm' Therefore, if we know the value of the scalar 
product on Hm. it is determined on all of V, as was to be shown. 

Lemma 4. Let 'IT be an irreducible admissible representation of G on a 
Banach space H. Any two positive definite hermitian products on H(K) for 
which the elements of d'IT{g) are skew symmetric are positive scalar multiples 
of each other. 

Proof. We take the algebra (£ to be the one generated by d'IT(X), X Eg, 
and apply Lemmas 2, 3. 

Theorem 5. Let 'lT1' 'lT2 be irreducible unitary representations of G, and let 
L: HI(K) ~ HiK) be an infinitesimal isomorphism. Then there exists 
c > 0 such that cL is unitary, and its unitary extension HI ~ H2 is a 
unitary isomorphism between 'IT I and 'IT 2' 

Proof. The first statement is immediate from Lemma 4. After multiplying 
L by a positive number, let us assume that L is unitary. For X sufficiently 
small, we have Taylor's formula, 

~ 1 n 
<'IT(exp X)v, w) = ~ ,<d'IT(X) v, w). 

n. 

Putting 'IT = 'lT1' the formula shows that for all x close to e, 

<L'lTJ(x)v, LW)2 = <'lT2(x)Lv, LW)2' 

Hence L commutes with the group action near e, and therefore with the 
group action itself, since G is connected. This proves Theorem 4. 
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Remark. The essential ingredient of the above arguments is that in the 
K-decomposition of H(K), one of the irreducible representations of K occurs 
with multiplicity 1. A K-invariant positive definite hermitian product on this 
component is the generalization of our present situation, and similar argu­
ments in the higher dimensional case yield an analogous theorem. 

Let 7! be a representation of G in a Hilbert space H. We do not assume 7! 

unitary. If v E H is a non-zero vector, then we consider the coefficient 
function 

fv(x) = <7!(x)u, u), 

where u is a unit vector in the direction of v. If Hn has dimension I, then we 
can define the n-th coefficient function to be fv for any vector v ¥= 0 in Hn' 

Theorem 6. If two representations of G which are unitary on K are 
infinitesimally isomorphic, and the n-th eigenspace for the representations 
has dimension I, then the n-th coefficient functions of the two representations 
are equal. 

Proof Let H(K) be the space of K-finite vectors for the first representa­
tion, let u be a unit vector in H n , and let 

f(x) = <7!(x)u, u). 

Then the function f is analytic on G (see below), and for all small X E g we 
have 

whence, putting x = exp X, 

~ I q 
f(x) = £..J q! <d7!(X) u, u). 

Each term <d7!(X)Qu, u) is determined by knowing the derived representation 
algebraically. Hence f is uniquely determined locally in a neighborhood of the 
origin. By analyticity, f is determined on all of G. 

Remark 1. We used the analyticity result already mentioned, and to be 
proved in Chapter X, §2. 

Remark 2. We shall use Theorem 6 later to see that the trace, properly 
defined, is independent of the infinitesimal isomorphism class of representa­
tions. Indeed, as a distribution, the trace will be taken as a sum of coefficient 
functions 

and Theorem 6 will apply. 
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Coefficient functions can sometimes be used to embed a representation 
infinitesimally into L 2( G), as follows. Let '1T be a representation of G in a 
Banach space H and let A be a non-zero functional on H. Let v E H. We let 

ix,v(x) = fv(x) = A('1T(X)V}. 

We shall keep A fixed, and hence index f only by v. 
In preparation for the next result, we tabulate some more formalism. Let 

IPECc(G), and as usual, let IP-(x) = IP(x- I ). Then 

(l) f'l1(rp)v = fv * IP-

Let X E g. Let f E L 2( G) and IP E CcOO( G). Then 

(2) ex(J*IP) = f* exIP 

All these formulas are immediate from the definitions. 

Lemma 5. Let '1T be the representation by right translation on L 2( G), i.e. 
'1T(x)f(y) =f(yx). Let fEL2(G) and IPECcOO(G). Then f*IP is a Coo 
vector in L \ G), and 

Proof It suffices to prove that the map x M '1T(x)f is Coo near the origin 
in G. Let 

'1Ttxf(y) = f(y exp(tX»). 

We first prove the formula, and we have to show that 

approaches a limit in L2(G), given by ex (f*IP)· Thus we have to investigate 
the limit of 

r f(y exp(tX)x-1)IP(x) - f(yx-1)IP(x) 
J~ ----------------------------- dx 

G t 

as a function of y, in L 2( G). Change variables, letting 

x M xy exp(tX). 
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The above expression is equal to 

1 f(X-l)<p(Xy exp(tX») - f(X-I)<p(Xy) 
---------------------------- dx. 

G t 

Let I[;(t) = <p(xy exp(tX». By the mean value theorem, 

I[;(t) - 1[;(0) = I[;'(to)t = ex <p(yx exp(toX))t 

by the mean value theorem, for some to between t and O. Hence our 
expression is equal to 

which is a function of y. We have to show that this function of y approaches 

in L 2( G), and this amounts to showing that the integral 

2 

fa Ifaf(x-1)[ex<p(xy exp(toX) - ex <p(xy)] dxl dy 

approaches 0 as to approaches O. We bring the absolute value under the 
integral sign and use the Schwarz inequality. We can then take the limit 
under the integral sign to prove the formula. Induction and (2) show that f is 
a C co vector, as was to be proved. 

Theorem 7. Let 1T be an irreducible admissible representation of G in a 
Banach space E. Let ,\ E E', ,\ =1= 0, and let 

vEE(K), 

be the corresponding coordinate function. Let G operate by right translation 
on L2(G). If fu is in L2(G) for some u =1= 0 in E(K), then fv is in L2(G) for 
all v E E(K), and the map 

is a g-embedding of E(K) into L2(G). In particular, 1T is unitarized by this 
embedding. 

Proof By irreducibility, L 1T(S':n) acts transitively on E(K). By formula 
(I), we conclude thatfvEL2(G) for all vEE(K). Lemma 5 and formulas (2), 
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(3), (4) immediately show that the map v ~ Iv commutes with the derived 
action of the Lie algebra, and by irreducibility, v ~ Iv is injective, i.e. is an 
embedding, thereby proving our theorem. 

§4. THE LIE DERIVATIVES ON G 

In this section, we compute the Lie derivatives explicitly for functions on 
G. As we know, SL2(R) operates on the upper half plane. It is more 
convenient here to deal with the operation of GLt (R), in which of course the 
scalar diagonal elements operate trivially, because we can use the two 
coordinates of the upper half plane (x, y) for GL2+ (R). 

Thus we deal with G = GLt (R) and write an element of G as 

g = ( : : ). 

We let z = x + ry E~, Y > 0, so that gi = z = x + iy. Under this operation, 
we have 

(~ ~) ~ x + iy. 

and an element g has the unique decomposition 

g = ( ~ : )( ~ ~)( - :~~ : sin lJ ) = ( a 
cos 8 e 

with u, y > O. With this notation we have. from matrix multiplication, 

(I) ue ie = d - ie 

(2) 

and ie _ d - ie . 
e - Id - tel' 

Any function q, on G can be written in terms of our coordinates 
(u, x,y, (J), namely 

q,(g) = q,( u( ~ ~ )r(8») = F(u, x,y, 8). 

Since we want to look at SL2(R), we assume for simplicity that q, is 
independent of u, whence we omit the u and write simply F( x, y, (J). 
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Let X Eg. Put 

g.(t) = g exp(tX). 

Then 

cfl(g.(t» = F(x.(t),y.(t), O.(t» 

and 

- cfl( g (t» = - -- + - - + - -d I of dX'1 of dY'1 of dO. I 
dt • /-0 3x dt 1-0 3y dt 1-0 30 dt 1=0' 

We shall compute the explicit formulas for the Lie derivatives associated with 
the elements of the Lie algebra given by 

Note that 

(3) 

(4) 

X = (~ ~ ), w = ( _ ~ ~ ). 

v=(~ H=( 

v = 2X - W, E- = H - iV, 

1 

o 

E+ = H + iV. 

ex = y cos 20 a3x + y sin 20 ;y + sin2 0 ;0' 

Proof We have 

so 

exp(tX) = ( ~ :), 

g.(t) = ( : 
at + b), 
et + d 

( ) . ai + at + b ( ) ( ) + . () g. t I = . d = z. t = x. t lY. t , 
el + et + 

ad - be 2·9 
z~(O) = = ye ' • 

(ci + d)2 

. ct + d - ic 
10.(t) = Jog 1/2 . 

(Cl + d)2 + c2) 
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Hence 

THE LIE DERIVA BVES ON G 

x~(O) = y cos 2fJ, 

y~(O) = y sin 2fJ, 

fJ '(O) - - 2 f) _ 1 - cos 2fJ • -sm - 2 . 

This proves our formula. 

Trivially, we have 

(5) 

Since V = 2X - W, we find 

(6) Ev = 2y cos 2fJ :x + 2y sin 2fJ ;y - cos 29 ;0' 

Since 

we find 

( e' 
exp(tH) = 0 

( ae' 
g.(t) = 

ce' 

be' ), 
del 

from which we get g.(t)i = z.(t), 

_ ae'j + be- I • 
g.(t)l = I_ d I = x.(t) + ly.(t). 

ce I + e 

We also have 

. de- t - ice ' 
If).( t) = log 1/2 . 

(d 2e- 21 + c2e21 ) 

From this we obtain the Lie derivative 

lIS 
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Since E - = H - i V, we obtain 

(.) 2' -2i8( a +. a ) + . -2i8 a k - = - lye - 1- Ie -
E ax ay ao 

(8) 

2' -2;8 a +. -2j8 a 
- lye aZ' Ie ao . 

Observe the a / aZ' which pops out, and is the Cauchy-Riemann operator. A 
function J(z) is analytic if and only if aJ / aZ' = O. This concludes our tabula­
tion of the Lie derivatives on G. 

§5. IRREDUCIBLE COMPONENTS OF THE 
INDUCED REPRESENT A nONS 

Let s be a complex number. Let H(s) be the space oj Junctions on 
G = SL2(R) whose restriction to K lies in L 2( K), and satisfying the 
condition 

J(ank) = p(a)'+ IJ(k) 

in the lwasawa decomposition G = ANK. Let 'IT be the representation oj G 
on H(s) by right translation. 

From the decomposition of a matrix g in the form 

g = u( ~ : jr(o), 

it follows that 

J(g) = y(s+I)/j'(r(O». 

Let IPn be the function in H(s) such that 

IPn(r(O» = e inIJ • 

Then 

u, Y "> 0, 

and by the formulas for the Lie derivatives which we found in the preceding 
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section, we obtain the corresponding Lie derivatives of these functions lPn' as 
follows: 

(1) 

We now prove the two necessary lemmas identifying the effect of a Lie 
derivative ex with d7T(X), and an analytic function with an analytic vector. 

Lemma 1. Let 7T be the representation by right translation oj G on H(s). 
Let XEg, let JEH(s), and assume that J is Coo on G. Then J is a Coo 
vector as element oj L 2(K), and 

Proof Let 

7TtxJ(g) = J(g exp(tX». 

We have to verify that 

in L 2( K), i.e. that 

II J(k exp(tX») - J(k) 12 
t - exJ(k) dk 

K 

approaches 0 as t -.,. O. Let !J;(t) = J(k exp(tX)). By the mean value theorem, 
there exists 0 < to < t (sayt > 0) such that 

!J;(t) - !J;(O) 
---'--'---t-'---"":"" = !J;'(to) = exJ(k exp(toX»)· 

The values exJ(k exp(toX» are bounded lOr k E K and small to' By the 
dominated convergence theorem, we can take the limit under the integral sign 
to prove the desired formula. 

Lemma 2. Let J be an analytic Junction on G. Let 7T{X)J be the right 
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translation, 

1T(x)f(y) = f(yx). 
Then the map 

x M 1T(x)fIK 

is an analytic map of G into L 2( K). 

Proof Let xoE G. If we have proved that x M 1T(x)fIK is analytic in a 
neighborhood of the origin e on G, then 

is seen to be analytic because 1T(XO I) is a continuous linear map. Therefore, it 
suffices to prove our lemma in a neighborhood of the origin on G. Let 
(Xl' ... ,xm ) be local coordinates for x near the origin such that 

By the compactness of K, we can find intervals 

such that on each interval ["'", ","+ I) we have a power series expansion 

Let 

f(r«(})x) = ~ ~ c(v),p.((} - (}j)"xr'· .. x:;'"'. 
(v) It 

and let I/;(v) be the function of (} equal to I/;~t? on the j-th interval [(}J' (}j+ I)' 
Then 

in other words, 

f(r(O)x) = ~ I/;(v)((})x[' ... x:;'m, 
(v) 

1T(x)f = ~ x[, ... x:;''''1f(p). 
(p) 
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The absolute convergence of the series implies the L 2( K)-convergence, so we 
get the desired analytic expansion for 'IT(x)f as a power series with coefficients 
in L 2(K). 

Irreducible subspaces 

We now see that our functions cP" are analytic vectors, as elements of 
H(s), and the values for the Lie derivatives with respect to W, E-, E+ on cp" 
give us the values for d'lTs at these elements, namely: 

(2) 

Using Theorem 1, § I, we can therefore easily determine the irreducible 
subspaces of H(s), identified by restriction with L 2(K). 

Case 1. s is not an integer. 

Let H' be an irreducible subspace of H(s). Then H' decomposes as an 
orthogonal direct sum of irreducible subspaces over K, which are one dimen­
sional. In particular, H' contains cp" for some n, and therefore, in view of the 
values 

s+l-n or s+l+n 
which cannot be 0, we conclude that H' contains either an cp" with n even, or 
all cp" with n odd, and that 

A 

EB (cp,,), 
n even 

are irreducible subspaces. 

Case 2. s = o. 
In this case, we have three irreducible subspaces, as follows. 

A 

EB (CPn)' 
n even 

Case 3. s = m - 1 where m is an integer ~ 2. 

In this case we observe that the function CPm is annihilated by d'lTs(E -), is 
an eigenvector for d'lTs( W), and is sent on a scalar multiple of CPm+2 by 
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d'fTs(E +). Consequently the space 

" 
H(m) = EB (fJJ) 

n>m n 
n:::::::r1I 

is irreducible. [We write n == m for n == m (mod 2).] On the other hand, for 
an analogous reason we see that the space 

" 
H(-m) = EB ( ) 

n'; - m fJJn 
n== -m 

is irreducible, because d'fTs{E +)fJJ --om = O. 
There is also an irreducible piece arising from parity, namely 

The factor space 

V(m - I) = H(m - 0/[ H(m) + H(-m) + ffi (fJJn)] 
nji;m 

is finite dimensional, of dimension m - 1. It has a basis represented by the 
elements 

{fJJ-m+2' fJJ- m +4' ... ,fJJm-2} 

in H(m - 1). The action of the Lie algebra shows that this factor space is 
irreducible. It has both a highest and lowest weight vector. 

The above infinite dimensional irreducible pieces of the representations 
in case 3 have a lowest weight vector of weight m, or a highest weight vector 
of weight - m. We shaH prove later that for m ~ 2, there exists a unitary 
representation whose derived representation is algebraically isomorphic to 
these. 

Recall that in case 2 with s = 0 we found two irreducible unitary 
representations with highest weight vector of weight - I and lowest weight 
vector of weight 1, respectively. 

A unitary representation is usually said to be in the discrete series if it 
occurs in the regular representation of L leG), with the operation of left 
translation. We shall see that the unitary representations corresponding to 
those of Case 3 with m ~ 2 are in the discrete series. Those of Case 2 are not, 
but in many respects behave like discrete series representations. They could 
be called "mock discrete" representations. 

Case 4. s = - m + I where m is an integer ~ 2. 

This case is analogous to Case 3, and in fact is dual to it. Indeed, we 
know from the general theory of induced representations that for any com-
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plex number s, the space H(s) is dual to H( -s), letting H(s) be the space of 
the representation induced from the character J1.s as in Chapter III, §2, 
Theorem 3. It is clear from the action of the Lie algebra that we find an 
irreducible finite dimensional subspace V( - m + 1) rather than a finite 
dimensional factor space, and this subspace is spanned by the eigenvectors 
for K with the same indices as for V(m - 1). Furthermore, the factor space 

H(-m + l)/V(-m + I) 

contains two irreducible subspaces, one with a highest weight vector of weight 
- m, and another with lowest weight vector of weight m. If we let {CPn} be 
the orthonormal basis of H(m - I) as before, and if we let {cp'-n} be the 
corresponding orthonormal basis of H( - m + 1), then these bases are dual 
bases to each other, in the duality of III, §2, Th. 3. In particular, the finite 
dimensional spaces 

V(m - 1) and V( -m + 1) 

are dual to each other. For further use of this situation, cf. Chapter VII, §4, 
especially Lemma 2, which describes V( - m + 1) more explicitly. 

Let H(m) and H,(m) be the spaces with lowest weight vector of weight min 
H(m - 1) and H( - m + 1)/ V( - m + 1) respectively. We can compute ex­
plicitly an infinitesimal isomorphism 

Let CPn' cp~ be the standard basis elements of Hn and H~, where 

n ;> m and n = m (mod 2). 

We want an isomorphism L such that Lcpn = bnCP~' with some constant bn. 
The known effect of E+ on cP", cP~ shows that we have the recursion relation 

b = b -m + 2 + n 
n+2 n m + n 

Thus the choice of bm determines bn uniquely for all n as above. 

§6. CLASSIFICATION OF ALL UNITARY 
IRREDUCIBLE REPRESENTATIONS 

Although it is irrelevant for the particular topics considered in the present 
book, it becomes necessary sometimes to know what all the unitary irreduc­
ible representations of G are. For instance, other such representations than 
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those occurring in the Plancherel formula on G will occur in the representa­
tion on L 2(f\ G) for various discrete subgroups f, and none of them can be 
dismissed a priori. We shall therefore give Bargmann's classification, which is 
now immediate since we have all the needed tools at hand. 

Let 'IT be an irreducible admissible representation of G on a space H, with 
derived representation d'IT on H(K). We have 

where n ranges over a subset of integers of a given parity (i.e. in a congruence 
class mod 2). 

Let us assume first that there is no highest or lowest weight vector. 
Suppose first, to fix ideas, that Ho occurs. Let Vo be a basis element of Ho. 

We then select a basis for Hn (n even) such that 

where we abbreviate d'IT(E+)vn by E+vn' This is immediately done by 
induction to the right and left of vo' Let cn be the number such that 

We ask for necessary conditions that there exist a positive definite scalar 
product on H(K) compatible with this representation of go in particular such 
that d'IT(X), X Eg, is skew hermitian. We can obviously choose the length of 
Vo arbitrarily, say ao > 0, i.e. 

(I) 

From 

we get the condition 

(2) 

From the skew hermitian condition 

we get the condition 
(3) 

This shows that cn is necessarily real and negative. Furthermore, from (2) we 
see that a choice of Co completely determines en for all n. From (3) we then 
see that an is completely determined for all n by such a choice of Co. The 
possible unitarization therefore depends uniquely on the choice of a negative 
number Co. 



[VI, §6] CLASSIFICATION OF ALL UNITARY IRREDUCIBLE REPRESENTATIONS 123 

A similar discussion can be carried out for the case when the parity is 
odd, with a basis vector VI for HI' Conditions (2) and (3) remain unchanged, 
and the possible unitarizations correspond uniquely to a choice of a negative 
number c l . 

Consider the induced representation 7Ts on H(s), with a complex number 
s. Since 

and 

we see that the condition for Co to be negative amounts to 

(s + 1)(s - 1) < O. 

This amounts to s being pure imaginary, or s real and - 1 < s < L We 
already know that when s is pure imaginary, we obtain a unitary irreducible 
representation. The case when - 1 < s < 1 can be unitarized by completing 
H(K) according to the scalar product obtained from the necessary conditions 
above. The irreducible representations arising from this interval are called 
those of the complementary series. 

In the case of odd parity, we note that the condition for c1 to be negative 
amounts to S2 = c i < 0. Therefore in this case, we cannot have a real value 
for s, only the pure imaginary values. 

Finally, consider the possibility of a unitarization in case there is, say, a 
highest weight vector of weight m. We contend that m is necessarily < O. 
Indeed, if E + Vm = 0, then the relation analogous to (2) in this case is 

and Cm must be negative. Similarly, we see that in the case of lowest weight 
vector of weight m, we must have m > 0. 

We can therefore summarize Bargmann's classification as follows. 

Theorem 8. The irreducible unitary representations of SLiR) must be 
infinitesimally isomorphic to the following components of 7Ts in H(s), for the 
following values of s: 

i) The discrete series, with s = m - 1 or s = - m + 1, and m is an 
integer;;;' 2. 

ii) The mock discrete series, with s = 0, consisting of the component with 
highest weight vector - I and lowest weight vector + 1. 

iii) The principal series with s = iT, 7" =1= 0, both parities; and for s = 0, 
the component of even parity. 

iv) The complementary series with - 1 < s < I, s =1= 0, components which 
are not in the mock discrete series at s = 0, and which have even 
parity. 
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~ Theorem 8 justifies our cross mentioned in Chapter I, §4. The full space 
G is parametrized by the picture in Fig. I, where the vertical line is a double 
line (one copy for each parity), while the dots at the integers, together with 
the horizontal segment, occur merely once. These dots index lowest or highest 
weight vectors. 

~--+-~~----+-----~--+-~~ 
-4 -3 -2 -1 2 3 4 

Figure 1 

We also see that the irreducible unitary representations occur in induced 
representations. Theorem 5 of §3 gives us the uniqueness. 

§7. SEPARATION BY THE TRACE 

For compact groups, we know that the character of the representation, 
i.e. its trace, determines the representation. We are interested in a similar 
statement for Hilbert space unitary irreducible representations. Roughly 
speaking, we cannot hope to separate one representation in a continuous 
family from all the others. We can only hope to separate a representation 
occurring discretely. We now show how to do this for the representations 
described in §5. 

We denote by H (m) for every integer m =1= 0, a representation space for a 
representation 'TI'm having highest weight vector of weight m if m is negative, 
and lowest weight vector of weight m if m is positive. Then H~m) is the highest 
(resp. lowest) space in the orthogonal decomposition over K. As in Chapter V, 
we let H be the Harish transform. 

Theorem 9. Given m as above, there exists I{;E CCOO(G) such that: 

i) 'TI'i(I{;)IH~m) = identity on H~m). 
ii) 'TI' i( I{;) annihilates Hn(m) if n =1= m and annihilates H (q) if q =1= m. 

iii) HI{; = O. 
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Proof Say m ~ 1. For any jE S:,'m we have 

'fT1(J)H~m) 

'fT1(J)H!q) 

= H~m) or 0, 

= 0 if n"* m. 
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We visualize the weighted series as follows, dealing first with those lying 
between I and m: 

• • 
23m 

Figure 2 

and separate these as follows. The image of 'fTl(f) for j E Sn. n is at most 
one-dimensional and hence it makes sense to speak of the trace of this 
operator. Consider the functionals Op ... ,Om on 

given by 

fl/f) = tr 'lIj1 (J) 

for j = 1, ... ,m. They are obviously linearly independent, so the map 

f l-? (fl 1(J), ... ,Om(J») 
sends 

m 

L Sn~n ~ em, 
n=1 

m 

Consequently there exists a function f E L Sn~n such that 

tr 'fT~(J) = I, 

tr 'fT~ (J) = 0 

n=1 

if I" n < m. 

Also, automatically because of the transformation properties of elements of 
Sn. n and the orthogonality relations, we have 

'fT~ (J) = 0 if n" - I or n > m. 
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We have therefore succeeded in separating the representation tlm from all 
other tln (n =1= 0, n =1= m) having highest and lowest weights. 

There remains to prove that we can adjust our constructed function f to 
make the Harish transform equal to O. Our function f lies in Cc'XJ( G, K), i.e. is 
invariant under conjugation by elements of K. There exists a function 
fl E CCOO(G II K) such that 

by the fundamental theorem on spherical transforms, i.e. the surjectivity of 
the Harish transform (V, §2, Th. 3). We have 

7l~ (fl) = 0 

because fl is bi-invariant, and hence 7l~(f1) annihilates any eigenspace of K 
with non-trivial eigenvalues, i.e. 7l~(fl) kills all Hn(q) if n =1= 0, for all q. We let 
l/; = f - fl' Then Hl/; = 0 and 

7l ~ ( l/;) = 7l ~ (f). 

This proves our theorem. 

Theorem 9 is due to Duflo-Labesse lDu, La]. lowe the above proof to 
Harish-Chandra. 

Theorem 4 of Chapter III, §4 combined with Theorem 9 above give us a 
separation of various representations by the trace, but Theorem 9 is even 
stronger, since it even gives a separation at the operator level. 



VII Traces 

In this chapter we deal systematically with the trace in infinite dimen­
sional representations, especially those we have explicitly constructed. We 
prove that in the induced representations, the trace expressed as the integral 
of a kernel over the diagonal can be identified with the usual sum of diagonal 
matrix coefficients. We then compute the trace in various representations. 

The integral formulas provide a technical interlude, designed to give a 
tabulation of various measures involving several decompositions of G, some 
of which are adapted to the study of conjugacy classes. Except for a set of 
measure 0 (the conjugacy classes of elements of N), we have the conjugacy 
classes of elements of A and K, and the traces can be expressed as integrals 
over such classes. This systematic approach, due to Harish-Chandra, is 
pursued afterwards to get the Plancherel formula, and gave rise to the name I 
have chosen for the Harish transform. 

The Plancherel formula will be seen to involve the traces of the discrete 
series in pairs. Harish-Chandra's theorem giving the trace in each component 
will be omitted; cf. the comments of Theorem 5, §4. This is one aspect of 
Harish's proof and of Harish's work in more general cases which should be 
emphasized: The determination of the trace goes beyond the Plancherel 
formula, and there are higher dimensional instances when the representations 
have not yet been determined, even though the Plancherel formula is ava-il­
able. 

§1. OPERATORS OF TRACE CLASS 

Let A be an operator on a Hilbert space H (all operators here are 
assumed bounded). We can A Hilbert-Schmidt if for some orthonormal basis 
{u j } of H we have 
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The same then holds for any other orthonormal basis {11}' Indeed, note that 
for any vector w we have 

so that 

L IAuy = L I<Auj , vj>12 = L I<uj , A*vjW = L IA*vl· 
i,j i,j j 

An operator A is said to be of trace class if it is the product of two 
Hilbert-Schmidt operators, say A = B* C where B, C are Hilbert-Schmidt. 
This being the case, we define the trace of A to be 

The first sum shows that it is independent of the choice of C, B. The second 
sum gives us the absolute convergence of the series, in view of the Schwartz 
inequality applied twice. 

Let us now take K to be the circle group, and let {CPn} be the usual 
orthonormal basis, CPn«(J) = ein'. Let q be a C«l function on K X K. Write 
the Fourier series expansion 

Then the Fourier coefficients cmn tend to 0 very rapidly, as one sees at once 
upon integrating by parts. In fact, for every positive integer d we have an 
estimate of type 

I Ic 1« d' 
mn (I + Iml + In!) 

where the constant implied in the estimate symbol « depends on d. Thus the 
Fourier series of q converges rapidly to the values of q, and the computations 
of I, §3, are valid. In addition, we also have 

Theorem 1. Let q be a C «l function on K X K. Then the integral operator 
Q defined by q is of trace class. 

Proof We have to express Q as a product of two Hilbert-Schmidt 
operators. Let d be a large positive integer. Let Pm, n be the integral operator 
defined by the kernel CPm ® CPn' so that 

Pm,nCPj=O if J¥=n, 
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Let Pj be the projection on the one-dimensional space (cp). Let 

B = ~ cm,,,O + nU)Pm,,, and C = ~ 1 ,u P)" 
m," j l+j 

The series for Band C converge rapidly, defining Hilbert-Schmidt operators. 
It is clear that BC = Q, as desired. 

Let G = SL2(R.) and let w be a representation of G in a Hilbert space H. 
For each integer n we let H" be the subspace of H on which K acts by the 
n-th character, so that 

" 
H = EBH". 

We say that w is strictly admissible if the dimensions of the spaces HII are 
bounded independently of n. By II, § 1, Th. 2, we know that an irreducible 
unitary representation of G is strictly admissible (the dimension of H" is 0 or 
1 for aU n). 

Theorem 2. Let w be a strictly admissible representation of G on a Hilbert 
space H. If fE Cc""(G), then w1(f) is of trace class. 

Proof The idea is similar to the idea used in the proof of Theorem 1. 
Write G = ANK and let B = AN. Then by definition, 

wi(J) = iof(x)w(x) dx = LfKf(bk)w(b)w(k) dk db 

[We don't care here that K has measure 2w.J But w(klJ) has an expansion 

w(klJ) = ~ einBp,. 
" 

where P,. is the projection on the space H", and consequently 

w1(J) = 1. w(b) 12'1f ~ e27rin"!(bklJ) dO PII db 
B 0" 

= ( w(b) ~ f"(b)P,, db, 
)B n 

where 
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Integrating by parts shows that given an integer d > 0 we have 

1 
Ifn(b)1 « 2d' 

I+n 

and J" has compact support. Let 

so that 

(Remember that 'TT is locally bounded, I, § I.) Then 

'TTI(f) = ~ QnPn' 
n 

Let 
A 1 = ~ (l + n2d)Q"Pn , 

" 

[VII, §I] 

Then the series defining A l> A2 converge rapidly, thus defining Hilbert­
Schmidt operators. Furthermore, 'TT1(f) = A tA2' thereby proving our theorem. 

Let 'TT be a strictly admissible representation of G on a Hilbert space H. 
Then the association 

is a functional on CcOCJ ( G), and it is easy to verify that it is a distribution (for 
the definition, cf. the end of Appendix 4). For the convenience of the reader, 
we prove this fact when 'TT is unitary, although we won't use it. If o/E CcOCJ(G) 
we write for simplicity Wo/ instead of ewo/, where W is the usual generator of 
the Lie algebra of K. It suffices to prove that for all I/; with support in a 
compact set ~, we have 

Let un be a unit vector in H". We let 

be the corresponding coefficient function, and we shall give an estimate for 
each term 

fG I/; (x)f" (x) dx 



[VII, §l] OPERATORS OF TRACE CLASS 

which will imply what we want. We have by a trivial integration by parts: 

fG (1 - W 2)1/I(x)f .. (x) dx = fa 1/I(x)(l - W 2)f,,(x) dx 

= (1 + n2) fa 1/1 (x)fn (x) dx. 

Consequently 
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Since Ifn(x)1 ~ 1 (having assumed 7T unitary), the desired estimate follows at 
once. 

In this chapter, it turns out that the trace functional can be "represented" 
by a function T".(x), namely 

tr 7T'(1/1) = fa 1/I(x)T.,(x) dx. 

Since the same Haar measure occurs on the left-hand side and right-hand side 
of the above equation, we see that the function is independent of the choice 
of Haar measure. If it exists, it is a priori only defined almost everywhere. 
However, we shaH see that this function is continuous on an open set, and 
can be chosen to be 0 outside this open set, so even this ambiguity will be 
removed. No other type of "distribution" will occur in this chapter. 

Suppose that H is finite dimensional. The sum expressing the trace 

is finite, and can be taken under the integral sign. Therefore T,,(x) is the 
genuine ordinary trace of elementary algebra. 

For simplicity, we shall often write 7T(I/;) instead of 7T'(I/;). 

For the rest of this section, we assume that the representations are strictly 
admissible. 

[nvariance under conjugation 

Let 7T be a representation of G on a Hilbert space H. Let 1/IE Cc""'(G). Let 
y E G and let 1/IY be the function such that 
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Then 

Proof. We have trivially '1T(lV) = '1T(Y)'1T(",)'1T(y-I), and 

tr(XAX -I) = tr(A) 

(cf. the appendix to this chapter). 

Assume that K has measure 1. Define 

"'K(X) = fK ",(k-1xk) dk. 

Then tr'1T(",) = tr'1T("'K)' 

Proof. Consider the integral 

tr '1T("'K) = L r f. ",(k- 1xk)<'1T(x)ui • u;) dkdx. 
i JG K 

[VU, §l] 

Interchange the order of integration, and move the integral with respect to K 
on the outside. The transformation 

has modular function equal to 1, and our trace is equal to 

Our assertion follows from the fact that tr'1T(",) = tr'1T(",k). 

In view of the above, when computing the trace of operators '1T 1(",), we 
shall usually assume that'" E Ct'( G, K), i.e. that'" is invariant under conjuga­
tion by elements of K, in addition to being Coo with compact support. 

Harish-Chandra proved for the general case of irreducible unitary repre­
sentations of semisimple Lie groups that the trace is a distribution. This 
amounts to proving a condition of strict admissibility, i.e. giving bounds for 
the dimensions of K-irreducible subspaces in the K-finite vectors. (Precisely, 
dim Hp/(dim pi is bounded for pEK.) He also proved that the trace can be 
represented by a locally L I-function. On SL2(R), we shall follow Harish by 
splitting the integral over various conjugacy classes of elements of G. We call 
an element of G regular if it has distinct eigenvalues, and we denote by G I the 
set of regular elements. If S is a subset of G, we denote by Sf the set of 
regular elements in S. We denote by SG the set of elements conjugate to 
elements of S, i.e. the set of elements g-Ixg with g E G, xES. 
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Lemmo. 1. Let G = ANK. Then 

The complement of G' in G has measure O. 

Proof If an element g E SL2(R) has a single eigenvalue of multiplicity 2, 
then by the Jordan normal form it is conjugate to an element in ± N. Since 
AN normalizes N, the image of N under conjugation by G has dimension 2, 
and therefore has measure O. If an element g has distinct eigenvalues in R, 
then the Jordan normal form shows that it is conjugate to an element of ± A'. 
If the eigenvalues are complex conjugate and not real, then standard two­
dimensional linear algebra shows that the element is conjugate to an element 
in K', as asserted. 

The above determination of the regular elements implies that 

This is the decomposition which we shall use to compute traces, and formulas 
in §2 will describe various forms for these integrals, depending on representa­
tives for the conjugacy classes. 

Infinitesimal invariance 

Recall that two norms are equivalent if each is less than or equal to a 
positive scalar multiple of the other. Two positive definite scalar products are 
called equivalent if their norms are equivalent. 

Lemmo. 2. Let 'TTl be a representation of G on a Hilbert space HI' and let H2 
be the same space as HI but with an equivalent scalar product. Let 'TT2 be the 
same map as 'TTl' but viewed as a representation on H2. Then 

Proof Let T: HI ~ H2 be the identity map, which IS bicontinuous. 
Then 

and the equality between the traces follows by the general theory of traces (d. 
the appendix to this chapter, last theorem). 
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In particular, suppose that 'IT = 'IT, is not unitary on K. By averaging the 
scalar product over K we. can get a scalar product and a Hilbert space H2 
such that 'lT2 is unitary on K. The traces will be the same in both representa­
tions. 

Lemma 2 is a special case of the next theorem. 

Theorem 3. Let 'IT" 'lT2 be representations of G on Hilbert spaces. Assume 
that the K-eigenspaces in each have dimension 0 or 1, and that 'IT" 'lT2 are 
infinitesimally isomorphic. Then for every 0/ E CC

OO ( G) we have 

Proof By the preceding remarks, we may assume that 'lT1> 'lT2 are unitary 
on K. We can then apply VI, §3, Th. 5, where we proved that the coefficient 
functions are equal. A fortiori, their sums are equal, to 

~ fc o/(x)<'IT(x)uj , u) dx, 

where 'IT is either 'IT} or 'lT2' and the scalar product is that corresponding to 'lT J 

or 'lT2 respectively. 

Theorem 3 implies that we can compute the trace of a unitary representa­
tion in any convenient model, not necessarily unitary, which is infinitesimally 
isomorphic to the given one. In particular, this is useful when dealing with 
unitary representations having a model coming from an induced representa­
tion, when the trace is given as a simple integral of a kernel on the diagonal. 

§2. INTEGRAL FORMULAS 

Preliminaries 

In this section we tabulate various change of variable formulas, and for 
the convenience of the reader, we recall some elementary facts about mani­
folds and integration. We assume that the reader is acquainted with the basic 
information of Real Analysis, Chapters XVI, XVII, and the parts of Chapter 
XVIII giving the general theorems concerning integration on manifolds and 
the measures arising from differential forms. 

In the present section, our manifolds will be either SLiR) or products of 
one-dimensional groups, like N, A, K (so the reals, or the multiplicative group 
of reals > 0, or the circle group). The tangent space at the origin will be 
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taken as the standard domain of charts by means of the exponential map. If 
G is a Lie group like the above, and g its Lie algebra, then for each g E G we 
have a chart in a neighborhood of g given by 

exp: U~ G, x ~ g exp(X) 

for X in a small neighborhood of 0 in g. If G' is another Lie group with Lie 
algebra g', and if F: G' ~ G is a Coo mapping (not group homomorphism 
necessarily), then we have at each point g' E G' a corresponding differential 

dF(g/}: g' ~ g 

which is the tangent linear map of Fat g'. Let {Xl' ... ,Xd } be a basis of g 
and {X;, ... ,X~} a basis of g/. In the applications, d = 3, and G, G' have the 
same dimension, so we assume this here. The wedge products 

and X{/\ ... /\X~ 

form a basis of the one-dimensional spaces 1\ d g and 1\ d g' respectively. If 
Y., ... ,YdEg then 

YI /\ ... /\ Yd = w( Y1' ••• , Yd)X1/\ ••• /\Xd' 

where w( Yp ... ,Yd ) is a real number, and 

is a differential form. We have a similar situation with ~/, X/ replacing ~, JS 
respectively, giving rise to a form w'. These forms of course depend on our 
choice of bases {Xj }, {JS/} respectively. 

Assume, as will be the case, that F is a local Coo isomorphism at each 
point (i.e. is locally differentiably invertible at each point) of an open set of 
G'. Then 

is an isomorphism, and is therefore given as multiplication by a real number, 
depending on g', say C(g'). Thus 

dF(g/)X{/\ ... /\dF(g')X~ = c(g')X1/\ ••• /\Xd • 

By definition, the inverse image of w by F is given by 

(F*w)(g') = c(g')w'(g'). 

The number c (g') is the "Jacobian" of the transformation F, and if Ji-, Ji-' are 
the positive measures associated with the differential forms w, w' respectively, 
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then locally at each point, 

(F*w)(g') = c(g')w'(g'). 

In terms of integrals, this means that in an open set V' where F is a C <Xl 

isomorphism, 

r f(g) dp.(g) = f f(F(g')lc(g')1 dp.'(g'). 
JF(V') v' 

If F is a covering of degree m from an open set V' in G I onto an open set 
V in G, then the right-hand side of the above relation has to be divided by m 
in order to make the relation valid in this case. 

The rest of this section is devoted to computing the stretching factor 
(Jacobian) in four special cases. The effect of dF(g') can be computed by 
taking Lie derivatives. Let X'Eg /. We want to determine dF(g')X'. It is that 
vector X having the following property. Let cp E Q'O( G). Then 

The computations of Jacobians 

Throughout the rest of this section, we select as a basis of the Lie algebra 
9 of SLiR) = G the elements 

H = ( ~ _ ~ ), X + = ( ~ ~ ), X - = (~ ~ ). 
Then H AX + AX - is a basis of 1\3 g, and there is a unique differential form 
w on G, invariant under translations, such that 

This differential form gives rise to a positive measure p.0}' and we shall 
compare other measures with this standard one, thus getting a comparison 
between the other measures among themselves. 

The one-parameter subgroup having H as tangent vector is A, and if we 
write its elements as 

then the measure da on A is that corresponding to Lebesgue measure dt. 
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Similarly, the one-parameter subgroup having X + as tangent vector is N, and 
if we write its elements as 

then the measure dn on N is that corresponding to Lebesgue measure duo The 
situation is similar for the group N whose elements are 

with measure an corresponding to duo 
If gE G and Z Eg we write 

zg = g-IZg = Ad(g-I)Z. 

The map g ~ Ad(g) is a representation of G on g, called, unfortunately, the 
adjoint representation. Observe that 

Hence, 

exp(Z)g = g exp(Zg) = g exp(Ad(g-I)Z). 

This shows how to move a group element across an exponential. 
As usual, we let 

W = ( 0 1 ). 
- 1 0 

We view W as a distinguished basis for the Lie algebra of K, and the circle is 
parametrized by exp(OW). The corresponding measure on the circle is dO. 

In the following products A X N X K or K X A X K, the measures on 
A, N, K are da = dt, dn = du, dk = dO respectively. 

INT 1. Let F: A X N X K -.-,. G be F(a, n, k) = ank. Then for 
rp E CC

oo ( G), 

fa rp(g) d/l..,(g) = L Iv fK rp(ank) dadndk. 

Proof Let f(! be a COO function on G. We view 

{H,X+, W} 
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as a basis for the tangent space at the origin of the group A X N X K, and 
we compute dF(a,n,k) applied to H, X+, W respectively by using the Lie 
derivative. We first look at 

Then 

This means that 

Similarly, 

; II=o!p(a exp(tH}nk}. 

!p(a exp(tH)nk) = !p(ank exp(tHnk)). 

dF(a,n,k)H = Ad(k- I ) Ad(n-I)H. 

dF(a,n,k)X+ = Ad(k-I)X+, 

dF(a,n,k)W = W = X+ -X-. 

But Ad(n -1)H = H + 2uX + by a direct matrix computation if 

Hence, 

n = ( ~ ~). 

iH I---? H + 2uX + 

Ad(k) dF(a,n,k): X + I---? X + 

W I---? X+ -X-. 

The map k I---? 1\3 Ad(k) yields a representation of K into the multiplicative 
group, and is therefore triviaL Therefore 

This means that 10caJly the pull back of the measure fl., is precisely da dn dk. 
Since F is bijective, our first formula is proved . 

Next we consider the measure relative to what is caned a Cartan decom­
position. Let A + consist of all those matrices 

with a > 1. We consider the map 

KXAXK~G 

given by (kl'a,k2) I---? k 1ak2• This map is surjective, because the polar 



[VII, §2] INTEGRAL FORMULAS 

decomposition of a matrix x allows us to write uniquely 

x = sk 

139 

where s is symmetric positive and k E K. Furthermore, if the eigenvalues of s 
are distinct, then s is conjugate under K to an element of A. Conjugating with 
w if necessary transforms such an element of A into an element of A +. 

Finally, if a =1= ± 1, then an expression s = k)-Iakl for a positive symmetric 
matrix s, with a E A + and kl E K, determines k\ up to ± 1. Hence a decom­
position 

with a E A +, k l , k2 E K is uniquely determined up to a factor of ± 1 on kl' 
and a corresponding factor ± 1 on k2• 

We call the mapping 

F: K x A + x K ~ G, 

the Carlan decomposition. The above remarks show that F is of degree 2 over 
its image, which in fact is precisely the complement of K in G. Indeed, if 
a EA +, then KaK cannot intersect K (because An K = ± 1), and on the 
other hand we have seen that every x E G can be written as x = k 1ak2 for 
some k I' k2 E K, a EA. In particular, the image of K x A + x K in G is open 
and its complement has measure O. 

INT 2. Let F: K x A + x K ~ G be the Carlan decomposition. For any 
function cpECc(G) we have 

Letting a = h, and k\ = r(Ol)' k2 = r(00 we can also write the above relation 
as 

The integral over t is taken from 0 to 00 because this is the interval for t 
parametrizing A +. Recall that 

To compute the differential of F we use W = WI' H, W = W2 as basis 
elements for the Lie algebras of K = Kl' A, K = K2 respectively, thus 
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determining the desired measure on K X A X K. We have to see what the 
image of W/\HA W2 is under dF(k l ,a,k2). We take as before a function 
cpE CCIXl(G) and compute 

by moving the exponential term to the right, using the commutation rule with 
the group element next to it. We then find 

{
WI H Ad(a-I)W = a- 2X+ -a2X­

Ad(k2) dF(k l ,a,k2): H H H 

W2 H W= X+ -X-. 

Taking the wedge product of the three elements on the right yields 

(a- 2 - a2)HAX+ AX-. 

This means that locally the pull back F*(dp...,) is given by 

Since F is a covering of degree 2, we must divide by 2 in order to get the 
integral over the whole product K X A + X K. 

The next two formulas deal with integrals over conjugacy classes. We let 
G' denote the set of elements in G with distinct eigenvalues, and similarly for 
A' and K'. We can such elements the regular elements. 

We first deal with A'. The set A,G consisting of all elements g-Iag with 
a E A' and g EGis open in G. In fact, suppose g EGis such that g -lag also 
lies in A. Then g - lag and a have the same eigenvalues, whence 

g-Iag = a or 

In the first case, g centralizes a, and we leave it to the reader to prove that 
g E MA, where M = {± I}. In the second case, gw E MA because conjugation 
by w sends a to a - I. We interpret this in terms of the mapping 

F: A' X A \ G -? G' 

given by 

The above remarks show that this mapping is of degree 4: the four elements 

(a, ± 1), 
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have the same image a in G' under F. The decomposition 

G=ANK 

gives us representatives NK for A \ G, and so we shall consider F as the 
mapping given in terms of these representatives for the next integral formula. 

INT 3. Let F: A' X N X K ~ G' be the mapping 

(a,n,k) ~ k-1n-1ank. 

LeI D(a) = 0:(a)I/2 - 0:(a)-1/2. Then for any function cp with 
support in A'o we have 

Proof. The factor 1/4 is due to the fact that F has degree 4. There 
remains to prove that locally, the pull back of the measure dp.., picks up the 
factor ID(aW. We consider first the expression 

cp(k-1n-1a exp(IH)nk). 

Pulling exp(tH) across nk picks up Ad(k- I) Ad(n- I ) on H. As before, we 
multiply all the way through by Ad(k -I). We compute Ad(n -I)H explicitly 
with 2 x 2 matrices to find 

Ad(k) dF(a,n,k)H = Ad(n-I)H = H + 2uX+ 
if 

n = (~ ~). 
Next we consider 
cp(k- I exp( - IX +)n-1an exp(IX +)k) 

= cp(k-1n-1an exp( - I Ad(n -I) Ad(a- I) Ad(n)X +) exp(tX + )k). 

To differentiate this with respect to I and evaluate at t = 0 we replace the 
second occurrence of I with a new variable, say v. Then we use the chain rule, 
summing the two partial derivatives with respect to t and v respectively, and 
substituting I = v = O. For the derivative with respect to t, we note that 

Ad(n)X+ = X" 

(elements of N commute with each other!), and 

Ad(a-I)X+ = a- 2X+. 
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As before, the final occurrence of k on the right can be disregarded provided 
we multiply our differential by Ad(k). We then obtain 

Finally, we consider 

cp(exp( - tW)k-1n-lank exp(tW)) 

= cp(k-1n-1an exp( -t Ad(n-1)Ad(a- l ) Ad(n)W) exp(tW)k), 

and again use the chain rule, replacing the second occurrence of t by the new 
variable v. We find 

Ad(k) dF(a,n,k)W = -Ad(n-1a-1n)W + W. 

Ultimately, we shaH wedge the three image vectors of H, X +, W. We observe 
that the image of X + is a scalar multiple of X +. Therefore we can read the 
image of H mod X +, and we can read the image of W mod H, X +. We 
compute explicitly the matrix n -la -In = g, and then compute the X­
component of gWg- l • We find: 

Ad(k) dF(a,n,k)W = (a 2 - l)X - (mod H, X + ). 

Wedging the three image vectors of H, X +, W with each other yields 

But 

This proves our formula. 

Let A _ be the coset of A consisting of all elements - a with a E A, and 
let m = - 1. Then INT 3 has a counterpart for the conjugacy set of elements 
in A_. 

INT 3. Let F: A'_ X N X K --? G' be the mapping 

(a,n,k) Mk-ln-1ank. 

For any function cp with support in A,G we have 

f cp(g) dp.jg) = -41 f r 1. cp(k-1n-lmank)!D(aW dadndk. 
A~ AJN K 

This is obvious from INT 3. 
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The final formula deals with K \ G. In the higher dimensional theory, the 
analogue of K in the present context is a Cartan subgroup, denoted by B. 
Here it happens that B = K, but we sometimes write B instead of K. 

The Cartan decomposition KA + K gives us unique representatives for the 
set (K \ G)' = K \ KA + K, namely 

(K\G)'~A+KIM 

where, as before, M = {± I}. We now consider the mapping 

F: K' x A + x K ~ G' 
given by 

where K' consists of those elements of K which are =1= ± 1, i.e. the set of 
regular elements in K. The essentially unique Cartan decomposition shows 
that if k' E K' and g EGis such that 

g-lk'gEK, 

then g E K. It follows at once that the above map F is of degree 2 (correspond­
ing to the factor ± 1 on the K-component on the right). 

If k = k(J = r(e), we put 

I D(k(J) = D(e) = ei(J - e-i(J = 2i sin e.' 

This is the difference of the eigenvalues of k(J. 
In computing the change of variables formula in the present case, it will 

be useful to use a complex basis for the Lie algebra which consists of 
eigenvectors for K. We recall the matrices 

E+ = ( ; - i ), 
-1 

so that {H, V} form a basis for the symmetric matrices, and 

E+=H+iV and E- = H - iV. 

Furthermore, {W} is a basis for the skew-symmetric matrices, 

[ W, E + ] = 2iE + and 

The following lemma will show that E + and E - are also eigenvectors for 
Ad(k), k E K. The lemma is valid on Lie groups; we just look at matrices. 
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Let Z, YEMatn(C) be n x n complex matrices, and let gEGLn(C)' By 
definition, 

ad(Z)Y = [Z, Y] and Ad(g)Y = gYg-l. 

Thus ad(Z) is a linear endomorphism of the vector space of matrices. We can 
form exp ad(Z) by the usual power series, 

ad(Z)2 
exp ad(Z) = 1+ ad(Z) + 2! + ... 

Furthermore, exp Z E GLn(C), and thus Ad(exp Z) is defined. 

Lemma. We have Ad(exp Z) = exp(ad Z). 

Proof Let 

J(t) = Ad(exp(tZ» and get) = exp(ad(tZ». 

ThenJ, g are homomorphisms of R into GL(Matn(C» having the same value 
at 0, namely 

J(O) = g(O) = I. 

We shall see that their derivative at 0 is ad(Z), whence it will follow that 
J(t) = get) for all t as desired. We have 

Ad(exp(tZ»Y = (I + tZ + 0(t2»)Y{I - tZ + O(P») 

= Y + t[Z, y] + 0(t2). 

This proves that 1'(0) = ad Z. Furthermore, 

(exp(ad tZ»Y = 1+ t(ad Z)Y + 0(/2). 

from which we see at once that g'(O) = ad Z also, and the lemma follows. 

As an application of the lemma, suppose that Y is an eigenvector of 
ad(Z), say 

ad(Z)Y = AY. 
Then we see that 

Ad(exp Z)Y = eAy, 

and therefore Y is also an eigenvector for Ad(exp Z). 
This will be used when Y = E + or E - and Z = OW. We have 

ko = exp(OW). 
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Consequently we obtain the formulas 

and 

INT 4. Let F: K' x A + x K ~ G' be the map 

(k', a, k) f---+ k-Ia-Ik'ak. 

Then for any junction cp with support in K,G we have 

L'G cp(g) dp.",(g) 

= f. f f. cp(k-Ia-Ik'ak)ID(k'W a(a) - a(a-I) dk'dadk 
K A+ K 2 

Proof. The proof will follow the same pattern as before. We look at the 
effect of the differential of F on W' = W, H, and W. 

For W' we consider cp(k-Ia-Ik' exp(tW')ak) and have to move exp(tW') 
through a and k. This implies that 

Ad(a) Ad(k) dF(k',a,k)W' = W. 

We can prove that 

Ad(a) Ad(k) dF(k',a,k)H = (1 - Ad(k,-I»H, 

Ad(a) Ad(k) dF(k',a,k)W = (1 - Ad(k'-I» Ad(a)W, 

by using the same technique as previously, moving an expression exp( - tH) 
or exp( - t W) through group elements. As in INT 3, there are two occurrences 
of such exponential terms, and we have to use the chain rule in two variables, 
replacing one occurrence of t by a new variable v. The above values for the 
differential then follow immediately. 

We must compute their wedge product. Since W occurs as the first vector 
on the right, we use the symmetric elements H, V or E +, E - for a 
complementary basis of the Lie algebra g. Thus by matrix multiplication, 

( 0 a
0

2 ), Ad(a)W = -2 
-a 
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and we write this as 

For purposes of taking our final wedge product, the W-component in this last 
expression can be omitted, and the wedge product of the images of W', H, W 
under Ad(a) Ad(k) dF(k',a,k) is 

We use H = E+ -iV = E- +iV, or in other words 

and 

Using the fact that E + and E - are eigenvectors for Ad(k'), we see that our 
wedge product is equal to (writing k' = exp(OW») 

1 2 -2 
2" a -2 a (1 - e2ill)(1 - e- 2ill)WAE-AE+. 

Writing W = X + - X - and using 

E+ = H + iV, E- = H - iV, 
we find 

WAE-AE+ = -4iHAX+AX-. 

Furthermore, 

Up to a factor of absolute value 1, this gives us precisely the factor 

as the stretching factor in our Jacobian computation, which has been com­
puted for 

Ad(a) Ad(k) dF(k',a,k). 

On 1\3g the representation g ~ 1\3 Ad(g) is a bne-dimensional representa­
tion of G, and we also know that 1\3 Ad(k) operates trivially. Since 
G = SL2(R) has no non-trivial continuous homomorphism into the multi­
plicative group of real numbers, it follows that the triple wedge product of 
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Ad(a) Ad(k) is equal to the identity on J\3g. Hence, the stretching factor 
which we have found is also the one associated with 

dF(k',a,k). 

This proves our last formula INT 4. 

Remark 1. We normalized dk in the product decompositions so that it is 
the measure dO on the circle parametrized by eifJ• This means that in the 
formulas above, K has measure 2'IT. One can divide all the integral expressions 
above by 2'IT a posteriori to get relations between integrals. However, in those 
cases when K occurs twice, for instance in the Cartan decomposition of INT 
2, and the conjugacy class integration of INT 4, this factor of 1/2'IT on the 
right will apply only to one of the integrals over K, and consequently the 
other integral is left without a factor of 2'IT. In view of this lack of symmetry, I 
preferred to state the above formulas with dO throughout, and divide by 2'IT 
only in specific cases later when such a normalization is warranted in a 
natural fashion. 

Remark 2. One can prove other integral formulas in a systematic way 
following the above patterns. For instance, we may use the unique decompo­
sition G = KAN and use AN or NA to represent the cosets of K \ G for the 
conjugation map considered in INT 4, 

K' x K\G -? G' 
such that 

Since it should now be obvious to the reader how to derive this formula 
trivially when he needs it, and since we won't need it, we shall omit it. 

§3. THE TRACE IN THE INDUCED REPRESENTATION 

We let s be a complex number, and recall that H(s) is the Hilbert space 
of functions Jon G whose restriction to K is in L 2(K), and such that 

f(ank) = p(at+ If(k). 

Then G operates by right translation, and we saw in Chapter HI, §4 that for 
t/; E CcOO ( G, K) we have, for the corresponding representation 'IT, 

'IT.(t/;)f(k') = ~ q>l-(k,k')f(k) dk 
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where 

We assume that the measure is dx = dadndk, and that K has measure 1, so 
that 

Then as we had seen, 

We define the Harish transform as before, 

HA~(a) = ID(a)l! ~(x-Iax) dx = pea) f. ~(an) dn. 
A\G N 

Let /.L = /.Ls be the character 

Let 771' denote the representation of G in H(s). Then we obtain 

(1) tr 771' (1/;) = i HA~(a)/.L(a) da. 

By V, §2, Th. I, the Harish transform is invariant under a I---? a -I. Con­
sequently we also have 

(2) 

We recall that G' denotes the set of regular elements (distinct eigenvalues). 

Theorem 4. The trace tr 771' is a distribution, which can be represented by the 
function Til' defined by: 

/.L(a) + /.L(a- I) 
T,,(a) = 2 ID(a)1 if a EA', 

T/x) = 0 

and TI'(x-1ax) = TI'(a) for all xEG, aEA'. In other words, 

tr 771'(~) = L ~(x)T/x) dx. 
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Proof According to the integral formula INT 3, we have 

f I[;(x) dx = -41 f f l[;(x-Iax)ID(aW da dx. 
A~ A A\G 

There is a functionJ equal to 0 outside of Ate, invariant under conjuga­
tion by elements of G, and such that 

fLea) + fL(a-l) 
J(a) = ID(a)1 . 

Such a function exists because 

x - 'ax E A if and only if x = ± I or ± w (mod A), 

and waw - I = a - I. The integral expression for HAl[; over the conjugacy 
classes shows that 

Replacing I[; by !f;f shows that 

Comparing with (2) yields our theorem. 

The reason for the factor 2 in the trace of the induced representation lies 
in the fact that we have not separated H + and H -. When we do this, the 
factor disappears in the following manner. 

Let fL be a continuous homomorphism of A into C*. Let € be a character 
of the group M = {± l}. Then the pair (p., €) defines a character of MA by 
letting 

zEM, aEA. 

We can form an induced representation from. the subgroup MAN, and the 
functions in the induced representation space H(fL, €) or H(s, €) are precisely 
those functions which are even or odd according as f is trivial or non-trivial. 
The two possible representations are denoted by 1Tp.,+ and 1Tp.._' Similarly, the 
traces are denoted by Tp.,+ or T/ and Tp.,_ or Tp.-. 

Corollary. Let 1Tp.,( be the representation on H(fL, f). Then the trace tr 1Tp.,( is 
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a distribution, which can be represented by the function T(.L .• ' defined by: 

}lea) + }l(a-I) 
Tp.,.(za) = I:(z) ID(a)1 if z EM, a E A " 

T(.L.'(x) = 0 

and T(.L,' is invariant under corljugation by elements of G. 

Proof For definiteness, consider the case when I: is the non-trivial 
character. Let f(x) be as in Theorem 4. Then 

= f \{I(x)f(x) dx - f \{I ( - x)f(x) dx 
A,G A,G 

= ( G \{I(x)l:(x)f(x) dx. 
J(MA') 

This proves our assertion in the present case. The other case is proved the 
same way. 

§4. THE TRACE IN THE DISCRETE SERIES 

Let m be an integer;;. 2 and let s = m - 1. We have seen in Chapter VI, 
§5, that H(m - 1) decomposes into certain irreducible subspaces, and we are 
interested in the spaces 

A A 

H(m) = EEl H 
n>m n' 
n-==m 

H(-m) = EEl H 
n< -m n 
n:=m 

V(m - I) = H(m - 1,1:) mod [H(m) + H(-m)], where f( - I) = (-It. 

It was clear from the derived representation that H(m), H(-m), V(m - I) are 
irreducible, and V(m - 1) is finite dimensional. They look like Fig. 1. 

-H(-m)--1 1+-1' ---V(m -1)----1,1 r--H(m)~ 

I I I I I I I I I I 
-m-2 -m i -m+4 ... 0 ... m-4 t m m+2 

-m+2 m-2 

Figure 1 
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We shall compute the trace in the direct sum 

by using the trace in H(m - 1) found in the preceding section, and subtract­
ing the trace in the finite dimensional space V(m - 1). 

We let 

h = , ( e' 

o 
z = ±L 

Lemma 1. Let n be an integer ~ 1, let m = n + 1, and let 

The trace of the representation in H(n, €) is a distribution represented by the 
function invariant under conjugation such that 

T(x) = 0 if x is not conjugate to some ± hI" 

Proof This is a special case of the trace found in the last section for an 
arbitrary induced representation. 

Lemma 2. For each pair of integers p, q ~ 0 such that p + q = n - 1, let 
1;,. q be the function of 

x=(: :) 
such that 1;" ix) = cPdq• Then 1;" q E H( - n, €). The functions 1;" q form a 
basis of a finite dimensional irreducible space of dimension n = m - 1, 

V'(n) = V(-n) = V(-m + I). 

Let p' be the representation of G in V'(n). Then 

I ent - e- nl 

tr p (zht ) = €(z) t t 
e - e 

Proof The functions 1;" q obviously lie in H( - n), they are linearly 
independent, and matrix multiplication shows that the space they generate is 
stable under right translation by G. Each function is an eigenvector of p(ht ), 
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and in fact 

(h \{ - (P-q)l{ 
P /IJp,q - e Jp,q' 

Hence the trace is trivially computed to be that stated in the lemma. 
We know from VI, §2, Th. 4, that two finite dimensional irreducible 

representations of the same dimension are infinitesimally isomorphic, or even 
isomorphic by the corollary of that theorem, although for traces to be equal, 
an infinitesimal isomorphism suffices. The representation of Lemma 2 or 
V(rn - 1) can therefore be used as a model in a given dimension. 

Lemma 3. Let V be the finite dimensional irreducible representation of 
dimension n = rn - 1, and let p be the representation in V. Then 

Proof We know that V 1S generated by the K-eigenvectors having 
eigenvalues 

We find the trace on elements of K by summing these eigenvalues, i.e. 
summing part of a geometric series, which obviously gives the stated result. 

Lemma 4. Let n be an integer ;. I and let rn = n + 1. Let 

Then the trace of the representation on H (m) + H (- m) is a distribution 
represented by the function: 

2e- 1nll 
T(zh,) = t:(z) I / -II' e - e 

T(x) = 0 if x is not conjugate to some ± h, or ko. 

Proof This is obvious from Lemmas 1, 2, 3, subtracting the values found 
in Lemmas 2. 3 from the values found in Lemma I. 

We have obtained the trace in the sum H(m) + H(-m). We must now 
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separate these two irreducible pieces. The final theorem is: 

Theorem 5. Let n be an integer =1= 0 and let m = Inl + l. Let z = ± 1, and 
€ ( - 1) = (- l)m. Let on be the representation in H (n + I) if n > 0 and 
H(-n-I) if n < O. Then the trace tr (In is a distribution represented by the 
function Sn invariant under conjugation such that 

and zero otherwise. 

- (sign n)e in8 

Sn(k8 ) = e i8 _ e- i8 

Proof The proof is a little elaborate and is due to Harish-Chandra. The 
main difficulty is to eliminate the possibility that there is a contribution from 
the singular set (the complement of G' in G) which may cancel in the sum of 
the discrete series with positive and negative weight. I shall omit it. (Perhaps I 
shall include it in a second volume dealing with other matters involving 
differential equations and distributions on SLiR». It is an easy exercise to 
see that on the regular set, i.e. on functions with compact support in G', the 
trace is given by the expected function. This is a simple consequence of the 
integral formulas, and the expressions for the Harish transforms on A and K 
found in the next chapter, §2. For the applications to Plancherel's formula 
this is not important because only the sum of the two discrete series occurs. 
However, for further investigations on SL2(R), it is an important fact. 

Also note that the integral formulas show that the function representing 
the trace is locally L I. 

§S. RELA nON BETWEEN THE HARISH TRANSFORMS ON A AND K 

For tJ; E C/~J( G, K) we had defined the Harish transform on A by 

(1) HAtJ;(a) = ID(a)lf tJ;(x-lax) dx, 
A\G 

where dx is the measure on A \ G such that dx = da dx, and dx is normalized 
as 

dx = dadndk, 

Thus by definition, for any function f, 

f f f(ax) dadx = ( f(x) dx. 
A\G A JG 
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In view of INT 3, §2, we have 

(2) 

Analogously, we define the Harish transform on K' = K - {± I} by 

(3) 

where dx is now the measure on K \ G such that 

f. f. j(kX) dk dx = J j(x) dx, 
K\G K G 

and 

D(klJ) = e ifJ - e- ilJ , 

Then by INT 2, we find that K \ G is represented uniquely by A + K / ± 1, and 
therefore that 

(4) 

By INT 4 we then obtain 

(5) 

[In INT 4, dividing both sides by 271' still leaves one integration over K where 
K has measure 271'.] 

For each integer n =1= 0 let Sn be the function invariant under conjugation 
by G, given by 

- (sign n) e inlJ 
Sf/(kfJ) =(J - "(I , 

e' - e ' 

e- 1nti 
S,,(zhJ = E(Z) I I II ' e - e 

and zero otherwise. As before, Z = ± I and E(Z) = zn+ I, We view Sf! again as 
a functional, so that for any function j, 



APPENDIX. GENERAL FACTS ABOUT TRACES 155 

Theorem 6. We have the relation 

Sn(tP) = - (sign n) fo277 HKtP(k,)ein8 de 

+ I fooo [HAtP(hJ + (-If+1HAtP( -hi) ]e- inli dt. 

Proof We compute Sn (tP) by integrating over K'G and ± A,G respectively_ 
Let us start with K,G. We have 

( . e in8(x) 

JK'G tP(x)( -sign n) e i8(x) _ e- i8(xl dx 

if x is conjugate to k8(x)- We now use INT 4 applied to the function under the 
integral sign, and obtain from (4), 

(277 
- sign n Jo H~( k8)e in8 dO, 

which is the first term on the right of our relation. 
For the second term, if x is conjugate to ± ht(x)' we have 

whence the theorem follows at once from the invariance of the Harish 
transform on A under a ~ a-I. 

APPENDIX. GENERAL FACTS ABOUT TRACES 

Polar decomposition 

Let H be a Hilbert space with countable Hilbert basis and let A be an 
operator on H. [All operators in this appendix are assumed bounded.] Then 
A * A is symmetric positive and has a unique symmetric positive square root, 
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denoted by PA = (A'" A )1/2. We can define a linear map V = VA on 1m PA by 
the formula 

for vEH. 

To show this is well defined, it suffices to prove that if (A'" A)I/2V = 0, then 
Av = O. But under the stated assumption, we have 

0= I(A"'A)I/2vI 2 = <A"'Av, v) = <Av,Av), 

so what we want is true. It is then immediate that 

V: 1m PA ~ ImA 

is a unitary map, which can therefore be extended by continuity to the 
closure of 1m PA • We define V to be 0 on the orthogonal complement of 
1m PA (such an operator is often called a partial isometry). Then we have the 
obvious formulas 

V'" V = I on 1m PA 

The decomposition 

and 

A = VP 

VV'" = I on ImA. 

into a partial isometry V (relative to 1m P) and a positive operator P is 
unique. Indeed, if A = WQ, then A'" = QW'" and 

p2 = A"'A = QW"'WQ = Q2 

whence P = Q because the symmetric positive square root of a positive 
operator is uniquely determined (spe-::tral theorem!). The above decomposi­
tion is caned the polar decomposition of A. The polar decomposition of A'" is 
easily obtained in terms of that for A, namely 

To see this, note that VPV'" is positive, and 

(VPV",)2= VPV*VPV'" = Vp2V'" = AA"'. 

This gives us PAo, and the expression for VA * foHows at once. 

Hilbert-Schmidt operators 

An operator A is called Hilbert-Schmidt if for some orthonormal basis 
{u i ) we have 

~ IAul < 00. 
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The same then holds for any other orthonormal basis {vj }. Indeed, note that 
for any vector w we have Iwl2 = ~ I(w, v)1 2, so that 

~ IAui l2 = ~ I(Aui, V)12 = ~ I(ui, A*t?;>12 = ~ IA*vl. 
i i,j i,j j 

For Hilbert-Schmidt operators A and B, we define their scalar product 

with some orthonormal basis {uJ. This sum is convergent (i.e. absolutely 
convergent), as we see by the Schwarz inequality (applied twice!), 

Therefore B* A is Hilbert-Schmidt, and the scalar product is independent of 
the choice of {ui }. The corresponding norm is denoted by 

and we have 
NiA) = IIAIi2' 

IIA II~ = ~ IAui 12• 

The Hilbert-Schmidt operators form a normed vector space under this 
L 2-norm, denoted sometimes by L 2(H). For the following further properties, 
A, B are assumed to be Hilbert-Schmidt, and X denotes an arbitrary 
operator. 

US 1. IIA*lb = IIAlb· 

US 2. XA and AX are Hilbert-Schmidt, and 

US 3. A Hilbert-Schmidt operator is compact. 

Before going any further, we prove the above. Note that US 1 follows from 
the identity already proved, where we can interchange A and A *. 

Property US 2 is due to the obvious inequality IXAuil <; IXIiAuil, and the 
fact that (AX)* = X* A *. To prove the compactness of US 3, there exists N 
such that 

~ IAul < E. 
i>N 

Let PN be the projection on the space spanned by U 1' ••• ,UN" Then the above 
inequality can be written 

00 00 

~ t(A - APN )ui l2 = ~ IAui l2 < E. 
i=N+1 N+I 
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For any operator T we have I TI ~ ~ I Tu;12. This proves that A can be 
approximated uniformly by operators with finite dimensional image, and 
hence that A is compact. 

The polar form of the function A ~ IIA II~ is given by 

HS 4. IIA + BII~ - IIAII~ - IIBII~ = 2 Re(A, B). 

This is immediate from 

«A + B)u;, (A + B)u) = (Au;, Au) + 2 Re(Au;, Bu) + (Bu;, Bu). 

Since IIA 112 = IIA*1I2' we get 

HS S. Re~ (Au;, Bu) = Re ~ (A *u;, B*u) 

HS 6. (A*, B*) = (A, B). 

HS 7. (XA, B) = (A, X*B) and (AX, B) = (A, BX*). 

HS 5 and HS 6 are clear from HS 4. For HS 7, we have 

(AX, B) = (X*A*, B*) = (A*, XB*) = (A, BX*). 

The other part of HS 7 is obtained by starring each term in this last identity. 

Trace class operators 

An operator A will be said to be of trace class if it is the product of two 
Hilbert-Schmidt operators. We have to choose where to write stars, and in 
expressing A as such a product, we write A = B* C where B, Care Hilbert­
Schmidt, in order to avoid stars elsewhere. This being the case, we can define 
the trace of A, 

tr(A) = ~ (Au;, u) = ~ (Cu;, Bu;) = (C, B). 

The first sum over i shows that the trace is independent of the choice of B, C. 
We have trivially 

TR 1. Itr(A)1 ~ IIBlbllClb· 

TR 2. If A is of trace class, so are AX and XA, and we have 

tr(AX) = tr(XA). 

Indeed, AX and XA are of trace class by HS 2. Furthermore, 

tr(AX) = tr(B*CX) = (CX, B) = (C, BX*) = tr(BX*)*C 

= tr(XB*C) = tr(XA). 
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We return to the polar decomposition 

where U is a partial isometry and P is symmetric positive. We call P the 
absolute value of A, sometimes written P = Abs(A). Since P = U* A, we see 
that 

TR 3. A is of trace class if and only if PA is of trace class, and 

This last identity is due to 

tr(PA ) = tr(U*A) = tr(AU*) = tr(UA*) = tr(PA .). 

It is not true in general, according to our definition, that A is of trace 
class if and only if the sum 

converges. On the other hand, we do have: 

TR 4. Let P be a symmetric positive operator. Then P is of trace class if 
and only if ~ < Pui , u) converges. 

The proof is clear, using P 1/2. In particular, A is of trace class if and only if 
its absolute value is of trace class. 

If A is an operator of trace class, we define 

NI(A) = IIAIII = tr PA = IIPy211~. 

TR 5. The operators of trace class form a vector space, the function 
A ~ IIAIII is a norm, satisJYing IIAIII = IIA*III' 

Proof Write PA + B = U*(A + B) where U is a partial isometry. Assume 
that both A, B are of trace class. The sum A + B is of trace class if and only 
if 

However, this sum is equal to 

~ < U* A ui ' u) + ~ < U* Buj , u) = tr( U* A) + tr( U* B ) 

This proves both that operators of trace class form a vector space, and that 
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II III is a norm (the scalar homogeneity property is obvious). Furthermore, 
IIA III = IIA*III is merely TR 3. 

TR 6. Ij A is oj trace class, then so are XA, AX, and we have 

and 

Proof It suffices to consider XA, since AX = (X* A *)*. There is a partial 
isometry V such that PXA = V* XA, and letting A = UPA , we have 

PXA = V* XA = V* XUPA = YPA ' with Y = V* XU. 

Then I YI < IXI. Furthermore, 

llXAll 1 = L (YPAui , u) = (py2, pY2y*) 

< llPjl21121I PJ!zY*112 

< IIPjl2 11i I PI 

as desired. 

TR 7. Ij A is oj trace class, then Itr A I < IIA III' 
Proof Write A = UPA • Then 

Itr AI = IL (pjl 2uj , pjl2U*u)1 

= I(Pjl2, pY2U*)1 

< II P jl21b II P jl 2U* 112 

Theorem 7. Let {Tn} be a sequence oj operators on H, converging weakly 
to an operator T. In other words,jor each v, wEH, (Tnv, w) ~ (Tv, w). 
Ler A be oj trace class. Then 

tr( T A) = lim tr( TnA), 
n----)oo 

and similarly on the other side. 

Proof Assume first that A = P is positive symmetric. Since A is compact 
(because A is Hilbert-Schmidt and HS 3), there is an orthonormal basis of H 
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consisting of eigenvectors, say {u;}, with Au; = ciu;' For fixed v, wE H the set 
{ < Tn v, w>} is bounded. Viewing v as fixed and w variable, we see from the 
uniform boundedness theorem that the set {Tnu} is bounded. Again the 
uniform bounded ness theorem shows that the norms I Tnl are bounded, say by 
a number N. Then by the absolute convergence 

we get 

= tr(TA), 

which proves the assertion in the present case. In general, write the polar 
decomposition A = VP where V is a partial isometry and P is symmetric 
positive. Then TA = (TV)P, and TnV converges weakly to TV, so the first 
part of the proof applies to give the general case also. 

COl'Ollory. Let A be an operator of trace class in a Hilbert space H J• Let 
T: H I ~ H 2 be a topological linear isomorphism between HI and another 
Hilbert space H 2' Then 

tr TAT - I = tr A. 

Proof The assertion is true for finite dimensional spaces. Let Pn be the 
projection on the space generated by u1' ••• ,un (assuming that {u 1' u2, ••• } 

is an orthonormal basis). Then 

and 

The coronary follows from the finite dimensional case. 

The corollary shows that the trace is independent of the choice of positive 
definite scalar product in an equivalence class, i.e. defining equivalent norms. 

Remark. Define LO(H) to be the Banach space of compact operators. It 
can be shown fairly easily that the pairing 

(A, K) H> tr(AK) of 

induces a norm preserving isomorphism of L I(H) onto the dual space of 
LO(H). We won't need this in the present book. and leave it as an exercise. 



VIII The Plancherel Formula 

We shall put together the facts we have learned about traces in order to 
prove the Plancherel formula, giving an expansion of a function in terms of 
its characters. The proof is due to Harish-Chandra [H-C 6]. It consists in 
expanding out the Fourier series of the Harish transform H~(ln, using the 
relation between the trace of the discrete series and the Harish transform on 
A given in Theorem 6 of the precedmg chapter, and then performing a 
Fourier transform on some of the terms to get the final formula. It turns out 
that H~(k{/) is not continuous, the discontinuity occurring at those elements 
of k which also lie in A, i.e. at ± 1. The first calculus lemma serves to 
determine the jumps, and also shows that the derivative (H~)'(k{/) is con­
tinuous at those points, and that the Fourier series converges for the 
derivative at those points. This gives us the value 1[;(1), in terms of a series 
involving traces in the discrete and principal series. 

Pukanszky [Pu] gives the Plancherel formula for the universal covering 
group of SL2(R). For the p-adic case, cf. Gelfand el ai, [Ge, Gr] and 
Sally-Shalika [Sa, Sh 2]. For connections with special classical functions, see 
Vilenkin [Vi]. 

Bargmann [Ba] gave various completeness relations, without ever stating 
exactly the Plancherel formula. He realized the connection with certain 
asymptotic expansions (d. Chapter V, §5). It seems that the function c(s) 
which appears in such asymptotic expansions also determines the Plancherel 
measure, and that this phenomenon, relating an asymptotic expansion with 
eigenfunction expansion, has long been known, more or less explicitly, in 
connection with second order linear differential equations. An exposition of 
the Plancherel formula for SL2(R) following the general pattern of eigenfunc­
tion expansions for a second order operator, along Bargmann's lines, is given 
in Vilenkin [Vi], pp. 336-337, but not carried out in detail. Vilenkin merely 
refers to the 2-volumes books of Titchmarsh and Levitan, without being more 
specific than saying: "Employing the usual techniques of expansion in eigen-

163 
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functions of selfadjoint operators, we get the following result." (The 
Plancherel Formula). Each inexperienced reader has to work out the details 
for himself. 

The original Harish proof for the Plancherel formula takes an entirely 
different approach, but more recent papers of his have returned to the 
asymptotic expansion point of view. The estimates required on arbitrary 
groups are of considerable difficulty. Cf. his papers [H-C 7], pp. 576 and 582; 
[H-C 3], p. 71. See also Knapp-Stein [Kn, St] for other connections. 

The last chapter of the present book treats the spectral decomposition of 
f\ G by a method starting from the asymptotic expansion, and then making a 
perturbation to get the precise spectral decomposition relation. 

§ 1. A CALCULUS LEMMA 

Lemma. Let FE Ccoo(R2). Let 

Then: 

i) e~W+ Og(O) = 1000 F(u, 0) du; 

ii) 

iii) 

lim 
8-..0-

lim 
/1-..0 

o 
Og(O) = - Loo F(u, 0) du; 

d 
dO (Og(O» = - 2F(0, 0). 

iv) There exist a, b > 0 such that for 0 < 0 " I, 

l:e (Og(O» + 2F(0,0)1" alOI + blOlogOI· 

Proof First we note that trivially 

(1) as 0 ~ O. 

To get (i), we consider the other integral 
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with 0 > O. Change variables, let u = Oel, du = Oe t dt. Then 

e-' = (Jlu, 
and the integral transforms to 

As (J ~ 0, the integral approaches the desired limit of (i). The limit of Oi) is 
done in a similar way. To prove (iii), we have 

d 
d(J «(Jg ( (J ») = g ( (J) + (Jg' ( (J ) 

The second integral goes to - F(O, 0) as 0 goes to O. Any integral having a 
factor of () in front and no factor e t inside tends to 0 as (J tends to O. So we 
have to consider the integrals of terms which are not of these two types. We 
have 

~ [eIF(Oe ' , (Je- I )] = e'F(Oe', (Je- I ) + Oe2ID)F(Oe t , ()e- I ) 

- ()D2F«()e l , (Je- I). 

Plugging this exact expression into the integral immediately shows that the 
remaining integrals give the appropriate contribution - F(O, 0) after making 
the proper cancellations. To estimate the derivative as stated in (iv), let T be 
such that D 2F(x,y) = 0 if Ixl ~ Tor Iyl ~ T. If 10eil < T, then e' < T II(J\. 
I.e. 

t < log T /101. 

Hence we get an estimate of type 

and similarly for the integral of D]F. From this, (iv) is obvious. 
The estimate of (iv) is intended to be used to prove the convergence of a 

certain Fourier series. 
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Remark. In taking the various limits of the lemma, we can replace () by 
sin () since these two functions are equal up to order 3, which does not affect 
our limits. 

§2. THE HARISH TRANSFORMS DISCONTINUITIES 

Write an element x of G = SL2(R) as 

where we use the parametrizations 

We let the measure on G be 

k(J = ( cos () sin () ). 
- sin () cos () 

d(} 
dx = dadndk = dtdu 271" ' 

so that K has measure 1. We let 

D K «(}) = ei(J - e-;(J = 2i sin B, 

Up to a constant factor, this is precisely 

DK(k) J. j(g-lkg) dg. 
K\G 

We want to put the expression for the Harish transform on K into a form 
which fits our calculus lemma. For this we write our element a -lka as an 
exponential, 

and note that 

( e- t 0)( 0 (})(e l 0) ( 0 
o e I - () 0 0 e - I = - Be21 



[VIII, §2] THE HARISH TRANSFORMS DISCONTINUITIES 167 

Change variables, replacing 2t by t. The limits of integration do not change, 
and we get 

(2) 

where 

We obviously have 

F(O, 0) = f(I), 

On the other hand, we had the Harish transform on A, namely 

H-:t(a) = ID(a)lj f(x-1ax) dx = p(a) ( f(an) dn. 
A\G I N 

We needed values only on A. However, we may view this transform to take 
values also on - A. Thus for a E: A, 

Theorem 1. Let f E: CcOO ( G, K). Then 

w+ 

HKf] = HKf(?7+) - HKf(?7 -) = i HAf( -1). 
w- 2 

Proof By the calculus lemma and wnu w - 1 = n _ u we find 

and 



168 THE PLANCHEREL FORMULA [VIII, §2] 

Hence 

HKf(O+) - HA'j(O-) = I L:f( ~ ~) du 

= if. f(n) dn 
2 N 

= I HAf(l)· 

The second assertion is proved by replacing f with the function f( - x), noting 
that 

f(-x) =f(xk.,). 

The points 0 = 0 and 0 = 'IT are the points of discontinuity of the Harish 
transform on K, and the preceding theorem gives the jumps in terms of the 
Harish transform on A. 

We know from the calculus lemma that the derivative of the Harish 
transform (HKf)'(O) is continuous at O. 

Theorem 2. For fE CCOO(G), we have (HKf)'(O) = - if(l). 

Proof Immediate from (iii) of the calculus lemma. 

Theorem 3. The Fourier series of (HKf)' converges to the function at O. 

Proof From (iv) of the calculus lemma, we know that 

(HKf)'(O) = constant + 0(10 10gIOII). 

The Dirichlet kernel from which the Fourier series is obtained by convolution 
is equal to (up to a constant factor) 

sin(n + 1)0 

2'ITn sin(O /2) 

The convergence of the Fourier series is a local phenomenon near the point, 
and depends on the integral 

1 f~ sin(n + ! )0 
-;; _£ OloglOI sin(O/2) dO 
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tending to 0 as ~ ~ O. But this integral is estimated by 

so our theorem follows. 

§3. SOME LEMMAS 

In this section, we gather some easy lemmas so as not to interrupt the 
course of the argument of the Plancherel formula. The first one amounts to 
summing a geometric series. 

Lemma 1. We have the two identities: 

2sin () cosh t 
~ sin(lnIO)e- lnl' = cosh 2t - cos 20 ' 

n odd 

~ sin( I n 10) e -Inlt = _-:--=s:.:::in~2=-:O=---~ 
n even cosh 2t - cos 20 

The sums are taken over odd and even integers respectively; both positive 
and negative integers are included. 

Proof Consider n positive, odd, n = 2d + l.We have 

00 00 
~ e;(2d+l)lIe -!2d+I)I= e ill - t ~ e 2d(ill-t) 

d=O d=O 

We multiply numerator and denominator by the complex conjugate of the 
denominator to get 

e l + ill _ e-(/+ill) el(cos (J + i sin ()) - e-I(cos () - i sin fJ) 
= ------------~------~-----------

2[cosh 21 - cos 20] 2[cosh 2t - cos 20] 

Taking the imaginary part of the numerator yields elsin fJ + e-tsin (), which 
is precisely 2 cosh t sin (J, and proves our first identity. 
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For the second, summing over positive even integers yields 

co 

1+2 ~ 
d=l 

e-(iO-1) + e(iO-1) 

e-(iO-1) _ eOO-1) 

[VIII, §3J 

Again we multiply by the complex conjugate of the denominator, to get 

e2l + e2iIJ _ e- 2ilJ _ e- 2r 

2[cosh 2t - cos 20] 
sinh 2t + i sin 2(} 
cosh 2t - cos 20 . 

This proves the second identity, by considering the imaginary part. 
Next we have to compute a couple of Fourier transforms. 

Lemma 2. For 0 < 0 < 7T and A > 0 we have 

lim 
7T sinh (J!2 - () )A 

e iAt 

cosh 2t - cos 2() dt = sin 2(} c-->co 

Proof We integrate around the rectangle as shown. 

~'''I 
.. 

j"'" 
... .. 

-c 0 c 

7TA 
sinh 

2 

Figure 1 

The in tegral 

¢ eilv: 
dz 

cosh 2z - cos 2(} 

is equal to 27Ti times the sum of the residues. We have 

cosh 2z = cos 2(} ¢:;. z = (n7T ± B)i, nEZ. 
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Also, 

d ( e2z + e - 2z ) 
dz 2 - cos 2(} = 2 sinh 2z. 

We evaluate this at the points zn = (mr ± O)i to find ± 2i sin 20. Hence the 
residue of the function under the integral sign at zn is 

e-A(mr±/J) 

2i sin( ± 20) 

The limit of the integral is therefore equal to 

2'!fi {~e-X(n1T+O) _ ~ e-X(mr-lIl} 
2isin2(J n;;.O n;;.t 

Multiplying numerator and denominator by eX.,,/2 proves the lemma. 

Of course, in taking the limit, we pick c not equal to a value which would 
cause a pole of the function to fall on the boundary of the rectangle. 

Lemma 3. For 0 < () < '!f and A > 0 we have 

lim 
c~oo 

.,.,. cosh( 'E2 - O)A 
e iXI cosh t " 

cosh 21 - cos 20 dt = 2 sin 0 '!fA 
cosh T 

Proof We integrate 

if> eiXx cosh Z 
dz 

cosh 2z - cos 2(} 

over the same contour as before. The residue at Zn = (n'!f ± (})i is 

e-X(mr±lI) cosh(n'!f ± fJ)i () -X(mT±IJ) 
= ( _ I) n cos e . 

2isin(±20) 2isin(±2fJ) 

Hence our Fourier transform is equal to 2'!fi times the sum of the residues, 
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namely 

cosh( I - () )A 
cosh ~A 

as was to be proved. 

The above lemmas will be applied to a Plancherel inversion situation 
under the following conditions. Let 'P E CcCO(R), and let g be one of the two 
functions whose Fourier transform is computed in Lemma 2 or 3, so that in 
particular, g is real. Let gc be the function equal to 0 outside the interval 
[- c, c], and equal to g on this interval. Then the Fourier transform of gc is 
actually computed in the above lemmas, and is equal to a partial sum of the 
residues, plus a term which tends to 0 as c tends to 00. Since 'P has compact 
support, we obtain 

f OO foo foo-'Pg = 'P gc = rPt· 
-00 -00 -ClO 

As c ~ 00, we see from Lemmas 2 and 3 that f tends to a bounded 
continuous function of A. If g denotes the function on the right-hand side of 
the formulas in Lemmas 2 and 3, we obtain the Plancherel formula 

f OO 'Pg = foo rPg. 
-00 -00 

§4. THE PLANCHEREL FORMULA 

We put everything together. We recall that by definition 

f(x) - f( -x) 
f-(x) = 2 

Put s = iA with A real. The representation."s on H(iA) is the representation of 
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the principal series, and we have seen that for "A "i= 0 it splits into two 
irreducible components according to parity. By formula (1) of VU, §3, the 
trace in these components is given by the two expressions (Fourier trans­
forms!) 

(1) 

(2) 

For 0 < fJ < 'IT we have the Fourier expansion for f E CcOO ( G): 

Subtract to find the average 

Theorem 4. Let S" be the function defined in VII, §5, Th. 6. Let 
fECcOO(G,K). For 0 < fJ < 'IT we have 

2-:, JKf(fJ) = - ~ S,,(J) sinlnlO 
I ""..0 

1 Lco +-
2 0 

sinh( !!.. - (J )"A 
d"A + -21 (co T;- (J) __ 2--::-,\_ d"A. 

Jo . h 'IT/\ sm -2-

Proof. When subtracting the Fourier series above, the constant terms 
cancel, and we find 

(3) 

Substituting the value found in the last theorem of the preceding chapter, VU, 
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§5, Th. 6, we find that 

(4) 2~ JKf(O) = - ~ Sn(f) sinlnlO 
I n#O 

+ ~ 100 i [HAf(h/) + (-It+lHAf(-hJ].sinlnIOe-lntldt. 
n#O 0 

We split the second sum into terms with n odd and n even respectively. This 
yields an expression for the second sum, namely 

(00 H:r+ (h) 2 sin () cosh t dt + (00 HAf- (h) sin 2() dt 
)0 I cosh 2t - cos2())0 I cosh 2t - cos 2() 

in view of the computation of Lemma 1, §3. By Plancherel's formula as 
discussed in the preceding section, and the fact that HAfhas compact support, 
this becomes 

1 00 + cosh( i - 0 )A 21 Til. (f) 1lA 
o cosh -

2 

sinh( !!.. - O)A 
dA + 1. (00 TiI.-(J) 2 dA. 

2 )0 . h 1lA sm -
2 

Note that the two functions for which we take the Fourier transform are even 
functions of t, and hence that the Fourier transforms taken as integrals from 
- 00 to 00 can be replaced by twice integrals from 0 to 00. We have therefore 
obtained the expansion stated in the theorem. 

Plancherel Formula. Let fE CcOO(G). Then 

21lf(l) = ~ InlSn(f) 
n#O 

I (00 1lA I (00 _ 1lA 
+ 2 Jo T/ (f)A tanh T dA + '2)0 Til. (f)A coth T dA. 

Proof We differentiate the expression of Theorem 4 and put () = O. The 
Plancherel formula drops out. 

Remark. We know that the traces Til. come from unitary representations. 
It also turns out that the traces Sn come from unitary representations, as we 
shaH prove in the next chapter. Hence in Plancherel formula, only unitary 
representations appear. This was irrelevant in the preceding considerations, 
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but we shall use this below in the formalism which can be derived from the 
above stated formula. 

Let G be the set ot isomorphism classes of unitary representations. We let 
J.L be the measure on G defined as follows: 

For a point of the discrete series of weight m, we let the measure he 
discrete, and we give this point measure Inl/2w, where n = m - 1 or 
rn + 1 according as rnA> 0 or rn < O. 

On the subset of G in the principal series parametrized by s = iA, A > 0, 
with even parity, we take the measure 

( ) 1 A WA 
dJ.L A = 2w "2 tanh T dA. 

A 

On the subset of G in the principal series parametrized by s = iA, A > 0, 
with odd parity, we take the measure 

() 1 A WA 
dJ.L A = 2w "2 coth T dA. 

We let the complement of the above sets have measure O. A 

We s.aH J.L the Plancherel measure. We shaH write dJ.L(w) with wE G, 
viewing G itself as thAe measured space, instead of using parameters n and A. 

On the product G X G we have an operator-valued mapping 

<p(W, x) = w(x). 

The corresponding map on functions f E Cc<»( G) is 

On the other hand, let {A(w)} be a family of operators, with A(w) operating 
on HIT' Define (formally) the adjoint <1>* by 

<1>* A (x) = Ie trA(w)w(x)*dJ.L(w). 

We shall see in a moment that the inversion formula 

<1>*<1> = id on Cc""( G) 

follows from the above Planche reI formula, which can be written in the form 

PL 1. 
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and is valid for fE CCOO(G) or fE CcOO(G,K). Indeed, if fE CcOO(G), let 

fK(X) = Lf(k-'Xk) dk. 

Then both sides of PL 1 remain unchanged if f is replaced by fK. Let r(x)f be 
the right translate of f by x, so that 

r(x)f(y) = f(yx). 

Replacingfby r(x)fin PL 1, and noting that 

'lT1(r(x)j) = 'lT1(j)'IT(X-I), 

we obtain the inversion formula at an arbitrary point, namely 

PL 2. 

Furthermore, let cp, ~E CCOO(G) and cp*(x) = cp(x- I ). Apply PL 1 to 

f = cp *~*. 
Then: 

(cp*~*)(l) = (cp, ~>G = £ cp(x)~(x) dx, 

tr 'lT1(cp*~*) = tr 'lT1(cp)'lTI(~)* = ('lTI(cp), 'lT1(~» = (c'p, ~>. 

Therefore we find the L 2-version of Plancherel inversion, namely: 

PL 3. For cp, ~E CcOO(G), we have 

Thus the Plancherel formula PL 1 implies the other versions by means of 
simple formal arguments. 

Observe that in the above formulas, we frequently take the trace of a 
product of operators. Let {u;} be an orthonormal basis of H. If A, Bare 
operators, let Aij = (Au;, u). Then 

tr AB = :L AijBj ;, 

;,j 
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as in the finite dimensional case. Indeed, in H we have the convergent sum 

so 

and 

BU j = L Bijup 
j 

<ABu;, ui ) = L <ABijuj , u;) 
j 

tr AB = L BijAj ;. 

i,j 

In practice, one sometimes needs such expansions, when {uj } is a basis of the 
K-finite vectors, in order to estimate certain traces. 



IX Discrete Series 

In this chapter we give various unitary realizations of the discrete series, 
i.e. those irreducible representations which admit a lowest weight vector of 
weight ~ 2 and highest weight vector of weight EO;; - 2. It turns out that in 
each case, one is the complex conjugate of the other, so essentially we need 
only look at those with a lowest weight vector. We shall see that they admit 
an infinitesimal embedding in L 2( G), with the action of left translation, and 
also that they can be represented as operations on certain function spaces in 
the upper half plane. 

The uniqueness theorem of Chapter VI, §3, leaves no ambiguity concern­
ing such unitarizations, yielding a natural unitary isomorphism between them. 

§1. DISCRETE SERIES IN L2(G) 

The unitarization of a discrete series in L2(G) in this section is due to 
Harish-Chandra. 

Let 

T= _1 ( 
\1'2 -j 

-: ), T- 1 = _1_( 1 
Y2i ~ ). 

If 

x=(: : ) E G = SL2(R), 

we change the coordinates by considering the matrix coefficients of TxT -t, 
namely we put 

(1) b) 1 (1 
d \1'2 i 

179 
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(We put bars this way to minimize the number of bars in this section.) Then 

(2) a = t (a + d - ic + ib) and f3 = t (c + b - ia + id). 

Note that a, f3 are function on the group, namely a(x), f3(x). They are easily 
computed for elements of A and K, namely: 

(3) a = = cosh t, (( el 0)) el + e- I 

o e- I 2 

(4) (( e' 0)) e l - e- I 

f3 0 e- I = - i 2 = - i sinh t. 

Furthermore, these transform in a simple way by the operation of K on the 
right and left. We note that conjugation by T as above on elements of K 
yields 

Tk(JT-1 = T( cos e 
- sin e 

. n) ( ;8 SInu T- 1 = e 

cos (J 0 

Thus we see that 

(5) 

(6) 

a(xkIJ) = a(x)e ill , 

f3(xkIJ) = f3(x)e i(/. 

From the KA + K decomposition of G (Cartan decomposition), we now see 
that the values of a and f3 are determined by the above tabulation, and 
especially the absolute values are cosh t and sinh t respectively if x is 
conjugate to hI" Note that la(x)1 ;;.. 1, all xE G. 

Lemma 1. Let m be an integer ;;.. 2. Then the function a - m is in L 2( G). 

Proof By the integral formula INT 2, we know that 

fG Jal- 2m dx = ioo (cosh t) -2m sinh 2t dt, 

up to a constant factor. Since sinh 21 = (e l + e-I)(e' - e-')/2, the integral 
is of the form 

U - 2m + I du = ___ --::-f u-2m+2 

- 2m + 2 ' 

which converges for m > 2, as desired. 
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Let 'IT be the representation by left translation on L 2( G), so that 

Abbreviate 'IT(y)J by f;,. Then 

(7) 

(8) 

Theorem 1. Let fPm+2r = a -m-rf3r for r = 0, 1,2, .... Then the Junctions 
fPm+2r are eigenvectors of K with eigenvalue e i (m+2r)8. The closed subspace 
oj L 2( G) which they generate is invariant under leJt translation by G, it is 
irreducible, and has lowest weight vector equal to a -m. 

Proof The eigenvalue property is immediate from (5) and (6), Le. essen­
tially directly from the definition of a and f3. Observe that f3 / a is a function 
of absolute value < 1, and that for any given y, I f3(y)/ a(Y)1 < 1. The 
function '/T(y -1)fPm+2r lies in the vector space generated by the functions 

1 

( 
- la {J )m+r ( ~ r. I + f3(y) fJ 

a(y) 

Let A = jj(y)f3/ a(y)a, so that IAI " I f3(y)/ a(y)1 < 1. We can expand 
a -m(1 + A)-m-r into a power series which converges in L2 by Lemma L 
This proves that the closed subspace generated by the prescribed functions is 
invariant under translation, and proves our theorem. 

§2. REPRESENTATION IN THE UPPER HALF PLANE 

We shall here describe another model for the unitary representation of a 
discrete series, by a function space on the upper half plane. 

Let m be an integer > 2. We recall that on the upper half plane .\) we 
have a measure 

dx dy 
dp.(x,y) = -2-

Y 
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invariant under the action of G. We let 

Let 

dxdy 
dPm = ym -2-

y 

[IX, §2] 

be the space of holomorphic functions on ~ which are in e2 with respect to 
the measure Pm' The scalar product is the usual hermitian product given by 
the integral over ~. We need a lemma to insure that H is complete. 

Lemma 1. If a sequence of holomorphic functions {fn} is L 2-convergent in 
an open set in the complex plane, then it is uniformly convergent to a 
holomorphic function on any compact set. In fact, locally, we have domina­
tion of norms: 

1111 « 11111 « 11112' 
Proof We work in the neighborhood of a point, which we may assume to 

be the origin without loss of generality. Our estimates will depend on some 
disc of fixed radius 8 around any point, and again it suffices to bound I f(O) I 
in terms of the L I and L 2 norm of f in a 8-disc around O. Cauchy's formula 
gIves 

f(O) = _1 . f fen dK = _1 (2'IT f(reil!) dO, 
2m K - Z 2'1T )0 re,l! 

whence 

If(O)1 ,,_1 12'17 If(reil!)1 dO. 
2'1T r o 

Since 
83 8 

If(O)1 3 = fo If(0)lr 2 dr, 

we obtain 

83 1 (8 (2'IT If(reiO)1 
If(0)1 3 " 2'1T)o )0 r r2 drdO 

1 
= 2'1T II fill, loc 

1 
" 2'1T II f112, loc11l112, loe 

by Schwarz. The desired estimate drops out. 
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Let 

-I (a (J = 
c 

On H define 

It is verified by brute force that 17m is a group homomorphism of G into the 
linear automorphisms of H. 

Theorem 2. 17m is a unitary representation. 

Proof We first verify the unitary property. Let w = (J-IZ. Recall that 

We have 

as desired. 

= 1000 L: If(wW(Im wt dl1{w) 

= Ilfll~, 

To prove the continuity condition for a representation, it suffices to do it 
for a dense subset of elements of the Hilbert space. Our representation occurs 
in a subspace of L 2(~, 11m)' and it suffices to prove continuity for the 
operation in this bigger space. We may therefore take a vector f which lies in 
Cc(~), and we have to verify that as (J ~ 1, we have 

This is immediate from the dominated convergence theorem. 

Lemma 2. Let n be an integer > 0 and let 

( z - i )" - m If,,(z) = --. (z + i) . 
Z+I 

Then If,,EH. 
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Proof As /z/ ~ 00, l/;n(z) ~ 0, and we have 

I ~I:S;;;I Z + I 

for all z in the upper half plane. Let 0 > O. The proof consists in proving that 
the L 2-integrals above 0 and below 0 both converge. As to the first, we have 
the estimate: 

i oo foo 1 m-2 d dy « (2 2)m Y X 
8 -00 X + y 

which converges. As to the second, 

18 foo 1 m dx 2d
y «L 8 foo I m-2 d d 

I 2 Y (x2 + 1)1+< y X [Y o - 00 Z + il m y 0 - 00 

which is bounded if m > I. This proves our lemma. 

Theorem 3. The representation 17m on H = L~ol(~' lim) is irreducible. Let 
Hm+ 2n be the one-dimensional subspace generated by the function l/;n' Then 
Hm + 2n is an eigenspace of K, with character m + 2n, and 

" 
H = E9 H m + 2n 

n .. O 

is an orthogonal decomposition, with lowest weight vector l/;o, of weight m. 

The proof of Theorem 3 is best carried out by changing the model for the 
representation under the analytic isomorphism between the upper half plane 
and the unit disc. We shall do this in the next section. 
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Theorem 3 gives us another example of a representation with arbitrary 
lowest weight vector > 2. To get similar representations on the other side, i.e. 
with highest weight vectors of weight " - 2, we merely let SL2(R) operate on 
the antiholomorphic functions in the lower half plane. 

§3. REPRESENT A nON ON THE DISC 

It is often easier to work on the disc where the functions "'" have an easier 
expression. Let 

z - i w=-­z + ; , 

The map z 1--10 w is an analytic isomorphism between the upper half plane 
and the disc D of radius 1, centered at the origin. The inverse mapping is 

,w + 1 
z=-'w_l' 

If f is a function on ~, we let 

T few) =1(-; w + 1)( -2i )m. 
m w-l w-l 

Then 

is a linear map from the functions on ~ to the functions on D. On the disc, let 
w = u + iv, and let 

4 2'" 
du", = 4'" (1 - Iwl ) du dv 

4 2 ",-2 
= 4'" (I - r ) r dr dB. 

Lemmo 1. The map 

is an isometry. 

Proof We have dw/\dW = -2 du/\dv and dz/\dZ = -2i dx/\dy. We get 

4 dudv dxdy 
(1 -lwI2)2 = ~ 
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The isometry amounts to 

= f f If(z)lym 

which is clear. 

We now see the advantage of having gone over to the unit disc, namely 

Tmt¥"Cw) = w". 

Thus our functions go over to the powers of the variable in the unit disc, and 
they are trivially verified to be orthogonal. 

Theorem 4. The functions {I, W, w2, ... } form a complete orthogonal basis 
for L~ol(D, vm)· 

Proof Let f E L~ol( D, v m)' Then f has a power series expansion 

00 

f(w) = ~ anw". 
,,=0 

It suffices to prove that the series converges in L 2(Vm ). Let 0 < r' < 1, and let 
Dr' be the disc of radius r'. Then 

because 

if n =1= q. Take the limit as r' ~ 1. We get 

f 2'IT·4 "" (1 m-2 IIfll2 = D IflZ dVm = ~ "-' la,,1 2 )0 rZ"(l - r2) r dr 

=c~ lall1211wnilLm 
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for some constant c. Hence ~ anw n is L 2(Pm}-convergent for m > 1. We are 
done. 

The group action on the disc is transformed from the upper half plane as 
follows. SL2(R) goes to the group of matrices 

with aa - f3lJ = 1. 

Denote by ;;Tm the transformed representation. Then 

;;Tm(a)f(w) = f( aw + f3 )(lJw + a) -m. 
f3w + a 

Let if = L~ol(D, Pm}' Then the one-dimensional subspace generated by 
w n is our old H m + 2n • Indeed, 

according to the formula describing ;;Tm' Therefore Hm+ 2n is an eigenspace of 
K, with character m + 2n. The constant function 1 has character m. 

In order to finish the proof of Theorem 2, we have to check: 

Lemma 2. The elements 1, w, w2, . •. in if are analytic vectors. 

Proof The proof is entirely similar to the proof of the analogous state­
ment for the continuous series, VI, §5, Lemma 2, and will be left to the 
reader. 

We can then apply the general irreducibility discussion of Chapter VI, §2 
to finish the proof of Theorem 2. 

§4. THE LIFTING OF WEIGHT m 

This section shows how to establish an isomorphism between the repre­
sentation in §] and that in §2 and §3 by relating functions on ~ with 
functions on G through a formal lifting process. 

Let .~ be the upper half plane and let m be a fixed integer. To each 
function q; on .~ we associate a function ell on G = GL2+ (R) by letting 

<1>( u( ~ ~ )r(8») = q;(x + iy)ym/2e imO , 
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where 

g=(~ 

DISCRETE SERIES 

~)(~ ~)( cos 0 

- sin 0 

[IX, §4] 

sin 0 ) = ( a 
cos 0 c 

is our usual unique decomposition of an element of GLt(R), with u, y > O. 
Our function «I> is independent of u and so gives rise to a function on SLiR), 
but we like to work with the coordinates (x,y) which have the convenient 
interpretation in the upper half plane. 

The associated function «I> satisfies the conditions: 

IJ'm 1. «I> is independent of u. 

IJ'm 2 . <P(gr(O» = «I>(g)e imH • 

Let g-m (G) be the space of functions on G satisfying these two conditions, 
and let g-(~) be the space of all functions on ~. We have the lifting map 

which to each cp associates «1>. This map is bijective, because it has an inverse, 
which to each function «I> satisfying the two conditions ~ m 1 and '!fm 2 
associates the function cp on H such that 

To each element 

_I ( a u = 
y 

~ ) ESLiR) 

we associate an operator 'lTm(a) on the function space g-(~) by letting 'lTm(a)cp 
be the function such that 

Then U M 'lTm(u) is an algebraic representation. Let La be left translation by 
a, so that (L,,«I»(g) = «I>(cr-1g), for any function «I> on G. Then the following 
diagram commutes. 

Jm 

g-(~) ~ ~m(G) 

'lTm(a)~ ~ La 

~(~) ~ ~m(G) 
Jm 
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Proof Matrix multiplication shows that 

(1) 

(2) 

Let 

ue i6 = d - ie and 

x + iy = .l ei6 (ai + b). 
u 

') ( ... x r(9') = 
I ya + lk 

OI.Z + J3 
z' = --.:..- = x' + iy', 

yz + 0 

Then (1) and (2) applied to (J - 19 show that 

9'=f)-arg(yz+o). 
We now get 

= cp(a-1z)(yz + ofmym/2e imll 

= 'lTm(a)cp(z)ym/2e imll 

= J';I 'lTm(a)JmcI>(g). 

This proves the commutativity, 

§S. THE HOLOMORPHIC PROPERTY 

d - ie 
ld - iel ' 

189 

In the correspondence between functions on ~ and functions on G, it is 
clear that C co functions correspond to each other under the lifting of weight 
m. We now want to see what is the condition on cI> corresponding to 
analyticity of <po As before, we let 9 be the Lie algebra of SL2(R), and we 
recall our Lie derivative associated with an element X E g, 

ex cI>( g) = dd cI>( g exp (tX» I . 
t 1-0 
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We had computed the Lie derivative in terms of the coordinates (x,y,O) in 
Chapter VI, §4, and especially we had found the formula for eE -, which we 
now apply to the function 

tP(g) = F(u, x,y, 0) = cp{x + iy)ym/2e im6, 

independent of u. We find 

(3) (.) F( ll) _2zi,,(m/2)+le2i«m/2)-1)6 acp 
kE- x,y, u = ;!' az . 

Consequently, we get 

Theorem 5. The function cp is holomorphic if and only if 



X Partial Differential Operators 

So far we have avoided to a large extent the more refined behavior of 
functions with respect to Lie derivatives. For the theory of spherical func­
tions, we dealt with eigenvectors of convolution operators. The time has come 
to relate some invariants we have found in the representation theory with 
some of the invariant differential operators on G. Bargmann [Ba] saw how 
coefficient functions are eigenfunctions of such operators. Harish-Chandra 
got a complete insight into the situation by determining the center of the 
algebra of invariant differential operators, the centralizer of K in this algebra. 
Gelfand characterized spherical functions as eigenfunctions of this centra­
lizer. In this chapter, we give Harish-Chandra's result that there are no other 
spherical functions, besides those described in Chapter IV, on SL2(R) where 
the proofs are short and easy. 

§ 1. THE UNIVERSAL ENVELOPING ALGEBRA 

Let 9 be the Lie algebra of SLiR). It has a basis, 

H = (~ 
and its complexification Ilc has another basis 

-j 
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-I 
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We recall the eigenrelations 

[H,X +1 = 2X +, 

[W,E+l=2iE+, 

[H,X _] = -2X_, 

[W,E_J = -2iE_, 

[X +,X -J = H, 

[E+,EJ = -4iW. 

To each X E 9 associate a "variable" Lx, and form the universal associa­
tive algebra over C generated by these variables. We introduce the ideal 
generated by all elements 

LXLy - LyLX - LXY- YX' 

where XY - YX = [X, Y] is given by matrix multiplication. The factor 
algebra by this ideal is called the universal enveloping algebra of g, and is 
denoted by 621 (9). 

It is clear that the use of the extra symbol L is clumsy notation. On the 
other hand, we have a natural homomorphism of 621 (g) into any associative 
algebra generated by elements indexed by g, and satisfying the above rela­
tion. In particular, if ex denotes the left invariant differential operator 
previously defined on Coo(G), then we have a unique homomorphism of 
Gil (g) into the algebra generated by these operators such .that 

Lx ~ ex' 

Similarly, let '7T be a representation into a Banach space H, and let, as before, 
H'1Too be the space of Coo vectors. Let End H'1Too be the algebra of en­
domorphisms. We have a unique homomorphism 

621(g) ~ End H.,oo 

such that Lx ~ d'7T(X). 
It turns out that the first homomorphism Lx ~ ex is in fact an 

isomorphism. We shall prove this, and also use a notation which is somewhat 
less clumsy. For X E gc we denote by X the operator ex' Then Xf = ex J. 

Theorem 1. The map from 621 (g) into the algebra of differential operators on 
C oo( G) is injective. If we identify G[L (g) with its image, then Gil (g) has a 
basis consisting of the elements 

Xf XiX;, p, q, r integers;;;' 0, 

if {Xl' X 2' X 3 } is a basis of 9 over R or 9c over C. 

Proof Without loss of generality it suffices to prove the assertion for one 
particular basis, say E +' E _, W. In any associative algebra A, given x E A, 
the mapping 

y ~ [x,y] = xy - yx 
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is a derivation, i.e. satisfies D(yz) = yDz + Dy·z. Furthermore, 
r 

D(x x ... x) = '" x ... Dx . ... X I 2 r ~ I J r' 
j-I 

The defining relations in 6lJ, (g) show that the monomials as indicated 
generate 6lJ, (g) linearly. It suffices to prove that any differential operator 
written in the form 

which is the operator 0 must have all coefficients cpqr equal to O. Write such 
an operator as a polynomial 

In Chapter VI, §5, take s = n - 1, and apply the operator to fPn' with n ;;;. 1. 
Then E_ kills fPn' and the rules (1) show thatfo(E+, W) is identically 0 as a 
polynomial in E+, W. Proceeding inductively using fPn +2' fPn+4' ••• shows 
that the other polynomials ..l(E +, W) are identically 0, as desired. 

In view of Theorem 1, we identify 6lJ, (g) with the algebra of differential 
operators whenever necessary. 

(I) 

Theorem 2. The centralizer of W in 6lJ, (g) is the set of all linear combina­
tions of monomials 

Proof The rule for the derivative of a product shows that 

[W, E~ WqE~] = 2i(p - r)E~ wq E~. 

p, q;;;. 0 

This shows that all the above monomials commute with W. Conversely, 
suppose that a linear combination 

~ cpqrE~ wq E~ 

commutes with W. Take the bracket with W. We obtain 

~ cpqr(p - r)2iE~ wq E~ = O. 

Using the linear independence of the monomials occurring in these linear 
relations, we conclude that cpqr = 0 for p "* r, thereby proving our theorem. 

The centralizer of Win 6lJ, = 6lJ, (g) is denoted by ~ (W). The center of 
0)1 is denoted by ~ (6lJ,) or ~ (g). It is clear that ~ ( W)::J ~ (g). Since W 
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generates the Lie algebra of K, we also denote :l (W) by :l (f). 
We now proceed to determine the center of ct, (g) = Gll. There exists a 

unique linear map 

such that 
h: :l(W) ~ qW] 

h(E~ WqEf!..) = wq 

=0 

if 

if 

p = 0, 

p > O. 

The image h( Y) of an element Y under h is characterized by the congruence 

Y == h(Y) mod ct,E_. 

LenutUl 1. The map h is a multiplicative homomorphism on :l ( W). 

Proof Let Y, == h(Y1) mod ct,E_ and let Y2 == h(Y2) mod ct,E_. Then 

Y2 Y, == h(Y2)h(Y,) mod ct,E_ W+ ct,E_. 

Using the commutation rule between E _ and W, and the fact that E _ is an 
eigenvector for ad( W), our assertion is clear. 

Lemma 1. The map h is injective on :l (qL ). 

Proof Suppose 

Y = L cqE: wq E'- + L cpqE~ wq Ef!.., 
q p>r 

some coefficient crq =1= 0 and r > 1. We show that Y cannot commute with 
E _. Consider the irreducible representation with lowest weight vector m > I, 
as in Chapter VI, §5, so that we can use the formulas for the derived 
representation d?T(X), selecting s = m - l. We look at the effect of mono­
mials on qJm+2r' For p > r the monomial E~ wq E~ annihilates qJm+2r and 
E _ qJm +2,' Therefore the effect of the terms involving only the r-th power of 
E + and E _ is the same as the effect of Y, and is 

'\(r) EC, '\(r) =1= 0 

Applying E _ yields a non-zero vector for an appropriate value of m. On the 
other hand, YE-qJm+2r = O. Hence Y and E_ do not commute. Con­
sequently, if Y E :l (011), and h( Y) = O. then Y = 0, as desired. 

We exhibit explicitly an element of the center of '11 • namely the Casimir 
operator 
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It is verified by a trivial direct computation that (oJ commutes with H, X +' X_ 
and therefore lies in the center. One can normalize (oJ by a constant multiple, 
often to be taken equal to -1/4 in order to make the operator "positive", but 
here we are not interested in this, so we minimize denominators. Let 

V = (~ ~). 
Then Casimir also has the expressions (obtained by direct computation) 

(2) (oJ = H2 + V 2 - W2 = 2i W - W2 + E + E _, 

(oJ = -} - (W - ;)2 + E+ E_. 

In particular, 

(3) - h«(oJ + I) = (W - i( 

Theorem 3. The center of ql (g) is the polynomial algebra in one variable 
q(oJ]. Its image under h is q( W - i)2]. 

Proof Since h is injective on ~ (qL ) and since we have already seen that 
(W - ;)2 already occurs in the image of the center under h, it will suffice to 
prove that only polynomials in even powers of (W - i) can occur. This 
amounts to proving that if Y is in the center of ql and 

Y = ~ cq(W - i)q+ ~ cpqE~ WqE~, 
p>l 

then only even powers of q occur in the first sum with p = O. We look at the 
action of the universal enveloping algebra arising from the induced represen­
tations ." = "'s where s = - m + 1, m is an integer ;., 2. Then the finite 
dimensional space V( - m + 1) generated by the K-eigenvectors 

is stable under the action of the Lie algebra. Since d.,,( Y) commutes with 
d.,,(g), and since V( - m + I) is irreducible for d.,,(g), it follows that d.,,( Y) is a 
scalar multiple of the identity. Looking at the effect of Yon <r -m+2' which is 
annihilated by E_, we see that 

Y<r-m+2 = P( - m + 1)<r-m+2' 

On the other hand, using the hypothesis that Y commutes with E _, and 
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noting that E _ (jJm is a scalar multiple of (jJm-2' and is =F 0, we find 

Since E_ is injective on H( - m + I)m [the m-th eigenspace of H( - m + I)], 
it follows that YqJm = P( - m + l)qJm' In other words, P( - m + I) is also an 
eigenvalue of d'IT( Y) on H( - m + I)m' 

Now instead of taking s = - m + I, take s = m - I and let 'IT be 'lTm- 1• 

Then d'IT(E_) annihilates H(m - l)m, the space of lowest weight in 
H(m -I). Note that WqJm = im(jJm' Consequently 

It follows that P( - m + I) = P(m - I) for infinitely many m, whence P is 
an even polynomial, thereby proving our theorem. 

Theorem 4. The centralizer of t (i.e. of W) in 'ill is the commutative 
polynomial algebra qw, W]. 

Proof The expression of w in terms of W, E+, E_ shows that the above 
commutative algebra contains E+ E_, whence (E+ E_ Y for every integer 
p ;;;. O. We then prove by induction that it contains all monomials E~ wq E~, 
using the commutation rules 

[W, E_l = -2iE. 

By Theorem 2, we see that qw, W] = 2: (0, as desired. 

The adjoint representation of G on g extends in a natural way to an 
action on ~. (g). If 

and Xi = e Xi with Xi E g, then 

xg = Xr· .. X;, 
We also write 

Lemma J. For X Eg we have 

Adq1(exp X) = exp(ad X), 

where (ad X)( Y) = XY - Yx. 
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Proof Entirely similar to the proof of the lemma in Chapter VII, §2. We 
leave it to the reader. 

Theorem 5. Let Y E 621 (g) and assume that Y commutes with some X with 
X Eg. Then Y commutes with translation on the right and left by exp X (as 
an operator on COO(G,H), where H is a Banach space). If Y is in the center 
of 621(g), then Y commutes with all right and left translations. 

Proof By definition, Y is a left invariant differential operator, and we 
have only to prove that Y is also right invariant. Let g = exp X. Then 

f(x exp(tY)g) = f(xg exp(tg-IYg)), 

and therefore, if Rg is right translation by g, we get 

YRJ= RgYKf. 

By the lemma, we know that YK = AdG1J,(g)Y = Y. This proves our theorem. 

Remark. The theorem for Banach valued mappings is also a consequence 
of the theorem for complex valued mappings, by composing the relation to be 
proved with enough functionals, using the Hahn-Banach theorem. 

Let 'IT be a representation of G in a Banach space H. Let v be a Coo 
vector and let ff) be the map 

ff)(x) = 'IT(x)v, 

so that by definition, ff) is a COO map of G into H. 
If Y is in 621 (g), then we can denote correctly by d'IT( Y) its natural image 

in the space of endomorphisms of H.,'XI (the space of C'XI vectors). However, 
we shall from now on often abbreviate our notation, and write 

(4) 

Yv = d'IT(Y)v. 

If X E g, then from the definitions we obtain at once the formula 

f!.xfv = fdfr(X)f)' 

By induction and linerarity, this formula extends to arbitrary elements of 
q.L (g), and in abbreviated notation, it reads 

(5) all Y E 621(g). 

In particular, if v is an eigenvector of Y, then ff) is an eigenvector of Yalso. 

Theorem 6. Let 'IT be a representation of G on a Banach space H. If 
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Y E Cill (g) and X E g, and if Y commutes with X, then d7T( Y) commutes with 
7T(exp X) on H'17OO • 

Proof The theorem is proved just like Theorem 5. We leave it to the 
reader. 

§2. ANALYTIC VECTORS 

Let us use the coordinates (x,y, e) on G as in Chapter VI, §4, where we 
expressed a group element as 

g=(~ o ) ( y x ) ( cos e 
u 0 1 - sin () 

sin e ). 
cos e 

Then from the computations of that chapter, we find an expression for the 
Casimir operator in terms of these coordinates, namely 

(1) 

In particular, on functions which are independent of () on the right, i.e. 
functions on G / K (the upper half plane), the Casimir operator, up to a 
constant factor, is the operator 

We saw in Theorem 5 that it commutes with right translations on G, and 
hence that it is an invariant differential operator on the upper half plane. It 
will be studied in detail in the last chapter of this book. 

Furthermore, suppose that 1 is a Coo function on G satisfying 

Then a1/ ae = inj. From formula (l), giving the coordinate expression for 
Casimir, we see that w has the same effect on 1 as the differential operator 

4y2( ~ + ~) - 4yin 
ax2 ay2 

which is an elliptic operator (cL Appendix 4). 

a 
ax ' 
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Theorem 7. Let 'IT be a representation oj G in a Banach space H. Assume 
that jor some integer n, the space Hn has dimension I, and let {v} be a basis 
oj Hn' Then v is an analytic vector. 

Proof Letjv(g) = 'IT(g)v. Then 

fv( gk,) = einBfv( g). 

It follows thatjv is an eigenvector of Wwith eigenvalue in. Since w commutes 
with 'IT(k) for all k E K, it follows that wv E Hn, and since Hn is assumed one 
dimensional, v is an eigenvector of w, namely 

wv = cv 

for some complex c. Thus (w - c)v = 0, and therefore by (5) of § 1, 

(w - c)jv = O. 

Therefore fv is the solution of an elliptic differential equation. For any 
functional A on H, the function A 0 fv is a solution of the same elliptic 
equation, and is therefore analytic, by the regularity theorem (Appendix 4 
and the analytic reference). Since weak analyticity implies strong analyticity 
(Appendix 5), we conclude that fv is analytic, as was to be shown. 

§3. EIGENFUNCTIONS OF 2: (f) 

We first consider spherical functions as in Chapter IV. We recall that a 
spherical function is defined to be a continuous function on G, which is 
bi-invariant under K; is an eigenfunction of convolution with elements of 
CcfX>(G II K) on the right; and is normalized to take the value I at the unit 
element of G. By the convolution property, a spherical function is obviously 
Coo. 

Theorem 8. Let f be a C fX> junction on G, bi-invariant under K and taking 
the value I at e. Then j is a spherical function if and only if there exists 
A E C such that wj = Aj. 

Proof Assume first that f is a spherical function. Let cp E CC
OO ( Gil K). By 

definition, 

Since w is composed of left invariant differential operators, it is clear that 

w(j*cp) = j* (wcp). 
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On the other hand, since w is also right invariant, we get 

(The differentiations under the integral sign are obviously legitimate since 'P 
has compact support.) Let {\fin} be a Dirac sequence in CcOO(G) and let 
'Pn = ~nK be its average on the left and right by K. Then 

wj*'Pn = j*WqJn = A,j, 
where 

Since wj*'Pn converges pointwise to wj, it follows that {An} converges to 
wj(e), and we see that wj = Aj, where 

A = wj(e), 

thus proving half of our theorem. 
The converse will follow from a characterization of eigenfunctions of the 

Casimir operator, which we now discuss. The treatment of the bi-invariant 
case will follow from results on functions which are conjugate invariant under 
K, so we look at conjugation by K. 

We recall that an eigenfunction of the Casimir operator which is right 
invariant under K (i.e. a function on G / K) is necessarily analytic, by the 
regularity theorem for elliptic equations (cf. §2». 

We had defined the adjoint representation of G on GlL(g). If 

and Xj = ex, with Xj E g, then 

xg = Xf· .. X;, 

The association Y I--? yg is an algebra automorphism of GlL(g) for every 
gEG. 

In particular, taking g = k E K, we can average an element Y E GlL (g) 
over K; that is, let 

yK = L yk dk. 

Then it is trivially verified that yK E 2: (f), i.e. yK commutes with W. 
F or any function j we let jk be the function such that 
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We also let x 8 = g-Ixg. Let X Eg. We have 

fk(X exp (IX» = f(kx exp (tX)k- 1) 

= f(kxk- I exp (tkXk- I». 
From this and induction we obtain the formula 

(1) 

for all Y E GU, (g). In particular, if fEe <Xl ( G, K), then 

(2) yKf(e) = Yf(e). 

Theorem 9. Let A: 2: (f) ~ C be a character, i.e. an algebra 
homomorphism. Let f be an analytic function on G such that f is invariant 
under co,yugation by K, i.e. 

f(kxk- ' ) == f(x), xEG, kEK, 
and such that 

Yf == A(Y)f 

for all Y E 2: (f). Then for all small X E g, we have 

A(X",)K) 
f(exp X) = ~ I f(e). 

", .. 0 m. 

Proof This is an immediate consequence of Taylor's formula 

"'" X "'f(e) 
f( exp X) = ~ " m. 

and formula (2) above, together with the assumption that f is an eigenvector 
for ~ (f) with eigencharacter A: 

Theorem 9 gives us the value of f near the origin in G, and hence 
determines f on all of G by analyticity. In particular: 

Theorem 10. (i) If two functions on G are conjugate invariant under K and 
are eigenfunctions of ~ (f) with the same character, normalized to have the 
value 1 at the origin, then they are equal. 

(ij) If two functions on G are bi-invariant under K, are eigenfunctions of the 
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Casimir operator with the same eigenvalue, and are normalized to have the 
value I at the origin, then they are equal. 

Proof The first part has already been proved. The second follows from 
the next remarks. 

Let f E C OO( G II K) be a smooth bi-invariant function. Then 

Wf=O. 

If at the same time f is an eigenfunction of w, then by Theorem 4, for every 
Y E :£: (f) = C[w, W] there exists a complex number X( Y) such that 

Yf = h( Y)f, 
and the map 

is an algebra homomorphism of :£: (f) into C, i.e. a character of :£: (f). 
Furthermore, since h( W) = 0, such a character is determined by its value on 
the Casimir operator, i.e. by heW). 

The analyticity of the functions as eigenfunctions of the Casimir operator 
can either be assumed, or be observed to follow from the regularity theorem 
for elliptic equations. 

We also know enough to conclude the proof of Theorem 8. Indeed, our 
explicit construction of spherical functions 

1.(x) = fK p(kx)S dk 

provides us with bi-invariant functions which are eigenfunctions of Casimir 
with arbitrary eigenvalues s(s - 1) = h, taking the value I at the origin. In 
addition to finishing the proof of Theorem 8, we also have finished Harish­
Chandra's proof of his classification of spherical functions: 

Theorem 11. The only spherical functions are the ones which we have 
already exhibited, i.e. the functions 1. above, sEC. 

Remark. One can take another approach to the classification of spherical 
functions as follows. We start with the second order linear differential 
equation for a bi-invariant function f, 

wf= s(s - l)f. 

Since f is bi-invariant, we can view f as a function of the A -variable only in 
the Cartan decomposition G = KA + K. The above differential equation is a 
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second order linear differential equation, and it has two linearly independent 
solutions. Given an eigenvalue A and a spherical function I such that wI = Aj, 
we can find s such that A = s(s - 1). Thus the special spherical function is is 
a solution of the same differential equation as f. [Solutions of this equation 
are classical functions.] In Chapter XIV, §2, Theorem 1, we shall exhibit 
another solution in terms of another variable, but which is seen to have a 
logarithmic singularity in terms of the variable y in the upper half-plane 
representation (actually in terms of the variable u as described there). Since I 
must be a linear combination of is and the function exhibited in Chapter XIV, 
§2, and since I does not have a singularity, it follows that I is a constant 
multiple of is, as desired. 



Xl The Weil Representation 

There is a whole aspect of SLlR) into which we shall not go, namely the 
various models which can be found in an infinitesimal equivalence class of 
representations, and the possibility of finding canonical models, e.g. the 
Whittaker model in such a class. We refer the reader to Jacquet-Langlands 
[Ja, La], Knapp-Stein [Kn, Stl, and Stein [St 2] for more information in this 
direction, and a discussion of intertwining operators among various models. 
Helgason [He 3] gives a particularly interesting model of representations in 
eigenspaces of the Laplacian. I include here just the special model of the Wei! 
representation because of its particular interest in number theoretic applica­
tions, and the possibility of constructing automorphic forms with it, as in 
Shalika-Tanaka [Sh, Tal. Besides, since Weil's Acta paper [We] is written in 
an extremely general context, it may be useful to have a naive treatment of 
the special case as an introduction. Finally, the way the Weil representation is 
constructed provides an excuse for giving generators and refations for SL2, 

and for mentioning the Bruhat decomposition. I did not want to get very 
much involved in the matters discussed here, and so the chapter is somewhat 
arbitrary. 

§l. SOME CONVOLUTIONS 

For bE R, b "" 0, consider the function on Rn defined by 

where x 2 = X'x is the dot product. This function has absolute value 1, and 
hence its Fourier transform does not exist in a "naive" sense. However, by a 
suitable limiting procedure, we shaH be able to operate with it just as with 

205 
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functions in the Schwartz space in the ordinary theory of convolutions and 
Fourier transforms. (Cf. Real Analysis, Chapter XIV. We assume that the 
reader is acquainted with this elementary reference and will use the concepts 
and theorems there without further reference.) Observe that hb is an even 
function, 

We shall show that defining 
A 1 

h 1. hb = --1-2 h lib 
(ibt -

is "natural". Furthermore, we shall prove that if f is in the Schwartz space, 
then the function hb • f defined by the usual formula 

hb.f(x) = r hb(x - y)f(y) dy 
JR" 

is in the Schwartz space, so is hJ, and the following formalism is satisfied, the 
Fourier transform of f being defined in the usual manner, 

h2. 

h3. 

h4. 

(hb·ff = hJ 
(hJf = hb·j. 

hb • f = hb «( hJf 0 M - b) 

where, for b ER, b -=/= 0 we defined Mb(X) = bx (multiplication by b), and 
f 0 Mbex) = f(bx). In particular, 

h 5. 

In other words, our definition h 1 is such that all the usual properties of the 
Fourier transform and convolution are satisfied by the function hb • 

We now proceed to prove this. To avoid a subscript, we fix b and let 

cp(x) = e-'1Tibx2• 

F or a E R, a > 0 we define 

Thus we multiply cp by one of the standard functions in the Schwartz space. It 



[Xl, § 1] SOME CONVOLUTIONS 207 

is then clear that CPa is in the Schwartz space, and we can take its Fourier 
transform, 

<Pa(Y) = f e- 7T(a+ib)x 2e -2'1TiXY dx. 

Let g(x) = e-'1TX2
• Then g is self dual, g = g. For a complex let 

If a is real > 0, then 

By analytic continuation, this same relation holds for a complex with positive 
real part, i.e. a = a + ib, a > O. Therefore 

It is then natural to look at the limit as a ~ O. The limit cannot be taken 
under the integral sign, Abut it can be taken in this last expression, and yields 
our definition for <p = hb • 

Let fE S. Then f*cp E S. 

Proof We have 

We shall prove below that the limit as a ~ 0 can be taken under the integral 
sign, and we obtain 

It is clear that the ordinary productj<p is in S, and taking Fourier transforms 
shows that f* cP is the Fourier transform of a function in the Schwartz space. 
Consequently it lies in the Schwartz space, as desired. 

We also have the analogous relation 

replacing f by f and cp by <p. 

We must now justify the limit under the integral sign 

lim f (J*cpa)(x)e- 2wixy dx = f (J*cp)(x)e- 2,,;xy dx. 
a~O 
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For this we need to find a function in e I which dominates] * CPa in absolute 
value independently of a, and it suffices to prove that the function 

is bounded for all p. Let MP be multiplication by the monomial, that is 

MP](x) = xf' ... xtn](x). 

By the theory of Fourier transforms, loco cit., we have 

MP(j* CPa) = MP( U-<Pa- Y) 

= (DP(j-<Pa- ))A. 

We may replace] by] - . Also we have (<Pa) - = (CPa- rand CPa- = CPa' Hence it 
suffices to prove that 

is bounded. But DP(j<Pa) is a sum of terms, 

~ cqrD:t D '<Pa 

and D:t = ]1 is in the Schwartz space. Also, 

We have the estimate 

ID:t(x)x'e-'1Tx2a/(a2 +b2)1 " ID:t(x)lIxl' 

" liix)l, 
where]2 is in S. Hence each function 

is bounded by a function g in S independent of a, and 

l~jx)1 "f l]qjy)e-27TiXYI dy 

" Ilglll' 

This justifies taking the desired limit under the integral sign. 



[XI, §2l GENERATORS AND RELATIONS FOR SL2 209 

The formal properties stated at the beginning of the section which have 
not already been proved are then immediate. 

§2. GENERATORS AND RELA nONS FOR SL2 

Let F be a field. We shall give generators and relations for SL2(F). If we 
put for bE F and a E F, a =1= 0: 

U(b)=(~ ~), s(a)=(~ o ) (0 w= 
a-I ' - I 

then 
(*) s(a) = wu(a-1)wu(a)wu(a- I ). 

SL I. u is an additive homomorphism. 

SL 2. s is a multiplicative homomorphism. 

SL 3. w2 = s(-I). 

SL 4. s(a)u(b)s(a- 1) = u(ba l ), 

Suppose that G is an arbitrary group with generators u(b) (b E F) and w, 
such that if we define s(a) for a =1= 0 by (*), then conditions SL 1 through 
SL 4 are satisfied. Then SL 3 and SL 4 show that s( -1) is in the center, and 
w4 = 1. Furthermore, 

SL 5. ws(a) = s(a-I)w. 

Indeed, 

whence 
ws(a)w-Is(a) = ws(a)u(a-I)s(a-I)u( -a)w- I 

= I [using (4) with b = a-I], 
as desired. 

Let G be the free group with generators u(b), wand relations SL 1 
through SL 4, defining sea) as in (*). Then we have a natural homomorphism 
from G onto SL2(F). 

Theorem 1. The natural homomorphism of the above free group onto SL2(F) 
is an isomorphism. 

Proof Any group with generators u(b) (b E F), w, and sea) defined by 
(*), satisfying our stated relations, whether it is the free group or not, consists 
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of all elements of the form 

u(b)s(a) or u(b)s(a)wu{c). 

Indeed, let N be the subgroup of all elements u(b) and let A be the subgroup 
of all elements s(a). Then SL 4 shows that NA = AN. Let G' be the subset 
G' = NA U NAwN. Multiplying NA on the right by w or N maps NA into G'. 
Multiplying NAwN by N on the right does the same thing. From the identity 

wu(c)w = u(-C-1)w-1S(c)u(-c- 1) 

(immediate from the definition of s(c)},and SL 5, we conclude that 

NAwNw c NAwN. 

Hence G f = G. To show that SL2(F) is the free group, it now suffices to 
prove the next lemma. 

Lemma. Every element of SLiF) has a unique decomposition of the form 

u(a)s(b) or u{a)s(b)wu(c), 

i.e. SL2(F) can be decomposed uniquely into the products 

NAUNAwN. 

Proof Let F2 be the vector space of row vectors, and let SLiF) operate 
as matrices on the right of F2. Let e2 be the unit vector 

e2 = (0, 1). 

Then we see at once that N is the isotropy group of e2, i.e. is the set of 
matrices gE SLiF) such that e2 g = e2 , Hence N \SLiF) is in bijection with 
its orbit of e2. The image of an element s(a) is 

e2s(a) = (0, a-I), 

and consists of those vectors whose first component is O. The element a is 
uniquely determined. If we multiply this by w on the right, we get ( - a - I, 0). 
Multiplying further by u(c) on the right yields 

(-a-I, -ca-I). 

This yields a vector with non-zero first coordinate, determining a uniquely, 
and then c is uniquely determined by the second coordinate. This proves that 
the decomposition is unique, and proves the lemma, as well as Theorem 1. 

The decomposition of the lemma is caned the Bruhat decomposition. 
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Remark. Over an arbitrary field, there is no question of having positive or 
negative elements in the field, and so A was taken to be the fun image of the 
multiplicative group of F under the homomorphism s. Over the reals, of 
course, we have the slightly finer distinction arising from the parity. 

§3. THE WElL REPRESENTATION 

(1) 

(2) 

(3) 

Theorem 2. Let S = S(R2) be the Schwartz space of R2. There exists a 
unique algebraic representation r of SL2(R) on S (so we impose no continu­
ity condition) satisfying the following properties: 

r(w)f = - ij; 

r(u(b))f = hJ where hb(x) = e-wibx2 bER 

This representation also satisfies 

r(s(a»f(x) = af(ax), a ,*0. 

It is unitary for the ordinary hermitian product on S. 

Proof. We have to check that the above operations defined in terms of 
a, b, w satisfy the relations of §2. Note that 

The easiest way to proceed is to verify first that if we define r(s(a)) by 
formula (3), then the relation amounting to (*), 

r( w)r(u(b))r( w)r(u(b -I» = r(u( - b -I»r( w-I)r(s(b» 

holds. This consists in using the properties h 1 through h 4 of § 1, and is a 
routine matter, albeit a little tedious. The rest of the theorem is then clear, 
since with the above definition of r(s(a», we see immediately, for instance, 
that a ~ r(s(a» is a homomorphism. 

We now identify R2 with the complex numbers C. Let C l be the group of 
complex numbers of absolute value 1. Let X be a character of C l , and let 

S(C, X) 

be the subspace of S(C) consisting of those functions f satisfying 

-I 
f(o:z) = X(o:) f(z), 0: EC I , Z EC. 
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Lemma 1. S(C, X) is stable under the representation r. 

Proof Let a' denote the complex conjugate of a. Then 

if aa' = 1, and so r(u(b»f lies in S(C, X) if f does. Also, 

j(ax) = f f(y)e-'lIiTr(axy') dy. 

[XI, §3] 

Lety ~ ay. The measure on R2 = C is unchanged since lal = 1. Hence 

j(ax) = f f(ay)e-'lIiTr(xy') dy 

_)A 

= X(a) f (x), 

thus proving the stability of S(C, X) under the representation. 

We want to extend the representation r to GLt(R), and first make some 
remarks on abstract algebra. 

Let G be a group and let A, B be subgroups such that G = AB. Let 
<p: A --.,. G) and tjI: B --.,. G) be homomorphisms into another group. Assume 
that whenever an element g E G can be written 

g = ab = b'a' 

with a, a' E A and b, b' E B, then 

<p (a)tjI (b) = tjI (b')<p (a'), 

and also the restrictions of <p, tjI to A n B are equal. Then we can extend <p, tjI 
uniquely to a homomorphism h of G into G1• by defining 

h(ab) = <p(a)tjI(b). 

The verification is trivial and left to the reader. 
Suppose in addition that B is normal in G and An B = {l ).Then the 

relation ab = b' a' implies 

aba - I = b' a' a - I. 

whence a' = a and ab = b' a. Thus for the existence of the extension h above, 
it suffices to verify that if b' = aba - i, then 

<p(a)tjI(b)<p(a)-1 = tjI(b /). 

We apply this to our representation r. Let w be a character of C* (not 
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necessarily of absolute value 1) restricting to X on C l , For a > 0 let 

v(a) = ( ~ ~). 
Define 

(4) r.,{v(a»J(z) = lalw(a)J(az) 

for any complex number a such that aa' = a. This is well defined, i.e. 
independent of the choice of a. We contend that r OJ is a homomorphism of 
GLi"(R) into the group of algebraic automorphisms of S(C, w), In view of the 
remarks on algebra which we just made, it suffices to prove that for 
xESL2(R), 

If this relation is proved for x, x' E SL2(R), it fonows for xx'. Hence it suffices 
to prove the relation for 

x=(~ :) and x=w=( 0 
-1 

It is then immediate from the definitions, using the expressions 

(~ ~)( _~ ~)(a~1 ~)=(~ a~J)( _~ ~), 

(~ ~)(~ :)(a~1 ~)=(~ at). 
We also observe that r w is unitary, i.e. each operator r ",(x) for x E GL2+ (R) 

is unitary, with respect to the ordinary hermitian product on S(C). 

Theorem 3. Let L 2(C, w) be the completion oj S(C, w) with respect to the 
L2-norm. Then L2(C, w) is irreducible Jor rw' 

Proof The algebraic subspace S(C, w) is dense in L 2(C, w). Map the 
space S(C, w) into a function space on C by the mapping T such that 

(5) TJ(z) = Izlw(z)J(z). 

Note that 
TJ(u) = TJ(z) 
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for any complex number E of absolute value 1. Thus TJ has the advantage of 
being a function of the distance from the origin, and can therefore be viewed 
as a function on R + . 

Furthermore, let 

rT=ToroT- 1 
w '" , 

i.e. 

r[{x)J = T(r",(x)(T-Y»). 

Then on a functionJsuch thatJ(a) = J(z) for all E with lEI = 1, we have the 
operation of r:; described by 

(6) r:;( ( ~ ~) )J(Z) = e-wibzzj(z), 

(7) r:;( ( ~ ~ ))i( z) = J( az ) 

for any complex a such that aa' = a > O. 
We view TJ as a function Tf* on R + by defining 

(8) (Tj)·(t) = TJ(t I/2) = TJ(z) 

for any complex z such that zz' = t. Then one verifies at once 

Lemma 2. The association 

J f4 (Tj)· 

is a unitary isomorphism with respect to the hermitian product taken with 
Lebesgue measure on C and 'lI'dt / t on R + . 

Proof. Immediate, and left to the reader. 

We have now shifted the study of r", to the study of the representation r:; 
on the space TS(C, w), which is dense in L2(R+), with respect to the measure 
dt / t, i.e. multiplicative Haar measure. 

Let B + (R) be the group of matrices 

a> 0, bER. 

We denote the restriction of r:; to B +(R) by 'fT. It is an algebraic representa­
tion of B +(R), which extends to a unitary representation on L2(R+), given 
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by 

(9) 

(10) 

~ ) )f(t) = e-fTib'j(t), 

~ ) )f(l) = feat}. 

In order to prove Theorem 3, it suffices therefore to prove 

Theorem 4. The representation 'Tf on B + (R) defined by (9) and (10) on 
L 2(R +) is irreducible. 

The proof comes from a couple of abstract nonsense lemmas in L 2 

theory. 

Lemma 3. Let (X, JL) be a a-finite measure space. Let 

be a continuous linear map which commutes with multiplication by all 
functions in eOO(X, JL). Then A = Mg for some gE eOO(X, JL), where Mg is 
multiplication by g, that is, MJ = gf. 

Proof Let cp E e2(X, JL) be an essentially positive function. For instance, 
decompose 

as a disjoint union of sets of finite measure, and let cp on X" be the constant 
function 

n 2JL(X,.)1/2 

For any fE eoon e2 we have A(cpf) = cpA(f) = fA (cp). Hence 

Af= Acp f. 
cp 

Let g = Acp/cp. It suffices to prove that g is bounded. If g is not bounded, 
given N there exists a set E with measure 

o < JL(E) < 00 

such that I g(x)1 > N for all x E E. Let XE be the characteristic function of E. 
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Let 

whenever g *- 0, and 0 whenever g = O. Then 

A ( I!I XE) = ~~ XE = IglXE ;.. NXE. 

The L 2-norm of this last function is Nf.L(E)I/2. But 

II g 112 (( I gl )2 
@XE 2 = J

E 
@ df.L';;; f.L(E). 

This contradicts the boundedness of A, and proves our lemma. 

Lemma 4. Let R + be taken with its H aar measure dt / t. Let 

be a bounded linear map, which commutes with multiplication by all 
junctions e ibl jor all bER. Then A commutes with Mrp!or all cpE eCO(R+). 
Hence A = Mgjor some gE eCO(R+) by Lemma 3. 

Proof. We first prove the assertion of the theorem when cp E Cc""{R +). Let 
N be a large integer, and let 1/;N be the extension of cp to R + by periodicity 
over the interval (0, N], so that the graph of 1/;N looks like this. 

2N V\J\VJ 

Figure 1 

Let E be an interval not containing 0 and contained in (0, N]. Let XE be its 
characteristic function. Then 

Keeping E fixed and letting N -? 00 we get 
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This is true for all choices of intervals E in R + not containing O. Linear 
combinations of characteristic functions of such intervals are dense in L2. By 
continuity, it follows that 

A (cpf) = cpA (j) 
for allfE e,2. 

We now extend the validity of this relation to aU bounded measurable 
functions. Let cp E e,"". There exists a sequence {cp,,} in Cc""(R +) such that 
cp" ~ cp almost everywhere, and such that the functions cp" are uniformly 
bounded. (For instance, approximate cp first over a finite interval P/ N, NI, 
and let N ~ 00.) If fE e,2, then cp,J ~ cpf in L2 by the dominated conver­
gence theorem. Hence 

cp"Af = A (cp,J) ~ A (cpf) 

and also 

cp"Af ~ cpAf· 
This proves our lemma. 

To prove the desired irreducibility of Theorem 4, we consider the projec­
tion A on an invariant subspace. Write f 0 a for the function such that 
(f 0 a)(x) = f(ax). Then by Lemma 3, for given a > 0, 

A(foa) = g(foa) = (Af) oa 
or in other words, 

A (j 0 a)(t) = g(t)f(at) = g(at)f(at). 

This implies that g(t) = g(at) for almost all t. By Fubini's theorem (in both 
directions), the function g(at) - g(t) is 0 for almost all (a, t). Hence g is 
essentially constant, and this implies that A is the identity, as was to be 
shown. 



XII Representation on °L 2(f \ G) 

The algebraic and arithmetic properties of SL2 begin to be felt when we 
consider the representation on f\ G for some discrete subgroup f. In this 
chapter, after a general discussion of the nature of the factor space f\ G or 
f\ G / K = f\.'9, which is essentially classical, we prove that on a certain 
subspace °L 2(f\ G) of L 2(f\ G) the representation is completely reducible 
when f = SL2(Z). The method works just as wen for any "arithmetic" 
subgroup, i.e. a subgroup of finite index in SL2(Z). It uses the Poisson 
summation formula, in addition to some estimates. It has the advantage of 
being very rapid and of using a minimum of analysis. 

On the other hand, the method fails for more general discrete subgroups, 
and a discussion of that situation is given in Chapter XIV, where the general 
case is treated by a method of Faddeev. 

The main result of this chapter, the complete reducibility of °L 2(f\ G), is 
due to Gelfand-Graev-Pjateckii-Shapiro [Ge, Gr], where an addic version is 
given. I shall follow essentially without change Godements's article [Go 5). 
Godement treats a more general case, but in line with our general policy, we 
feel that it is easier to read a proof first for SL2(Z) = f, and then observe that 
the proof holds in greater generality. 

§ 1. CUSPS ON THE GROUP 

Let f be a discrete subgroup of SL2(R). A one-parameter subgroup N of 
G = SL2(R) is caned unipotenUf N is the subgroup consisting of all elements 

exp IX 

for some nilpotent 2 X 2 real matrix X, and all tER. We say that N is 
cuspidal for f if N / N n f is compact, or equivalently, N contains a non­
identity element of f. 

219 
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The typical example of a unipotent subgroup is the usual No consisting of 
all matrices 

bER. 

Straightforward matrix multiplication shows that the normalizer of No in 
GLiR) consists of all triangular matrices 

ad =1= O. 

We let Norm(N) denote the normalizer of N in SL2(R). 

Theorem 1. All the one-parameter unipotent subgroups of SL2(R) are con­
jugate. Let N, N' be two unipotent subgroups. We have N = N' if and only 
if Norm(N) = Norm(N'). 

Proof. Given X nilpotent, there exists a matrix ME GLz(R) such that 

MXM-I=(~ ~) 
by the Jordan normal form theorem. We can change M by 

if necessary, so that without loss of generality we may assume that M lies in 
GL!{R). Adjustment by a positive scalar even allows us to assume that M lies 
in SL2(R), so that 

( 0 +- 01 ). MXM- 1 = 0 

Then the group of elements exp(tMXM- 1) with fER is conjugate to 
{exp (tX)} in SL2(R). This shows that all unipotent one-parameter subgroups 
of SL2(R) are conjugate in SL2(R). 

Let B be the Borel subgroups of triangular matrices in SLiR), namely B 
consists of all matrices 

The set of one-parameter unipotent subgroups is the orbit of No under 
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conjugation by SL2(R), and is therefore in bijection with the coset space 

For each x ER let 

be the conjugation of No by 

The group N x consists of all matrices 

(1) ( I - ux 

xlu 

-x 

Since any 2 x 2 matrix can be written in the form 

~) 

(: ~ ) = ( ~ ~)( ~ ~ ) 

uER. 

with x = c/ a, provided a =1= 0, we see that the groups Nx (x ER) form a set 
of representatives for those co sets of SL2(R)/B containing a matrix as above 
with a =1= O. It is then immediately seen that there is only one other coset 
represented by the element 

giving rise to the unipotent subgroup 

Thus {x, oo} parametrizes the one-parameter unipotent subgroups of SL2(R), 
bijectively. 

Theorem 2. A subgroup Nx is cuspidal for SL2(Z) if and only if x is rational, 
or 00. 

Proof. This is immediately seen from the explicit description of matrices 
in Nx given in (I) above. If the intersection of Nx and SL2(Z) contains an 
element other than I, then u = n is an integer and I - ux is also an integer, 
so x is rattOnal. The converse is also clear. 
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Let f be a subgroup oj SL2(Z), oj jinite index. Then N is cuspida/ jor f if 
and only if it is cuspidal jor SLiZ). 

Proof If the intersection of N with SL2(Z) contains an element other 
than 1, then a power of this element lies in f. Furthermore N does not 
contain any elements of finite order, so N is cuspidal for f. The converse is 
clear. 

Two unipotent subgroups N, N' are called f-conjugate if there exists an 
element yEf such that yNy-l = N'. Consider the set of all unipotent 
subgroups which are cuspidal for f. Then f operates on this set by conjuga­
tion, and a f-conjugacy class (orbit under f) is called a cusp of f. 

Example. For r c SLiZ), the cusps are in bijection with the double co sets 

f\SL2(Q)/ B(Q), 

where B(Q) is the group of rational triangular matrices in SLiQ). This is 
immediate from the parametrization by means of x, 00 with x rational. When 
r = SL2(Z), then there is only one cusp. Otherwise, the number of cusps is 
bounded by the index 

(SL2(Z) : r). 

Theorem 3. Let f be a discrete subgroup oj SL2(R) such that the quotient 
f\SLiR) is compact. Then there is no cuspidal group jor f. 

Proof We have to show that f contains no unipotent matrix other than 
1. We first prove that the conjugacy class of any element y under SLiR) is 
closed in SLlR). Indeed, let W be a compact set such that 

SLiR) = Wf. 

Consider the map of SL2(R) into itself given by 

g f-? gyg-l. 

Its image consists of the conjugation by elements of Wof the set 

S = {aya - 1, a E r} . 

This set S is contained in f, and is closed, discrete. If there is a sequence of 
elements gn E Wand an E f such that 

for some element hE SLiR), then after selecting a subsequence if necessary, 
we may assume that gn converges to an element g E W. Then 

anyon- 1 ~ g-lhg, 
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and hence On yo;; I is constant for all n sufficiently large (but we are not saying 
that On itself is constant!), because S is discrete. Therefore 

gn oyo - Ign- I -? go'YO - Ig - I. 

This proves that the conjugacy class is closed. The proof is concluded by 
observing that any unipotent element =1= 1 in SLlR.) has a non-closed 
conjugacy class. Indeed, the element is conjugate to 

u =1= O. 

Conjugating this by a diagonal matrix, we see that 

( a ~)( I u )( a-I 0) -? (1 0 ) 
o a l 0 lOa 01 

as a -? 0, and the conjugacy class of our unipotent element is not closed. 
This proves Theorem 3. 

The word cusp comes from the geometric situation arising on the upper 
half plane. Let G = SL2(R.) and ~ = G/ K as usual. Let r be a discrete 
subgroup of G. Then r\~ is an interesting object. Let us call a fundamental 
domain F for r in H a subset of ~ which contains a representative for each 
orbit of r in ~ (operating by multiplication of the left), and such that if two 
points z, z' lie in the same orbit, then they lie on the boundary of F. If 
r = SLiZ), then it is an easy matter to prove that a fundamental domain is 
given by the illustration in Fig. L Cf., for instance, Serre's Cours d' Arith­
metique, or practically any book on elliptic functions, e.g. mine. 

Figure 1 
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The single cusp with respect to r is determined by the standard unipotent 
group No. We could consider the space consisting of r\~ and the cusp, 
topologizing this space by defining a system of neighborhoods of the cusp to 
consist of aU elements of r\~ having a representative in the set Fa consisting 
of all x + iy such that 

and y> a. 

(Cf. Shimura [Sh], Chapter I.) The element 

w=(_~ ~) 
transforms the fundamental domain into the figure shown in Fig. 2(a), i.e. it 
reflects the fundamental domain across the arc of circle. This shape now 
looks like a cusp (the sides coming down to the real axis have a common 
vertical tangent at 0). This is the origin of the name cusp. 

(b) Figure 2 

In general, Siegel lSi] has shown that if r is a discrete subgroup of SL2(R) 
such that r\~ has finite volume, then we can always find a fundamental 
domain F of the following form. It consists of a finite number of pieces 
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where: 

i) Fo is compact with piecewise analytic boundary. 

ii) There exists Xo > 0 such that F is contained in the strip 

iii) There is a number a (large) and elements g" (a = 1, ... ,n) in 
SL2(R.) such that Fa = g,Ja' 

Cf. Gelfand-Graev-Pjateckii-Shapiro [Ge, Gr], Chapter 1. In this book, we 
wish to emphasize representation theoretic topics and analysis rather than 
Riemann surfaces, and so we do not include the proof of this result. For other 
facts concerning fundamental domains and Riemann surfaces, d. Peters son 
[Pe 1]. We shall return to these ideas when we discuss the Faddeev paper in 
Chapter XIV. 

We shall now discuss growth conditions and how they correspond under 
the lifting map <p ~ ~. 

We consider a special case. Let fo be the group of matrices 

with n E Z. It is the intersection of SL2(Z) with our standard unipotent group 
No. Suppose that a function f on the upper half plane is invariant under r o' 
This means that 

f(z + 1) = f(z), zE~. 

Suppose also that f is holomorphic on ~. The map 

is a complex analytic map which factors through roo For a fixed value of y, it 
maps the segment 

-t<x<L y = Yo 
on the circle 
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Figure 3 

As y ~ 00 the radius of the circle shrinks. Thus z I--?> qz for Im(z) ~ B is a 
complex analytic isomorphism of f 0 \ ~ onto the punctured disc 

Let J be a holomorphic function on ~, invariant under f 0- Then under the 
analytic isomorphism z I--~ qz the function becomes a functionr(q), defined 
in a neighborhood of ° in the q-plane, excluding O. If r has a pole at 0, we 
say that J is meromorpWc at infinity. If r is holomorphic at 0, we say that J is 
holomorphic at infinity. In the case of a pole, we have a power series 
expansion 

co 

J(z) = r(q) = ~ anqn. 
-r 

When r is holomorphic at 0, this power series starts with a constant term or 
higher. If there is a pole, then the first term 

with a r =1= ° grows exponentially like e 277ry as y ~ 00. The condition that 
there be no pole is therefore that J is bounded at infinity, i.e. as y ~ 00. 

Consider now one of our lifted functions CP defined by 

The above discussion shows that if <p is holomorphic on 4? and invariant 
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under r 0' then 

!p is holomorphic at infinity if and only if 

for Yg ~ 00. 

In other words, 4>(g) has at most polynomial growth at infinity. 

A similar discussion applies to a subgroup of roof finite index, nec­
essarily consisting of matrices of the form 

(~ ~n), nEZ, 
where d is some fixed positive number. Instead of a strip of width 1 we have 
to use a strip of width d. Otherwise, the discussion is entirely similar. 

A similar discussion also applies in the neighborhood of an arbitrary 
cusp, by taking an inner automorphism with an element of SLiR). 

§2. CUSP FORMS 

Let r be a discrete subgroup of G = SL2(R) and assume for simplicity 
that r has only a finite number of cusps, i.e. that there is only a finite number 
of r -conjugacy classes of unipotent subgroups N of G whose intersection with 
r is not trivial. We let m be a positive integer. 

We denote by tE(r\ G, m) the space of Coo functions on G satisfying the 
conditions for all gE G and y Er: 

AUT I. f(gr(O)) = eimilf(g). 

AUT 2. f( yg) = f( g). 

AUT 3. 

AUT 4. At every cusp, the function has at most polynomial growth. 

The third condition is the condition corresponding to analyticity on the upper 
half plane, and shows that f is at any rate real analytic on G, cf. Chapter IX, 
§4. The fourth condition says that our function is analytic at infinity. 
Conditions AUT 1 and AUT 2 can be interpreted in terms of the lifting 
procedure of Chapter IX, §4 as saying that if f = 4> is lifted from the function 
!p, then 

!p(yz) = !p(z)(cz + d)m 
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for all y E f, with 

Often in the classical literature, the action of y is written on the right, to 
avoid having to take an inverse. Thus if 

y = ( : : ), 

then we write 

We then have the right-hand rule 

The subspace of & (f\ G, m) consisting of thosef satisfying the additional 
condition 

( f(ng) dn = 0 
JrN\N 

for every cuspidal subgroup N of G is called the space of analytic cusp forms, 
and is denoted by &o(f\ G, m). We have abbreviated fn N by f N' 

We also consider L 2(f\ G), and let °L 2(f\ G) be the closure in L 2(f\ G) 
of the space spanned by all bounded continuous functions f such that for all 
gE G, we have 

CUSP t. 

for all cuspidal N. Let 

be the unitary representation by right translation, i.e. 

'IT(s)f(g) = f(gs). 

We observe that °L 2(f\ G) is stable under 'IT, because 

( ('IT(s)f)(ng) dn = ( f(ngs) dn = o. 
JrN\N JrN\N 

Also note that if the cuspidal condition (I) is satisfied for one cuspidal 
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subgroup N, then it is satisfied for yNy -l if y E r. Indeed, 

y(rn N)y-l = rn(yNy-l), 
so if we let 

we obtain 

=0 
by assumption. 

We now assume for the rest of the section that 

r = SLiZ), 

229 

in order to deal with the q-expansion without a more elaborate language 
(throwing back the situation at an arbitrary cusp to the standard one by an 
inner automorphism). Thus r 0 is the group of matrices 

nEZ. 

We let ~ E ce (r\ G, m) correspond to the function q:; on &:;l. In view of AUT 3, 
we know that q:; is holomorphic on ~, and the growth condition AUT" tells 
us that q:; is holomorphic at infinity, i.e. has a q-expansion 

oc 

q:;*(q) = ~ a"qn 
,,=0 

where q = e2'1Tiz = e- 2'1r)'e 2,,;x. This is essentially a Fourier series. We have 

and therefore 

I 

ao = fo q:; (x + iy) dx. 

Using the definition of the moth lifting 

~(u( ~ ~ )r(o») = q:;(x + iy), 
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we find 

where C(g) is a number depending on g. Therefore we find a condition 
equivalent to the cusp condition (1) in terms of ao' namely: 

CUSP 2. Let cI> E Lt (f\ G, m), and let ao be the O-th coefficient in the 
q-expansion of the associated function cp on ~. We have ao = 0 if 
and only if 

for all gE G. 

Of course, the integral in CUSP 2 can be rewritten as 

Theorem 4. We have (£o(f\ G, m) cOL 2(f\ G). 

Proof Let cp be the function on ~ corresponding to a lifted function cI> in 
&o(f\ G, m). Since ao = 0, we see that the power series in q starts with a term 

and hence that 

that is, cp decreases exponentially for y ~ 00. The order of growth of cI> is at 
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most like 

and consequently cI> is bounded. Since r\ G has finite measure (modulo K the 
measure is that of a fundamental domain with respect to 

duly 
y2 

on the upper half plane), it follows that cI> is in e2, as was to be shown. 

We end by giving a classical estimate of Fourier coefficients of cusp 
forms due to Heeke. 

Theorem 5. Let f be a holomorphic function on ~, satisfying 

Assume that its O-th coefficient in the q-expansion is 0, i.e. 

00 

Then: (i) If(z)1 «y-m/2 for y ~ 00. 

(ii) lanl = O(nm/2). 

all y Er. 

Proof The function h(z) = If(z)l y m/2 is invariant under f, as is seen at 
once from the definitions of the operation [Y]m' yEf. Also, h(z) ~ 0 as 
y ~ 00. Hence h is bounded on the fundamental domain. This proves the 
first assertion. Next, we have 

1 f dq 
an = 2'fTi f*(q) qn+1 

where the integral is taken over a small circle around 0 in the q-plane. Note 
that dq/q = 2'fTi dx. Hence 
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for all values of y > 0, using the first part of the proof. Let y = 1/ n. The 
second inequality concerning an drops out. 

§3. A CRITERION FOR COMPACT OPERATORS 

This section contains some abstract nonsense lemmas designed for appli-
cation in the next section. We give a criterion for an operator to be compact. 

Theorem 6. Let X be a locally compact space with a Jinite positive measure 
p.. Let H be a closed subspace oj L 2(X, p.) = L 2(X), and let T be a linear 
map oj H into the vector space oj bounded continuous Junctions on X. 
Assume that there exists C > 0 such that 

II TJII ,.; ell J1I2' allJEH, 

where II II is the sup norm. Then 

T: H ~ L2(X) 

is a compact operator, which can be represented by a kernel in L2(X X X). 

Proof We know that an operator which can be represented by a kernel in 
L 2 is compact, cf. Chapter I, §3. To get hold of the kernel, we use the 
hypothesis that for each x E X, the map 

J H TJ(x), JEH, 

is continuous linear on H. Hence there exists a function qx E H such that for 
all J E H, we have 

(TJ)(x) = <J, qx) = fJ(y) q,,(y) dy. 

Since TJ is a continuous function on X, this also shows that 

as a map from X into He L 2(X) is weakly continuous, and therefore weakly 
measurable. Also, its image is bounded in L 2(X). Our theorem will therefore 
result from the next lemma. 

Lemma 1. Let X, Y be Jinite measured spaces such that the (I-algebra oj 
measurable sets in Y is generated by a countable subalgebra. Given a 
weakly measurable map 
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whose image is L 2-bounded, there exists Q E e2(X X Y) such that for 
almost all x E X we have 

for all y ¢. Sx' where Sx is a set of measure 0 in Y, depending on x. 

Proof In the next lemma, we shall prove that the map 

x ~ <qx' qx) = J iqAyW dy 

is measurable. It is bounded, whence in e1• For any step function g on 
X x Y with respect to rectangles (i.e. products of measurable sets in X and Y 
respectively) we have 

The proof is the same as the usual proof for the Schwarz inequality, expand­
ing 0..;; (uA + vBi with u == A·B and v == -IAll. Hence the map 

g ~ J f g{x,y) qx{Y) dydx 

is L2-continuous. Hence there exists Q E e2(dx ® dy) such that for aU 
characteristic functions q>, I/J of measurable sets in X, Y respectively, we have 

f q>{x) f I/J{y) qAy) dy dx = f cp{x) f l/J(y)Q(x,y) dydx. 

For each I/J there exists a nun set Z1/I in X such that if x f1. Z1/I' then 

J I/J(y) qx(Y) dy = f l/J(y)Q(x,y) dy. 

Using countably many I/J's, we get this relation for all x outside a set Z of 
measure 0 in X. Hence for x rt z, we get 

qx(Y) = Q(x,y), 

for all y ¢. SX' where Sx is a set of measure 0 in Y. This proves our lemma. 

There remains the little point about measurability. 

Lemma 2. Let H be a Hilbert space with countable base, and let X be a 
measured space. Iff, g: X ~ H are weakly measurable maps, then the map 
x ~ <f(x), g(x», i.e. the map <f, g), is measurable. 
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Proof Let {uJ be a Hilbert basis of H, and let 

J(x) = 2: ];(x)uj , 

g(x) = 2: gj(x)Uj 

[XII, §4] 

be the Fourier expansions of J and g. Then by hypothesis, each ];, g; IS 

measurable, and 

<J(x), g(x» = ~ ];(x) g;(x) 

is a limit of measurable functions, whence measurable, as desired. 

§4. COMPLETE REDUCIBILITY OF °L2(f\G) 

We consider f = SL2(Z) and let TT be the right translation representation 
of G = SLlR) on °L 2(f\ G), so that 

TT(y)J(X) = J(xy). 

TT1(q?)J(X) = L TT(y)J(X)q?(Y) dy 

= LJ(xY)q?(y) dy. 

For simplicity we write TT(q?) instead of TTI(q?). The main result of this section 
is 

Theorem 7. IJ q? E CcOO ( G), then there exists a number Ctp such that Jor all 
J E oL2(f\ G) we have 

where II II is the sup norm. 

In view of Theorem 6 in the last section, we obtain 

Corollary. The operator TT ( q?) is compact. 

Using I, §2, Th. 1 we get: 

Theorem 8. The representation TT by right translation on °L 2(f\ G) is 
completely reducible, and each irreducible component occurs only a Jinite 
number oj times in it. 
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As usual, G = NAK and f N = fn N. We proceed with the proof of 
Theorem 7. We have 

where 

'1T(<p)J(x) = LJ(Y)<p(x- y) ely 

= fr \G L <P(X- l l1,Y )J(l1,Y) dj 
N 1) ErN 

= r \ J",(x,y)J(y) ely 
JrN G 

J",(x,y) = ~ <p(X-I( 1 m )y). 
mEZ 0 1 

Letting <Px, y (m) abbreviate each term in this sum, we find 

J",(x,y) = L <px,y(m) = L «px,y(m) 
mEZ mEZ 

by the Poisson summation formula. Thus the effect of '1T(<p) is given by the 
kernel J",. which we shall estimate. 

We write the NAK decomposition in the form 

x = ( ~ ~ )( ~ ~x )r(9) 

with t, Vx > 0, so that in the upper half plane G/K, we have 

We also write x = nxaxkx' 
We fix a number c > 0 and let the Siegel set Fe consist of all x E G such 

that Ux lies in a compact set UN in N, and Vx ;;;. c. Choosing c sufficiently 
small, we have 

The picture of Fe in G/K is shown in Fig. 4(a). To estimate '1T(<p)f(x), we may 
assume without loss of generality that x E Fe. because f is invariant on the left 
by f. Note that the integral 

can be viewed as an integral over the "fundamental domain" for f N which is 
the inverse image in G of the region drawn in Fig. 4(b). We have to estimate 
Jcp(x,y) for x E Fc' 
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(b) 
Figure .. 

As a matter of convenient notation, we denote by 0 a compact set, and 
index 0 to denote in what space, e.g. 0G is a compact set in G, etc., fixed in 
advance. All constants will depend on such compact sets. 

We first observe that 

(1) then 

Indeed, matrix multiplication gives the commutation 

so that v;cu' = u and u' = v;c-IU • Since Vx ;;.. c, it follows that ONO;c C o;cO:.v 
and our assertion is obvious. 

Let "'x = x - lox' Then we also obtain 

(2) 

Furthermore, letting "'x,y = ox-Y, we contend that if cp(x- lllY) "i= 0 for some 
1'/ ErN' then we may assume that 

(3) 

To see this, write 

The left-hand side lies in a compact set, and we have seen that x - lox lies in a 
compact set. The two elements 

and 
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lie in Nand AK respectively, and have to lie in compact sets. Hence 
ay E a)l A' and yEN a)l A K. Since y can be changed on the left by an element 
of f N' our assertion follows at once. 

Lemmo 1. For each positive integer d there exists a constant C( q>, d, Fc) 
such that 

Proof. By definition, 

qJx,y(A) = ~ q>( x-It ~ :)y )e-2~iAU du 

= ~ q>(x-1ax.ax- 1( ~ : )ax'ax- Y )e-2WiAU du 

= ~ q>( wx'ax- I ( ~ : )ax.wX,y)e-21TjAU duo 

Carrying out the matrix multiplication, we change variables, let 

w = v-1u 
x ' 

dw = V;I duo 

We obtain 

where 

This last function is a Coo function of u, depending on parameters in a 
compact set. Integrating by parts d times yields the desired estimate 

whence the lemma follows by replacing A with vxA. 

We apply this to estimate the sum for J<p(x,y), using the cusp condition 

( f(ny) dn = 0 for almost an y E G. 
JrN\N 
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We had seen that 

7T(q;)f(x) = fr ~ /i;x,y(m)f(y) dy. 
rN\G mEZ 

The term with m = 0 is equal to 

( 1. q;(x-1ny)f(y) dn dy =1. ( 1. q;(x-lnn'y)j(n'y) dndn'dy. 
JrN\G N N\G JrN\N N 

Invariance of integration under translation shows that the term q;(x -lnn'y) 
can be replaced by q;( x - Iny), and our last expression is equal to 

1. [ 1. q;(x-lny) dn· ( f(n'y) dn'] dy = 0 
N\G N JrN\N 

by the cusp condition. 
For m =1= 0 we use the estimate of Lemma 1, to find 

17T(q;)f(x)l« ~ ( V;-d ~ If(y)1 dy 
m¥=O JrN\G Iml 

yEaxnG 

« V;-d ( If(y)1 dy 
JrN\G 
y EaxflG 

by Schwarz, thereby proving our theorem. 



XIII The Continuous Part 
of L2(f\G) 

We now look at the orthogonal complement of 0 L 2(f \ G) and prove a 
spectral decomposition theorem following Godement's paper [Go 2], using 
the Poisson summation formula. The method works for arithmetic subgroups 
f, and has the advantage of being rapid and easy. It fails for more general 
discrete subgroups, and the question is reconsidered by other methods in the 
next and last chapter. Th~ spectral decomposition is achieved by the Ei­
senstein transform, which maps the orthogonal complement of °L 2(f\ G) and 
the constant functions on the L 2 space of a positive real line-with our 
normalization, the upper half of the imaginary line Re s = t. 

For simplicity, throughout this chapter, we let 

f = SLiZ). 

In the Iwasawa decomposition, the group f N = r n N is then the group of 
matrices 

(~ 7)' 
with m E Z. The factor space f\ G has finite measure. It is useful to keep in 
mind that except for the K-component on the right, f\ G is like f\~, where 
~ is the upper half plane, ~ = G/K. 

§ 1. AN ORTHOGONALITY RELATION 

The theta transform 

Let G = NAK be the Iwasawa decomposition of G = SL2(R). In Chapter 
XI, §2, we have already studied the coset space N \ G. We let G operate on R2 

239 
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on the right. The isotropy group of the unit vector e2 = (0, 1) is precisely N, 
and thus N \ G is in bijection with R2 - {OJ, i.e. R2 from which the origin has 
been deleted. We shall denote by SeN \ G) (Schwartz space of N \ G) the 
space of functions on N \ G which are restrictions of functions in the 
Schwartz space of R2. We can therefore identify SeN \ G) with S(R2). (For 
the Schwartz space, cf. Real Analysis.) 

We let the theta transform (theta series) 

be defined by 
T: functions on N \ G --.,. functions on f\ G 

Tcp(x) = ~ cp(yx). 
fN\f 

The transform is defined only on the space of functions for which this series 
converges, absolutely. We look into this convergence. If 

y = (: ~ ), 
then 

ezy = (0, 1)y = (c, d). 

If y Ef, then ad- be = I and therefore (c, d) is a primitive vector of integers, 
that is c, d are relatively prime. Conversely, any relatively prime pair of 
integers (c, d) can be completed to a 2 X 2 matrix in SLiZ). We see that 
the coset space f N \f is in bijection with primitive pairs 

If cp is a function on N \ G, we denote by cpr 1 the corresponding function 
on R2. Then 

Tcp(y) = ~ cp(yy) = ~ cp[my] 
fN\f m prim 

~ cp[(C, d)y], 
(c,d)=1 

For cp in the Schwartz space, and therefore rapidly decreasing at infinity, we 
see that the series converges. 

Let cp have compact support on N \ G. Then for each y, the sum 

Tcp(y) = ~ cp(yy) 
fN\f 

has only a finite number of non-zero terms. 
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Proof Let D be the compact support of cpo If cp( yy) =1= 0, then yy ED. 
There exists y'EfN such that y'yyEDND, where DN is compact in N. Hence 
y' y ED NDy - 1, which proves our assertion. 

It is clear that if cp E CAN \ G), then the function Tcp is continuous, on 
f\G. 

If cp E Cc(N \ G), then Tcp has compact support. 

Proof Let Dc G be compact such that N \ND contains the support of cpo 
If cp(yy) =1= 0, then yyEND. There existsy'EfN such that y'yyEDND, where 
DN is a compact set in N. Hence y EfDG, where DG is compact in G. as was 
to be shown. 

From the above, we may view the theta transform as a mapping 

Since f contains - I, we note that the sum over primitive elements in Z2 
is symmetric with respect to the origin. Expressing a function cp as a sum of 
an even and an odd function on R2 - {O}, we see that if cp is odd, then Tcp == O. 
Consequently, without loss of generality, in what follows when considering 
the theta transform, we may assume that cp is even, namely 

cp(x) = cp( - x). 

Adjoint of the theta transform 

We shall also consider the mapping 

TO: functions on f\ G ~ functions on N \ G 
given by 

To.!(y) = r f(ny) dn. 
JrN\N 

Thus TO is defined by the integral with which we defined cusp forms. In any 
given situation, we shall always specify the function space to which we apply 
TO. The space L2(f\G) will be a frequent candidate, and °L2(f\G) consists 
of those functions f such that To.! = O. 

(I) 

The mappings T and TO are acijoint to each other. In other words, under 
conditions of absolute convergence, 

where the scalar product is that given by the usual hermitian integral. 
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Remark. The above adjointness relation relates any pair of closed sub­
groups f, N of a group G. We do not need that f is discrete, for instance. It is 
essentially an abstract nonsense relation on a locally compact group with two 
closed subgroups. We carry out first the formal computation, winding and 
unwinding an integral. We use the Haar measure of a subgroup and factor 
group, with respect to the sequence of groups: 

We have: 

Theorem 1. 

= IrN\G ep(y)J(y) dy 

= ( i ep(ny)J(ny) dndy 
IN\G rN\N 

= ( ep(y) ( J(ny) dndy 
IN\G JrN \N 

i) The above adjoint ness relation holds iJ J E L 2(f \ G) and 
ep E Cc(N \ G). 

ii) The Junction Tep is orthogonal to °L 2(f\ G). 
iii) IJ J E L 2(f\ G) and J is orthogonal to Tep Jor all ep E Cc (N \ G), then 

JEoL 2(f\G). 
iv) Let cp be the Fourier transJorm oj ep, viewed as a Junction on R2. We 

have cp[O] = 0 if and only if Tep is orthogonal to the constant I on 
f\G. 

Proof All of these statements are immediate from the adjointness rela­
tion. The Fourier transform of a function on R2 is normalized to be, in the 
presen tease, 



[XIII, §2] THE EISENSTEIN SERIES 243 

The invariant measure on N \ G under right translation by G is the same as 
Lebesgue measure on R2, and therefore 

~[O] = f. qJ(Y) dy. 
N\G 

The condition q,[O] = 0 is equivalent with 

0= <qJ, l)N\G = <qJ, TOI)N\G = <TqJ. l)r\G 

i.e. TqJ is orthogonal to I on f\ G. 

§2. THE EISENSTEIN SERIES 

For any function qJ on N \ G, and any s for which the following integral 
converges, we define the zeta transform 

We use previous notation, i.e. 

and 

If qJ E S(N \ G) and a = Re s > 0, then the integral defining the zeta 
transform Z(qJ,Y, 2s) converges absolutely. 

Proof Replacing qJ by its right translate by y, and viewing'qJ as a function 
on R2, our integral becomes 

Let a ~ a - I and use the invariance of Haar measure under this transforma­
tion. The convergence is immediate. 

Before going on to other convergence properties, we point out that the 
above zeta transform satisfies the conditions of an induced function, as in the 
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theory of induced representations, namely 

Z(rp, ny, 2s) = Z(rp,y, 2s), nEN, 

Z(rp, ay, 2s) = Z(rp,y, 2s)p(a)2S, aEA. 

Any function f on G which satisfies the conditions 

f(ny) = f(y) and f(ay) = f(y)p(a)2s 

will be said to be of type 2s. This decomposition into types will be important 
in the arguments of Theorem 3, §7. 

We now turn to analyticity properties of zeta transforms under various 
conditions. 

Lemma 1. IfrpECc(N\G), then Z(rp,y, 2s) is entire in s. 

This is essentially obvious since nothing horrible occurs either near 0 or 
near 00. We had already encountered this situation in Chapter V, §3. 

Lemma 2. For rpE S(N \ G), the ~;~elJStem series 

E(rp,y, s) = ~ Z(rp, yy, 2s)= TZ(rp,y, 2$) 
fN\r 

converges absolutely for Re $ > 1. 

Proof Replacing rp by its y-translate on the right, it suffices to prove the 
convergence with y = e, i.e. deal with the sum 

But if 

then 

= rp[c/a, d/a]a- 2S -i OO da 

o 0 

= rp [ ac, ad] a2s -. i OO do 

o 0 
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Let m = (c, d) range over primitive pairs (or even an pairs) of integers. We 
decompose the sum over such m by partitioning those which lie in an annulus 
of radius n and width 1, say with respect to the Euclidean norm. Pick C such 
that if ~ER2 and I~I > C, then <p[~]« l/ea +<. For mEZ2 and m in the 
annulus of radius n, width 1, our integral is estimated by the sum 

rC/n + (00. 
Jo JCjn 

The first integral has the bound 

i c/n Ic/n 1 1<p[am]la2o - 1 da« a20 «-. 
o 0 n20 

The second integral has the bound 

rOOI<p[am]la20-lda«(00 a2o - 1 da«-.L2 · 
JC/ n JC/ n lamI2a +< n a 

Figure 1 

The number of lattice points in our annulus is « n. Hence the sum over such 
lattice points is « 1/ n a. Summing over n proves the desired convergence. 

§3. ANALYTIC CONTINUATION AND FUNCTIONAL EQUATION 

Let <p E S(N \ G) = S(R2). Viewing <p as a function on R2, we have its 
usual Fourier transform 'P, defined by 

'P(z) = ( <p[~]e-2'17iZ'( d~, 
JR2 
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where d ~ is Lebesgue measure. Then q, = q? -, where q? - [z] = q? [ - z]. (For the 
Fourier transform, and other elementary matters pertaining to it, cf. Real 
Analysis.) 

For yEG we let 

The change of variables formula shows that the Fourier transform of the 
function 

is the function 

The Poisson formula then yields 

(1) 

which will be used in the proof of the next theorem. 
Observe that if q? E Cc(N \ G), then q?[0] = O. However, it does not follow 

that 41[0] = 0 also. In some applications of the next theorem, we shall take 
q? E Cc(N \ G), but need the next theorem also to be applied to 41. 

Theorem 1. Let q? E SeN \ G) be an even function, and assume that 

q?[0] = 41 [0] = O. 
Define 

E*(q?,y, s) = n2s)E(q?,y, s). 

Then E* is an entire function of s, and 

E*(q?,y, s) = E*(41,;. I - s). 

Proof By definition 

Let 

y = (: :). 
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Then 

and 

From 

Z(cp, yy, 2s) = fooo cp[(oc, od)y ]02s ~O 

= cp[moy102s -f oo do 

o 0 

E(cp,y, s) = L roo cp [moy]02S do 
m prim)O 0 

S(2s) = L ~, 
n 

multiplying S(2s) with E(cp,y, s) yields 

S(2s)E(cp,y, s) = ~ L .C()cp[moy ](0/n)2S do 
n-l mprim 0 0 

= L cp[moy]02$ -i OO do 

o mEZ2 0 

f oo do i 1 do = L cp[moy]02s - + L cp[moy]02s 
I mOO m 0 

where this last step is obtained by letting 0 ~ 0 - I in the second integral. 
Each one of these last integrals is entire in s, and the sum of the two integrals 
is invariant under 

(cp,y, s) ~ (cp,y, 1 - s), 

using the fact that iP = cp - and cp - = cp because cp is assumed to be an even 
function. This proves our theorem. 

Define 
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where as usual 

( 0 I ) w= 
- I 0 

Note that wyw- I = y. Furthermore, m M mw permutes Z2. Hence· 

This yields 

Corollary. 

2: q;[may] = 2: q;[mwyw-Iaw] = 2: q'J[mya). 

/ E*(cp,y, s) = E*(q'J,y, I - S)./ 

The advantage of the formulation in the corollary is that y is unchanged in 
both sides. 

§4. MELLIN AND ZETA TRANSFORMS 

Let f be a function in the Schwartz space of R. In Chapter V we had 
already considered the Mellin transform 

for functions with compact support not containing 0, whence Mf is entire. In 
the present case, the above integral converges absolutely for Re s > O. 
Furthermore the integral 

converges for all complex s, and defines an entire function of s. The possible 
poles are due to the behaviour of f near O. 

Lemma I. If fE S(R) and f(O) = 0 then Mf(2s) is a meromorphic function 
of s with at most simple poles at 

s = - t, - I, - i, .... 

Proof Assuming f(O) = 0 implies that f(a) = afl(a) where fl is Coo. 
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Integrating by parts the integral 

gives 

{I da (I 
)0 f(a)a23 a = )0 f(a)a 23 - 1 da 

f l (a)a 2S + 1 

2s + 1 o 
(Ol f;(a)a 23 + 1 da. 

2s + 1 ),., 

We continue to integrate by parts to get the lemma. 

The above lemma applies to a function f formed with some 

and some y E G, letting 

f(a) = IJ)[(O, a}y]. 
I n this case, 

Mf(2s) = Z(IJ),y, 2s) 

249 

is entire. However, when we pass to the Fourier transform, the function cp 
does not necessarily have support away from 0, while the lemma still applies 
to the function 

Z(ip,y, 2s) = Mf(2s), where f(a) = cp[(O, a)yw] 

under the assumption that cp[O] = 0. 
Consider a function g defined in a strip 

We say that g is rapidly decreasing on every vertical line, uniformly in the strip, 
if for every positive integer d, there exists a constant C such that 

Ig(G + i'l")1 (; C 2d 
I + 'I" 

for aU G + i'l" in the strip. (We write 2d to have an even exponent, killing the 
parity of '1".) If a finite number of poles exist in the strip. and the above 
estimate holds outside a neighborhood of the poles, then we extend the 
terminology accordingly. 
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Lemma 1. Let JE S(R) and assume f(O) = O. Then Mf(2s) is rapidly 
decreasing on every vertical line uniformly in each strip 

outside a neighborhood of the poles. 

Proof. Suppose first Re s > O. For any integer n > 0 we have, after 
integrating by parts, 

(2s + 1)(2s + 2) ... (2s + n)Mf(2s) = Mfn)(2s + n), 

where f(n) is the n-th derivative of j. This expression is bounded. Dividing by 
the n-fold product shows that Mf is rapidly decreasing. Furthermore, the 
estimate is also valid for all s outside a neighborhood of the poles, by analytic 
continuation. The result holds for all s because for s in a strip, we can always 
select n sufficiently large so that s + n is large positive. 

We had also seen in Chapter V that a change of variables makes the 
Mellin transform into a Fourier transform. We have: 

Lemma 1. Let (] = Re s > 1. If the functions f, g on R + (with respect to 
Hoar measure do/a) are such that f(a)a 2.-2 and g(a)a- 2s are in 
el n e2(R+), then 

= ~ ( Mf(2S - 2) Mg( -2s) ds. 
'lTl JRe .-" 

(On the vertical line, ds = i dr and so i-I ds is real.) 

Proof. Put a 2 = e b, so that a = e b/ 2• Then 

Let s = (] + ir. Let 

and 

Then fl> g, Eel n e2(R) and the ordinary Plancherel formula applies, namely 

<fl> g,) = <J" g,), 
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with a normalization of the Fourier transform for this proof such that 

and similarly for gl' This means in terms of the Mellin transform that 

and 

Hence the integral expressing the scalar product is equal to 

-21 foo i\(T)gI(T) dT = ~ r Mf(2S - 2) Mg(-2s) ds 
-00 11'1 JRes=IJ 

as desired. 

Warning. When applying the Mellin transform as a zeta transform, watch 
out for signs. If () is a function on N \ G and f(a) = ()(ha y), then 

Mf(2s) = ()(ha y)a2s - = Z«(),y, - 2s). Loo da 

o a 

§S. SOME GROUP THEORETIC LEMMAS 

Double cosets 

As before, f N = fn N. Write a double coset decomposition, 

f = U fNyjfN. 

If r Nyjr N ¥= ± r N' then the elements {pl}, '!] Er N,jorm a system of single 
coset representatives for r Nyjf N' that is we hare the single coset decomposi-
(ioll 

f Nyjr N = U f NY;'!]' 
1'/EfN 

Proof If 1/ ¥= '!]' ErN' then 

r NYi'!] ¥= r N Yj1j', 
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for otherwise, there exists '111 E f N such that YI Yi'l1 = Y/(, so that 

whence Yi E ± f N' 

It is also immediately verified that the double cosets 

and 

are distinct for any Y E f, so the double cosels occur in pairs. 

Bruhat decomposition 

We recall briefly the Bruhat decomposition, which was discussed in detail 
in Chapter XI, §2. 

The group G has a unique decomposition 

G = ± NA u ± NAwN, 

where 

w= ( 0 I) 
- I O· 

This is obtained by looking at the coset space N \ G C R2, noting that N is the 
isotropy group of e2 = (0, I). We write an element y E NAwN uniquely as 

so that hy is the Bruhat representative of y in A. 
Observe that if 

then 

y = ( ~ with c = c{y). 
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Consequently 

_ h = ( 1/ c(y) 0) 
y 0 e(y)' 

§6. AN EXPRESSION FOR TOTcp 

Let cp E Cc(N \ G) and assume that cp is an even junction, that is 

cp(x) = cp( -x). 

We denote by (y) non- trivial pairs oj double eosels 

We let hy be the Bruha! representative oj y. 

We consider the expression 

TOTcp(y) = f L cp( yny) dn. 
rN\N rN\r 

253 

In the previous section we had determined representatives of r N \r in terms 
of double coset representatives. In the above sum, the term corresponding to 
± the trivial coset yields 

2 ( cp(ny) dn = 2cp(y). 
JrN\N 

Therefore we find 

±TOTcp(y) =cp(y) + L f. cp(yny)dn 
(y) N 

= cp ( y) + L f. cp ( hy wn;' ny ) dn 
(y) N 

= cp ( y) + L 1 r:p ( hy wny ) dn 
(y) N 

=cp(y) + Lfr:p(w(l uc;)(cy 0 )Y)dll. 
(y) R 0 I 0 1/ c y 
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This yields, after a change of variables, 

(I) 

The sum LC(y)-2 is related to the zeta function as follows. Define 

(2) F(S)=L ~, 
(y) c(y) 

Letting cp be the Euler function, we have the identity 

(3) 
F s = ~ cp(m) = r(2s - I) 
() 1=1 m 2s r(2s) 

To see this, note that each pair (c, d) of relatively prime integers, 

c > 0,0";; d < c, 

represents exactly one of a pair of double eosets, as is clear from the formulas 

and 

This shows that F(s) = LCP(m)/ m 2s , 

On the other hand, Jet It be the Moebius function and letf be the function 
of the positive integers such that f(m) = m. Then under "convolution" 
product, 

Jl * f{m) = ~ Jl(d)f(m/ d) = cp(m), 
dim 

that is, Jl * f = cp, Since 

r(2s _ I) = "" ~ = ~ f(m) , 
~ m 2s ~ m 2s 

our second expression for F(s) in terms of the zeta function follows. because 
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the product of Dirichlet series arises from the convolution of their 
coefficien ts. 

Remark. The Moebius function, the Euler function, and the function f 
are multiplicative. Convolution product relations among them are therefore 
verified by checking them on prime powers, in which case the verification is 
easy. Furthermore, IL and the constant function 1 are inverse to each other, so 
that 

_1 __ "" p.(m) . 
K(2s) - £.J m 2s 

From these remarks, the reader can prove for himself the relation needed 
above, namely f = cf> * 1. 

§7. ANALYTIC CONTINUATION OF THE 
ZETA TRANSFORM OF TOTfP 

We are interested in the function Z(ToTfP,y, 2s). For this, we begin by 
some remarks concerning Z(ToO, y, 2s) for a more general function e. 

We view TO as a map 

where BC means bounded continuous. 

Lemma 1. If 0 ECc(r\G), then TOO(haY) = o for large a. 

Proof By definition, 

As a ~ 00, nha tends to infinity (i.e. lies outside a given compact set). Hence 
the expression under the integral sign is 0 for large a, as desired. 

Lemma 2. The integral 

converges absolutely for Re s > I. 
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Proof Using Lemma I to cut off at infinity, our integral is estimated by 

ala 2 _ = ~_-=-i B - da a2,,-2 IB 
o a 2(1 - 2 0 

which exists, as desired. 

Theorem 3. Let epECcOO(N\G) be even, and assume that ep[O] = <p[Oj=O. 
Then for Re s> 1, 

I 0 ~(2-2s) 
-2 Z(T Tep,y, 2 - 2s) = Z(ep,y, 2 - 2s) + ( Z(q;,y,2 - 2s). 

~ 2s) 

The right-hand side is a meromorphic function in the whole plane, giving the 
analytic continuation of the left-hand side. It is holomorphic for Re s >!. 
The proof of the above theorem will result from a number of computa-

tions, and transformations, giving rise to relations (1), (2), and (3) below. We 
shall use the following notation. 

Let Re s > 1, let hy be the Bruhat representative of y in A. If a is a positive 
real number, let ha be the corresponding element 

a = a(h) 

in A. No ambiguity can arise, since a and y lie in different kinds of sets. 

We apply the Z-operator to the relation found in the preceding section, 
and we find by Lemma 2, for ep E Cc(N \ G) 

= Z( ep, y, 2 - 2s) + ~ c( y) -21 f ep( wnhy-1hy )a(h)2S-2 dndh. 
(y) N A 

Let h H hyh in the second term. so that a(h) = C(y)-I. Then we see that 
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the second term in this sum is equal to 

~ C(y)-2s f. f qJ(wnhy)a(h)2s-2 dndh 
(y) N A 

= F(S)!vi qJ(whny)a(h)2S dndh 

= F(s) !vi qJ(h -Iwny )a(h)2s dh dn 

= F(s)!vi qJ(hwny)a(h)-2s dhdn. 

Therefore we obtain for Re(s) > I, and qJECc(N\G): 

(I) tZ( TOTqJ,y,2- 2s) = Z( qJ,y,2 - 2s) + F(s) !v Z( qJ, wny,2s) dn. 

Furthermore, Z(ToTqJ,y, 2 - 2s) and Z(qJ,y, 2 - 2s) are of type 2 - 2s, 
so that the last term on the right of (I) is also of that type, so far for 
Re(s) > 1. We shaH obtain the analytic continuation of this last term by 
approaching it from another track, and are aiming for formula (2) below. 

We had for Re s > I 

Then 

E(qJ,y, s) = TZ(qJ,y, 2s) = ~ Z(qJ, yy, 2s). 
fN\f 

TOTZ(qJ,y, 2s} = f ~ Z(qJ, yny, 2s} dn, 
fN\NfN\f 

and, as above, we decompose the sum over double cosets separately for the 
trivial double coset and the non-trivial ones. We find: 

t TOTZ(qJ,y, 2s) = Z(qJ,y, 2s) + ~ f Z(qJ, yny. 2s) dn 
(y) N 

= Z(qJ,y, 2s) + ~ 1. Z(<p. hywn;ny, 2s)dn 
(y) N 

= Z(<p,y, 2s) + ~ f. Z(<p, hywny, 2s) dn. 
(y) N 
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Pulling out C(y)-2s yields 

(2) t TOTZ(q;,y, 2s) = Z(q;,y, 2s) + F(s) LZ(q;, wny, 2s) dn. 

We shall now prove the relation completing the proof of Theorem 3, 
namely, for Re s > I, 

( «2 - 2s) • 
(3) F(s»)N Z(q;, wny, 2s) dn = r(2s) Z(q;,y, 2 - 2s). 

Proof We prove this by a study of the various types, combined with 
whatever we know about analytic continuation. 

Let us multiply relation (2) by t(2s), and let 

L(q;,y, 2s) = H(2s)TOTZ(q;,y, 2s). 

By §3 giving the analytic continuation of the Eisenstein series, we see that 
L(q;,y, 2s) is entire, and invariant under the transformation 

(q;, s) 1--7 (cp, I - s) 

by the Corollary of Theorem 2. 
The expression 

L(q;,y, 2s) - r(2s)Z(q;,y, 2s) 

is equal to the last term in (2), multiplied by t(2s). It is meromorphic, and by 
(l) it is of type 2 - 2s for all complex s by analytic continuation. Therefore, 
making the transformation (q;, s) 1--7 (cp, I - s), we see that 

L(cp,y,2 - 2s) - t(2 - 2s)Z(cp,y, 2 - 2s) 

has type 2s. Directly from the definition, we know that Z(cp,y, 2 - 2s) has 
type 2 - 2s, and is meromorphic by the theory of Mellin transforms, §4. We 
have 

L(cp,y,2 - 2s) - r(2 - 2s)Z(cp,y, 2 - 2s) 

= L(q;,y, 2s) - t(2 - 2s)Z(cp,y, 2 - 2s) 

or in other words, the left-hand side of (2) multiplied by r<205) is 

L(q;,y, 2s) = «2 - 2s)Z(cp,y, 2 - 2s) + an expression of type 205. 
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Since such a decomposition into a sum of terms of type 2s and 2 - 2s is 
uniquely determined, we conclude that the terms of type 2 - 2s are equal, 
and this amounts precisely to relation (3), thus concluding the proof of 
Theorem 3 also. 

Theorem 4. Let rp E CcOO(N \ G) and assume cp[O] = O. Then 

Z(ToTrp,y,2 - 2s) 

is meromorphic, and holomorphic for Re s > t. This function and 

Z(iP,y, 2 - 2s) 

are rapidly decreasing on every vertical line for Re s > !, uniformly in each 
finite strip. 

Proof The Riemann zeta function H2s) has no zero for Re 2s > I, or in 
other words, for Re s > t. The denominator H2s) in Theorem 3 therefore 
introduces no singularity in our stated region. The rapid decrease on vertical 
lines is a consequence of Lemma 2, §4. 

In the applications of Theorem 4 and Theorem 3, we consider an integral 
taken over a vertical line with (J > I at first. Using the analytic continuation, 
holomorphicity up to the line (J = !, and the rapid decrease of the expressions 
under the integral sign, we shall be able to shift the line of integration to the 
line (J = !. For Re s = (J =! we have I - s = s, and the formula of 
Theorem 3 reads 

(4) 
] ° r (2s) • 2" Z(T Trp,y, 2s) = Z(rp,y, 2s) + nU) Z(rp,y, 2s). 

§8. THE SPECfRAL DECOMPOSITION 

Let f be a function of type 2s on G. Then f is determined by its values on 
K in the decomposition G = NAK. Functions like 

Z(rp,y.2s) 

can therefore be viewed as functions on K, and as such will be denoted by 
omitting the variable, i.e. by writing Z(rp, 2s). Thus the value of Z(rp, 2s) at 
k E K is Z(rp. k. 2s). The L 2-norm on K is denoted by 

Ilfll~ = ,£If(kW dk. 
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We use a similar notation for the L 2-norm on any other group or coset space, 
indicated as an index. and similarly for the scalar product. 

We had seen in § I, Theorem I, that the theta transform sends CcOO(N \ G) 
into a space orthogonal to the cusp forms. and the additional condition 
<p[0] = 0 yielded the additional property that Tep is orthogonal to the constant 
functions. We shall now obtain a completeness relation showing that nothing 
else is lost. 

Theorem 5. Let <p, tJ; E Cc''''(N \ G) be even functions such that 

<p[0] = ~ [0] = O. 

Then 

Proof The formal computation preceding Theorem I, § I, converges in 
the present case to yield 

By the Plancherel formula, expressed as Lemma 3, §4, this yields 

( 1) (Tep, TtJ;)f\G = ~ r r Z(ToTep, k, 2 - 2s) Z(tJ;. k, 2s) dsdk 
'7fl JKJ" > 1 

where the integral over a > I means the integral on the vertical line a + iT, 
with some a > I. By Theorem 4 of the last section, we can now move the line 
of integration from a > I to a =! because the function under the integral 
sign is antiholomorphic and rapidly decreasing in the strip between a = ! 
and a > I. 

On the other hand. for Re s > I, 

E(tJ;. s) = TZ(tJ;,25). 

Using the formal adjointness relation in a situation where it clearly converges, 
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we find 

Since Z (1/;, y, 2s) is of type 1$, this last expression is 

(2) = fK Z(ToTf{!, k, 2 - 2s) Z(1/;, k, 2.5) dk. 

This is true so far for Re s > I, but is also true for Re s =! by analytic 
continuation. We multIply this relation by n2s). For Re s = ~ we have 
I - s = s. Therefore, recalling that we defined 

E*(1/;, s) = r(2s)E(1/;, s), 

we obtain for Re s = t, 

The invariance of E* under the map (1/;, s) H (tf" S) (on the line Re s = !) 
implies that this last expression is invariant under this transformation also. 
Hence it is equal to 

(4) fK Z(ToTf{!, k, 2s)r(2s) Z(tf" k, 2s) dk, 

and consequently, dividing (3) and (4) by n2s), we find 

f. f. r(2s) • 
Z(ToTf{!, k, 2s) Z(1/;, k, 1$) dk = Z(ToTf{!, k, 2s) --_ Z(1/;, k. 2s) dk. 

K K r(2s) 

Finally, in the integral (1) for the scalar product (Tf{!, T1/;)r\G we can 
interchange the integration dk ds because of the fast decreasing integrand. 
Hence 

(Tf{!, T1/;)r\G = ~ f f. Z(ToTf{!, k, 2s) Z(1/;, k, 2s) dkds. 
'TTl 0=1 K 
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But 

where the symbols 

and 

indicate the integrals over the half vertical lines (J =! + iT, with 

T < 0, and T>O 

respectively. Consequently 

<Tfp, T1J;)rG = ~ f+f. Z(ToTcp, k, 2s)Z(1J;, k, 2s) dkds 
\ 7Tl i K 

+ ~f+f. Z(ToTcp,k,2S)Z(1J;,k,2s) dkds. 
771 l K 

and by Theorem 3 (d. also the end of the last section) this is 

I f + f. [ n2s). 1 = ---: Z(ToTcp, k, 2s) Z(1J;, k, 2s) + -( _) Z(1J;, k, 2s) dkds 
771 l K t 2s 

= -21 . f +f. Z(ToTcp, k, 2s) Z(ToT1J;, k, 2s) dkds 
7Tl l K 

This proves our theorem. 

Remark. We could have given the arguments so as to integrate on the 
lower part of the line (J =! just as well. 

The theorem shows that TO is unitary on the image of T, namely 

Corollary. We have <Tcp, T1J;)r\G = (ToTcp, TOT1J;)N\G' 

Proof The argument is formal and left to the reader. 



XIV Spectral Decompos;ton 
of the Laplace Operator 
on r\~ 

This chapter reproduces, with a number of details added, a paper of 
Faddeev [Fa I]. 

Eigenfunctions of the Laplace operator on the upper half plane, auto­
morphic with respect to a discrete subgroup of SL2(R), were introduced by 
Maass [Ma 1], [Ma 2] as an analogue of the classical automorphic forms. 
They were then discussed in two papers of Roelcke [Roe], and, very recently, 
Elstrodt [El]. They found important applications in Selberg's paper [Se 2] 
devoted to the trace formula. Connections with the theory of infinite dimen­
sional representations were developed by Gelfand and Pjateckii-Shapiro 
[Ge, P-S), [Ge, Gr) and Gelfand-Fomin [Ge, Fo]. 

Let r be a discrete subgroup of SL2(R) such that r\~ has finite volume. 
A fundamental domain F consists of a compact part Fo, and "cuspidal" parts, 
obtained by transforming the upper part of a strip by a finite number of 
elements of SLiR). The Laplace operator L can be extended to a self-adjoint 
operator A in the Hilbert space L2(r\~). We want to describe the spectral 
decomposition of A, i.e. describe the eigenspaces, and find a kernel 1) (z, s) 
with z E F and s in an appropriate space, called an Eisenstein function, such 
that the corresponding operator, the Eisenstein transform, sends A on a 
simple "multiplication" operator, as it turns out, multiplication by the func­
tion t + t 2, where t is a real variable. The Eisenstein functions satisfy a 
certain functional equation, which is intimately tied up with this spectral 
theory. The spectral decomposition is the subject of Kubota's book [Kul. 

The most classical subgroups are SL2(Z) and its congruence subgroups. 
Roelcke investigated the general case, and observed that the spectral decom­
position theorem could be proved if it were known that the corresponding 
Eisenstein functions had the same type of analytic continuation as those 
associated with SLiZ). Selberg stated the appropriate theorem [Se 1]. without 
proof. 

263 



264 DECOMPOSITION OF THE LAPLACE OPERATOR ON f\.'iS 

Godement gave essentially classical proofs, relying on the Poisson sum­
mation formula for the arithmetic case, still not covering the general case. 
Langlands [La I] gave very general proofs in the context of semisimple Lie 
groups, in an unpublished but fairly widely distributed manuscript. The 
method of Selberg and Langlands does not use the Poisson summation 
formula, but is more in the framework of operator theory. A summarized 
accoun t occurs in [La I]. The operator M (>..) of Langlands is essentially the 
operator c(s) of Harish-Chandra [H-C I). 

Faddeev reconsiders the question from a quite different point of view, 
that of perturbation theory originated by Friedrichs [Fr] and developed by 
Povzner [Po]. We sketch Faddeev's method. The source of the functional 
equation and analytic continuation lies in the resolvant equation 

R(s) - R(s') = (s(1 - s) - s'{I - s'»R(s')R(s) 

for the resolvant of the Laplace operator. The parameter s is the same as that 
in the usual theory of Dirichlet series, and the corresponding eigenvalues are 

>.., = s(l - s). 

With the above normalization, the critical line is on Re s = ! . 
We select a large number K > 0, and analyze the resolvant equation for 

s' = K, as a function of s. Putting R = R(K), we have the equation 

R(s) - R = w(s)RR(s). 

We then select an appropriate Green's function qs(y,y') for the differential 
equation 

s(i - s) 
I/J"(y) = - 2 I/J(y), 

y 

satisfying a certain boundary condition for y ~ G. Let Q(s) be the corre­
sponding cuspidal operator. Instead of studying R(s) directly, we make the 
transformation 

R(s) = Q(s) + (I + wQ(s»B(s)(I + wQ(s», 

which can be shown to be solvable for an operator B(s), which turns out to 
be analytic in s for 0 < Re s < 2, except for a discrete set of poles. The 
resolvant equation for R(s) has a corresponding equation for B(s). One can 
then construct an operator 

W(s) = w(s)(I + w(s)Q(s»B(s) 

which one uses to perturb the identity. 
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The Green's function q. is the form 

( ')_ I (B(y,S)yd-s 
q. Z, Z - 2 1 

s- yl-SB(y',s) 
where 

B(y,s) =y' + C(S)yl-., 

( ~- I S - K 
C s) = 0=- -...::~....:-=--

s+I<-1 

if y < y', 

if y > y', 

These basic functions satisfy the Eisenstein formalism 

If we define 

8(y,s) = B(y, l-s)c(s), 

c(s)c(l-s) = 1. 

1j(Z,s) = [1+ W(s)]8(z,s), 

then the Eisenstein functions 1/. satisfy an analogous formalism, where the 
functional equation and analytic continuation come from the resolvant equa­
tion for B(s) and the analyticity properties of W(s). 

The general scheme of the above arguments is quite similar to that used 
by Faddeev himself in a previous paper [Fa 2], in other connections. 

The analytic continuation of the families of operators is done simul­
taneously with the continuation of their kernels. It is important to distinguish 
those regions where the kernel of the resolvant has an analytic continuation, 
where it does not represent the resolvant. Essentially nothing is known about 
these in general. For the special case of SL2(Z), one sees that the possible 
poles of the analytic continuation of the kernel of the resolvant on the left on 
the line Re s = t coincide with the zeros of Riemann's zeta function S(2s). 
Thus the line Re s = ! becomes another critical line (much more critical), as 
had already been observed by Selberg [Se I]. 

If I were to teach someone analysis I would ten him to read the Faddeev 
paper in complete detail. Many techniques of analysis are brought to bear in 
a coherent and fascinating general context, albeit in a concrete no nonsense 
situation. As I already said in the foreword, all auxiliary results from general 
analysis are reproduced in appendices, to simplify the reader's task. 

The arguments are carried through first in the case of SL2(Z). when there 
is only one cusp to deal with. A final section points out those places where a 
linguistic change has to be made to deal with the general case. Essentially it 
does not go beyond inserting n indices here and there. The function c(s) then 
becomes a matrix (operator) whose size is n X n, where n is the number of 
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cusps for the discrete subgroup r. It is closely related to the scattering 
operator in physics, as is shown In a forthcoming paper by Faddeev and 
Povzner. 

Faddeev's method has been used by Lachaud to carry out the spectral 
decomposition theorem for so-called groups of rank I. Hopefully the method 
also extends to groups of higher rank. 

In the exposition, I have added a lot of details left out by Faddeev. 
Perhaps the necessary expansion of pages makes it a little more difficult to 
follow through the main trend of thought. The reader is therefore encouraged 
to look at the original paper. 

§1. GEOMETRY AND DIFFERENTIAL OPERATORS ON .'0 

Geometry 

The group G = SL2(R) acts on the upper half plane .,© in the usual way, 

The function 

7 M az + b = yz 
- cz + d if y = ( : ;). 

Iz - z'12 

u(z, z') = 4yy' 

of pairs of points z = x + iy and z' = x' + iy' is obviously invariant under 
G, i.e. for y E G, 

u( yz, yz') = u(z, z'). 

In what follows we deal exclusively with the function u(z, z') (except for 
one incidental use of the invariant area), and the reader could skip the 
following discussion of the Poincare metric. However, it is well to get 
acquainted with the Poincare geometry for intuitive purposes. 

In the upper half plane, the Poincare metric is defined by 

dx 2 + dv 2 dz dZ 
ds 2 = --

y2 -?' 
Since d(yz) = (cz + d)-2 dz and Im(yz) = Im(z)/Icz + dl 2, it follows that 
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the metric is invariant under G, and gives rise to a distance function p(z, z'), 
equal to the length of the shortest curve joining z and z'. If 

z(t) = x(t) + iy(t), a';;; t .;;; b, 

is a curve in ~, then by definition, its length is 

b f YX'(t)2 + y'(t)2 

a y(t) 
dt. 

Given Z, Z' E~, there exists y E G such that yz = i and yz' = iyo for some real 
number Yo ~ 1. Then 

p(z, Zl) = p(i, iyo)' 

We give a brief argument that the vertical line segment between i and iyo is 
actually the shortest curve. Let x(t) + iY(/) be a curve joining i and iyo' Then 
its length is 

~ fb ly'(t)1 dt ~ fb y'(t) dt . 
y(t) y(t) 

a a 

If the curve has minimal length, then equality must hold everywhere, for 
otherwise the curve iy(t), which joints i and iyo, would have shorter length. 
Hence the x-component of the curve must be 0, and the argument is 
concluded. 

The distance between a point it (t > 1) and i is now trivially computed. 
We have 

p(i, it) = ~ = log t. i t d 

o Y 

So the distance is given by 

s = log t and t = eS • 

Furthermore, 
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because 
s cosh s - I 

sinh2 2" = 2 

=t(/+21/t-l) 

(I - 1)2 

41 
= u. = 

In the representation on the unit disc, the metric is given by 

where r2 = x 2 + y2. Hence in this case, 

I~ d 1+ r 
s(r) = 2 --p- = log --

I - p2 I - r . 
o 

Therefore r = (e S - 1)/(e S + I), so that 

We shall also prove that the area A (r) of a disc of radius r for the 
Poincare distance is given by 

, A (r) = 471U., 

Indeed, 

I T f.2'IT 4p dp dB r2 
A(r) = ---;:- = 471--

o 0 (I - p2)2 I - r2 

tanh2(s/2) 
= 471 2 = 471 sinh2(s/2) = 471U. 

I - tanh (s/2) 

Going back to the representation on the upper half plane, let DR(z) be 
the set of points z' such that u(z, z') " R, in other words, the disc of radius R 
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and center z for the "distance" u(z, z'). Then DR is defined by the equation 
for an ordinary Euclidean disc, 

x 2 + (y _ b)2 <, a 2, 

where b = 2R + I and a 2 = 2R(2R + 2). As R becomes large, this disc 
comes closer and closer to the real line, and can be drawn as in Fig. I. 

Figure 1 

Differential operators 

Let g be the Lie algebra of G = SL2(R), i.e. the set of real matrices with 
trace O. For X Eg we have differential operator Lx on COO(~) given by 

d 
Lxf(z) = dt f«exp tX)z)lt=o' 

The operators corresponding to 

~ ) 
are denoted by Lp L2, L3• In terms of the coordinates z = (x, y) they are 
represented by the following combinations of partial derivatives: 

a L =-, 
I ax 

a a 
L2 = (y2 - x 2) ax - 2xy ay' 

a a 
L3 = 2x ax + 2y ay 
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These relations are easily proved. We indicate how the proof goes, say for 
X 2 and L2• Let 

f.(t) = f( (~ ~)z) = f(g(t)) 

where 

x + ~)I 
g(t) = ---

t(x+iy)+ 

Then 

g'(O) = (y2 ----- x 2) - 2ixy. 

If g(t) = u(t) + iv(t), then 

f~(O) = af au I + af av I 
au at 1=0 av at 1=0' 

and the desired formula drops out. 

We shall be concerned with the Laplacian, 

The minus sign is used in order to make L "positive definite" rather than 
"negative definite" in the following context. Let IP,1/I be in Cc""(iO), and let 
them be real functions. In the scalar product integral 

If dxdy 
<LIP, 1/1) = LIP . 1/1 ? 

.0 

one can integrate by parts, and transfer one partial from IP to 1/1, with a 
change of sign which cancels the minus sign in front. Thus 

if IP =I=- O. 

The measure dx dy / y2 is invariant under SL2(R), and will be denoted by 
dz all the way through this chapter. 
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The operator L is G-invariant. This means that if 

a = (: : ) E SL2(R) 

and '1'" is the translation 

'1'"f(z) = f(az), 

then 

This can be checked by a direct computation using brute force, and the 
repeated application of the chain rule from freshman calculus, having to take 
the partials of 

a(x + ry) + b 
z'= ------

c(x + ry) + d 

with respect to x and y. On the other hand, we already know it from X, §l, 
Th. 4, that is, from general considerations concerning the structure of the 
algebra of differential operators on SL2(R). 

The Laplacian will be applied to functions of the u-distance, and hence it 
has an expression as an ordinary differential operator in terms of u only, 
namely: 

Let cp be a COO function on the positive rea/s, and let Zo be a point of fQ. Let 
f(z) = cp(u(z, zo». Then 

Lf = icp, 
where 

lcp(u) = -(u2 + u)cp"(u) - (l + 2u)cp'(u). 

Proof We have: 

and we have to show that 
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But 

(x _ X,)2 + (y _ y,)2 
u(z, z') = 4yy' 

and we compute 

u = x 
x - x' 

2yy' , 

What we want drops out. 

§2. A SOLUTION OF Icp = s(l - s)cp 

At the end of the last section, we computed the Laplace operator on 
functions depending only on the distance. We now exhibit a solution of the 
homogeneous differential equation for this operator. It is given by the 
classical integral 

1 (J s-J -s 
CPs(u) = cp(u, s) = 4'1T)0 [t(l - t)] (t + u) dt 

absolutely convergent for complex s = (1 + iT, (1 > 0, and u > o. 
Theorem 1. In the above region, cp is analytic in s, Coo in u, and: 

i) Icp = s(l - s)cp 

ii) cp(u, s) = - 4~ log u + 0(1) for fixed s, U ~ 0; 

iii) cp'(u) = - _1_ + 0(1) 
s 4'1TU for fixed s, U ~ 0; 

for fixed (1, U ~ 00. 

Proof Property (iv) is clear. To prove that cp satisfies the desired differen­
tial equation, we may differentiate under the integral sign, and it turns out 
that applying lu to this integrand turns it into an exact differential, with zero 
boundary value. More precisely, a trivial direct computation shows that if 

( d )2 d 
Mu = (u2 + u) du + (1 + 2u)du +s(l - s), 
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then 

Since the boundary values of the function on the right at 0 and I are 0, it 
follows that 

(! - s(l - S»)cp = o. 

Remark. In general, let eu be a differential operator with respect to a 
variable u in a manifold, and let w(t, u) be a function of u and a differential 
form with respect to a variable t in a manifold with boundary T. We call 
w(t, u) a resolving form for e if there exists a form 1J(t, u) such that 
T/(t, u) = 0 for t on the boundary, and such that 

where dl is ordinary exterior differentiation. Stokes theorem shows that 

IT w(t, u) 

is a solution of ecp = O. This technique of resolving forms will again be used 
in connection with the Whittaker equation later in this chapter. It would be 
interesting to study it quantitatively for appropriate differential operators on 
higher dimensional manifolds. 

Next, we prove that 

for u -? O. It is clear that the integral from ! to I is bounded as a function 
of u for u near O. Hence let 

I = (l - 1)' - I t s dt 11/2 s-l 

o (t + u) 

and 

A(r, u) = s dt. I, ts-l 

o (t + u) 
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Changing variables, 1 = UT yields 

where 

A{x) =lX(1 + 1)-' dT = ( log x + O{l) 
OTT O{I) 

We have 

11/2 
1= 0 (I - I) 

.-1 dA (I, u) 
dt dl 

if I" x, 

if x" I. 

( I ).-1 (I ) (1/2 d s-I 
= I - 2" A 2"' U - Jo dl (I - I) A (I, u) dl. 

We note that 

We write 

If 0 " 1 " u, then A (t, u) = A (1/ u) is bounded, and hence the integral from 
o to u is 0(1). For the other integral, we use the other estimate for 
A(/, u) = A(t/u) to get 

JI/ 2 d I 
- u dl (I - 1 t - [log 1 - log u + 0 ( I)] dt 

JI / 2 d.-I 
= log u u dt (I - t) dl + 0(1) 

= (Iogu)[(l-tt- I - (1- U)'-I] + O{I). 

The terms (log u)(1 - t ),-1 cancel, to leave 

$-1 
I = -(log u)(l - u) + 0(1) 

= -log u + 0(1), 

as desired. (lowe this proof to Lax.) 
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The asymptotic estimate for cp;(u) as u --+ 0 is proved in an analogous 
manner, after differentiating under the integral sign. 

§3. THE RESOLVANT OF THE LAPLACE OPERATOR ON ~ 
FOR 0> I 

Let BCOX>(~) be the space of bounded COX> functions on ~. 

Theorem 2. Let fE BCOX>(~). For Re(s) > 1, let 

R~(s)f(z) = ~ CPs(u(z, zl»f(z') dz' 

where dz is the G-invariant measure dx dy / y2. Then R~(s)f is also bounded, 
COX>, and we have 

(L - s(1 - s)I)Rrg(s)f = j. 

In other words, we have found a right inverse for L - s(l - s)I, where I 
is the identity. It is given by a kernel 

rrg(z, z'; s) = cp(u(z, z'); s), 

which we also write r(l(s) = CPsou if we want to omit (z, z'). 

The proof will be carried out in three steps. 

First, we show that R(l(s)f is bounded. 
Second, we prove the special case of the theorem when f has compact 

support, by potential theory. 
Third, we prove the general case by applying the fundamental theorem on 

elliptic operators, whose proof is recalled in an appendix for the convenience 
of the reader. 

Lemma 1. If fE BCOX>U{), then R(l(s)f is bounded, /1 a > 1. 

Proof Let 

Then 

h(z) =1 CPs(U(Z. z')}f(z') dz'. 
·to 

Ih(z)1 " IIflllICPs(U(Z, z'»1 dz', 
.\) 
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and the integral on the right is independent of z. Indeed, if y E G, 

11'Ps(u(yZ, z'»/ dz' = l/q:>s(u(z, y-1z/»1 dz' 
.op ~ 

= ~ Iq:>s(u(z, zl»1 dz' 

because dz' is G-invariant. We may therefore assume that z = i. Let D be a 
small disc around i, and write 

For small u, q:>s(u) -log u which is locally integrable, so the integral over D 
exists. On the other hand, on .'P - D, we have: 

~-D Iq:>s(u(z, z'»/ dz' «~-D (1 : u)o dz'. 

So it suffices to prove the next estimate. 

Lemma 2. The integral 

r 1 dz' 
J ... (I + u(z, zln° 

.'\? 

converges Jor (1 > I. 

Proof We may assume z = i. The integral is then equal to 

We write 

The matter is routine, and we actually have already carried out the estimate 
in full in Chapter IX, §2. 

Potential theory 

For the convenience of the reader we recall some elementary potential 
theory in the plane. Let J. g be two functions on a2• Let U be a region with 
piecewise smooth boundary. For any vector field F on U. we have the 
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Stokes-Green theorem in dimension 2, 

f f div F dx dy = f F· n ds. 
u au 

Let F = g(grad f) = (gfx' g/y) or f(grad g) = (fgx, fgy ). Let 

We get the formula 

tf(g I1f - f I1g) dx dy = ~u (g :~ -f ~~ ) ds. 

Let Zo be a point in the plane, and take for U = U(f) the outside of the circle 
S(f) centered at zo, with radius L Assume that f has compact support. Then we 
have Green's formula 

f f( g I1f - f I1g) dx dy = - ( (g 3f - f ag ) ds. 
}S(E) an an 

u«) 

Example. Let Zo be fixed, and let 

I 
g(z) = 277 loglz - zol· 

In polar coordinates, 

if f = fer, e), where r = Iz - zol. We have ds = de if we parametrize the 
circle by (10 cos e / 10, 10 sin e / (0), 0 < e < 27710. Also, I1g = O. The right-hand 
side of Green's formula gives 

1 ( ag af ) !a 2".< I i 2".£ I . 3f fa - gads = f(€, e) -2 de - -2 (log f) -;;- de, 
s«) n n 0 7710 0 77 ur 

As 10 ~ 0, the first term goes to f(O, 0) and the second term goes to O. Hence 

f f g I1f dxdy = f(zo)· 

u 
A similar argument will be given in the upper half plane. 
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Lemma 3. Let (J > ] and JE Cc'·O(~). Let 

h(z) = i <pAu(z, z'»J(z') dz' . . \) 

then h is Coo. Let Ms = L - s(l - s)/. Then Msh = J, and 

Msh = i <Ps{u(z, z'))(Msj)(z') dz' = i r~(z, z'; s)(MJ)(z') dz'. 
o 0 

Proof We omit the subscript s which is fixed. For z varying in a small 
open set, let 

ZMy(z)EG 

be a Coo map such that y(z)i = Z (so z M y(z) is a C<Xl section). Abbreviate 
<p(u(z, z'), s) = k(z, z'). Then 

h(z) = I k( y(z);, z')J(z') dz' 

= Ik{i, Y(Z)-IZ')J(Z') dz' 

= Ik(i, z')J(y(z)z') dz'. 

Since J has compact support, we can differentiate under the integral sign, and 
we see that h is C<Xl. 

Lemma. Ljh(z) = I k(z, z')LJ(z') dz'. 

Proof We have 

h(exp(tAj)z) = I k(exp(tX)Z, z')}(z') dz'. 

We can move exp(tAj) over to z' after taking its inverse because 

k(yz, yz') = k(z, z'), 

Using the invariance of dz' under G, we find 

h{exp(tX)z) = I k(z, z')J{exp(tX)Z') dz'. 

all yE G, 

We can differentiate under the integral sign since J has compact support, and 
our lemma follows at once. 
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111 particular, we find the intermediate formula 

Msh(z) = f k(z, z')(MJ)(z'} dz'. 

We apply it to the relation of potential theory: 

f f ULg - gLf) dz = f f(g!if - f !ig) dxdy 
U U 

We let U = U(e) be the outside of a small Euclidean disc of radius e centered 
at z, so that aU(e) = S(e) is a circle. Omit the subscript s from M for 
simplicity. We get 

f f k(z, z')Mf(z')dz' - f f Mz,k(z, z')J(z')dz' = - ~(j k :~ - f ~: )tb. 
U(E) U(<<) 

But Mz,k(z, z') = 0 away from the diagonal, so the term involving Mz,k(z, z') 
vanishes. Since k(z, z') behaves like log u(z, z') for z' near z, it follows that 
the integral of 

(}f 
k­an 

over the circle tends to 0 as e ~ O. Finally, we know from §2, Th. 1, that 
ql'(u) = -1/4'11'U + 0(1), and 

ak(z,z1 , au 
ar' = cP (u) ar' . 

It follows at once that the integral of ak / an tends to I as e ~ O. This proves 
Theorem 2 when f has compact support. 

Finally, we deal with the general case when f does not necessarily have 
compact support, butfE BCOO(~). We know from Lemma 1 that RffJ(s)f == h 
is bounded. Furthermore, M = Ms is an elliptic operator on ~. Let 
l{IEC"OO(~) and assume l{I real. Then 

<h, Ml{I) = f f k(z, z')Ml{I(z) dz dz', 

and we can apply Fubini. By the special case proved for functions with 
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compact support, we obtain 

f k(z, z')MI/;(z) dz = I/;(z'). 

Hence 

<h, MI/;) = <1,1/;)· 

By the regularity theorem for elliptic operators, this implies that h is Coo and 

Mh = f. 
This proves Theorem 2. 

§4. SYMMETRY OF THE LAPLACE OPERATOR ON f\~ 

The symmetry of the Laplace operator on ~ was already mentioned 
briefly in §1. We now want to see that the Laplace operator is also symmetric 
on r\~. We shall need a cutoff function for technical purposes, i.e. a 
function h( y), for large positive numbers Y whose graph is that in Fig. 2. 

~. 
Y 2Y 

In other words: 

I. h(y) = 1 if y ..;; Y, h(y) = 0 if y ~ 2 Y. 

2. r;(y)« 1/ y2. 

Figure 2 

Such a function is easily constructed. Let 1/;(1) have the graph shown in Fig. 3. 

l/I(t) 

2 

Figure 3 
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Then I{;' and I{;" are bounded. It is clear that the function 

satisfies our requirements. 

We let f = SL2(Z). A fundamental domain F for f is given by the 
illustrated region in Fig. 4. 

Figure .. 

We omit the proof that this is a fundamental domain, easily accessible in 
various references. We can identify f\ fQ to F. 

As before, we let 

and 

We recall that L is invariant under G = SL2(R). Hence if f E C OO(f\ fQ), 
i.e. f is a Coo function on fQ which is invariant under f, then Lf is also Coo on 
fQ, and is invariant under f. 

Lemma 1. Iff, Lf are in BCOO(f\fQ) and real, then the integral 

If.!] - J j( ( ;~ )' + ( ~ n dx dy 

over a fundamental domain F is finite, and we have 

<Lf,J) = [j, f]' 
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Proof Let Y be a large positive number, and r = ~y a cutoff function as 
above, between Y and 2 Y. Our first goal is to prove formula (*) below. Let 

af af af 
w{x,y) = -Jr dy - - Jr dx = -f~ ds. ax 3y an 

By Stokes-Green we have 

- I I (Lf)Jr d;7 = I I (ilf)Jr dxdy 

r\~ r\~ 

= II dw - II [ of oun + of oun 1 dxdy 
ax ax oy 3y 

r\~ r\~ 

because r\4? has no boundary. [If you want, work entirely on F, and use the 
periodicity of af! on, together with the fact that pieces of the boundary 
correspond to each other with reversed orientation under r.J We also used 
or; ox = O. But 

- d f - dx = - f - - + - f - dxl\dy. I (2 a~ ) [3f or I 2 32r 1 
2 oy 3y 3y 2 oy 2 

However, o~ / oy = 0 whenever dx *' 0 since Y is large. Hence 

d dy [( Of)2 (Of )2] 
(*) ~I(Lf)Jr ;2 = ~I oX + oy ny) dxl\dy 

As Y ~ 00, the second term on the right is 0(1/ Y) and therefore 

f! [ ( :~ )' + ( ~ n f,(y) dxdy = J !(Lf)fr, dxdy 
y2 + 0(1/ Y). 
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As Y ~ 00 the left-hand side increases and remains bounded because the 
right-hand side tends to 

J J (Lf)f dxt . 
F Y 

This proves the lemma. 

T/teontm J. Let f, gE BCao(r\~) be real functions such that Lf and Lg are 
also in BCao(r\~). Then L is symmetric, i.e. 

<Lf,g) = <Lg,f)· 

Proof. Let a be a large positive number, and Fa a cutoff fundamental 
domain as shown in Fig. 5. We may assume thatf, g are real. Let 

I = <Lf, g) - <Lg, f). 

Figure S 

Then by Stokes, we have a truncated integral 

But on the pieces which are paired under r, the integrals cancel. Hence only 
the top piece of the boundary integral does not vanish, namely 

11 [af a] a- g - ag f dx. 
I!Y !Y y-a 

-2 
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Using the bounded ness of f, g, whence that of f2, g2, and the Schwarz 
inequality, we get 

Integrate with respect to a between large numbers A and B. You find 

We know by Lemma I that this integral is bounded independently of A and 
B. On the other hand, 

fa = f f(g b.f - f b.g) dxdy 
Fa 

approaches a limit as a -) 00 because both Lf, Lg are bounded and F has 
finite measure under dx dy / y2. This limit must be 0, for otherwise there is 
some c > 0 such that for all large a we have 

whence 

LB Ifa l2 da > c(B - A) 

is not bounded, contradicting our previous estimate. This proves Theorem 3. 

§S. THE LAPLACE OPERATOR ON f\.'O 

Let D L be the space of functions f E BC 00(1' \.'j) such that Lf is also 
bounded Coo. Denote the Hilbert space L 2(f\.'O) by H. This convention 
remains in force throughout the chapter. Then DL is a dense subspace of H. 
We view L as an operator on this dense subspace, and we know that L is 
symmetric by Theorem 3. We shall see that L can be extended to a self 
adjoint operator (d. Appendix 2) by constructing its resolvant, averaging over 
f the resolvant of L on .'0 itself. For this we need an estimate. 
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Lemma I. If a > I, then the series 

~ I 
yEr [I + U(Z, yz')f 

is convergent uniformly for z, z' in compact domains. 

Proof Let MR be the number of elements y Er such that u(z, yz') ~ R. 
We contend that M R « R. Indeed, let D be a disc of fixed small radius 
around z', such that D n yD is empty if yz' =1= z'. Let DR be the set of points 
z" such that u(z, z") ~ R. We know that DR has area «R (cf. §I). If 
yz' E DR' then yD c D2R for R large. Hence the number of translates 
yD C D2R with yz' =1= z' is essentially bounded by 

Area D2R 
A D« R. rea 

The number of elements y E r such that yz' = z' is uniformly bounded (in the 
case of SL2(Z), bounded by 6, and is actually 2 for all points except those 
equivalent to i and e2fTi / 3 under SL2(Z), as is easy to prove). So our contention 
is proved. 

Now we split our sum into partial sums over those y such that yz' lies in 
the annulus 

R ( ') R 2n + 1 ~ U z, yz ~ 2n • 

Let m = [log2 R]. Then our sum is dominated by 

I + 2' + 22, + . . . + 2m, 2(m + I), 

« R' « R' = 0(1). 

The estimates are obviously uniform for z, z' in compact sets. This proves the 
lemma. 

For a > I let 

r(z, z'; s) = t ~ q;(u(z, yz'); s). 
yEr 

We occasionally write rs(z. z') instead of r(z. z'; s). We have multiplied the 
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sum by t to take the trivial action of ± 1 into account. If z gfz', then we 
conclude from Lemma 1 that the series converges absolutely for (J > l. For 
fE BC<X>(f\.fJ) we have 

1 r(z, Z'; s)f(z') dz' = -21 1 ~ cp(u(z, '¥z'); s}f(z') dz'. 
F FYEf 

By Lemma I we can interchange the integral and the sum, to get the above 
exp 

= 1 cp(u(z, z'); s}f(z') dz' 
.~ 

= R~(s)f(z). 

Thus we obtain the old resolvant on iP itself, and using Theorem 2, we have 
proved 

Theorem 4. Let (J > 1. The kernel r(z, z'; s) defines an operator 

R(s) BCOO(f\iP) -? BCOO(f\iP) 
satisfying 

(L - s(1 - s)I)R(s)f = f. 

From Theorem 4, we see that 

i.e. the domain of L contains the image of R(s), and also that 

(L - s(l - S»)DL 

is dense in .fJ. By abstract nonsense concerning unbounded operators (Ap­
pendix 2) we get 

Theorem 5. The operator L with domain DL has a closure. denoted by A, 
with domain DA • The operator (A, DA ) is self adjoint. 

Using appropriate estimates, we shall prove in §7: 

Theorem 6. For (J > 3/2, R(s) is a bounded operator on H = L2(f\~). 

This will involve decomposing the kernel r(z, z'; s) into various com-
ponents. Thus R(s) is what is usually called the resolvant of A. 

It follows from Theorem 5 that 

R(s)H C DA • 
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i.e. the image of R(s) is contained in the domain of A. Indeed, let fn -? fin 
H, andfnEBCoo(f\.\). Let A = sO - s). From 

LR(s)fn = AR(s)fn + fn' 

it follows that LR(s)f" -? AR(s)f + f. Hence, R(s)f is in the domain of A, 
and the relation 

I (A - s(1 - s)J)R(s)f = f I 
holds for ailfEH, Re(s) > 3/2. 

§6. GREEN'S FUNCTIONS AND THE WHirr AKER EQUA nON 

This section recalls some advanced calculus and is an interlude preparing 
the ground for the decomposition of the resolvant R(s). We deal with special 
cases of second order linear differential equations, sufficient for the applica­
tions we have in mind. 

Let (a, b) be an open interval, which may be (0, 00). Let 

where p is a Coo function on (a, b). Bya Green's function for the differential 
operator M, we mean a function g(y,y') on (a, b) X (a, b) such that 

My ib 
g(y, y')f(y') dy' = f(y) 

for all f E CC
OO ( a, b). In other words, the Green's operator inverts M on the 

right. For this section, we assume in addition that the Green's function 
satisfies 

GF O. The function g is continuous. It is COO in each variable except on 
the diagonal. 

We shall see in a moment that it is essential that the partial derivatives not be 
continuous on the diagonal. In fact, suppose that g also satisfies the following 
additional condition. 

GF 1. If Y '* y', then Myg(y, y') = O. 
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In other words, g satisfies the homogeneous differential equation away from 
the diagonal. 

Let g be a function satisfYing GF 0 and GF 1. Then g is a Green's function 
for the operator M if and only if g also satisfies the jump condition 

GF 2. 

As usual, 

D1g(y,y+) = l,im D1g(y,y'), 
y -->y 
y'>y 

and similarly for y- instead of y +, we take the limit with y' < y. 
To prove the above assertion, write 

Take d/ dy and use the continuity of g. We obtain 

g(y,y)f(y) + jY D1g(y,y')f(y') dy' 
a 

b 
- g(y,y)f(y) + f D1g(y,y')f(y') dy'. 

Y 

So the term g(y, y)f(y) cancels. Taking (d/ dy? yields 

D1g(y,y - )f(y) + fY Dtg(y,y')f(y') dy' 
a 

b 
- D1g(y,y +)f(y) + f Dtg(y,y')f(y')dy'. 

Y 

Taking -(d/dy)2 + p(y) yields 

b 
Myj g(y,y')f(y') dy' 

a 

b 
= [D1g(y,y+) - D,g(y,y-)l!(y)+ j Myg(y,y')f(y') dy'. 

a 

By GF 1 the second term on the right vanishes. Hence GF 2 is equivalent to g 
being a Green's function, as was to be shown. 
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Let J, K be two linearly independent solutions of the homogeneous 
equation. i.e. 

J"+pJ=O 

K" + pK = O. 

There exists a unique Green's function of the form 

, (A(Y')J(Y) 
g(y,y) = B(y')K(y) 

if y' < y 

if y' > y, 

and the junctions A (y'), B(y') necessarily have the calues computed below. 

To prove this, we note that for g(y, y') as given, condition GF 1 is 
satisfied by definition. The continuity and GF 1 amount to the linear 
equations 

A (y)J(y) - B(y)K(y) = 0, 

- A (y)J'(y) + B(y)K'(y) = 1. 

Let W = JK' - J' K (called the Wronskian). Note that W' == 0 (immediate 
from the differential equation), and therefore W is constant, '1= 0 because 
J. K are linearly independent. Hence 

A = K/W and B=J/W. 

Therefore we get the Green's function necessarily to be 

~ K(y')J(y) 

g(y,y') = l J(Y'~(Y) if y' <y, 

if y' > y. 

The next two examples are those used in the applications. 

Example 1. On (0. 00) let 

2 
M = _ ( .!L) _ s(l - s) 

Y dy y2 
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The associated homogeneous equation is 

s(1 - s) 
1j;"(y) = - 2 1j;(y). 

Y 

For s =t= t we take the two linearly independent solutions 

and 

Their Wronskian is 2s - I, and therefore a Green's function is given by 

, I ( y'yl-s 
t(y,y ; s) = 2s _ I yd-yS 

if y' < y, 

if y' > y. 

This notation will remain in force throughout the rest of the chapter. 

Example 2. (Whittaker's equation) Let sEC, Re (s) > O. Let c be a real 
number > I. Let 

M = _ ( .f£ )2 + (c 2 _ s(1 - s) ). 
y dy y2 

The homogeneous equation for My is 

( S(I-S») 
V(y) = c2 - y2 1j;(y), 

and for large y can be viewed as a perturbation of the simpler equation 
1j;" = c~, having as independent solutions e CY and e- cy • We shall get the 
existence of corresponding perturbations as solutions of the Whittaker equa­
tion, having analogous asymptotic properties. 

We shaH prove that there exist two solutions 

J = Js• C and 

having the following asymptotic behavior, uniformly under the stated condi­
tions. 

For y -? 00, C ;;.. I, s in a compact set, Re(s) > 0, except for J'(y) where 
Re(s) > 1. 

J(y) - e- cy , J'(y) -- -ce- cy , 

K(y) - e CY , K'(y) - ceq. 
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For y --.,. 0, given c, uniformly for s in a compact set. 

f(2s-1) l-s 

J.,c(Y) - f(s) (2ey) , for Re(s) > t ' 

J3(s) s 

K.,c(Y) - f(s) (2ey) , for Re(s) > O. 

where 
1 

13 ( s) = L [ t (I - t) r -I dt. 

From the asymptotic behavior for y --.,. 00, we conclude that the 
Wronskian of J, K is asymptotic to 2e, and hence equal to 2e, since it is 
constant. Therefore there exists a Green's function given by the formulas 

K(y')J(y) 
if y' < y, , 2e 

g.,c(y,y') = 

I 
J(y')K(y) 

if y' > y. 
2e 

This is the unique Green's function satisfying GF 0 and GF 1, and having the 
form A (y')J(y) if y' < y and B(y')K(y) if y' > y. By the uniform estimates 
stated above, this function satisfies 

-ely-y'l 

1 g., c(y, y')1 .;;; C1 e e 

where C I is a constant, uniform for s in a compact set, Re(s) > 0, and 
0< a .;;; y, y' < 00. 

Proofs. There remains to give the proof of the existence of Js. c and Ks. c 

having the desired properties. This is done by recalling some classical results. 
Let 

I (00 $-1 
Ws(y) = f(s) y Se-y / 2 Jo e-1Y[I(l + t)] dr. 
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which. after a change of variables, is also expressible as 

Then Ws satisfies the Whittaker equation 

Indeed, if we apply the Whittaker differential operator 

to 

we turn it into the exact expression (with respect to t) 

which has boundary values equal to 0 at 0 and 00. Differentiating under the 
integral sign shows that Ws satisfies the Whittaker equation. 

Let 

It is clear by the dominated convergence theorem that the integral on the 
right tends to the Gamma integral 

uniformly for c > I and s in a compact set, Re (s) > O. Hence 

J ( ) _ -q 

s. eye 
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uniformly under these conditions. Differentiating under the integral sign gives 

J' (y) = - eJ (y) + _1_ e-CyjOOe-1tS(s _ \)(1 + _1_ )'-2( ~ ) dl . 
s, C s. C f(s) 2ey 2ey2 l 

o 

Again we get the desired uniform asymptotic behavior of J;,c(y) for y -? 00. 

On the other hand, we also have 

Fix e. As y -? 0, we see that the integral on the right approaches f(2s - I) 
uniformly for s in a compact set. Hence for fixed c, we get 

f(2s - I) 1-, 

Js c(y) - () (2ey) . , f s 

This concludes our analysis of the first solution. 
The second solution is handled by similar means as follows, Let 

11 
I 5-1 V (y) = __ y se-y/ 2 eY1[t(l - t)] dt. 

s fcs) 0 

The same technique as before with the resolving form shows that Vs is a 
solution of the Whittaker equation, namely applying the Whittaker operator 
to 

turns it into the exact form 

which has boundary values equal to O. 
For y -? 0 we have immediately 

V() f3(s) s 

s Y - f(s) Y where f3(s) = 11 [t(1 - or-I dl. 

Let 

I s (1 s-I 
Ks.c(Y) = Vs(2ey) = res) (2ey) e- cy )0 e2CY1 [t(1 - t)] dl. 
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Then K •. c has the desired behavior for y ~ O. Make the change of variables 
t M I - I and then u = 2eyt, du = 2ey dr. We find 

K",(Y) - r:,) e~ f'Y e-"[ u( I - 2~Y ) r du, 

This last integral converges to f(s) uniformly in the desired region for 
y ~ 00. Hence 

K (y) _ eCY 
s. c 

for y ~ 00, uniformly as stated. On the other hand, differentiating Vs(2ey) 
wi th respect to y yields 

K; c(Y) = ~ Ks cCy) - eKs Ay) . y' . 

I s 11 .-1 + -- (2ey) e- CY e2cY1 [t(I - t)] 2el dt. 
f(s) 0 

Again let t M I - t, and then u = 2eyt. The third term on the right 
becomes 

12ry s 

2e cv -" (I u) s - I d --e/ e - - u u. 
f(s) 0 2ey 

which is uniformly asymptotic to 2ee cy. Since - eKs. c(Y) - - eery, we obtain 

K' (y) - eery s. c 

uniformly, as desired. 

§7. DECOMPOSITION OF THE RESOLVANT ON f\.'Q for (1 > 3/2 

In this section, we study the resolvant for (1 > 3/2 or even (1 > 3. The 
sum over all y E f will be split into two sums. Let fo be the group of matrices 

with n EZ. We write 

r(z. z'; s) = t ~ cp(u(z. yz'; s» + ~ ~ cp(u(z. yz'); s) 
YEfo yrfro 



[XIV, §7) DECOMPOSITION OF RESOLVANT ON r\~ FOR 0>3/2 295 

[The ! is to cancel the trivial effect of ± 1.] The first sum will be called the 
cuspidal part of the resolvant, and the second sum will be called the non­
cuspidal part. We study first the cuspidal. We shaH see that we can also 
decompose it into a sum of several kernels exhibiting various boundedness 
conditions. In particular, we shall introduce other function spaces besides 
L 2(r\~) on which the effect of these kernels will be more transparent than 
on the Hilbert space itself. 

We break up the fundamental domain into two pieces. Let a be a large 
positive number. Let Fo be the part of the fundamental domain with y <; a 
and let FJ be the part withy;;> a, as illustrated in Fig. 6. 

Figure 6 

This means that a function f on F has two components, 

which are also written vertically, 

f= (~: ), 
to allow for the operation of a matrix on the left. If, for instance, fo, fl are 
viewed as elements of certain function spaces, then any operator Q will be 
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written as a 2 X 2 matrix of operators 

The spaces we consider are the following. First, naturally, 

(The Hilbert scalar product is taken with the measure dz = dx dy / y2.) 
Second, for any real number ft, we have the space 

where 017>". (Fo) is simply the space of continuous functions on Fo, with the sup 
norm, and 07>". (F1) is the space of continuous functions 1 on Fl having the 
property that 

with the It-norm, 
11(x + 1j)1 «y"', 

lJ(z)1 
11111". = sup -".-. 

zEF, Y 

Thus H is a Hilbert space, while 0J".(F) is a Banach space. Observe that 

i.e. any bounded function is in e2(f\~) because r\~ has finite measure. 
This is especially true of 0J_ Ie 07>0' 

Let k(z, z') be a function defined on the product F; X Fj. We usually use 
the notation kij(z, z') to denote this property, when the variables z, z' range 
over z E F; and z' E Fj. A kernel will be said to be of type ~B". if it is 
continuous, and if 

Ik(z, z')1 « (yy')". 

If, for instance, k = kol' then the variable z (hence y) ranges over a compact 
set, and consequently the inequality has bearing only for the second variable, 
so that in this case it is equivalent to 
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We say that an operator is of type "J\ I! if it has a kernel of this type. Such 
operators have obvious continuity properties applied to spaces ~·I\. For 
instance 

Lemma O. Let k(z, z') be a kernel of type ~iLI!' Then the associated 
operator K is defined on ~BI+I!_' and maps it continuously into ':f\_I!' 

The proof is trivial, by freshman integration applied to the integral, say 
on F l : 

f OO d' 
( ,)-I! d+I!-< ~« -I! yy Y ,2 Y . 

a y 

We shall also need to know that certain operators between ~f)I! spaces are 
compact. For this, we need some additional remarks along the lines of 
Ascoli's theorem, whose statement we recall for the convenience of the 
reader. 

Ascoli's theorem. Let X be a compact space and «) a family oj continuous 
junctions on X. Then «) is relatively compact (compact closure) in the space 
of continuous junctions on X, with sup norm, if and only if «) is equicon­
tinuous and bounded. 

(For the proof, d. Real AnalySis.) By equicontinuous, one means that given 
Xo E X and ( there exists 8 such that if Ix - xol < 8 then Ij(x) - f(xo)1 < ( 
for all f E «). 

We shall combine Ascoli's theorem with the following statement to get 
compactness. 

Let II < p,. A set E oj equicontinuous functions on F l , bounded in ~I\, is 
relatively compact in ql~ I! . 

Proof It suffices to prove that E is totally bounded in ~I\., i.e. can be 
covered by a finite number of balls of given radius r > O. By assumption, 
there exists C > 0 such that for any fEE, 

Ij(y)1 < Cy' that is If(y)ly-V < c. 

Pick Y so large that if y > Y, then if(y)ly-I! < (for alifEE. Write 
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where f - is the restriction of f to the domain y "Y, and f + is its restriction 
to the domain y ~ Y. We have an inclusion 

~13p(FI) c ~B.(Fn X 0?J.(Fyr). 

Figure 7 

The function f + lies in a ball of radius f in 01,.. (F yr). On the other hand, the 
family of functions U-}, for fEE, is equicontinuous and bounded on Fy-. 

Hence it is relatively compact in qB ,..(Fy-) by the ordinary Ascoli theorem, 
since F y is compact. This proves our assertion. 

In the applications, we obtain a set of equicontinuous functions by means 
of a kernel k(y, y'), say on FI X F. applied to the unit ball in Q6 p • Let K be 
the associated operator. Let f be a function in the unit ball in ~Ij •. Then at a 
point Zo we have 

(00 dy' 
IKf(z) - Kf(zo)I«)a Ik(y,y') - k(yo,y')ly" ,2' 

y 

and we see that the uniform ~(). -bound rids us of the function f in the 
estimate, transferring any needed estimates to the kernel. Thus we shall 
obtain equicontinuity with any kernel for which we can take the limit under 
the integral sign, as y ~ Yo' In practice, the needed estimates will be obvious 
if k is a kernel of type q13,.. for some /1, but we shall need to expand somewhat 
more work for other types of kernel which arise in the cuspidaJ part. 
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The cuspidal part 

We look at the sum 

rO(z, z'; s) = t ~ cp(u(z, yz'); s) 
yEro 

00 

~ cp(u(z, z' + n); s) 
-00 

00 (IZ - z' + nl2 ) 
~cp 4' ;s. 
-00 YY 

Then rO is periodic in x, and is an even function of x - x'. Hence it has a 
Fourier expansion of the form 

00 

(I) rO(z, z'; s) = mo(Y,Y'; s) + 2 ~ mk(y,y'; s)cos 2'1Tk(x - x') 
k=1 

where the Fourier coefficients for k > 0 are given by 

(2) mk(y,y'; s) = f-\ rO(z, z'; s)cos 2'1Tk(x - x') dx. 

It is clear that mk(y,y'; s) is symmetric in (y,y'), and the complex conjugate 
is given by 

Also, the integral expression shows that mk is continuous, even on the 
diagonal. 

We shall determine explicitly mo, and show that it is eq.ual to the kernel t 

of Example I in our discussion of Green's functions. We shall also see that mk 

for k > I is the Green's function of Example 2. Finally we shall give 
estimates which describe continuity properties for these kernels on various 
spaces. 

The kernel rO(z, z'; s) gives rise to an operator RO(s) defined on 
Be OO(f 0\ ,'Q), and the same argument that showed 

(L - s(I - s)J)R(s)J = f 
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for fE BCOO(f\.op) also proves the formula 

j(L - s(1 - s)J)RO(s)f=f I 
for fEBCOO(fo\ip). The fundamental domain for fo\~ IS the strip S as 
shown on Fig. 8. 

Figure 8 

Lemma 1. For k > 0 the function mk(y, y'; s) is a Green's function for the 
differential operator 

( d )2 2 sO - s) 
'k.y = - dy + (27Tk) - y2 

on (0, 00). Furthermore, mk is continuous, and satisfies the homogeneous 
differential equation away from the diagonal. Hence mk satisfies GF 0, 
GF 1, GF 2. 

Proof Abbreviate 

Ms = L - s(1 - s)/. 

Let f, g E C/>C(fo \.'Q) be test functions. The inversion formula for R o(s) and 
the symmetry of Ms show that 

;: [ rO(z, z"\ s)f(z")Msg(z) dz" dz = Is f(z")g(z"} dz". 
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Inverting the order of integration shows that 

;: rO(z, z"; s)Msg(z) dz = g(z"). 

Fix z' and take for g a function of the form 

g(z} = cos 27Tk(x - x')h(y), 

where h E Cc<Xl(R. + ). Then 

-s(l - s)cos 27Tk(x - x')h(y). 

Since dz = dx dy / y2 and 

i j i £00 
dz = 

s -I ° 
integrating first with respect to x, and noting that g(z') = h(y'), we obtain 

(*) 

First, if we fix y' ana pick test functions h such that the support of h does 
not contain y', then (*) reads 

By the regularity theorem for elliptic operators, we conclude that mk(y,y') is 
C <Xl away from the diagonal, and satisfies the homogeneous differential 
equation rk,ymk(y,y') = O. 

Second, integrating (*) against any test function 1f; E Cc<Xl(R. + ) yields 

Changing the order of integration, the left-hand side is equal to 
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It follows that 

Hence mk is a Green's function as desired. 

Lemma 2. For Re(s) > ] we have 

1 (y,syl-s 
mo(y, y'; s) = t(y, y'; s) = 2s _ 1 

ytl-sys 
if y' < y, 

if y' > y. 

Furthermore for k > 0, mk(y,y'; s) = gs,2wk(y,y'), where gs,c is the 
Green's function of §6, Example 2. 

Proof We have 

Fix y'. Let y > y'. Since mo satisfies the homogeneous differential equation 
away from the diagonal, we must have 

mo(y,y'l s) = a(Y')yl-s + b(y')ys. 

As y ~ 00, rO(z, z'; s) ~ 0 because «p(u) - u -0 for u ~ 00. Hence b(y') 
= O. Now lety < y'. Then 

mo(y,y'; s) = C(Y')yl-s + d(y')ys. 

As y ~ 0, u(z, z') ~ 00, so again «p(u(z, z'); s) ~ O. Hence c(y') = O. It 
follows that 

( 
a(Y')yl-s 

mo(y,y'l s) = d(y')yS 
if y' < y, 

if y' > y. 

By the general theory of Green's functions, we conclude that mo = t, Exactly 
the same arguments show that mk = gs 2wk' Note that we needed to know the 
asymptotic behavior of the solutions of the homogeneous equation both for 
y ~ 00 and y ~ 0, in order to have the unique determination of mk as a 
specific Green's function. 

From the general estimates of the Green's function gs, c we obtain 
uniform estimates for mk(y, y': s) (k ;;.. 1), stated below. 
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We let for 0 > I, 

00 

m(z, Z'; S) = 2 ~ mk(y,y'; s)cos 2wk(x - x'). 
k-l 

Lemma J. For C1 > 1, we have an estimate 

-2wkly-y'l 

Imk(y,y'; s)1 " C e k 

where C is a constant, uniform for s in a compact set, and 

o < a " y, y' < 00. 

Therefore m(z, z'; s) lies in e2(Fl X F1), and the corresponding operator 

is compact. 

We denote by M(s) the operator whose only non-zero component is 
MII(s), given by the kernel m(z, z'; s) above. Thus 

mll(z, z'; s) = m(z, z'; s) 

We have obtained the decomposition 

(3) rO(z, z'; s) = t(y,y'; s) + m(z, z'; s). 

The next lemmas are concerned with further continuity properties of the 
operators associated with these kernels on various spaces. 

In considering operators arising from the cuspidal part, we agree that 
they have only a II-component. This holds in particular for T(s) and M(s). 
Thus the kernel matrix tij(s) for T(s) has components tij(z, z't s) = 0 if i =1= j 
and if i = j = 0, while 

tll(z, z'; s) = t(y,y'; s). 
Similarly for M(s). 
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Lemma 4. Assume (] > t and let I - (] < JL < (]. Then for y ~ a, 

Joo dy' 
It(y,y'; s)Iy'1' - «yl'. 

y'2 
a 

Thus the associated operator 

is a bounded operator. 

Proof Write the integral on the left as 

It is estimated by 

J: yl-Y"y ' I'-2 dy' + L 00 y"yd-"y ' I'-2 dy' 

which is «y I' by freshman integration, as was to be proved. 

Lemma 5. The operator T(s) having kernel t(y,y'; s) is bounded on L2(FI) 
for (] > t. 
Proof Select JL as in Lemma 4. Without loss of generality, we may take a 

function f in e2([ a, 00» and see what T(s) does to j. Apply the Schwarz 
inequality to the functions 

It(y, y')y'I'II/2 and 
We get 

I Tf(y)1 2 ..;;; It(y,yl)ly'l' lY'2' It(y,y')l y l-l'lf(y'W J oo d I Joo dy' 

Y Y '2 . 
a a 

We use Lemma 4, multiply the first integral on the right by y-I' and the 
second integral by yl', and obtain the estimate 

Joo dy' 
« yl'lt(y,y')1 y'-I' If(Y'W y'2 . 

a 

Now integrate to get 

II Tfll~« Joo JooYl'lt(y,yl)Iy'-l'lf(y'W:~ ~ 
a a 

«llfll~ (again by Lemma 4). 

This concludes the proof. 
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LetnllUl 6. Let c ;;;. 1. We have for any real number /L: 

(00 e-<"IY-Y'ly '" dy' ~ C 1. y", Ja ' c 

where C, is a constant independent of c and y. 

Proof. Integrate by parts, and split the integral from a to y and y to 00. 

For instance, the integral from a to y yields 

y e + 1. e-<"(r-Y')/Ly,,.-I dy'. 
'Ii -c(r-y') [ i Y 

-c c a 
a 

The first term is « 1. y,.. For the second term, split it again, over the intervals 
c 

a ~ y' ~ 2p and 2p ~ y' ~ y. The first of these behaves like e-t:y / c, and 
the second is smaller than the original integral divided by 2. Transferring this 
second integral to the left-hand side concludes the proof. 

LetnllUl 7. For a > I, the operator M(s) whose kernel is m(z, z'; s) maps 
L 2(F,) continuously into 'ffi _,(F,). 

Proof. The assertion reduces to the following estimates, for a function 
fE 1:'2([0, 00». 

~ £00 e-2trkIY-Y'1 , dy' 
k If(y)1 a 

k-\ a 

II fill 
k k l / 2y 

I «lIflll - . y 

This proves the lemma. 

y 

'/2 

dy'l y,2 (by Schwarz) 

(by Lemma 6) 

LetnllUl 8. For a > I and any real number ,.,., the operator M(s) whose 



306 DECOMPOSITION OF THE LAPLACE OPERATOR ON r\.'(\ [XIV, §7] 

kernel is m(z. z'; s) gives a bounded linear map 

and the induced linear map of ~i', _ I into 03 _ I is compact. 

Proof. Again we may consider a function fE '?B" ([a. 00», and for the 
first assertion, we estimate the sum 

00 100 L mk(y,y'; S)y,,,-2 dy', 
k=1 a 

using 
-2wkly-y'l 

Imk(y,y'; s)l« e 2'1Tk . 

The fact that M(s) maps ~e" into QB,,_2 continuously then results from 
Lemma 6. For the compactness statement, we follow the pattern already 
mentioned at the beginning of the section, and prove: 

The image under M(s) of the unit ball in '?B. (I' < I) is equicontinuous on 

Fl' 

Proof. A function in the unit ball in ~B. is bounded. Fix ZoE Fl' We get 
the estimates: 

00 
IM(s)f(z) - M(s)f(zo)1 «1 00 L Imk(y,y'; s) - mk(yo,y'; S)ly,-2 dy'. 

a k-I 

We can take the limit under the integral sign to get the equicontinuity. 
Observe that the effect of the kernel is to make the function f disappear from 
under the integral sign. 

The non-cuspidal part 

We had our original kernel r(z, z'; s) for a> I as the average of the 
kernel r.~(z, z'; s) over r. We let n(z, z'; s) be the kernel whose components 
are given as follows: 

nll(z. z'; s) = t ~ cp(u(z, yz'); s), 
yji!fo 
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so that we may write 

The corresponding operators are denoted by capital letters. 

Lemma 9. For a > 3/2 each kernel nij(z, z'; s) lies in r2(F; X Fj), and 
N(s) is therefore a compact operator on L 2(F). In fact, for (i,}) '1= (0, 0), 
for a > I, and sufficiently small t:, rij(z, z'; s) is of type ql~2+E-'" that is: 

Finally 

1 ( , )1 ( ,)2+.-" nil Z, Z ; s « yy . 

log Iz - z'l + continuous function of (z, z'). 
4'17 

Proof It is clear that the estimates imply that the kernels are in t 2• For 
the estimates, we need another lemma. 

Lemma 10. Let Yo > O. For (] > 1, uniformly in -! ~ x ~ ! and y, y' 
~ Yo' we have 

L 1 a « (yy,)2+<-". 
Yfi!fo [\ + u(z, yz')] 

Proof Write ygro as 

c '1= O. 

Then 

4yy'u(z, z') = czz' + dz - az' - b2 
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Let Zo = x + iyo and z~ = x' + iyo' as illustrated in Fig. 9. Then 4yoY~ 
u(zo' yz~) is equal to an expression similar to the above, with Yo- Yo replacing 
y. y' respectively. Note that the first term in the expression involves only x. x' 
and is common to both. We also have obvious inequalities like 

z' 
T 

z I 
i I 
I I 
I I 
I I 
I I 
I I 
I Yol 

Zo 
, 

Zo 

Figure 9 

Therefore we obtain the inequality 

whence 

Divide by (yy')2 to get (with the obvious abbreviation) 

Raise the left-hand side to the (J power, and the right-hand side to the I + E 

power. Up to a constant factor depending on Yo' the inequality is preserved. 
and we end up with 

I I 
" « 1+ 2 2 [I + u(z, yz')] [I + u(z, YZo)] • (yy')"- - • 

Our proof is concluded by Lemma I, §5. 
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The estimates of Lemma 9 are obtained by combining Lemma !O with 
estimates like 

L Iq?(u(z, yz'); s)1 «yd-o 

yEro 

for z in a compact domain, arising from the sum 

00 '" 

""' y «d -0. £.J 2 2" Y 
n= I (y' + n ) 

This type of sum, or the analogous integral, had already been considered 
when we studied the discrete series. 

Lemma II. For (J > 3, N(s) maps ~l'>l into ~l'>_'_8 for some {) > 0, and 

(.) G' "' N s : '\)I ~ ~b_1 

is compact. Also N(s) maps H into ~J3_, continuously. 

Proof This comes from freshman integration applied to operators of type 
~'lj2+._". For instance if fis in q(),(F1), then we evaluate the integral 

fOO d' 
( ,)2+<-0, ~« 2+<-0 W y ~ y . 

a y 

The compactness of N(s) when viewed as a map from ~l'> 1 into ~B _I is 
due to the same phenomenon as that already encountered. Applying the 
operator to the unit ball yields an equicontinuous set of functions. One sees 
that N (s) maps H into ~ _I by a straightforward use of the Schwarz 
inequality. 

s(1 - s) 
§8. THE EQUATION -1f;"(y) = 2 1f;(y) ON [a, 00) 

y 

We need still another operator in order to analyze the above differential 
equation on the half line, with boundary at a, which we select to be a fixed 
positive number, say a ;;.. I. We let K > 3. Let 

2 I s - K c(s) = a s-
S + K-
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and let 

O(y, s) = yS + C(S)yl-s. 

Then ()(y, s) is a solution of the above differential equation, satisfying the 
boundary condition ()(a) = aK-1()'(a). We also verify directly and trivially 
from the definitions, that ()(y, s) satisfies the basic formalism 

c(s)c(I - s} = I, 

O(y, s} = O(y, 1 - s}c(s), 

which we call the Eisenstein formalism. 
U sing the two linearly independent solutions y 1 - sand ()(y, s) in connec­

tion with the general discussion of Green's functions in §6, and noting that 
the Wronskian of these functions is 2s - I, we get the Green's function 

, I ( O(y', S)yl-s 
q(y, Y ; s) = 2s - 1 y" -S()(y, s) 

if y' < y, 

if y < y'. 

It is dear that q(y,y'; s) is symmetric iny,y' and satisfies the symmetry 

q(y,y'; s) = q(y,y'; s). 

We let Q(s) be the operator whose only component is the "diagonal" 
component, with kernel 

qll(z, z'; s) = q(y,y'; s), 

so that for suitable functions J on F we have 

Q(s)J(z) = 1 q(y,y'; s)J(z') dz'. 
F, 

Note that Q(s)J(z) is independent of x. 
We shall specify below on what spaces Q(s) acts, and with what continu­

ity properties. 

Lemma 1. 

i) For (J > !. Q(s) is a bounded operator on H. 
ii) For 0 < (J < 2, Q(s) maps ~i; _I(FI) into ~ij 1_0 (F I ) continuously. and 

Q(s): \',L,(F,) ~ ~hl(FI) 

is a compact linear map. 
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Proof Except for the compactness assertion of (ii), the continuity asser­
tions of (i) and (ii) are verified by the same elementary integrals as for the 
corresponding assertions concerning T(s) in Lemmas 4 and 5, §7. It is also 
clear from these integrals that Q(s) maps 0t, _I into 0t, I-a' The compactness 
of the operator from 0t, -I into 0t, 1 then follows from the next assertion. 

The image by Q(s) of the unit ball in 0t, -I is equicontinuous. 

Proof LetfE 0t,_I' We have 

IQ(s)f(y) - Q(s)J(yo)1 "f Iq(y,y'; s) - q(yo,y'; s)lIf(z')1 dz'. 
FI 

This is estimated by replacing If(z')1 by 1/ y', and the expression under the 
integral sign is then 

« ,,, ,-3 " _1_ 
y Y II +. ' y 

integrable on [a, 00). Our assertion follows at once. 

Relations for q(s) 

Let kl(y,y') and k 2(y,y') be two kernels. We define their convolution 

and in any specific applications we have to check the absolute convergence of 
the integral, over a specified range. The convolution corresponds to the 
composition of the associated operators, KIK2 when applied on the left 
(otherwise, it gets reversed on the right), valid on any spaces where the 
integrals converge absolutely. 

We shaH list certain properties of the convolutions of the kernels q(s) and 
t(s). We let K > 3 as always, and 

w{s) = s(l - s) - K(1 - K). 

We also abbreviate T(K) by T. 

dy" 
q 1. q(y,y'; s) - t(y,y'; K) = w(S)f oo t(y,y"; K)q(y",y'; s) 2 

a y" 

is valid for (1 > I - K. 
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We could also write this 

or as an operator relation 

Q1. Q(s) - T = w(s)TQ(s). 

The kernel relation q 1 is verified by direct integration, and the definitions of 
q(s), I(K). For instance, say y' < y. We write the integral as 

We substitute the definitions of t(y,y"; K) and q(y",y'; s) and evaluate the 
integrals. The relation falls out. 

Let T = T(K). Relation Q 1 is equivalent with 

Q2. (J - w(s)T)(J + w(s)Q(s» = J, a>}- K, 

as one sees by distributivity. Furthermore, since the left-hand side kernel 
q(s) - t(K) is symmetric, and q(s), t(K) are also symmetric, it follows that we 
have commutativity in the convolution of kernels 

q 3. a> 1- K, 

so that the invertibility relation of Q 2 also holds, as a kernel relation, on the 
other side, on whatever spaces the composition is defined. We then have 
commutativity of operators, 

Q3. T(K)Q(S) = Q(S)T(K), 

Lemma 1. The operator relations Q 1, Q 2, Q 3 hold 

i) For a > ~ on H; 
ii) For 0 < (1 < 2 on qB_ 1• 

(1 > 1- K. 

Proof The integrals involving the operator Q(s) and T converge abso­
lutely in the appropriate domains by Lemmas 0,4, 5 of §7. 

For the next section, we shall also use the relation 

q 4. q(y,y'; s) - q(y,y'; I - s) = 2s ~ I B(y, s)B(y', 1 - s) 

valid without restriction. and trivial from the definitions. 
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The next relations will not be used until § II, and are inserted here only to 
have a complete tabulation of the relations involving q(s) together. 

q 5. q(y,y'; s) - q(y,y'; s') 

= [w(s) - w(S')]1 OO q(y,y"; s)q(y",y'; s') 
a 

dy" 

for 0, 0' > t. 

Observe that 

w(s) - w(s') = s(1 - s) - s'(1 - s'). 

The relation is again verified by direct computations. It is here essential to 
restrict the domain to 0, 0' > t, since otherwise for S' = I - s, say, we get 
w(s') = w(s) and the whole right-hand side would vanish. On the other hand, 
observe that relation Q 4 gave us the difference between Q(s) and Q(I - s) 
in terms of the functions e(y, s). Note that q 5 has the operator formulation 

Q 5. Q(s) - Q(s') = [w(s) - w(s')]Q(s)Q(s'). 

Finally we have 

q 6. (a 00 q(y,y'; s)(}(y', s') dy' Ja y,2 

for 0' < 0. 

I () ( ') 
( ') () y, S W S - W S 

This is also verified by direct computations from the definitions, and has 
the operator formulation 

Q 6. Q(s)(} •. = ( ) I () e(y, s'). 
w s' - w s 

In other words, e., is an eigenvector for Q(s), with the stated restriction 
0' < o. 

Lemma 3. Let M = M(K) for K > 3. The composite operators 

MQ(s) and Q(s)M 

are defined on q} _\ and ~B I respectively, and 

MQ(s) = 0, Q(s)M = o. 

Proof The operator M(K) has a kernel expressed as a Fourier series 
involving cos 2'11'k(x - x'), which is therefore orthogonal to the kernel of the 
operator Q(s), which is independent of x. 
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This concludes our list of relations for Q(s). On an adjoining table, we 
have summarized some of the continuity properties for our various kernels, 
and some relations. 

T(s), (I> l, only a II-component 

i) Bounded on H. 
ii) Bounded on ~·6,. for I - a < p. < a. 

M(s), (I > 1, only a II-component 

i) Kernel m(z,z';s) in L2(FI X F 1) so wmpact on H. 
ii) Maps ~]"-~"-2 continuously, compact for ~_I-~S_I' 

iii) Maps H into ~.j) _I continuously. 

N(s) of type 2+ E- (I 

i) Kernel n(z,z';s) in t:2(FX F), for a>3/2, compact on H. 
ii) For a> 3, maps ~I) 1 ~ ~I) -1-6 for some 8, and 

N(s): ~'I) 1 ~ ~p, _I is compact. 
iii) Maps H into ~p, _ 1 continuously for a> 3. 

V = M(IC) + N(IC),IC >3, only a II-component 

i) Compact on H, maps H into ~'I) _I continuously. 
ii) Maps ~'I) 1 ~ ~I) _I' compact for ~I) _I ~ ~'I) _I' 

Q(s), only a II-component 

i) For a> t, bounded on H. 
ii) For 0<a<2, maps ':'11_1 into ':11 1_" continuously, 

compact for ~'11_1 ~ ~111' 

T= T(K), M=M(K), N= N(K) 

R=R(K)=T+V 

§9. EIGENFUNCTIONS OF THE LAPLACIAN IN L 2(r\l{l) = H 

Recall that A is the closure of the Laplacian. with domain D A in the 
Hilbert space H = L2(r\.~). We are interested in the eigenvectors of A. i.e. 
the elements l/IE D,e, l/I =t= 0, such that Al/I = "l/I. Let K > 3 as before. Observe 
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that if I/; E H, I/; '* 0 and R(K)I/; = al/; for some complex number a '* 0, then 
I/;E DA and 

Aal/; = (1 - K(I - K)a)l/;, 

so I/; is a corresponding eigenvector of A itself. We shall analyze the eigen­
vectors of R(K) in H, and see that they correspond to eigenvectors of a 
certain compact operator in <] _I' 

Let 0 < (J < 2. Let as before w(s) = s(1 - s) - K(1 - K) be abbreviated 
by w, and let 

I K(s) = V + w(s) VQ(s) = V(I + wQ(S»·1 

From the sequence of operators 

Q(s) V 

<]_1 ~ <]1-0 ~ q6_ 1 

and the knowledge that V is compact, we see that 

K(s): <]_1 ---" qi)_1 

is a compact operator. It will be used for the analytic continuation of the 
resolvant to the strip 0 < (J < 2. However, for the moment we are interested 
in the discrete spectrum, and hence we look only at the region to the right of 
the line (J = t . 

Let t ~ (J < 2. Let <] _1(W(S), K(s» be the w(s)-I-eigenspace of K(s) in 
~'i) _I' i.e. the space of functions f E ~B -1 such that 

w(s)K(s)f = j. 

Similarly, let H(w(s), R) = H(w(s), R(K» be the w(s)-I-eigenspace of R in H, 
i.e. the space of functions I/; E H such that 

W(S)R(K)I/; = 1/;. 

Theorem 7. For t ~ (J < 2 and s '* t, the maps 

1+ w(s)Q(s) and 1- W(S)T(K) 

give inverse isomorphisms 

~ij_I(W(S), K(s»+-+H(w(s), R(K». 
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The proof of Theorem 7 involves formal steps, with relations among our 
various operators, and also involves estimates which we prove as separate 
lemmas. We begin with the formal steps. We abbreviate Q(s) by Q. 

Assume first thatJE ~'IL, and wK(s)f = f, i.e. that 

wV(J + wQ)f = f. 
We have R = T + V. Then 

wR(/ + wQ)J = w(T + V)(J + wQ)f 

= (wT + w2TQ + I)f 

= (J + wQ)f, 

thereby proving half of the theorem. 
Conversely, assume that wRI/; = 1/;. Then VI/; E ~i?, -I' and 

so that 

Then 

wTI/; + wVI/; = 1/;, 

wK(s)(I - wT)1/; = wV(I + wQ(s»(I - wT)1/; 

= wVI/; 

= (I - wT)l/;. 

This proves the converse, and concludes the formal proof of Theorem 7. 

The subsequent lemmas make it valid. Observe that for the first part we 
need to know that if f E 0?J _ I' then Q (s)J lies in H. This will be proved in 
Lemmas 1 and 2, when Re s = t. It is obvious if (I > t. In the second part of 
the proof, we used 

(J + wQ)(I - w T) = I 

when applied to 1/;. Theorem 8 below justifies this. 

Lemma I. Let s = t + it but s =1= t. Let J E 0?J _I be an eigenvector for 
K(s), 

w(s)K(s)f = f. 

Then f is orthogonal on FI to O(y, s), i.e. 

i. (}(y, s)f(z) dz = O. 
I 
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Proof Let 1[; = (I + wQ(s»f. Then by assumption and the definition of 
K(s), f = wV1[;. The function ~(z)f(z) is in el(F), because fE '?B_ 1 and 

1/JE '?B\. Multiply f(z) by 1[;(z} and integrate. We get 

IF ~(z)f(z) dz = w(s) IF ~(z) V1/J(Z) dz 

= w(s) l ~ ~(z)v(z, z'; K)1[;(Z') dz'dz, 

where the kernel v(z, z'; K) of V is real and symmetric. It follows at once that 
the imaginary part of the right-hand side vanishes. Hence 

f (;Jf - 1/Jj) dz = O. 
F 

But ~f = [J + w(S)Q(s)Ju and 1[;J = [f + w(s)Q(s)flf. Since (J = !, we have 
s = I - s, and w(s) = w(s) is real. Hence 

0= ( ( [q{y,y'; s) - q(y,y'; 1- s)]J(z)J(z') dzdz' 
JF, JF, 

= ( ( O(y, s) O(y', s)f(z)f(z') dzdz' 
JF, JF, 

= If O(y, s)f(z) dzl2 
F, 

as was to be shown. 

Lemma 2. Let 0 < (J < 2 and s *" !. Iff E t:~ _ I then 

Q(s)f(z) = 2s ~ I yl-s i O(y', s)f(z') dz' + 0(1). 
F, 

If s *" ! and (J ;) !, and 

w(s)K(s)f = f, 

then Q(s)f is bounded, and in particular lies in H. 

(by q 4) 
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Proof We use the definition of the kernel q(y, y'; s) and 
1 12 fIX) d 1 

(2s - I)Q(s)f(z) = 1 q(y,y'; s)f(x + iy') ~2 dx. 
-; a y 

We write 

The integrals with respect to y' then amount to 

f y dy' fIX) dy' 
yl-S fJ(y', s)f(z') -;z + y'l-s(ys + c(s)yl-S)f(z') 

Y Y ,2 • 

a Y 

The tail end corresponding to the first integral is estimated by 

which is bounded. Hence the first integral gives the main contribution in the 
lemma. The second integral is trivially seen to be bounded also. This proves 
the first assertion of the lemma. As to the second, if (1 > t, then it is clear that 
Q(s)f is bounded from the integrals. If (1 = t but s =F t, then we use Lemma 
1 to conclude that the integral expression vanishes under the eigenvalue 
assumption 

w(s)K(s)f = f. 
This concludes the proof. 

Theorem 8. (Maass) Let Re s = t and s =F t. If I/; E H = L 2(f\.'Q) and 

AI/; = s(1 - s)l/;, 

then I/; is analytic and satisfies the estimate 

In particular, f = (J - W(S)T(K»I/;E :'IL I' If I/;E ':1\ for some Jl > 0 and 

LI/; = s( I - s)1/; 

then there are constants boo Co such that 

I/;(x + iy) = boYS + coyl-, + O(e- 2?>:,,). 
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Proof For any test function gE Cc<X>(f\.~) we have 

«A - s(1 - s»l/;, g) = 0 = <I/;, (A - s(l - s»)g). 

Hence by the regularity theorem for elliptic operators, we conclude that I/; is 
analytic and 

(A - s(l -- s»1/; = LI/; - s(1 - s)l/;. 

Then I/; has a convergent Fourier series expansion 

I/;(x + 0') = ao(Y) + L a,,(y)e2,,;nx 

11".,0 

where 
I 

an(y) = L1i I/;(x + O')e- 2,,;nx dx. 

We then see, as for the Fourier series of the resolvant, that 

" _ ( 2 2 s(l - s) ) 
an (y) - 4'7T n - y2 all (y), 

i.e. that a,,(Y) is a solution of the Whittaker equation. Hence there exist 
constants bn , c" such that 

where Ws is the exponentially decreasing solution of the Whittaker equation, 
and Vs is the exponentially increasing solution. If I/; E L 2 or 0D 1" it follows 
that a,,(y) is in LI([a, 00), dy/yl), or is at most polynomiaHy increasing, and 
hence that the exponentially increasing term must vanish, i.e. c" = O. Fix YI 
such that for y ... YI we have 

Since the Fourier series converges at every point, its coefficients are bounded. 
In particular, there exists C1 > 0 such that for all n ~ 0 we have 

whence 
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If y ;;. 2y I we get 

« e- 21ry , 

so we have shown that 

Now ao(Y) is a solution of the equation 

s(l - s) 
~-2~aO(Y)' 

y 

Therefore there exist constants bo, Co such that 

ao(Y) = boYS + coyJ-s. 

[XIV, §9] 

For Re(s) = t the only way this is possible if ljJ E L 2 is with bo = Co = 0, and 
Theorem 8 is proved. 

Note. Arguments like the ones above are typical of those used by Maass 
[Ma I]. 

From the analytic definition of Q(s), which maps ~IL I into 0J~ 1-<1' and 
the fact V is compact, we obtain also the following properties of the family of 
operators K(s). 

Theorem 9. The map s ~ K(s) is an analytic family of operators from the 
strip 0 < a < 2 into the space of compact operators on 00 _" except 
possibly at s =! where a pole may occur due to the factor 2s - I in the 
denominator of the definition of Q(s). In any case s ~ (2s - l)K(s) is 
analytic in the whole strip. The set of points s in the strip where 

1- w(s)K(s) 

is not invertible is discrete, and s ~ [I - w(s)K(S»)-1 has, at most, poles 
at these points. 

Proof The analyticity of s ~ K(s) is clear. A thorough discussion of 
analyticity of kernels and operators is given in Appendix 5 and in the end of 
the next section. The fact that 

S ~ [I - wK(s)] 
-I 

is meromorphic follows from a general nonsense fact about families of 
compact operators, whose proof is recalled in Appendix 3. 
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In view of Theorem 8, a point s in the strip where [- wK(s) is not 
invertible, or s = !, will be called a singular point. The set of singular points is 
discrete. Theorem 7 shows that the singular points on the line 0 ==! (other 
than s = !) and those on the segment ! < s 0;;; I correspond to eigenvalues 
of the Laplacian. 

§to. THE RESOLVANT EQUATIONS FOR 0 < 0 < 2 

We continue to use K > 3 and 

v = V(K), T = T(K). 

We have the decomposition 

R = T + V. 
Also 

w = w(s) = s(l - s) - K(l - K). 

We wish to find an "analytic" expression for the kernel of the resolvant 
which will be valid throughout the strip 0 < (J < 2 and will represent the 
resolvant for 0 > !. The basic resolvant equation is 

(1) R(s) - R = w(s)RR(s). 

We begin by a uniqueness lemma. 

Lemma 1. Let t (; (J < 2 but s -:1= t. Assume also that s is non-singular. 
Then there exists at most one bounded operator X on H = L 2(f \-~) such 
that 

X - R = w(s)~X. 

Proof Let X, X' be two solutions for the above equation. Then 

X - X' = w(s)R(X - X'). 

If X - X' -:1= 0, then any vector"" = (X - X')h =f= 0, with hE H, is a solu­
tion of the equation 

"" = w(s)R"", 

which by definition means that s is singular, contradiction. 
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We observe that the kernel r(z, z'; s) represents the resolvant for (1 > ~ 
and s not on the segment ! < (1 .-; I. Even though we shall find an expres­
sion for the kernel valid in the strip. it will not represent the resolvant for 
other values of s. 

We now transform the resolvant equation algebraically, and now perform 
some formal computations. Ultimately, we want to express R(s) for s non­
singular in the strip in the form 

(2) R(s) = Q(s) + (I + wQ(s»B(s)(J + wQ(s» 

for some operator B(s). Let us see formally the necessary and sufficient 
conditions that B(s) must satisfy for this to hold. Using formally 

(I - wT) = (I + wQ(s» 
-\ 

and T+ Q(s)T= Q(s). we have: 

(3) X - R = wRX ¢=> X - R = wTX + wVX 

(4) ¢=> (J - wT)X = R + wVX 

(5) ¢=> X = (I + wQ(s»R + w(J + wQ(s)) VX 

(6) ¢=> X = Q(s) + (J + wQ(s» V + w(J + wQ(s» VX. 

Assuming that X = Q(s) + (J + wQ(s»B(s)(J + wQ(s», this is 

(7) 

(8) 

(9) 

¢=> B(s) = V + wV(J + wQ(s»B(s) 

¢=> B(s) = V + wK(s)B(s) 

¢=> [I - wK(s)1B(s) = v. 

Our intent is to reduce the study of the resolvent to the study of compact 
operators. As we now see, the assumption achieves it. 

Lemma 1. For s non-singular in the strip, the operator 

is invertible, and there exists a unique bounded operator 

B(s): ~{L I --.,. ~h_\ 

such that 

(J - wK(s)]B(s) = v. 

Furthermore. B(s) is compact. 
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Proof We know that K(s) is compact, and hence that wK(s) is compact. 
Hence I - wK(s) is Fredholm. The assumption that s is non-singular implies 
that the kernel of I - wK(s) is O. It follows that I - wK(s) is invertible. [We 
are using here the fact that the index of a Fredholm operator is constant on 
connected components, and that for compact operator K, the segment 
I - tK, 0 ;;;; t ;;;; 1, joins I - K to the identity in the space of Fredholm 
operators. Cf. Real Anarysis.] Since V is a compact operator on ~I) -I' it 
follows that B(s) is compact. 

The operator V is defined by a kernel v which is not continuous because 
of a logarithm appearing on the diagonal. For this reason it is convenient to 
make one more transformation on B(s), namely to let 

(10) 

The equation 

[I - wK(s)]B(s) = V 

is then equivalent with 

( II) 
where 

( 12) Bo(s) = wV(I + wQ(s») V. 

We may now proceed backward, and define a kernel corresponding to the 
above equation. For each non-singular s in the strip, we define the operator 
Bo(s) by the kernel 

( 13) 

where C = C(K), and q. are the kernels for V and Q(s) respectively. The 
definition applies "componentwise" for the ij-components of the kernel. 
corresponding to the product F; X Fj of the basic parts of our fundamental 
domain. 

Lemma 3. Let 0 < a < 2 and assume s non-singular. 
i) Each component of the kernels C * v and v ,.. q. * t~ is of type ':f) _ l' and 

hence each component of the kernel bo, s is of this type. 
ii) The family of functions bo, z, s such that 

bo,z,s(z') = bo(z, z'; s) 

is equicontinuous for z E F; (any i). 
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Proof let us look first at t: * c, and more specifically at its component 
acting on Fo X Fo. This component has a kernel of the form 

roo(z, z'; K) = t ~ 'P(u(z, yz'); K) . 
'fEr 

Up to a constant factor, this kernel can be written in the form 

log Iz - z'l + continuous function of (z, z'), 

for z, z' E Fo. In the composition roo * roo the worst possibility comes from 
convoluting the logs, in which case we must see that the function of (z, z') 
given by 

i log Iz - z"llog Iz" - z'l dz" 
Fo 

is continuous. let g(z, z') = log Iz - z'l and let 

( ') _ ( log Iz - z'l g. z, z -
log l 

if Iz - z'l ;;;. l 

if Iz - z'l ~ l. 

Then g. is continuous, and g. * g. is clearly continuous. It suffices to prove 
that g. * g. tends to g * g uniformly. We have 

J [g(z. z")g(z", z') - g.(z, z")g.(z", z')] dz" 

=f [g(z, z")g(z", z') - g.(z, z")g(z", z')] dz" 
!z"-z!« 

+ tz"-z'!« [g.(z, z")g(z", z') - g.(z, z")g.(z", z')] dz" 

« £2 ( pog Iz" - zllog Iz" - z'll dz" 
) Fo 

(by Schwarz) 

which proves the continuity of roo * roo' 



[XIV, § JOJ THE RESOLVANT EQUATIONS FOR 0 < a < 2 325 

The operator V is of the form V = M + N, where the components 
nOI ' n lO, nil of N are of type ~I) _I and Mil is represented by a kernel 

with 

m(z, z'; Ie) = L mk(y,y'; Ie) cos 27Tk(x - x') 
k;;.] 

The other components Moo, MOl' MIO are equal to O. The kernels giving NN, 
MN, and NM are easily verified to be of the desired type. We carry out the 
details for the last convolution. 

Lemma 4. U m(z, z'; IC) is a kernel as above, then m*m is of type ~iLI' 

Proof We have the orthogonality 

f _ \ cos 2.k(x - x") cos Z. F(x - x") dx" ~ 0 

unless k = r. Hence 

and 

!m*m(y,y')\« L \mk*mk(y,y')!, 
k;;.l 

We split the integral as before, for, say, y' < y: 

f 00 = fY' + rY + f 00 • 

a a Jy ' • Y 

We find the estimate for the integral to be 

« _ e-lnk(v+y') _e __ + _e_ ... I ( 
47Tky' 4'ITka ) 

e y'2 a2 

If y < 2y', then the term involving the constant a goes to 0 exponentially in 
y + y' and is therefore better than the desired type. The first term behaves 
like 1//2, i.e. like IIYY' as we want. If y > 2y' then e- 27Tky wins over 
everything else. 
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We leave to the reader that to * qs * IJ is of type ~'I) _ I' Recall only that 

MQ(s) = Q(s)M = 0 

because of the orthogonality of cosines and the constant function, and the 
fact that by definition, Q(s) only has a II-component, depending only on y, 

This takes care of the first part of Lemma 3, 
As to the second part, I see no way but to check in each of the 

convolutions of the different components of the kernels that one can take a 
limit under the integral signs to show the equicontinuity, This is just more of 
the same boring routine techniques as above, and is left to the reader, just this 
once, as in Faddeev [Fa I], p. 377, line 7. 

Lemma 5. Let 0 < (1 < 2 and assume s non-singular. The operator BI(s) 
defined by 

can be defined by a kernel bl(z, z'; s) which is of type ':1\_1' 

Proof We know from Lemma 4 that the kernel bo(z, z'; s) for Bo(s) is of 
type ':1) _I' Write 

bo(z, z'; s) = boo z'.s(z), 

viewing boo z'. s as a function of z, in ':1) _ I' Then 

and 

If we define 

I I 
Ibo z' s(z)1 « --;- -. . y y 

II[ l-wK(s) r I bo,z'.sll-l« Ilbo.z'.sll-, 
I « --;- . 

y 

then the inequality we have just obtained means that 

because for any function fE ~ _I we have 

Ilfll-1 = sup If(z)yl, 
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so that if Ilfll-l« lly', then If(z)l« llyy'. This gives the desired asymp­
totic estimate. Continuity of b l is proved by decomposing 

b\(z\. zD - b\(z2' Z2) = b\(z\, z;) - b\(z2' z~) + b l (z2' z;) - bl(z2' z;). 

We fix (z\, z~) and let (z2' z;) approach (z\. zi). The first difference on the 
right approaches 0 because bl z' is continuous. The second difference 

, I 

approaches 0 because a similar continuity property holds for bo instead of bl 

according to the second part of Lemma 3, and this property is preserved by 
applying a bounded operator to the function space 'EB _I' This proves Lemma 
5. 

Weare now finished with the continuity properties of the various kernels 
bo and b\. We turn to the dependence on s. We have the analytic dependence 
of B(s) on s. 

Theorem 10. For each non-singular s in the strip let B(s) be defined by 

B(s) = [1- w(s)K(s)r1V. 

i) The map s M B(s) is a meromorphic map from the strip into the 
Banach space of bounded operators on qr:, _ \. The poles occur only at 
the singular points. 

ii) There is a decomposition 

B(s) = M + NB(s) 

where NB(S) is an operator defined by a kernel of type 'EB _I' and 
M = M(K) with K > 3. 

iii) For 0' > t, s not real, as operators on H, we have 

R(s) = Q(s) + (J + wQ(s»B(s)(J + wQ(s)). 

Proof The first assertion is immediate from Theorem 9 in the preceding 
section. The second follows from the lemmas, taking into account the 
equation 

The third is clear from the sequence of equivalences (3) through (9), and the 
uniqueness of the resolvant satisfying the resolvant equation by Lemma 1. 
This proves our theorem. 

We end this section by giving the form which the resolvant equation takes 
for B(s). 
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Theorem II. 

i) For 0 < a < I and s, I - s non-singular, we have, as operators on 
~JI1_ I' 

B(s) - B(J - s) = w(S)2B (S)[Q(s) - Q(I - s)]B(J - s). 

ii) For a, a' > :!- we have, as operators on H, 

B - B' = (w - w')B(I + wQ)(I + w'Q')B', 

where B = B(s), B' = B(s'), w = w(s), w' = w(s'), etc. 

Proof We start with B = (I - WK)-IV. Let 0 < a, a' < 2. On ~JL I we 
get 

B - B' =[(1 - WK)-I - (I - w'K,)-I]V 

= (I - wK)-\wK - w'K')(I - w'K,)-I V. 

Since K = V(I + wQ) and K' = V(I + w'Q') we obtain 

(*) 

Putting s' = I - s, in which case w(s) = w(l - s) we get our first assertion. 
On the other hand, the last assertion (*), valid on 0?J _ I for 0 < a < 2 and 
o < a' < 2 can now be read in the restricted domain a, a' > t, in which case 
the operators appearing in it are bounded operators on H, and (*) is valid on 
H. Using the formula 

Q - Q' = (w - w')QQ', 

valid on H, we see that (ii) is equivalent to (*) on H. This proves our theorem. 

In the sequel we make use only of the first resolvant relation in the strip. 
This relation can be viewed as a "functional equation" for B(s), from which 
the functional equation of the Eisenstein functions (to be defined in § 12) will 
follow immediately. 

§11. THE KERNEL OF THE RESOLVANT FOR 0 < a < 2 

In this section, we shall see that even though the resolvant of the Laplace 
operator itself does not analytically cross the line a = t, we can nevertheless 
make an analytic continuation of the kernel as a function of s into the entire 
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strip 0 < (1 < 2, by giving an analytic continuation of the kernel b(z, z'; s). I 
am indebted to R. Bruggeman for the exposition of this section. 

Theorem 12. Let U be an open set in C. Let p., pER. For each s in U, 
assume given a continuous operator 

R(s): ~l?>p. ~ ~Ii>., 

and assume that this operator is represented by a kernel r(z, z'; s), which 
for each z is measurable on F X U. For each compact set K in U assume 
that there is a bounded operator RK: ~Ii>p. ~ ~Ii>. represented by a kernel rK 
satisfying 

Ir(z, z'; s)1 ..;; rK(z, z') 

for almost all (z, z') and all s E K. Then r(z, z'; s) is analytic in s for 
almost all (z, z') if and only if s ~ R(s) is analytic. 

Proof We use Theorem I of Appendix 5 in connection with a statement 
similar to Theorem 2 of that appendix. Namely, we first prove 

Lemma 1. Let the hypotheses be as in Theorem 12. Then r(z, z'; s) is 
analytic in s for almost all (z, z') if and only if for all fE ~I~p. and all z E F 
the function 

s ~ R(s)f(z) 
is analytic. 

~: Let C be a circle enclosing a disc in U. Let f E ~ij p and z E F. The 
function 

z' ~ rC<z, z')lf(z')1 

is integrable and majorizes z' ~ r(z, z'; s)f(z') for all sEC. Hence 
s ~ R(s)f(z) is continuous by the dominated convergence theorem. Now 
(z', s) ~ r(z, z'; s) is measurable and bounded by the integrable function. 

(z', s) ~ rc<z, z')If(z')I, 

so that (z', s) ~ r(z, z'; s) is integrable and 

i R(s)f(z)ds = L .L r(z, z'; s)f(z') dz' ds 

= 1 L r(z, z'; s) ds f(z') dz' 

= o. 
This proves that s ~ R(s)f(z) is analytic. 
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¢=: If s M R(s)j(z) is analytic for eachj, z, it is clear that we can again 
interchange an order of integration to find 

t Ie r(z, Z'; s) ds j(z') dz' = 0 

for all z E F and j E ~B p.' Then for almost all (z, z') we get 

L r(z, z'; s) ds = O. 

By the lemma of Appendix 5, §I, we conclude that r(z, z'; s) is analytic in s. 

We verify next that the hypotheses of Theorem I, Appendix 5, are 
verified, with an appropriate set of functionals. 

Since r is bounded by rK for any compact K, we get 

sup IR(s)1 < IRKI· 
sEK 

We let A be the set of functionals Aj • z on the Banach space 

where j lies in the unit ball in ~ p.' z E F, and 

A (A) = Aj(z) 
'I,z y' 

for any continuous linear map A: Cj7J p. ~ qB •. Then Aj • z is the composite of 
two maps, 

A MAj and 
g(z) 

gM -­
y' 

which are continuous linear, of norms < I, and norm determining. This 
shows that we can apply Theorem I, Appendix 5, and concludes the proof of 
Theorem 12. 

Corollary. Ij we add to the assumptions oj Theorem 12 that jor each z and s 
the junction 

z' M r(z, z'; s) 

is continuous, and z' M rK(z, z') is locally bounded, then: 

s M r(z, z'; s) is analytic jor all (z, z') ¢;> S M R(s) is analytic. 
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Proof Only the implication <= involves additional information, and 
amounts to proving that if 

i IF r(z, Z'; s)J(z') dz'ds = 0 

for all z E F and J E '!B,.., then 

( r(z, z'; s) ds = 0 Jc 

for all z, z'. Fix z and let g(z') be the function of z' given by this last integraL 
For any reaIJE Cc(F), and thereforeJE '!B,.., we get 

(g,J) = L i r(z, z'; s)J(z') dsdz' = O. 

Hence g is equal to 0 almost everywhere. The assumptions of the theorem 
show that g is continuous, whence g = O. This proves the corollary. 

Let S1 be a compact subset of the strip 0 < a < 2. We can define a 
dominating kernel for 0 < a l < a < a2 < 2 by 

, ( (y"2 + c2y 1- 0 1 )y" -"I 
qfl.(z, z ) = c1 

yl-a l (y'02 + c2y,l-a l ) if y' <y, 

if y < y', 

with appropriate constants c1, c2, so that for all s E S1, we have 

Iq(z, z'l s)1 .;;; qfl.(z, z'). 

We let 

QfI.: '!Bo ~ ~\ 

be the bounded operator having only a II-component represented by the 
above kernel. As with Q(s), we see that QfI. maps '!Bo continuously into '!B 1-,..' 

if 0 < IL < °1 < 2, and we write 

The next two lemmas give estimates needed to apply Theorem 12. 

Lemma 2. Let S1 be a compact neighborhood in the strip oj a point so. Let m 
be the order oj the pole oj the operator 

[I - w(s)K(s)] 
-I 
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on ~\L I' Then there exists C > 0 such that for all sEn we have 

where, as before, b,(z, z'; s) is the kernel of BI(s). 

Proof The proof given for Lemma 5 in the preceding section works 
uniformly for s in the compact set n. 

We give a symbol to the kernel which extends the kernel of the resolvant 
to the strip. We let 

so that Ps(z, z') = p(z, z'; s), and p(z, z'; s) represents the resolvant for 
t < (1 < 2, s not real, by Theorem 10, iii. Except possibly on the diagonal 
and on the boundaries of the regions F;, used to decompose the fundamental 
domain, the two kernels p(z, z'; s) and r(z, z'; s) are continuous in (z, z') and 
coincide for I < (1 < 2. 

Lemma 3. Let n be a compact neighborhood in the strip of a point so' and 
assume n is contained in 0 < (11 < (1 < (12' Let m be as in Lemma 2. There 
exist constants Ci such that for any sEn we have 

Is - solm Ip(z, z'; s)1 

..; c1qn(z, z') + c2(yy') -( + c3Im(z, z')1 + c4(yy,)I-a l • 

Proof This follows by estimating the integrals entering into the convolu­
tions defining p(z, z'l s). 

We are now in a position to apply Theorem 12. Knowing that certain 
families of operators are meromorphic, and knowing an appropriate local 
boundedness condition on the corresponding kernels, we conclude that the 
kernels themselves are meromorphic, namely: 

Theorem 13. For z =1= z' and z, z' not on the boundaries between the regions 
F; of the fundamental domain F, the functions 

s f----? p( z, z'; s) and s f----? b(z, z'; s) 

are meromorphic in the strip 0 < (1 < 2, with poles only at the singular 
points. 
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The orders of the poles and the principal parts will be determined by 
relating the situation to the self-adjointness of the operator which p(z, z'; s) 
represents for a > !, and we shall obtain: 

Theorem 14. Let So be a singular point with ao;;;' i and So =1= t. Let 
1/;1' ... ,1/;" be a complete orthonormal system of eigenfunctions of the 
self-adjoint operator A in H, chosen to be real. Let A = s(l - s) and 
Ao = so( 1 - so). Let 

Then 1; E 00_ 1 also. Furthermore, identifying rand p, 

" 
r(z, z'; s) = A ~ A L 1/;;(z)I/;;(z') +r+(z, z'; s), 

o i= 1 

" 
b(z, z'; s) = 2s 1_ 1 L 1;(z)1;(z') + b+(z, z'; s) 

o i=1 

where r+ (z, z'; s) and b+ (z, z'; s) are holomorphic in s near so. 

Proof The difficulty, such as it is, which prevents us from dealing 
exclusively with the operators is that on the line (1 = t we also have a 
continuous spectrum for A, so that the resolvant of A, as an operator, does 
not have a power series expansion in the neighborhood of a singular point on 
that line, even though we prove that the analytic continuation of the kernel 
does. This implies that we have to go through other spaces, e.g. '~B,. spaces 
once again, and at the same time have to use properties of the resolvant to the 
right of (1 = t, in particular the property 

I R (s) HI « __ ---=1---= __ 
d(As' spectrum of A) 

where "d" means the distance, and A. = s(l - s). The spectrum of A lies on 
the real line, and corresponds to values of s such that 

t<s<l or Re s = i. 

We put an index H on R(s) to emphasize that we view it as operator in H. 
Note that 
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grows like the first power of \ - \. The above property is merely a 
formulation in terms of the variable s of the immediate estimate in terms of A 
given by 

-I 1 
I(A - AI) I.;;; 11m AI . 

Cf. Appendix 2, § 1, Theorem 2. 
We now come to the proof proper. Let p. ;;;. O. For p. < a < 2 we have an 

operator 

defined by the usual formula 

R(s) = Q(s) + (I + w(s)Q(s»B(s)(I + w(s)Q(s», 

and the association s H R(s) is meromorphic. We pick a specific value of p. 
which allows us to work with a ;;;. t, say p. = t. 

Lemma 4. Let So be a singular point =1= t and ao ;;;. t. Let 

be the operator defined by the kernel r(z, z'; s), for s near so. Then 
s H R(s) has a pole of order at most I at so. 

Proof Let {sn} be a sequence of non-singular points with Re sn > t, 
converging to so' and such that Re(As - As) = O. Thus the imaginary parts of o • 
the \. tend to 0 with the same order as s" tends to so. Let 

where m is the order of the pole. We have to show that R -m = 0 if m > 1. 
Let f E 03 0, It suffices to prove R _ mf = O. Suppose R _ mf =1= O. Let 

m 

g" = (As - As) R(s,,)j. 
n 0 

Then gil -~ R-mf in ~B3/4' Therefore 

for some constant c, and all y in some open set. By the definition of the norm 
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in ~B3/4 we also obtain 

uniformly for y in some open set, for all n sufficiently large, whence for n 
large we get the inequality 

and so for some constant c3 and all y in some open set, 

Since GJ>ocH and Res" > t it follows that R(sn)jEH and so gnEH. The 
inequality we just obtained shows that there is a constant c4 > 0 such that for 
all sufficiently large n we have 

But 

which contradicts the resolvant inequality in the Hilbert space H, and proves 
our lemma. 

From Lemma 4 we shaH now see that r(z, z'; s) has a pole of order at 
most I at so. We know from Lemma 2 that it has a pole of order at most m. 
Say it has a pole of order I ;;;. 2. For any small contour C around So 

corresponding to a circle around AO' and j E GJ>0 we have by Lemma 4 

( f 1-1 Jc F (AO - As) r(z, z'; s)j(z') dz' ds = O. 

The estimate of Lemma 3 (the absolute value lAo - Asl is now fixed) shows 
that we can interchange the order of integration, and hence get 

f /-1 
C (AO - \) r(z, z'; s) ds = 0 

for almost all (z, z'), whence for an (z, z') subject to the conditions of 
Theorem 13. This proves that I = 1. 
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We must now determine the principal part of the kernel. and the 
argument will follow a similar pattern, first dealing with the operator family, 
and then passing to the kernel. 

We multiply the equation 

R(s) - Q(s) = (I + wQ(s»B(s)(I + wQ(s» 

on the right and on the left by / - wT, and get 

B(s) = (I - wT)(R(s) - Q(s»(I - wT), 

thus seeing that s M B(s) has a pole of first order at so' viewing B(s) as 
operator from qk\o to qJJ3/4' It follows from Theorem 12 that the kernel 
b(z, z'; s) representing this operator has a pole of first order at so. But that 
same kernel actually defines an operator 

which therefore also has a pole of order I, by that same theorem. 

Lemma 5. Let qJL1(so) be the w(so)-I-eigenspace of K(so) in ~k\_l' Let 

B_1 = lim (w(so) - w(s)B(s», 
S---.+50 

viewing B(s) as operator from qJJ3/4 to ql~ _I' Then 

B_ 1: g~3/4 ~ ~IL I(SO) 

maps ql~3/4 into the above eigenspace. 

Proof We have 

[/ - w(s)K(s)]B(s) = V. 

Multiply both sides by w(so) - w(s) and let s ~ so' The limit makes sense 
and proves our lemma. 

Lemma 6. Define 

as an operator relation among the spaces indicated. Then R _ I maps ~I~o into 
the eigenspace H(so) with eigenvalue \0 for A, and induces the identity 
mapping on this eigenspace. 

Proof We multiply the relation 

R(s) = Q(s) + (I + w(s)Q(s»B(s)(I + w(s)Q(s» 
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by ",(so) - ",(s) on both sides and let s -'J> So' On the left we obtain the limit 
R _ I' On the right we find 

(I + ",(so)Q(so»B -1(J + ",(so)Q(so»· 

By the previous lemma and the fundamental theorem on eigenvectors, 
Theorem 7, §9, we see that R_l maps q!?,o into H(so)' Furthermore, if 
1/1 E H(so), and therefore 1/1 E 030 by Theorem 8, §9, we know that for 0' > t we 
have 

("'(So) - ",(s»R(s)1/I = 1/1. 

This is also a relation in 'ffi 3/ 4• Let s -'J> so' and take the limit in ~133/4' We get 
R -11/1 = 1/1, thereby proving the lemma. 

Lemma 7. The operator R_I maps ~J~o n H(so)l. into O. 

Proof Let gE 'ffio n H(so)l.. Let I/IEH(so). For (J > t we have 

The left-hand side is an integral 

L (AO - \)R(s)g(z) I/I(z) dz, 

and we view R(s)g as an element of 03 3/ 4, We take the limit as s -'J> So and 
0' > t. We then get 

Since by Lemma 6 we also know that R_1gEH(so), it therefore follows that 
R _ I g = 0, as desired. 

Let {I/II"" ,I/In} be a complete orthonormal basis of H(so), we may 
assume each I/Ii is a real function. The kernel 

n 

r _I(Z, z') = ~ 1/I;(z)I/I;(Z') 
i-I 

is the kernel of the projection of H on H(so), and of ~130 on H(so), because we 
have an orthogonal decomposition 
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The kernel 

r(z, z'; s) - A ~ A r _I(z, z') 
o s 

is the kernel of the operator 

R( ) I R' c.p ~ t.p s-A_A -1")0 ')3/4' 
o s 

The family of these operators is holomorphic in s at So. We then find that for 
a contour C around so' 

i [r(z,z'; s) - Ao ~ \ r_1(z,z')] ds = 0, 

using again the estimates of Lemma 3 and the corresponding fact for the 
operator family, taking a scalar product with an arbitrary function f E ':Bo' 
This proves the part of Theorem 13 concerning r(z, z'; s). 

The part of Theorem 13 concerning b(z, z'; s) is obtained by convolving 
the kernel r(z, z'; s) with 1 - w(s)t. This concludes the proof. 

§ 12. THE EISENSTEIN OPERATOR AND EISENSTEIN FUNCTIONS 

We let O(z, s) be the function on F whose component on Fo is 0, while its 
component on FI is 

where 

2 S - I( 
c(s)=a s - I • 

s+I(-1 

This function lies in ':I\" where Il = max(a, 1 - a). We let W(s) be the 
operator 

W(s) == w[/ + wQ(s)]B(s) 

where as before, w = w(s) = s(l - s) - K(I - K). This operator is defined 
for non-singular s in the strip 0 < a < 2 and maps 



[XIV, § 12] EISENSTEIN OPERATOR AND EISENSTEIN FUNCTIONS 339 

We let 

1+ W(s) 

be the Eisenstein operator, which we can apply to the functions fJ(z, s) 
= 8.(z) for 0 < 0 < 2, thereby getting the Eisenstein functions 

1)(z, s) = (I + W(s»8(z, s) = (}(z, s) + W(s)8(z, s). 

Theorem U. For fixed z the functions 1)(z, s) are analytic in s in the strip 
o < 0 < 2, except for singular points for which either 0 < ! or ! " s " 1. 
In a neighborhood of the line 0 = !, except possibly at s = !, these 
functions are analytic. 

Proof If 0 =1= !, our assertion is clear from the analyticity property of the 
kernels and functions involved. Let us look at the line 0 = !. Let So be such 
that 0 0 = 1 but So =1= 1. From the analytic expression for the kernel b(z. z'; s) 
(§ II, Th. 13) and the definition of the eigenfunctions 

1fi = (I + wQ(s»J;, 
we see that 

w(so) I ~ f 
'Y/(z, s) = 2s _ I :;-=-:; £.. 1fi(Z) fl(z')8(z', s) dz' + 1)1(z, s) 

o 0 i=1 F 

where 'Y/l(Z, s) is analytic in a neighborhood of so. By Lemma 1 of §9 the 
integral on the right is equal to 0, for values of s of the form ! + it, and t 

near to' Since the integral is analytic in s, it vanishes, thereby proving our 
theorem. 

We shall continue to use the convolution notation for kernels. but now 
taken on F. In other words, suppose that k I(Z, z') and kiz, z') are kernels 
with variables z, z' E F. Then by definition for what follows, 

A similar notation applies when convolving a kernel with a function, namely 

kl *f(z) = f k](z, z')f(z') dz' 
F 
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Let bs be the kernel for the operator B(s), and define 

where the convolution product written out reads 

Os * bs * Os = [ [ O(z, s)b(z, z'; s)O(z', s) dz dz'. 

We then get an asymptotic description of the Eisenstein functions. 

Theorem 15. For fixed s non-singular, with 0 < (J < 2, and y --') 00, we 
have 

'I](z, s) = yS + C(S)yl-s + 0(1). 

Proof By definition, 

'lJs = [I + w{I + wQ(s»B(s)]Os 

We know that B(s) = M + NB(S), and we recall that M contains cosine 
terms in its series expansion, while Os is independent of x. Consequently 

by the orthogonality of cosine and the constant functions. Since N(s) is of 
type ~i?,_I' and Os is of type max (0, I - 0) < 2, we conclude that NB(S)9s is 
of type ql~_ .. and in particular is bounded. This accounts for the second term 
B(s)Os in our sum. For the third term, we use again that B(s)Os = NB(S)Os is 
in ~I)-l' By Lemma 2 of §9, we conclude that 

Q(s)B(s)Os = 2s ~ I yl-S[ IF O(z, s)b(z, z'; s)fJ(z', s) dzdz' + 0(1). 

This proves our theorem. 

Theorem 16. LeI s be non-singular. If 0 < 0 < 1, there is one and only one 
solution to the equation 
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having the asymptotic behavior for fixed sand y ~ 00 

'I'/(z) = yS + C(S)yl-s + 0(1). 

If (J > I, there is one and only one solution of the same equation having the 
asymptotic behavior 

11{Z) = yS + 0(1). 

Proof The existence will be proved later, and we deal here only with the 
uniqueness. Take first the statement relating to the interval 0 < (J < I. If 
'1'/1' '1'/2 are two solutions of the given eigenvector equation for R(K), then their 
difference -.j; is bounded, so in L 2(r\~) = H, and is also a solution of the 
equation. By definition, this means that s is singular, unless -.j; = 0, thus 
proving the uniqueness. The same argument works in the other case for 
(J > I. 

Corollary. We have, for (J > I, 

lm(yzt 

Proof The series on the right converges absolutely for (J > 1. The Lap­
lace operator commutes with the action of SL2(R) on H, and hence the series 
on the right defines a function 11 (z) such that 

The term with y = I yields yS in the sum. All other terms, of the form 

yS 
if y = (: :), c ~ 0, 

are bounded. The convergence of the series shows that the sum over the 
other y yields a bounded function. We can therefore apply the uniqueness 
theorem, to conclude the proof. 

Our function 1J(z, s) = (I + W(s»O(z, s) which is defined in the strip 
o < (J < 2 will now be shown to satisfy the eigenvector equation of the 
uniqueness thorem, thus showing that it coincides with the series expression 
for (J > I. This equation will be the first of several formal properties of the 
Eisenstein functions, which follow directly from the corresponding formal 
properties of the Eisenstein operators, and are essentially resolvant relations. 
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Lemma. For K > 3 and 0 < a < 2 we have 

Proof Freshman integration, and the integrals do converge. 

From the lemma, we shall be able to replace wT by the identity when 
applying it to the functions Os' 

We have the operator relation 

(I) wR(J + W) = wT + W, 

where as usual, R = R(K), T = T(K), and W = W(s). This follows at once 
from the definition 

W = w(J + wQ)B, 
using R = T + V and 

B= V+wV(J+wQ)B. 
Indeed, we get 

wR(J + W) = wT + w(J + wQ)B = wT + W. 

Therefore by the lemma, 

wR(J + W)8s = (J + W)8s' 

which gives us the first relation 

ES 1. W(S)R(K)1]s = 1]s' 

In words, the Eisenstein function is an eigenvalue of the resolvant of the 
Laplacian. 

ES 2. 1](yz, s) = 1](z, s) 

Proof By ES 1, 

1]( yz, s) = w(s)R (K)1](Z, s) 

= w(s) L r(yz, z'; K)1](Z', s) dz' 

= 1](z, s) 

because r(yz, z'; K) = r(z, z'; K). 

ES 3. LT/(z, s) = s(1 - s)T/(z, s). 

for yEf. 
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Proof It suffices to prove this weakly because we can then apply the 
regularity theorem for elliptic operators. As before, let Ms = L - sO - s). 
For fE cc''''(r\~) we get 

w(s) LlI(z,s)Mj(z)dz= Lf;(z, z'; K)lI(Z',s)Mj(z)dzdz' 

= LT/(z', s)dz' ~r~(z, z'; Ie)M j(z)dz. 

Use Ms = M" - w(s), Lemma 1, §3, and Theorem 2, §3. Our last expression is 

= !.T/( z',s) M" 1 r~ (z,z'; Ie )f(z) dz dz' 
F ~ 

- w(s) LLTJ(z',s )r(z,z'; Ie )f(z) dz dz' 

= fFlI(ZI,S)f(z')dz'- LlI(z,s)f(z) dzdz' 

=0. 

This proves the desired property. 

ES 4. T/(z, s) = T/(z, $) 

This is clear from the fact that all functions and kernels we have 
considered satisfy the analogous property. 

We shall now see how the various resolvant equations from the previous 
section can be interpreted as relations concerning the Eisenstein functions. 
Resolvant equations will be interpreted either as operator relations or as 
kernel relations. 

First we consider the resolvant relations for R(s). We know that in the 
domain (1, (1' > t we have 

R - R' = (w - w')RR', 

where we abbreviate R = R(s), R' = R(S'), Wi = w(s'), and below, B = B(s), 
B' = B(s'), etc. We recall two formulas for the q-kernel which will be used 
constantly in what follows 

Q 5. Q - Q' = (w - w') QQ' for (1, (1' > t. 

q 4. 

where Os = 0s(z) and O;_s = 0l_s(z'). The two variables (z, z') correspond to 
the variables in qs(z, z') and ql-s(z, Zl). 
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ES 5. For 0 < a < I and s, I - s non-singular, we have 

r(z, z'; s) - r(z, z'; I - s) = 2s ~ I 1J(z, s)1J(z', I - s). 

Proof Using the relation 

R = Q + (I + wQ)B(I + wQ), 
We get 

R - R' = QQ' + (J + wQ)B(J + wQ}Q' 

+ Q(J + w'Q'}B'(/ + w'Q') 

+ (J + wQ)B(J + wQ)(I + w'Q')B'(J + w'Q'). 

Observe that a word made up with B's and Q's in which the B's and Q's 
alternate makes sense for 0 < a < 2, as operators cffi _ 1 ~ cffi I' while if we take 
a product QQ', say, then it makes sense only for a, a' > t as operator ~~~. 
Using Q 5, we can express the above relation with a term not containing 
(w - w') as a factor, and a term 2 having (w - w') as a factor, and only 
alternating products as mentioned. Thus 

R - R' = Q - Q' + (J + wQ)wB(Q - Q')w' B'(J + w'Q') 

+ (w - w')2. 

In the expression on the right, we can then substitute s' = I - s, in which 
case 

w( s) - w{l - s) = 0, 

and the term with factor (w - w') vanishes. As for the other terms, we read 
them as a kernel relation, and use Q 4, valid for all s. By the symmetry of 
q(z, z'; s) and b(z, z'; s) our desired formula drops out. Note that convolu­
tion of kernels on the right corresponds to composition of operators in the 
opposite direction. 

The further relations concerning the Eisenstein functions will be 
analogous to relations satisfied by (}(z, s). We recall that 

(}(z, s) = yS + c(S)yl-s 

where 

s - K c(s} = a2s - 1 • 
s+K-1 
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We verify trivially that 

c(s)c(l - s) = 1, 

8(z, s) = 8(z, I - s)c(s). 

We shall prove analogous formulas for 1J(z, s) and c(s), namely for 

ES 6. 

ES 7. 

0< (J < I, 

c(s)c(l - s) = l. 

'I}(z, s) = 'I}(z, I - s)c(s). 

Proofs. Let bs as before be the kernel for the operator B(s) and 
abbreviate 

for s in the strip 0 < (J < 2. We shall prove that 

p(s)c(l - s) - p(l - s)c(s) = -p(s)p(1 - s), 

from which ES 6 follows at once, because c(s) = c(s) + p(s). 

The proof for the above relation is an immediate consequence of the 
resolvant relation for B(s), expressed in terms of the kernel, Theorem 11 of 
§IO, namely 

with the obvious notation that (bl-s.O I - s )' is a function of z', if (z, z') are 
the variables of the kernel bs(z, z'). Convolve the above relation with (Js on the 
left and 81- s on the right. Use 

and 

to get 

-I 
c(l - s) = c(s) 

2s - I 
8s·bs·Osc{1 - s) - c(s)(JI_s.bl_s.(JI_s = p(s)p(l - s) 2 

w(s) 

The desired relation between p(s) and p(l - s) drops out from the definitions. 
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The proof for ES 7 can be given following the same pattern using the 
resolvant equation for bs ' On the other hand, at this point it drops out of the 
uniqueness theorem. Indeed, we have for 0 < (J < I, by Theorem 15, 

1]A z) = y s + c( s )y I - S + 0 ( 1 ) 

1]1-s(z) = c(I - s)yS + yl-S + 0(1). 

Multiply this second equation by c(s), use ES 6 and the uniqueness theorem 
to get ES 7. 

§l3. THE CONTINUOUS PART OF THE SPECTRUM 

Let Ho = L 2(O, 00), with measure 2~ dt, where dt is Lebesgue measure. 

We shall prove that the orthogonal complement of the eigenspace of A in 
H = L2(r\~) is unitarily isomorphic to H o, by specifically exhibiting a 
kernel achieving the isomorphism. This kernel is none other than the Ei­
senstein function 1](z, ! + it) on the product space 

r\~ X [0, 00). 

We define the operator Ao on Ho by multiplication with ! + (2, i.e. 

for those functions g such that the product is in e2• Then Ao is self-adjoint. 
We let the Eisenstein transform E be defined on the space of bounded 
functions on r\~ by 

EJ(t) = i 1j(z, ! + it)J(z) dz. 

Theorem 17. 

i) Under the Eisenstein transJorm, the eigenspace oj A in H goes to O. 
ii) The Eisenstein transJorm can be extended to a unitary isomorphism 

between the orthogonal complement oj this eigenspace and H o. 
iii) Under the Eisenstein transJorm, A is carried to Ao' that is 

where R(I() is the resolvant oj A in H with I( > 3, and 
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Proof LetfECc(r\.~). Let [a, bJ be an interval on (0,00) such that the 
interval ! + it, a <; t <; b, does not contain any singular point. Then 

= 2~ lb IF.£ 11( z, i + it )11( z', i-it )f(z) f(z') dzdz'dt 

= 2~ih2itdt £L[ r( z,z'; i + it) - r( z,z'; i-it) ] f(z) fez') dzdz' 

by E 5, and 2s - 1 = 2it for s = t + it. We have 

A = s(l - s) = * + t2 and dA = 2t dt. 

It is now convenient to express the above kernels of the resolvant in terms 
of the more usual A because we are going to use the spectral theorem for 
unbounded operators. We write 

r(z, z'; s) = p(z. z'; A). 

As t ranges over the interval a <; t <; b, the variable A ranges over the 
interval 

Values of (1 + it with (1 > t correspond to values of A with negative im­
aginary part, while values of (1 - it with (1 > t correspond to values of A with 
positive imaginary part. Consequently our last expression is equal to 

1 ("Ab (f -
2'1T J"" idA J

F 
F [p(z, z'; A -) - p(z, z'; A +)]f(z)f(z') dz dz' 

where 

p(z,z'; A -) = limp (z,z'; A- if) 
<--+0 

and p( z,z'; A +) = lim p( z,z'; A + if). 
<--+0 

We may also write this expression as the limit for f~O of 

_1-. fhbdA (i [p(Z,Z';A+ if) -p(Z,Z';A- if)]J(z)f(z') dzdz'. 
2m h. JF F 
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For (1 ± it with (1 >!, the kernel r(z,z';s) represents the resolvant. Con­
sequently this last expression may be rewritten 

-21 . lim r>'b (R("A + if) - R("A - if)f,f)d"A, 
'TTl <-+0 J>." 

which by functional analysis (Appendix 2) is equal to 

where IL!,! is the spectral measure of A, 
We divide the half line s = t + it, t > 0, into segments not containing 

singular points, sum the integrals over these segments, as the end points 
approach the singular points. We know by Appendix 2 that if P is the 
projection on the eigenspace of A, then the limit is equal to 

«(I - P)f,J)· 

Thus we see that Ef is in Ho' that eigenvectors of A are transformed to 0 by 
the Eisenstein transform, and that if f is orthogonal to the eigenvectors of A, 
then 

IIfll~ = IIEfll~· 

This proves (i) and (ii) of our theorem. 
Formula ES 1, which says that the Eisenstein functions are eigenvectors 

of R(K) with eigenvalue w(s)-1 is now merely a reformulation of (iii), or to be 
precise, it says that 

where the symbol c has the usual meaning in the theory of unbounded 
operators, i.e. the domain of EA :s contained in the domain of AoE and AoE 
restricts to EA on this domain. 

It now follows that for any bounded measureable function h on the real 
line, we have 

Eh(A) = h(Ao)E. 

(We are assuming that the reader is familiar with the spectral theory of 
unbounded operators as in Appendix 2.) 

There remains only to be proved that the image under E of the space of 
bounded functions on f\.'P is dense in Ho. It will follow that the extension of 
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E to H is an isometry between (I - P)H and all of Ho. This denseness comes 
from the fact that we have considerable freedom in choosing both J and h. 

Pick some value of 10>0. We know that 

T/(Z, s) = yS + C(S)yl-s + 0(1). 

Let J be a function which is equal to the complex conjugate of T/(z, t + ito) 
for Z near some large value of iy, and then drops to 0 rapidly. Then 

EJ(t) = L T/(z, s)J(z) dz 

does not vanish at to' in fact has a positive value at to' Now select h so that 
h (! + t 2) is equal to 1/ EJ( t) for t near to and is equal to 0 otherwise. Then 

h(Ao)EJ = EJ(A)J 

is the characteristic function of a small interval around to' This proves that 
the image of E is dense, and concludes the proof of our theorem. 

§ 14. SEVERAL CUSPS 

We have acted throughout this chapter as if f = SLiZ). This was not 
essential, and the time has come to make the appropriate comments indicat­
ing which additional features show up in the general case of an arbitrary 
discrete subgroup f such that f\~ has finite volume. We assume -I Ef. We 
let G = SL2(R). 

As already mentioned in Chapter XII, there is a fundamental domain F 
having the following properties 

i) F lies in the strip - Xo < x < Xo for some xo' 
ii) There is a positive number a such that F is the union 

/I 

F = FoU U Fa 
a=l 

of pieces, where Fo is compact with piecewise smooth boundary, and Fa is the 
image of the upper strip FI defined by the inequalities 

I I --<x<-
2 2 

and a < y. 

under the mapping z ~ go;z for some ga E SL2(R) = G. 
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Each function f on F then has n + 1 components instead of 2 com­
ponents, fo, fl' ... , fn defined by 

fo(z)=f(z) for zEFo 

fa(z) = f(gaz) for zEF I · 

Similarly, a kernel k(z, z') on F X F has components kap(z, z') defined by 

koo(z, z') = k(z, z') for z, z' E Fo' 

kOa(z, z') = k(z, gaz') for z E Fo and z' EFI' 

etc. 

We let, for IX = 1, ... ,n, 

r -II' a = go ga' for IX =1= f3. 

The subset of elements y Era for which 

y=(~ :) 

is denoted by r o' It is our old group r o' 

Essentially the first time that A entered in the computations was In 

proving the symmetry of the Laplace operator on r\,'O, that is Lemma 1 of 
§4. It is typical of what follows that there is no change to be made in the 
general case other than replacing f2 by f; in the right-hand side of (*), and 
summing over IX. Thus each cusp contributes one term on the upper part of 
the strip. 

The proof of the convergence of the series 

2: I " 
yEr [i + u(z, yz')] 

in Lemma 1, §5, made no use of properties of r other than it operates 
discretely. 

Slightly more serious is a fact needed for Lemma 9, §7, giving the 
estimate 

'" I ( ,)2 +. -" ~ (J« yy . 
y!<'ro [J + u(z, yz')] 

One needs to know that in any subset of elements 
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in r .. , ~a' or ~aP with c =1= 0 then iel is bounded from below. Faddeev refers 
to Petersson [Pe 2], and so do L 

All the dealings with cuspidal questions carried out for a single F. apply 
verbatim to the general case, since the elements ga carry the standard upper 
strip to the corresponding part of the fundamental domain. We merely 
specify that certain kernels have only "diagonal" components, that is their 
components are 0 except for 

t", .. (Z, z'; s) = t(y,y'; s) 

maa(z, z'; s) = m(z, z'; s) 

qaa(Z, z'; s) = q(y,y'; s). 

Until we come to § 12, nothing more need to be said and no changes need be 
made except for replacing F] by Fl' 

In § 12 we have to insert a few more indices. For each f3 = 1, ... ,n we let 
f)p(z, s) be the piecewise smooth function on F whose components are given 
by 

o!(Z, s) = i3apO(y, s), 0o(z, s) = o. 

Here 8ap is the usual Kronecker symbol. For each f3 we obtain an Eisenstein 
function 

1/P(Z, s) = OP(z, s) + W(s)OP(z, s), 

where W(s) is already defined in terms of its components. Theorem 14 
applies to each Eisenstein function 1/p. In the proof, one merely replaces 1/ 
and ° by 'l'/P and OP, Each 'l'/P is a vertical vector, and we get an (n + I) X n 
matrix '1'/: 

formed by the component functions 'I'/!, a = 0, ... ,n; f3 = 1, .. , ,n. 
The function c(s) now becomes the scattering matrix whose components 

are 

[We could write bs instead of ns because in the expression 

B(s) = M + NB(s), 
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the operator M annihilates the of, i.e. 

Theorem 15 gIvmg the asymptotic behavior of 1/(z, s) is unchanged, 
except that 1/ is now the Eisenstein matrix as above. The term yS is to be 
interpreted as yS/, where / is the unit matrix. 

In the corollary of Theorem 16, giving the series expression for the 
Eisenstein functions, one has to write 

1/f3(gf3z, s) = ~ 
YEfo\fp 

s 
Im(yz). 

The formal properties ES 1 through ES 4 hold without change, for each 
component vertical vector 1/f3. The resolvant relation ES 5 requires a summa­
tion, 

n 

ES5. r(z,z';s)-r(z,z';I-s)=2 ~l ~1/!3(z,s)1/!3(z',I-s). 
s {3= I 

The Eisenstein properties ES 6 and ES 7 remain valid as stated, but with the 
matricial interpretation. In other words, c(s) is the inverse matrix of cO - .1'). 
In ES 7, the matrix c(s) has been placed appropriately on the right of the 
matrix 1/(z, 1 - s). 

In the spectral decomposition of the continuous spectrum, we have to 
introduce the components by letting Ho be the Hilbert space of vector 
functions 

such that each ~ is in (:'2(0, 00), and where the scalar product is given by 

The operator Ao is still multiplication by the function t + [2 on each 
component. The Eisenstein transform £f is defined componentwise, 

£!3f(t) = l 1/!3(z, i + it)f(z) dz 

and Theorem 17 holds without further change. 
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Appendix 1 

Bounded Hermitian Operators 
and Schur's Lemma 

§1. CONTINUOUS FUNCTIONS OF OPERATORS 

We assume known only the most elementary facts about Hilbert space, 
and we reprove the nex.t aux.iliary result about a Hilbert space H. 

Lemma. Let A be an operator, and c a number such that 

for all x E H. Then for all x, y we have 

I<Ax,y)1 + I<x, Ay)1 ..;; 2clxllyl· 

Proof. By the polarization identity, 

Hence 

Figure 1 

355 
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We multiply y by e i9 and thus get on the left·hand side 

le-i(J<Ax,y) + e i9<Ay, x>l· 

The right·hand side remains unchanged, and for suitable 0, the left· hand side 
becomes 

I<Ax,y>1 + I<Ay, x>l· 
(In other words, we are lining up two complex numbers by rotating one by 0 
and the other by - 0.) Next we replace x by Ix and y by y / t for t real and 
t > O. Then the left-hand side remains unchanged, while the right·hand side 
becomes 

The point at which g'(/) = 0 is the unique minimum, and at this point to we 
find that 

This proves our lemma. 

Theorem 1. Let A be a hermitian operator. Then IA I is the greatest lower 
bound of all values c such that 

I<Ax, x>1 .;;; clxl2 

for all x, or equivalently, the sup of all values I<Ax, x>1 taken for x on the 
unit sphere in B. 

Proof When A is hermitian we obtain 

I<Ax,y)1 .;;; clxllyl 
for all x, y E B, so that we get IA I .;;; c in the lemma. On the other hand, 
c = IA I is certainly a possible value for c by the Schwarz inequality. This 
proves our theorem. 

Theorem I allows us to define an ordering in the space of hermitian 
operators. If A is hermitian, we define A ;;;. 0 and say that A is positive if 
(Ax, x) ;;;. 0 for all xEB. If A, B are hermitian we define A ;;;. B if A - B 
;;;. o. This is indeed an ordering, the usual rules hold: If A I ;;;. Bl and A2 ;;;. B2, 

then 

If c is a real number;;;' 0 and A ;;;. 0, then cA ;;;. o. So far, however, we say 
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nothing about a product of positive hermitian operators AB, even if AB 
= BA. We shall deal with this question later. 

Let c be a bound for A. Then J<Ax, x>J " cJxJ2 and consequently 

- cJ " A " cJ. 

For simplicity, if a is real, we sometimes write a " A instead of al " A, and 
similarly we write A " {3 instead of A " {3I. If we let 

then we have 

a = inf <Ax, x> 
Ixl=1 

and from Theorem 1, 

and {3 = sup <Ax, x), 
Ixl=l 

a " A " {3, 

JA I = max(lal, I {31)· 

Let p be a polynomial with real coefficients, and let A be a hermitian 
operator. Write 

We define 

We let R[A] be the algebra generated over R by A, that is the algebra of all 
operatorsp(A), wherep(t)ER[t]. We wish to investigate the closure of R[A] 
in the (real) Banach space of all operators. We shall show how to represent 
this closure as a ring of continuous functions on some compact subset of the 
reals. First, we observe that the hermitian operators form a closed subspace of 

End(H), and that R[A] is a closed subspace of the space of hermitian 
operators. 

We shall prove that if p is a real polynomial which takes on positive 
values on the interval [a, {3], then p(A) is a positive operator. For this we 
need a purely algebraic lemma. 

Lemma 1. Let p be a real polynomial such that p(t) ;;;. 0 for all t E [a, {3]. 
Then we can express p in the form 

where Q;. Q)' Qk are real polynomials, and c ;;;. o. 
Proof We first factor p into linear and irreducible quadratic factors over 

the real numbers. If p has a root y such that a < y < {3, then the multiplicity 
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of y is even (otherwise p changes sign near y, which is impossible), and then 
(I - y) occurs in an even power. If a root y is ~ a we have a linear factor 
t - y which we write 

I - Y = (I - a) + (a - y) 

and note that a - y is a real square. If y is a root )0 13, then we write the 
linear factor as 

y - t = (y - 13) + (13 - t) 

and note that y - 13 is a real square. In a factorization of p we can take the 
factors to be of type (I - y)2m(y) if y is root such that a < y < 13, and 
otherwise to be of type t - Y or Y - t according as y < a or y > 13. The 
quadratic factors are of type (t - a)2 + b2. The constant c (which can be 
taken as a constant factor) is then )0 0 since p is positive on the interval. 
Multiplying out all these factors, and noting that a sum of squares times a 
sum of squares is a sum of squares, we conclude that p has an expression as 
stated in the lemma, except that there still appear terms of type 

(I - 0')( 13 - t)Q(t) 
2 

where Q is a real polynomial. However, such terms can be reduced to terms 
of the other types, by using the identity 

2 2 
(t - a) (13 - £) + (I - 0')( 13 - t) 

(t-a)(f3-/)= 13-0' 

This proves our lemma. 

Now to study R[A], we observe that the map 

is a ring-homomorphism of R[t] onto the ring R[A]. Furthermore, if B, Care 
hermitian operators such the BC = CB and B )0 0, then trivially, BC l is 
positive because 

(BClx, x) = (CBCx, x) = (BCx, Cx) )0 O. 

The sum of two positive hermitian operators is positive. Hence from the 
expression of p in the lemma, we obtain: 

Lemma 2. if P is positive on [0',13], then peA) is a positive operator. if p, q 
are polynomials such thaI p ~ q on [0',13], then peA) ~ q(A). Finally, 

the sup norm being taken on [a, In 
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Proof The first assertion comes from the remarks preceding our lemma. 
The second follows at once by considering q - p. Finally, if we let 

q(t) = Ilpll ± p(t), 

then q ~ 0 on [a, Pl and hence q(A) ~ 0, whence the last assertion follows 
from Theorem I. 

We conclude that the map 

p ~ p(A) 

is a continuous linear map from the space of polynomial functions on [a, Pl 
into R[ A J. By the linear extension theorem, we can extend this map to the 
Banach space of continuous functions on [a, P] by continuity, and thus we 
can define f(A) for any continuous function f on [a, Pl, by the Stone­
Weierstrass theorem. If {PIll is a sequence of polynomials converging 
uniformly to f on [a, Pl, then by definition, 

f(A) = limp,,(A). 

Furthermore, again by continuity, we have 

If(A)1 ~ IIfll, 

the sup norm being taken on [a, Pl· If PI! ~ f and qn ~ g, then Pnqn ~ fg· 
Hence we obtain (fg)(A) = f(A)g(A) for any continuous functions f, g. In 
other words, our map is also a ring homomorphism. 

Theorem 2. If A ~ 0, then there exists B E R[ A] such that B 2 = A. The 
product of two commuting positive hermitian operators is again positive. 

Proof The continuous function t 1/2 maps on a square root of A in 

R[ A], and it is clear that any element of R[ A] commutes with A. If A, C 

commute and we write A = B2 with B in R[A], then Band C also commute 
because C commutes with p(A) for all real polynomials p, and hence C 

commutes with all elements of R[A]. But as we have seen, if C ~ 0, then 
B 2C ~ O. This proves our theorem. 

The kernel of our map f ~ f(A) is a closed ideal in the ring of 
continuous functions on [a, Pl We forget for a moment the usual definition 
of the spectrum, and here define the spectrum a(A) to be the closed set of 
zeros of this ideal. 

If f is any continuous function on a(A), we extend f to a continuous 
function on [a, Pl having the same sup norm, say fl' and define 
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If g is another extension of f to [a, In then g - fl vanishes on a(A), and 
hence g(A) = fJ(A). Hence f(A) is well defined, independently of the par­
ticular extension of f to [a, In We denote by II IIA the sup norm with respect 
to a(A), thus 

IIfllA = sup If(t)l· 
t E o(A) 

We then obtain a ring homomorphism from the ring of continuous functions 

on a(A) into R[A], and we have 

If(A)1 < IIfIlA' 

We now state the spectral theorem. 

Theorem 3. The map f ~ f(A) is a Banach-isomorphism from the algebra 

of continuous functions on a(A) onto the Banach algebra R[A]. A con­
tinuous function f is ;;;. 0 on a(A) if and only if f(A) ;;;. o. 
Proof We had derived the norm inequality previously from the positivity 

statement. We do this again in the opposite direction. Thus we assume first 
thatf(A) ;;;. 0 and prove thatfis ;;;. 0 on the spectrum of A. Assume that this 
is not the case. Then f is negative at some point c of the spectrum. Let g be a 
continuous function whose graph is that in Fig. 2. 

0/ c 

Figure 2 

Thus g is ;;;. 0, and has a positive peak at c. Thenfg is < 0 andfg is negative 
at the point c of the spectrum. Hence - fg ;;;. 0, and hence - f(A)g(A) ;;;. O. 
Butf(A) ;;;. 0 and g(A) ;;;. 0, so that by Theorem 2 we also have 

f(A)g(A) ;;;. O. 

This implies thatf(A)g(A) = 0, which is impossible sincefg does not vanish 
on the spectrum. We conclude that f ;;;. 0 on a(A), and in view of our 
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previous result this proves the positivity statement of the theorem. 
Now for the norm, let b = IJ(A)I. Then bl ± J(A) ;;. 0, whence 

b ± J(t) ;;. 0 

on the spectrum. This proves that 

IIJII ... <; IJ(A)I, 

and hence a sequence {j,,(A)} converges if and only if the sequence of 
continuous functions {In} converges uniformly on the spectrum. This con­
cludes the proof of the spectral theorem. 

There remains to identify the spectrum as we have defined it in this 
section, and the general spectrum. 

Corollllry. IJ A is hermitian, then the spectrum a(A) is equal to the set oj 
complex numbers z such that A - zl is not invertible. 

Proof Let z be complex and such that A - zl is not invertible. Then z is 
real, for otherwise, let 

g(t) = (t - z)(t - f). 

Then g(t) ¥= 0 on a(A), and hence h(t) = l/g(t) is its inverse. Then 

h(A)(A - fI) 

would be an inverse for A - zl, a contradiction. This proves that z is real. 
Let ~ be real and not in the spectrum a(A). Then t - t is invertible on 

a(A), and hence so is A - ~l. 

Suppose that ~ is in the spectrum a(A). Let g be the continuous function 
whose graph is that in Fig. 3. 

Figure 3 
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That is, 

if It - ~I ;;;. I / N 

if It - ~I < 1/ N 

If A - H is invertible, let B be an inverse, 

B(A - H) = (A - ~I)B = I. 

Since l(t - ~)g(t)1 < I we get I(A - ~I)g(A)1 < I, whence 

I g(A)1 = IB(A - ~l)g(A)1 < IBI· 
But get) has a large sup on the spectrum if we take N large, and hence I g(A)1 
is equally large, a contradiction. Theorem 3 is proved. 

The main idea to use the positivity to get the spectral theorem is due to F. 
Riesz. However, most treatments go from the positivity statement to an 
integral representation of A which we discuss in Appendix 2. Von Neumann 
always emphasized that it is much more efficient to prove at once the 
statement of Theorem 3, which suffices for many applications, and can be 
obtained quite simply from the positivity statement. In fact, the arguments 
used to derive Theorem 3 from the positivity statement are taken from a 
seminar of Von Neumann around 1950. The next theorem and its corollary 
are known as Schur's lemma. 

Theorem 4. Let S be a set oj operators on the Hilbert space H, leaving no 
closed subspace invariant except {O} and H itself. Let A be a hermitian 
operator such that AB = BA for all BE S. Then A = c/ for some real 
number c. 

Proof It will suffice to prove that there is only one element in the 
spectrum of A. Suppose that there are two, c1 =1= c2• There exist continuous 
functions j, g on the spectrum such that neither is 0 on the spectrum, but jg is 
o on the spectrum. For instance, we can take for j, g the functions whose 
graphs are indicated in Fig. 4. 

Figure 4 
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We have J(A)B = BJ(A) for all BE S (because B commutes with real 
polynomials in A, hence with their limits). Hence J(A)H is invariant under S 
because 

BJ(A)H = J(A)BH c J(A)H. 

Let F be the closure of J(A)H. Then F -=1= {O} because J(A) -=1= O. Further­
more, F -=1= H because g(A)f(A)H = {O} and hence g(A)F = {O}. Since F is 
invariant under S, we have a contradiction, thus proving our theorem. 

Corollary. Let S be a set oj operators oj the Hilbert space H, leaving no 
closed subspace invariant except {O} and H itself. Let A be an operator such 
that AA* = A*A, AT = TA, and A*T = TA* Jor all TES. Then A = cl 
Jor some complex number c. 

Proof Write A = B + iC where B, C are hermitian and commute (e.g. 
B = (A + A *)/2 and C = (A - A *)/2i). Apply the theorem to each one of 
Band C to prove the corollary. 

§2. PROJECTION FUNCfIONS OF OPERATORS 

We need to extend the notion J(A) to functions J which are not con­
tinuous, to include at least characteristic functions of intervals. We follow 
Riesz-Nagy more or less. 

Lemma 1. Let a be real, and let {An} be a sequence oj Hermitian operators 
such that An ;;;. al Jor all n, and such that An ;;;. An+ I' Given v E H, the 
sequence {Anv} converges to an element oj H. IJwe denote this element by 
Av, then v ~ Av is a bounded hermitian operator. 

Proof From the inequality 

we conclude that <Anv, v) converges, for each vE H. Since 

it follows that <Anv, w) converges for each pair of elements v, wEH. Define 
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Then A" is antilinear, and I<Anv, w)1 " Clvllwl for some C and all v, wEH. 
Hence there exists an operator A such that 

<Av, w) = lim <Anv, w). n_oo 

Since <A"v, w) = <v, A"w), it follows that A is hermitian. 

Lemma 2. Let f be a function on the spectrum of A, bounded from below, 
and which can be expressed as a pointwise convergent limit of a decreasing 
sequence of continuous functions, say {hn}. Then 

lim hn(A) 
h-+oo 

is independent of the sequence {hn}. 

Proof. Say gn(t) decreases also to f(/). Given k, for large n we have 

so for all t we have gn(t) " hk(t) + E, and hence 

This shows that 

and therefore that 

This is true for all E. Letting E ~ 0 and using symmetry, we have proved our 
lemma. 

From Lemma 2, we see that the association 

f ~f(A) 

can be extended to the linear space generated by functions which can be 
obtained as limits from above of decreasing sequences 'of continuous func­
tions, and are bounded from below. The map is additive, order preserving, 
and clearly multiplicative, i.e. 

(fg)(A) = f(A) g(A) 

for f, g in this vector space. 
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The most important functions to which we apply this extension are 
characteristic functions like the function l/;c(t) whose graph is drawn in Fig. 5. 
It is a limit of the functions hn{/) drawn in Fig. 6. 

c 

c c+! 
n 

Lemmll 3. Let l/;c(A) = Pc' If aI " A " {3I, then: 

i) Pc = 0 if c " a, and Pc = I if c ;;.. {3. 
ii) If c " c', then Pc " Pc' 

Prooj. Clear from Lemma 2. 

Figure 5 

Figure 6 

Observe that we also have Pe2 = Pc, i.e. that Pc is a projection. We call 
{ Pc} the spectral family associated with A. 

We keep the same notation, and we shall make use of the two functions 
fc, gc whose graph is drawn in Fig. 7. Thusfc{t) + gc(t) = It - cI- We have 

Hence 

(1) 

(2) 

(3) 

(I - c)(1 - l/;c(t)) = fAt). 

(A - c/) (I - PJ = fc(A) 

A - c/ = fc(A) - gAA) 

(A - cI)Pc = - gAA)Pc = - gAA). 
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c c 

Figure 7 

Theorem 5. Let Pc be the spectral family associated with A. If b ..;; c, then 
we have 

Proof From (1) above, we have A - bI = fb(A) on the orthogonal 
complement of Pb , whence the inequality bI ..;; A follows on this complement 
since fb ~ O. From (3) above, we have 

A - cI = -gc(A) 

on the image of Pc' and since - gc is ..;; 0, we get A ..;; cI on this image. This 
proves our theorem. 

Theorem 6. The family {PI} is strongly continuous from the right. 

Proof Let v E H. Our assertion means that Pc+.v --?> Pev as € --?> O. It 
suffices to prove that 

because 

But < Pc v, v) is dose to < h (A )v, v) where h is as shown in Fig. 8. 

h(t) 

c c+c: c+Il+€ 

Figure 8 
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Let ha be the translation of h to the right by 8. Then 

!fAt) " h(t) " ha(t) 

!fc{t) " !fc+.{t) " h8(t)· 

367 

Since h/l ~ h uniformly as () ~ 0, we conclude that hs(A) tends to h(A). 
Then 

Pc " h(A) " h(A) + d, 

Pc " Pc+< " h(A) + f.l. 

Applying this to (v, v), we get 

(Pcv, v) " (h(A)v, v) " (h(A)v, v) + f.(v, v) 

(Pcv, v) " (Pc+.v, v) " (h(A)v, v) + f.(v, v), 

and since <h(A)v, v) is f.-close to (Pcv, v), we get our theorem. 

Theorem 7 (Lorch). From the left, 

lim(Pc - Pc-.) = Qc 
(--+0 

is the projection on the c-eigenspace of A. 

Proof Using Theorem 5, we have 

whence 

But for each v, Iim(Pc - pc_.)v exists, say = w. It follows thatAw = cw, i.e . 
• --+0 

Qc maps H into the c-eigenspace. 
Conversely, if cp is a continuous function, then for any A-invariant closed 

subspace F, we have 

cp(AIF) = cp(A)IF. 

We want to show that Qc is the identity on the c-eigenspace, and without loss 
of generality we may therefore assume that H = He is this eigenspace. Then 
Pc = 0 because fc = 0 on the spectrum of A. If b < c, then 

fb(A) = A - bJ = (c - b)/ 

is invertible, and hence Pb = O. This proves our theorem. 



Appendix 2 

Unbounded Operators 

§I. SELF-ADJOINT OPERATORS 

Let H be a Hilbert space and A a linear map, 

A: DA ~ H 

defined on a dense subspace. Consider the set of vectors v E H such that there 
exists w E H such that 

<u, w) = <Au, v) aU uED .... 

or in other words, <u, w) - <Au, v) = O. The set of such v is the projection 
on the first factor of the intersection of the kernels of 

(v, w) ~ <u, w) - <Au, v), 

It is a vector space. To each v in this vector space there is exactly one w, if it 
exists, having the above property, because 

u ~<Au,v) 

is a functional on a dense subspace. Hence we can define an operator A· by 
the formula 

A·v = w, 

on the space D A. of such vectors v. We call the pair (A·, D A.) the adjoint of 
A. 

Let J: H x H ~ H x H be the operator such that J(x, y) = (-y, x). 
Then J2 = -I. We note that the graph G ... o of A'" is given by the formula 

369 
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where ..L denotes orthogonal complement, and hence the graph of A * is 
closed. 

We say that A is closed if its graph GA is closed. 

If A is closed, then DAo is dense in H. 

Proof Let hE D}., so 

because we assumed that A is closed. We conclude that (0, h) EGA' and hence 
h = 0, proving our assertion. 

If A is closed, then A ** = A. 
1. 1. 1. 

Proof GAO. = (JGAo) = (J(JGA» = GA' 

If DA and DAo are dense, then GA •• = closure of GA' 

1. 1.1.-
Proof GAoo = (JGA .) = (J(JGA » = GA . 

If A is defined on DA and D is defined on DB' if DA c DB' and if the 
restriction of D to DAis A, then one usually says that A is contained in D, and 
one writes A CD. The above assertion shows that A cA**. 

We say that A is symmetric if <Au, v) = <u,Av)foraHu,vEDA. We say 
that A is self adjoint, A = A *, if in addition D A = D A.' 

If A is symmetric, then A CA·. 

This is clear. Recall that we assumed DA dense in H. 

If A, B are self-adjoint and A CD, then A = D. 

This is also clear, because in general D* C A *, so in the self·adjoint case, 
DcA, whence A = B. 

Let A be symmetric, defined on D A dense as above. Let A E C not be real. 
Then A - AI is injective on DA , because from 

Au = Au and <Au, u) = <u, Au) 
we conclude 

A<u, u) = <Au, u) = <u, Au) = X<u, u), 

so u = O. Hence we can define an operator 

- -I 
U = UA A = (A + AI)(A + AI) 



[A2, § 1] SELF-ADJOINT OPERATORS 371 

on the image (A +AJ)DA' We contend that U is unitary. This amounts to 
verifying that for 14, vEDA we have 

(Au + Xu, Av + Xv) = (Au + AU, Av + AV), 

which is obvious. 

LemtrUlI. If A is symmetric, closed, and AEC is not real, then (A + AJ)DA 
is closed. 

Proof Let {un} be a sequence in D A such that {(A + AJ)u,,} is Cauchy. 
Since U is unitary, it follows that 

is also Cauchy, hence {(A - X)u,,} is Cauchy, and {u,,} is Cauchy, say 
converging to u. But 

{ 2A un + (A + X) u" } 

is Cauchy, whence also {Au,,} is Cauchy. Since the graph of A is assumed 
closed, we conclude that {(u", Au,,)} converges to an element (14, Au) in the 
graph, and the sequence 

{(A +AI)u,,) 

converges to (A + AJ)u. This proves that (A + AJ)D A is closed. 

Theorem I. Let A be symmetric, closed with dense domain. Let AEC be not 
real, and such that (A + AJ)DA and (A + M)DA are dense (whence equal 
to H by the lemma). Then A is self-adjoint. 

Proof Let vEDA.' It suffices to show that vED". We have by definition 

(Au, v) = (u,A*v), 

Since (A + AJ)DA = H, there exists 141 E DA such that 

A*v + AV = AU I + AU\. 
Then 

(Au, v) = (14, AU I + AU I - AV), 

whence 

«A + M)u, v) = «A + XI)u, 14 1), 

This proves that v = u\> as was to be shown. 

all uED", 
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Remark. In the literature, you will find that the dimension of the cokernel 
of (A + Al)DA is caned a defect index. We are concerned here with a 
situation when the defect indices are O. 

Corollary. Let A be symmetric with dense domain. Let A E C be not real, 
and such that (A + M)DA and (A + M)DA are dense. Then the closure of 
GA is the graph of an operator which is self-adjoint. 

Proof Since A is symmetric, the domain of A '" is also dense, and we have 
shown above that GA.» is the closure of GA.' so A has a closure. It is immediate 
that this closure is also symmetric, and the theorem applies. 

An operator A defined on DA. is called essentially self-adjoint if the 
closure of its graph is the graph of a self-adjoint operator. The corollary gives 
a sufficient condition for an operator to be essentially self-adjoint. 

Theorem 2. Let A be a self-adjoint operator. Let z E C and z not real. Then 
A - zl has kernel O. There is a unique bounded operator 

-1 
R(z) = (A - zI) : H ~ DA. 

which establishes a bijection between Hand D A' and is the inverse of 
A - zl. We have 

R(z)'" = R(z). 

If 1m z, 1m w =1= 0, then we have the resolvant equation 

(z - w)R(z)R(w) = R{z) - R(w) = (z - w)R(w)R(z), 

so in particular, R(z), R(w) commute. We have IR(z)1 " l/I/m zI. 
Proof Let z = x + iy. If u is in the domain of A, then 

because A is symmetric, so the cross terms disappear. This proves that the 
kernel of A - zl is 0, and that the inverse of A - zl is continuous, when 
viewed as defined on the image of A - zl. If v is orthogonal to this image, i.e. 

(Au - zu, v) = 0 

for all uEDA, then (Au, v) = (u, Ev), and by the definition of being self­
adjoint, it follows that v lies in the domain of A and that Av = zv. Since the 
kernel of A - Zl is 0, we conclude that v = O. Hence the image of A - zl is 
dense, so that by Theorem 2 this image is aU of Hand R(z) is everywhere 
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defined, equal to the inverse of A - zI. We then have 

[(A - wI) - (A - zI)]R(w) = (z - w)R(w). 

Multiplying this on the left by R(z) yields the resolvant formula of the 
theorem, whose proof is concluded. 

We write 

R(i) = (A - il)-I= C + iB 

where B, C are bounded hermitian. From the resolvant equation between 
R(i) and R( - i) we conclude that B, C commute. We may call B the 
imaginary part of (A - iI) - I, symbolically 

-I 
B = 1m (A - iI) . 

Lemnus 2. With the above notation, we have C = AB and BA CAB. The 
kernel of B is 0, and 0 < B < I. 
Proof We have from R(i)* = R( - i) that 

We multiply this on the left with A, noting that 

and 

We then obtain C = AB. For BA we multiply the first relation on the right by 
A, so that we use 

and similarly for A + iI. The relation BA cAB follows. The kernel of B is 0, 
for any vector in the kernel is also in the kernel of C = AB, whence in the 
kernel of (A - ;1)-1, and therefore equal to 0. We leave the relation B ;;;. 0 
to the reader. That B < I follows from IR(i)1 < 1, a special case of the last 
inequality in Theorem 2. 

We now give an example of a self-adjoint operator. It will be shown after 
that any self-adjoint operator is of this nature. 
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Theorem 3. Let {Hn} be a sequence of Hilbert spaces. Let An be a bounded 
self-adjoint operator on Hn. Let H be the orthogonal direct sum of the Hn, 
so that H consists of all series ~ un with ~ lunl2 < 00. There exists a unique 
self-adjoint operator A on H such that each Hn is contained in the domain 
DA and such that the restriction of A to Hn is An. Its domain is the vector 
space of series u = ~ un such that 

and Au = ~ Anun. 

Proof The uniqueness is clear from the property that if A, Bare 
self-adjoint and A C B, then A = B. It suffices now to prove that if we let DA 
be the domain described above, and define Au by ~ Anun' then A is self­
adjoint. It is clear that A is symmetric. Let v E D A •• Then 

Say u = ~ un. Then 

If uEHn, then 

<u, A*v) = <Au, v), 

<un' A*v) = <Aun, v) 

<un' (A*v)n) = <Aun, vn), 

whence vEDA' so DA • C DA and A is therefore self-adjoint. This proves the 
theorem. 

In the situation of Theorem 3, we use the notation 

We deal with the converse of Theorem 3. Let A be an arbitrary self­
adjoint operator on the Hilbert space H, and let 

as above. 

We are in a position to decompose our Hilbert space by means of B. Let 
(}c be the function whose graph is given in Fig. 1., and which gives rise to a 
projection operator. 



[A2, § 1] SELF-ADJOINT OPERATORS 

• { 1 if _1- < t .;; ! 
/I,,(t) = n + 1 n 

o otherwise 

1 1 
n+T n 

Let {P} be the spectral family for B, and let 

Qn = (In(B) = PI/II - P I /(n+I)' 

Then Qn is a projection operator, and we let 

Then 

375 

Figure 1 

is an orthogonal direct sum. In fact, let (J and 1/ be the functions whose graphs 
are on Fig. 2 (a) and (b) respectively. 

I 1-1_--=.8~(t:....) -- 11(t) 

t 
(al (b) 

Figure 2 

Then I - (J = 1/ and 1/(B) = 0 because the spectral family for B is con­
tinuous at 0, in view of Lemma 2 (kernel B = 0) and Lorch's Theorem 7. 

Let s,,(t) be the function whose graph is on Fig. 3. Then 
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~ 
{

1ft if _I_<t';;;! 
s,,(t) = n+ 1 n 

o otherwise 

I 1 
n+ I n 

Figure 3 

Theorem 4. Let A be a self-adjoint operator and let B = 1m (A - i/)-I. 
Let Qn = On(B) be the projection operator defined by the function 0" above. 
Then A is defined on 1m Qn' and 

Q"A cAQ" = s,,(B)C. 

Let Hn = Q"H. Then H is the orthogonal direct sum of the spaces H", the 
restriction of A to Hn is a bounded operator An' and 

" 
A = EtlA". 

Proof Since tS,,(t) = 8,,(t), we get Bs,,(B) = 8,,(B) = Q". Then by 
Lemma 2, 

In particular, AQ" is everywhere defined. On the other hand, 

This proves that Q"A cAQ". It means that given vEDA' if 

is the decomposition of v according to the spaces H", and if 
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then 

QIIAv = W" = AQ"v = Av". 

So Av = ~ Avll , and the theorem is proved. 

§l. THE SPECfRAL MEASURE 

We begin with a bounded self-adjoint operator A on H. For each v E H 
we obtain a functional on Cc(R.) by letting 

A,,(cp) = (cp(A)v. v), 

and this functional is obviously positive. Hence there exists a unique positive 
measure P-o on R such that 

(cp(A)v. v) = L cp dP-o. 

By polarization, for v, w E H we get a complex measure P-o. w such that 

(cp(A)v, w) = r cp dP-o w' JR • 

It is clear that P-o. w is C-linear in v, antilinear in w. Furthermore by Theorem 
3 of §l, we have 

(cp(A)v. w> " Ilcplioo Ivllwl. 

so that in particular I\,(R) " Ivl2 and is finite. 
Let BM(R.) be the Banach space of (Borel) bounded measurable func­

tions on R. For each f E BM (R.) the association 

(v. w) ~ f f dP-o.w 

is linear in v and antilinear in w. Furthermore 

as one sees by using a sequence {CPII} in Cc(R.) approachingf pointwise almost 
everywhere with respect to the measure I P-o. wi, and such that IcplIl " II fll 00' 

Thus our association is continuous, and there exists a unique bounded 
operator, which we denote by f(A), such that 

<f(A)v, w) = f f dP-o.w· 
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The following properties are then satisfied for f, g E BM (R). 

SPEC 1. 

SPEC 2. 

(fg)(A) = f(A)g(A) 

f(A)* = j(A) 

SPEC 3. If fl is the function fl(t) = 1, then f1(A) = I. 

[A2, §2] 

SPEC 4. If the functions f(l) and g(t) = tf(l) are bounded measurable, 
then g(A) = Af(A). 

SPEC S. We have If(A)1 ..;; Ilflloo' Furthermore, if Un} is a bounded 
sequence in BM(R) converging pointwise to f, then Un(A)} 
converges strongly to f(A). 

The above properties are either obvious from what precedes, or follow by 
applying the dominated convergence theorem, and taking limits. For instance, 
to prove SPEC 1, we use two sequences of functions in Cc(R) approachingf 
and g respectively. 

We shaH use the structure theorem of the preceding section to extend the 
above results to an unbounded self-adjoint operator A, such that 

"-

A = ffiA n and 

where An is bounded self-adjoint on Hn' Let fEBM(R) and vEH. Since 
If(An)vnl ..;; IIfll oo lvnl, there is a unique bounded operator f(A) such that 

To each Hn and Vn E Hn we can associate the measure ~) as above. We let p." 

be the unique positive measure such that 

f f dp." = ~ f f dlL!:) = ~ <f(A)vn, vn)· 
n n 

Since 

we do get a positive measure, and the formalism of the five SPEC properties 
extends at once to the case of an unbounded operator A, in other words: 

Theorem 5. Let A be a self-adjoint operator. There exists a unique associa­
tion f ~ f(A) from BM(R) into the bounded operators on H satisfying 
SPEC I through SPEC 5. 

Proof The existence is essentially obvious from the above. Note that for 
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SPEC 4, in view of 

iAf(A)v"i ~ II gliooiv"i, 

it follows that L f(A)vn lies in DA and hence SPEC 4 is valid. The 
uniqueness will follow from the considerations of the next section. 

§3. THE RESOLVANT FORMULA 

Suppose given an association f ~ f(A) satisfying the five spectral prop­
erties of the preceding section. For each v, wE H there is a unique measure 
/lv .... such that 

<f(A)v, w) = f f dJLv,w' 

Let z be complex and not real. The function f( t) such that 

1 f(t) =-
t - z 

is bounded measurable, and tf( t) is bounded. Also (t - z )f( t) = 1. Hence 

(A - zI)f{A) = I. 

This means that the resolvant has the integral expression 

«A - zI) v, w) = -- d/lv w(t). -I i 1 
R t - z . 

We write JLv instead of /lv. v' Note that /lv is a positive measure. 

Theorem 6. Let A be a self-adjoint operator on H and let v E H. Let 
R(z) = (A - z/)-I for z not real. For any IfECc (R) we have 

lim 21. ( <[R(A+ iE) - R(A- iE)]v, V)If(A) dA = ( If(A) dJLv(A). 
<-+0 WI JR Ill. 

If A) < A2 are real numbers which have JLv-measure 0, then 

The proof is based on the following lemma. 
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Lemmo. Let /1- be a positive regular measure on R such that p.(R) is finite. 
Then for IjI E CAR) we have 

lim ! foo fOO £2 IjI(A) dp.(t) dA =J 00 IjI(A) dA. 
<->0 'TI' (t _ \) + 2 

-00 -00 A £ -00 

Furthermore, if AI < A2 are real and such that the set {A" A2} has p.­
measure 0, then 

1 lA2foo i A2 
lim - £2 dp.(t) dA = dP.(A) . 
...... 0 'TI' AI -00 (t - A) + £2 AI 

Proof First observe that the family of functions 

is a Dirac family on R for £ ~ o. (The functions don't have compact 
support, and so we are dealing with the case when condition DIR 3' is 
satisfied, rather than DIR 3.) The left-hand side integrals in our lemma can be 
written 

f 00 foo CP.(t - A)h(A) dp.(t) dA 
-00 -00 

where h is either IjI or the characteristic function of the interval [AI> A2l. We 
apply Fubini's theorem to see that this expression is equal to 

Note that CP. * h is bounded, and converges pointwise to h if h = 1jI, and 
pointwise to h except at the end points AI' A2 in the other case. Since we 
picked our interval so that the end points have JL-measure 0, we can apply the 
dominated convergence theorem to conclude the proof. 

The lemma obviously proves Theorem 6, because 

2i 
---7~~ = ----~~--

t - A - i£ t - A + i£ (I _ A)2 + £2 

Furthermore, Theorem 6 provides the desired uniqueness left hanging at the 



[A2, §3] THE RESOL VANT FORMULA 381 

end of the last section, because it gives the value of the measure entirely in 
terms of the resolvant and Lebesgue measure, as on the left-hand side of the 
first formula on elements of Cc(R). 

It is possible to develop the spectral theory by starting with a direct proof 
of Theorem 6, showing that the limit on the left-hand side exists. One then 
defines the spectral measure as that associated with the corresponding func­
tional, and one proves the other properties from there. Cf. Akniezer-Glazman, 
Theory of Linear Operators in Hilbert Space, Translated from the Russian, 
New York, Frederick Ungar, 1963, pp. 8 and 31, and also a forthcoming book 
of Hormander, who gives a very elegant way of constructing the spectral 
measure directly from the resolvant formula. 



Appendix .. 1 

Meromorphic Families 
oj" Operator,5 

§l. COMPACT OPERATORS 

Let E be a Banach space, and let K(E) be the Banach space of compact 
operators on E. We recall that T is compact means that T maps bounded sets 
on relatively compact sets. We have already recalled in Chapter II some 
properties of compact operators in Hilbert space. Let T be compact. If T has 
infinitely many eigenvalues =1= 0, then they form a sequence {\} such that 

and lim \ = O. Let Ao =1= 0 be such that T - >-.oJ is not invertible. Then Ao is 
an eigenvalue. Furthermore, for a sufficiently large integer n, there is a direct 
sum decomposition 

E = Ker(T - AoI)"EB W, 

where W is closed, Ker(T - Ao1)" is finite dimensional, T - Aol maps W into 
itself, and its restriction to W is invertible (we say that T - Aol is invertible 
on W). This is the basic fact about compact operators, and the reader will 
find a proof in most books on analysis, e.g. my Real Analysis. It then follows 
that T - AI is invertible on E (and also on W) for A close to Ao, A =1= Ao. We 
call Ker(T - Aol)" the Ao-Jordan space of Tin E. We shall now describe a 
natural way of constructing the projection of E on that space. 

Theorem 1. Let T be a compact operator on E. Let Ao =1= O. Let W be the 
complement of the Ao-Jordan space of T as above. Let 

p = _1_. ( (AI - Tr'! dA 
2m Jc 

where C is a sufficiently small circle with center Ao. Then P is the identity on 

383 
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the Ao-Jordan space of T, and PW = O. Thus P is the projection of E on this 
Jordan space, killing the complement W. 

Proof We first show that if (T - A01tv = 0, then Pv = v. We have 

v= -. -- dA. I;: v 
2m c A - AO 

Then 

1 i [ -I -I] Pv - V = -2' (AI - T) - (A - AO) v dA 
m c 

We expand the expression in brackets by geometric series, which breaks off 
after n - 1 terms by assumption. The terms 1 - 1 cancel. We are left with a 
series in 1/(A - AO)' with lowest term 1/(A - AO)2, and so there is no residue. 
The integral is therefore equal to O. This proves our first assertion. 

Looking at the restriction of T to W, which is invertible, it suffices to 
prove: 

If A = T - A01 is invertible, then P = O. 

But we have 

( A 2 T dA = i A _ Al + A dA Jc c 0 

= r .1 1 dA 
)c A (A - Ao)A -I + I . 

We may now expand the expression inside the integral by the geometric 
series, and the integral of the series is 0 because the function is holomorphic 
in A. This proves our theorem. 
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A family of operators z ~ A (z) is said to be meromorphic at a point Zo if 
there is a power series expansion 

A (z) = ~ An{z - zo)n 
n'> -In 

with operator coefficients An' In general, if 

is a mapping of an open set in C into a Banach space E, we say that f is 
meromorphic at a point Zo if in a neighborhood of Zo f has a power series 
expansion 

n'> -m 

with coefficients an E E. 
The next theorem is due to Stanley Steinberg, Archs. ration. Mech. 

Analysis 31 (1968), pp. 372-379. 

Theorem 2. Let E be a Banach space, U a connected open set in C, and 
T: U ~ K (E) a holomorphic map. If there exists one point Zo E U such 
that 1- T(zo) is invertible, then 

z ~(I- T(Z»-l 
is meromorphic. 

Proof The set of z where (1- T(Z»-l is meromorphic is open. We shaH 
prove that the complement is also open, whence empty because of our 
assumption for Z = zo0 

Let Z 1 E U. There exists a small circle C around 1 such that 1 is the only 
possible eigenvalue of T(z\) inside the circle, by the discreteness of the 
spectrum of compact operators. Then AI - T(z I) is invertible for A on the 
circle. The image 

is compact in the open set of invertible operators, and hence AI - T(z) is 
invertible for all z close to z I' Let 

1 1 -I P(z) = -2' (AI - T(z» dA, 
m c 

Then z ~ P(z) is holomorphic for z near Z)' and we know from Theorem 1 
that p(z)2 = P(z) (it is a projection on a Jordan space). 

We observe that P(ZI) is the projection on the space E1• the Jordan space 
with eigenvalue 1. Write 
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Then 1 - T(z,) is invertible on W. We note that P(z) commutes with T(z). 
Let 

Q(z) = 1 - P(z) 

so that Q(zl) is the projection on W. Let 

Then S(ZI) = 1, so S(z) is invertible for z near Zl' Let 

A{z) = S(z)(J - T(z»S(z)-1 

for z near Z I" Since obviously 

S(z}P(z) = P(ZI)S(Z), 

we see that P(ZI) commutes with A (z), and so does Q(ZI)' Hence A(z) "splits" 
into two operators, on EI and on W respectively, say 

and A(z)w = A(z)IW, 

so that 

A(z) = A(z)1 e A (z)w. 

Since 1 - T(z,) is invertible on W, it follows that for z near Zl' A(z)w is 
invertible on W because A (z) is close to 

We let A (z);1 be the inverse of A (z)w on W, and be 0 on E 1• If det A(z), is 
identically zero for z near Zl' then 1- T(z) is not meromorphic.1f det A (Z)I 
is not identically zero for z near Zl' then A (Z)I is meromorphic. Thus we see 
from the connectedness of U and the invertibility of 1 - T(zo) that 1 - T(z) 
is meromorphic. 

We also get additional information, because we now know that det A (z)1 
is not identically O. Let A (z)j" 1 be the inverse of A (Z)I on EI and be 0 on W, 
for those points z near Zl where the inverse exists. Since A(z)\ operates on the 
finite dimensional space E" the map 

is meromorphic in the trivial one-variable sense, and its poles are the zeros of 
the determinant det A (z)J. Then 

-I -I -I -I-I 
[I - T(z)] = S(z)A(z)J S(z) + S(z)A(z)w S(z) . 
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Locally, after applying a holomorphic family of inner automorphisms, we see that 
situation of Theorem 2 is reduced to that of a direct sum involving an operator in 
a fixed finite dimensional space, and a holomorphic family of invertible operators 
on a complementary subspace. 

U. BOUNDED OPERATORS 

Theorem J. Let S be a closed set, contained in an open set U of C. Let C be 
a simple closed curve in U whose interior containsS. Let 

A ~ R(A), AE U - S, 

be a holomorphic family of operators in a Banach space E, satisfying the 
relation 

R(A) - R(A') = (A' - A)R(A)R(A'). 

For any function f holomorphic on U, define 

R(J) = -21 .f f(A)R(A) dA. 
'TTl c 

Then f ~ R(f) is a homomorphism, i.e. aside from the linearity, satisfies 

R(Jg) = R(J)R(g). 

Proof Let C ' be a closed curve surrounding C as in Fig. 1. Then 

R(J)R(g) = _1_2 r r f(A)g(A/)R(A)R(A') dAdA' 
(2'TTi) JcJe 

= _1_ II f(A) (A') R(A) - R(A') dAdA'. 
(2 .)2 g A' - A 'TTl C e 

Figure 1 



388 MEROMORPHIC FAMIUES OF OPERATORS [A3, §2] 

This decomposes R(f)R(g) into a difference of two integrals. We have 

1 f g(A') , 
2wi A' _ A dA = g(A). 

C' 

so the first integral is equal to RUg) by definition. On the other hand, 

f f{A) 
C A' - A dA = 0, 

so the second integral is equal to 0, thus proving our assertion. 

In particular, lettingf = g = 1, we see that the integral 

P = -21.f R(A) dA 
m C 

satisfies p2 = P, and is therefore a projection on a subspace, corresponding 
to the "spectrum" S. 



Appendix 4 

Elliptic PDE 

§1. SOBOLEV SPACES 

We shall work on the torus, although some of the preliminary remarks 
would be valid on euclidean space as wen. Thus we let ~ = Rd /Zd. We let 
L2 = L 2crt). Any functionfEL 2 gives rise to a functional on C""(T) by 

!p ~ hf(x)<p(x) dx. 

This functional is caned the distribution associated with f, and is denoted by 
(f). Elements of C""(T) are caned test functions. If Di = a/axi , then we 
define D;(f) to be the functional 

<p ~ - hf(x)D;<p(X) dx. 

The reason for the minus sign is to fit the formula for integration by parts in 
case f is C I. The functional Di(f) is then the same as (DJ). We let as usual 

for any d-tuple (PI' ... ,Pd) of integers ~ O. We let 

Ipi = PI + ... + Pd' 

and call Ipi the order of the differential operator DP. Any finite linear 
combination 

with coefficients tXp E C ""(T) is called a differential operator. 
We use the scalar product 

(f, g) = hf(x)g(x) dx. 

389 
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Any differential operator then has an adjoint D* with respect to this scalar 
product, in the obvious way. If qJ, '" E c oo(1), then 

One may defjne a Hilbert space norm on C 00(1) by 

IllqJllI; = ~ <DPqJ, DPqJ ). 
Ipl<s 

It is actually more convenient to work with an equivalent norm arising from 
the Fourier series as follows. 

Let qJ E C 00(1). Then qJ has a Fourier series, 

qJ(x) = ~ cneinox 

where the sum is over n E Zd. Integrating by parts when evaluating the 
Fourier coefficients, one sees that given any positive number k, the 
coefficients satisfy an inequality 

'I I 
ICn « Inlk ' n ~ 00, 

and hence that the Fourier series converges absolutely to the function. If s is 
a positive integer, then we have trivially from the definitions 

nEZd nEZd 

for qJ ranging over C OO(T). 
On Zd we have a measure IJ.s for s E Z such that 

Then 

for all s E Z, and C OO(T) is dense in this Hilbert space, which we denote by 
Hs. Thus Hs by definition is the space of functions on Zd, written in the form 
of sequences {cn }, or "formal Fourier series" 

f(x) = ~ cne in.x = ~ fne in.x 

such that the sum 
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converges. This sum is then by definition 11111;. The scalar product in Hs is 
given by 

where In and gn are the n-th "Fourier coefficient" of 1 and g respectively in 
the above representation. The two norms II lis and III Ills are equivalent on 
C ""(T). By definition, Hs is complete. Note that 

Ho = L2(T). 

The trigonometric polynomials, i.e. finite sums 

form a dense subspace of H •. They are the sequences such that all but a finite 
number of terms are equal to O. 

Clearly, if s < t, then 

1111. < IIIL and 

Intermediate inequality. Let r < s < t. Given f, there exists C(f) such that 
lor 1 E H. we have 

Illlls ~ fllllll + C(f}lIll1,· 

Proof For any positive number a, we have 

because 

We apply this inequality to a = (1 + n2) in the definition of the norm, and 
we therefore find 

Adding the cross term to the right-hand side and taking the square root yields 
the desired inequality. 

We have a mapping of H -s into the antidual space H: under the scalar 
product 

> _ '" - _ '" ( 2)-s/2_( 2 s/2 <1, g - ~ In gn - ~ In 1 + n gn 1 + n) . 
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(Convergence by Schwarz inequality.) Also by the Schwarz inequality we get 

I<f, g)1 ,.;; Ilfll-sIIgJl., 

Hence we may define <f) as the antifunctional on Hs given by 

g M <f,g). 

Its norm is ,.;; II fll-s' and we shall see in a moment that its norm is exactly 
equal to Ilfll-s' 

We define an operator D? which will correspond to 

on the Coo functions, and then Ll = ~ D/, so that for f = ~ fnei"x we have 
by definition 

For any real s we define the operator (l - LlY by 

Then 

11(1 - Llf;lI; = L 1(1 + n2f;,,12 (1 + n2)s 

= Ilfll~.· 

This shows that if f E H -s' then (l - Ll) -1 lies in Hs' Furthermore, 

Taking g = (1 - Ll)-1 shows that the norm of the functional <f) is exactly 
Ilfll-s' Thus we have a norm-preserving embedding 

H_ s ~ H: 

under the scalar product 

(j, g) f--? <f, g). 

If ~ Ifni converges, then the Fourier series for f converges uniformly to a 
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continuous function which can be identified with f, and such that 

IIfll <; ~ Ifill 
where II I! is the sup norm. 

Sobolev iMquaiity. Assume s > d /2. Iff E H •• then II fll is finite and there 
is a constant C such that for all f E H •• 

Ilfl! <; Cllflls· 

Proof We have 

IIfl12 <; (~ Iflilf <; ~ (1 + n2)s Ifll12 ~ (1 + m2fs 
II m 

by the Schwarz inequality, applied to the two functions of n, 

and 

over Zd, with measure 1 at each point. The assumption s> d/2 guarantees 
that the sum over m above converges. This proves the Sobolev inequality. 

Under the assumption s > d /2 we see that the Fourier series of f con­
verges uniformly, to a continuous function which may be identified with f. 
Thus f is continuous. 

Let DJ be the formal Fourier series obtained by taking the partial 
derivative of the Fourier series for f formally. We have trivially 

IIDJlls-1 <; Cllfll.· 

Consequently. if s - 1 > d/2 then DJ is continuous, and f is obtained by 
integrating the Fourier series for DJ. Consequently f is of class C I. Proceed­
ing inductively, we find: 

Sobolev regularity. Let k be a positive integer. If s > k + d/2 and fE Hs. 
then f is C k and 

IIDPfll <; Ilfll •• Ipi <; k. 

As a consequence we see that 

00 n Hs(T) = COO(T) . 
• -1 
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The union of all the spaces H _, for s ~ 0 is called the space of distributions 
on the Torus. In the basic regularity theorem for elliptic operators, we prove 
that a certain distribution lies in all Hs for aU s, and hence is Coo. 

We conclude this section by remarks which won't be used in the sequel, 
but which may be illuminating concerning the spaces H •. Let f E L 2. Then f 
gives rise to a functional on Coo functions by 

cp ~ Lf(x)cp(x) dx. 

The functional 

is the distribution derivative DP<f). We want to see directly without Fourier 
series that H, for a positive integer s is the completion of the Coo functions 
under the s-norm whose square is 

L (DPcp, DPcp). 
Ipl.;;· 

For this purpose we now view H. as the space of functions in L 2 whose 
distribution derivatives up to order s are represented by functions in L 2. This 
amounts to seeing that certain sequences of Coo functions converge in the 
s-norm, and is done in the next two remarks. 

Remark 1. Let {cp,,} be a sequence of Coo functions such that DPcp" ~ gp in 
L 2 for all Ipl (; s, and such that cp" ~ fin L2, Then 

Proof 

This proves our assertion. 

(gp' cp) = lim (DPcpn' cp) 

= lim < cp", DP*cp) 

= <f, DP*cp). 

Remark 2. Given f E L 2, assume that DP <f) = < g) for some gEL 2• If 
{ an} is a Dirac sequence of Coo functions. then 

DP(a,,*g) ~ g 

Proof We shall prove that DP(a" * f) = <an * g). From the elementary 
theory of Dirac sequences, we know that an * g converges to g in L 2. This 
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proves our remark, provided that we now prove that for a E Coo we have 

Let D = DP. We have: 

<a*f, D*cp) = f f a(x - y)f(y)D*cp(x) dydx 

(y ~y + x) = f f a(-y)f(y + x)D*cp(x)dydx 

(x ~ x - y) = f f a( -y)f(x)D*cp(x - y) dxdy 

= f f a( -y)g(x)cp(x - y) dxdy 

= <a *g. cp), 
as was to be shown. 

395 

The point of Remark 2 is that the differential operator can be moved 
inside the convolution sign when interpreted as a distribution derivative. 
Naturally, we have 

(essentially by differentiating under the integral sign, cf. Real Analysis, XIV, 
§4, Th. 7), so that a * g is a smooth function because a is smooth, even though 
g is not. 

§2. ORDINARY ESTIMATES 

Let a E coo(T). We shall make estimates with a constant COl depending 
only on a, and we use the notation 001 for these. 

If cp, t/J E C 00(T), then 

(DPcp, t/J) = (_l)ipi(cp, DPt/J), 
so 

i.e. DlF is self-adjoint, and 

Also we have 

whether s is negative or not. 
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We observe that the scalar product given formally by 

coincides with the scalar product given by the usual integral, when rp, 1/; are 
Coo functions. Hence the adjointness just stated for (1 - A)S holds no matter 
how we interpret this scalar product. It is, of course, trivial in terms of the 
formal definition of the product. By the Schwarz inequality, and the integral 
form of the scalar product, we also find 

I(DqaDPrp, D r1/;)1 <:; IIDqallllDPrplio II Dr1/;lIo 

<:; II DQa lllirplijpjll1/;lIjrj' 

We now come to various inequalities related to permuting taking derivatives 
and multiplying by functions, and transposing functions in a scalar product. 
They are easy but a little tedious. 

Let D be a differential operator, 

If the sum is over P with Ipi <:; k, we say D has order <; k. Then 

(1) (D(arp), 1/;) = (aDrp, 1/;) + (Erp, 1/;) 

where E is a differential operator of order <:; ord D - 1, and the coefficients 
of E depend only on the derivatives of a. 

For s ;> 0, 

Proof In (1) we let D = (l - At. Then D has order 2s, and E has order 
2s - 1. Say Ipi = 2s - I and P is Coo so that PDP occurs in E. Write 
p == q + p - q with Iql = s - 1. Then 

(fjDPrp, 1/;> = (DPrp, P1/;) 

= (D'IqI, DP-q( P1/; ). 

Now DP-q(P1/;) = ~ YrDP-q-r1/;, where the sum is taken for Irl <; p - q, 
and the coefficients Yr are derivatives of p. Hence 
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The case Ipi = 2s - 1 is the worst that can occur, and E 1 is proved. 

Proof Consider first s ~ O. We have by definition 

(otcp, 0/). = «1 - af(otcp), 0/) 

and the desired inequality results from E 1. To deal with the negative case, let 
s > 0 and let 

-, 
u = (1 - a) cp, 

Then 

(otcp, 0/)-$ = (otcp, (1 - afso/) 

= (ot{l - a)'u, v) 

by E I. Then 
= «1 - a)s(otu), v) + 0a(lIulls_11Ivll.) 

«I - a)s(otu), v) = (otU, (1 - a)sv) 

= «I - a) -scp, ao/) 

= (cp, ao/) -so 

As for the error term, we have 

lIulls- 1 = (u, (l - a),-Iu) 

= «(1 - afscp, (1 - a)-Icp) 

= (0 - a)-S-Icp, cp) = Ilcpll-s-I' 

Also Ilvli s = Ilo/Il-s' whence E 2 follows. 

E3. 

Proof First for s ~ O. If Ipi .;;; s, then 

DP(otcp) = ~ bq Dqot DP-qcp 

and by the triangle inequality, 

II DP(otcp)lIo «sup IIDqot DP-qcpllo. 
q 



398 ELLIPTIC PDE [A4, §2] 

If Ipi = sand q = 0, we get one term estimated by Ilallllcpll •. If Ipi = sand 
q -:/= 0, we get terms of order IIcplls-l times a constant depending on a. This 
takes care of the positive case. 

In the negative case, let cp, '" E C OO(T) and put 

Then 

<acp, "')_. = <acp, (1 - Ll) -'",) = <a{l - Ll)'u, v) 

= <(1 - Ll)s(au), v) + 0a(lIulls-lllvlls) 

= <au, v). + 0a(lIulls-11Ivll s)' 

By the Schwarz inequality in the positive case, 

But 

Ilull s- 1 = Ilcpll-s-l' Ilvll. = ""'11-.. 

Hence 

and therefore 

as desired. 

E 4. Let D be a differential operator of order < k. Then 

where CD is a constant depending only on D. Furthermore, 

Proof Write cp = L cpnein.X. Then 

DPcp = ~ cpnilplnPein.x, 

so the estimate for DPcp comes out at once. The estimate for aDP = D is then 
immediate, whence the result for an arbitrary D. 

From E .. we see that D can be extended by continuity to a continuous 
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linear map, again denoted by D, 

for all integers s, positive or negative. Actually from E 3 and E 4 we have a 
more precise inequality, involving the leading coefficients of D, as dis­
tinguished from the others. If 

D = ~ apDP, 
Ipl<k 

we can those coefficients ap with Ipi = k a leading coefficient. The next 
inequality E 5 is immediate from E 3 and E 4. 

where Co(D) is a sup bound for the leading coefficients of D, and 
C 1 (D) depends on all coefficients. 

E 6. For any differential operator D of order <;; k, 

Proof If D is a function, the estimate is clear. It suffices to prove it for 
D = DP, in which case we note that 

DP(acp) - aDPcp = ~ cqDqa Dp-q(acp), 
Iql;;. 1 

and Ip - ql <;; s + k - 1. By Schwarz, 

I<Dqa DP-q(acp), ~>Sl <;; IIDqa DP-q(acp)II$II~lls 

<;; CD.allacplls+k-III~lls 

<;; CD.aIICPlls+k-.II~lls 
This proves E 6. 

E 7. If D, D' are differential operators of order <;; k, then 

<D(acp), D/~>' = <Dcp, D'(i'i~»s 

by E4 

byE3. 

+ OD.D·.,,(lIcplls+kll~lls+k-1 + Ilcplls+k-dl~llk)' 

Proof This is clear by successive applications of E 2 through E 6. 
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§3. ELLIPTIC ESTIMATES 

Let 

ELLIPTIC PDE 

D = ~ apDP 
Ipl<k 

[A4, §3] 

be a differential operator, with ap E C ""( U), where U is an open set in Rd or 
Td. We call 

its leading term, and k its order. For each point x we let 

(JD(X,~) = (JD,x(~) = ~ ap(x)e 
Ipl=k 

= ~ ap(x)~f"" ~d 
Ipl=k 

be the homogeneous polynomial in variables ~I' ... '~d formed by substituting 
~j for Dp and ap(x) for ~ in the leading term of D. If (lD, xm ¥= 0 for all 
~ E Rd, ~ ¥= (0, ... ,0), then we call D elliptic, and we call (JD its symbol. 

Example. The operator 

is elliptic. Its symbol is ~f + ~22. 

Example. The operator 

is elliptic, and its symbol is ~J + i~2' 
Example. The operator 

is elliptic of order 2 on the upper half plane. 
Let L be an elliptic operator of order k. Then it is clear that for each x 

there exists a number Cx > 0 such that 
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Here, I~I is the Euclidean norm on Rd. In this section, we prove essentially a 
converse of the inequality E 4 for elliptic operators. 

Basic Estimate. Let L be an elliptic operator of order k on T. Let So be any 
integer. Then for any cP E C OO(T} we have 

The proof will proceed in three steps, and before giving it, we note that the 
extraneous integer So is usually selected to be large negative. Furthermore, we 
shall see eventually that on a subspace of finite codimension, one can 
eliminate the term IIcpliso completely from the estimate. In any case, this term 
makes the theorem non-trivial only if So < s + k - 1, which we assume from 
now on. Also, we note that the constant implied in the inequality « depends 
on L. 

The crucial case of the basic estimate is when L has constant coefficients. 
We take care of this in the first lemma. 

Lemma 1. Let L have constant coefficients, and be homogeneous of order k. 
Then 

Proof We have 

Hence 

II Lcp\l; = ~ IcpnI2IoL(n)12(1 + n2)' 

» ~ ICPnI2(n2)k(1 + n2)' 

This proves Lemma 1. 

Lemma 2. Given an elliptic operator L of order k on T, there exists 6 = 6( L) 
such that if cP has support in a ball of radius < 6, then 

Proof Let L = ~ QpDP. By uniform continuity, we can pick I) so small 
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that the oscillation of each lXp in a ball of radius 8 is less than (. Let Xo be the 
center of the ball in which ffJ has its support. Let 

be the homogeneous elliptic operator with constant coefficients obtained by 
evaluating the coefficients of the leading term of L at xo' Then 

for x in the ball Bs(xo). Now by the previous result, 

Note that IIffJlI;o <; IlffJlIs+k-,lIffJlIs+k' We have to compare IILffJII; and IILoffJlI;. 
Their difference is 

We estimate the first term, say, by Schwarz. Let Qp = ap(xo)' The absolute 
value of the p-th term is estimated by 

(by E 5) " [(lIffJlIs+k + C,lIffJlIs+k-,] IILoffJils 

<; (CiL)lIffJll;+k + C3(L)lIffJlIs+k-,lIffJlIs+k' 

By picking 8 and then ( so that (C2(L) <; 1/2, we get 

t IIffJII;+k " C4 I1LffJII; + CsllffJIIs+k- tllffJils+k' 

Our result follows by dividing throughout by IlffJ!ls+k' and using the inter­
mediate inequality of § 1, with the three numbers 

So < S + k - 1 < S + k. 

We get a small factor times IIffJlls+k on the right-hand side, which can be 
transposed to the left-hand side, leaving only the So term, as desired. 
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Our final step is to use a partition of unity. Let {aj } be a finite family of 
Coo functions on T such that 

~a~ = I 
"'" I , 

and such that each a j has support in a ball of radius 8 = 8(L) as in Lemma 2. 
(The usual construction of a partition of unity shows that the square roots 
can be taken, and yield Coo functions.) For any fP E C 00(T), the product ajcp 
has such support also. We use « to refer to constants depending on the 
partition of unity and L. (The partition of unity depends itself on L only.) 
Then 

IlcplI~+k = <fP, cp)s+k = ~ <a;~, fP)s+k 

(by E 2) = ~ <ajcp, ajfP)s+k + OL(lIfPlls+kllcplls+k-') 

«~ IIL(ajcp)ll~ 

+ ~ IlajCPlls+kllajCPIlHk-1 + Ilcplls+kllcp!ls+k-l 

(by E 7) «~(L(aj2cp), Lcp)s + Ilcplls+k!lcplls+k-l 

" C7(L)IILcpII~ + Cg(L)lIcplls+kllfPIIHk-I' 

Observe that IILcplis " C9(L)llfPlls+k' Divide both sides of the inequality by 
IIcplls+k' Select £ such that 

Use the inequality 

Subtract t II cpli s+k from both sides. We get the basic inequality. 

Remark. The basic inequality extends by continuity to elements of H s+ k ' 

Indeed, if hE Hs+k and {cp,.} is a sequence in coo(T) such that cp" ~ h in 
Hs+k-norm, then 

implies that {fP,,} is Hs+k-convergent also, and we get 

Ilhll.+k« IILhlls + Ilhlls' • L 0 
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or shifting indices, 

Ilflls -;"Lflls-k + II1lls. 

§4. COMPACfNESS AND REGULARITY ON THE TORUS 

In this section, we eliminate the So term from the basic inequality, at the 
cost of going to a subspace of finite codimension. 

LetnnUl 1. Let r < s. Then the unit ball in H$ is relatively compact in Hr , 

i.e. is totally bounded in H,. 

Proof Let 

f == ~ fne in.X 

be in the unit ball of H •• so that 

Pick N such that (1 + N 2y-s < E. Write 

f = ~ fne in.X + ~ fne in.X • 

Inl..;N Inl>N 

Then the second sum is E-close to 0 in Hs_ cnorm, i.e. 

The first sum belongs to a bounded set of the finite dimensional space of 
functions whose only non-zero coordinates are among those with Inl " N. 
Such a set can be covered by a finite number of E-balls for the H._i-metric. 
This proves total boundedness, i.e. it proves Lemma 1. It also proves the 
slightly stronger version stated in the next theorem. 

Theorem 1. Let r < s. Let Hs(N) consist of all those elements f E Hs such 
that fn = 0 if Inl " N. Given E, there exists N such that for all f E Hs(N) 
we have . 

The inclusion of Hs in H, is a compact operator. 
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Note that Hs(N) is closed and of finite codimension in Hs' Also, it is 
generated by smooth functions. 

Remark. Theorem 1 was proved by the usual ad hoc manipulations with 
the formal Fourier series. It is illuminating to realize that it holds in 
somewhat greater generality in the following context. 

Let H, E be Hilbert spaces and 

A:H~E 

a compact linear map. Let {e;} (i = 1,2, ... ) be an orthonormal basis in 
H. Let H(N) be the closed subspace generated by the ej with i ~ N. Given € 

there exists N such that for all hE H(N) we have 

Indeed, if this is not the case, we can find a unit vector h" E H(n) with 
n ~ 00, such that IIAhnll E ~ €. But h" ~ 0 weakly, so Ah" ~ 0 strongly, a 
contradiction. 

We have used here the fact that an operator A: H ~ E is compact if and 
only if A maps weakly convergent sequences into str.ongly convergent 
sequences. Furthermore, if A is compact and v" ~ 0 weakly in H, then 
Av" ~ 0 strongly in E. 

We recall the easy proof. Assume that A is compact. Let {v,,} be weakly 
convergent, say to v. Considering {vn - v} we may assume without loss of 
generality that v" ~ 0 weakly. For each wEH, <vn , w> ~ O. If {Av,,} is not 
convergent, then some subsequence {Av",) does not converge, contradicting 
compactness. Furthermore, {Av,,} converges to 0, for if Av" ~ w 'i= 0, there 
exists a functional A on E such that A(W) 'i= O. Then AoA IS a functional on H, 
and by assumption, A(Avn) ~ 0, contradiction. Conversely, assume that A 
maps weakly convergent sequences into strongly convergent sequences. Let 
{v,,} be a sequence such that Iv,,1 ~ l. Since the unit ball is weakly compact 
in Hilbert space, there is a weakly convergent subsequence {v".} and {Av"J 
converges. So A is a compact operator. 

After this slightly general aside, we return to our special situation. 

Theorem 1. Let L be an elliptic operator on T, of order k. Given s there 
exists N such that L induces a topological linear isomorphism from Hs{N) 
to its image in Hs- k ' i.e. we have 

Ilhll s« IILhll s - k ' 
L 

all hEH.(N). 

Furthermore, the space of fE Hs - k such that <f, Ltp) = 0 for all 
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cp E C ""(T) is finite dimensional, so the closure of the image LC ""(T) in 
Hs - k has finite eodimension. 

Proof. By Theorem 1 and the basic inequality, given t: there is some N 
such that for hE H/N) we have 

Ilhll s " CdILhll._ k + C2 11 hll.o 

" C1IILhll._ k + C2t:ll h ll s ' 

Pick t: such that C2t: " ±. We get the first inequality of our theorem. Since 

trivially IILhlls-k« IIhll s , we get the first assertion also. In particular, the 
kernel of Lin Hs is finite dimensional. To show that the image under L of the 
test functions has finite codimensional closure, let hE H -s+k and suppose 
that 

<h, Lcp) = 0, all cpE C""(T). 

We have <L*h, cp) = 0, so L*h = 0, and again h has to be in a finite 
dimensional space, so that last assertion follows and the theorem is proved. 

Theorem 3. Let hE HI for some t, and let L be an elliptic operator on T, of 
order k. If L<h) = <g) as funetionals on C""(T), and gEHs' then 
hE Hs + k' In particular, if gE C""(T), then hE C""(T). 

Proof. For sufficiently large N, we have 

IIfll-.« II L *fll-s-k' 

By Theorem 2, for cp E H _s(N) we have 

<h, L*cp) = <g, cp) 

" "gil. Ilcpll-s 

« II gil. "L *cplI-s-k' 

Hence <h) is continuous on L*C""(T). The closure of L*COO(T) in H -s-k is 
finite codimensional by Theorem 2. The space generated by L'" C 00(T) and a 
finite number of Coo functions is therefore dense in H -s-k' Hence <h) is 
continuous on a dense subspace of H -s-k' and is therefore induced by an 
element of the dual space, which is none other than Hs + k ' Hence hE Hs + k ' as 
was to be shown. 
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Remark. The above proof of the regularity theorem is essentially due to 

PETER LAX, "On Cauchy's problem for hyperbolic equations and the 
difft!rentiability of solutions of elliptic equations," Comm. Pure App. Math. 8 
(1955),pp.615-633. 

However, Lax works with a slightly different definition of ellipticity 
(nowadays forgotten), and indicates only various parts of the proof. Niren­
berg gave an exceedingly good self-contained exposition in 

L. NIRENBERG, "On elliptic partial differential equations," CIME Con­
ference, II principio di minimo e sue applicazioni aBe equazioni 
funzionali, Rome, (1959), pp. 1-58. 

However, instead of the short argument used in Theorem 3, Nirenberg uses 
"difference quotients" which I did not like. The finite dimensionality of the 
kernel and cokernel of the elliptic operator is also not brought out in the Lax 
and Nirenberg papers. Nirenberg'S exposition has been copied several times 
since, e.g. by Bers and John in their PDE book, by Friedman in his PDE 
book, and Warner in his book on differential manifolds. On the whole, I 
thought it would still be worthwhile to give a complete proof here. 

§S. REGULARITY IN EUCLIDEAN SPACE 

Let U be an open set in Euclidean space Rd. We now consider differential 
operators on U. If f is locally L 2 on U, it gives rise to the usual functional <1) 
on test functions, i.e. on C"oo( U). We shaH see that the regularity theorem on 
T easily implies the regularity theorem on U. 

Theorem 4. Let f be locally L 2 on an open set U in Rd. Let g E C oo( U), and 
let L be an elliptic operator of order k on U with Coo coefficients. Assume 
that L<f> = <g). ThenfECoo(U). 

Proof Let Xo E U. Let 

and 

It suffices to prove that f is Coo in a neighborhood of xo' Let a E Ccoo( U) be 
equal to I in a ball of small radius r around x o, and equal to 0 outside a ball 
of radius 21'. Let 

M = aL + (1 - a)Lo. 

Then M is elliptic, has constant coefficients outside a small ball. Let a l be a 
COO function which is equal to I near xo, but decreases to 0 outside a ball of 
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radius r /2. Then for cp E Cc""'( U) we have (the integrals are taken on all of Rd 

but the integrands have compact support): 

<M<alf), cp) = f adM*cp 

= f adL*(acp) + f adLti«l - a)cp) 

= f adL*(acp) 

= f fL*(aJacp) + f fD*cp, 

where D* is a differential operator of order < k, whose coefficients have 
support contained in supp(a). Hence we get the further equality 

The relation 

f adM*cp = <alg, cp) + <f, D*cp) 

holds for periodic cp since each side depends only on the value of cp in 
supp(a). Let {3 E C"'(T) be equal to 1 on supp(a), and 0 outside a small ball. 
Then 

< {3f, D*cp) = <f, D*cp) 

for all periodic cpo We can extend all of our "cut-off" objects by periodicity to 
functions on T. In other words, we can find 

g".E COO(T), ( {3f)". E L 2(T), 

an elliptic operator M'1T on T, (ad)"EL2(T), D" of order";; k - Ion T equal 
to g, {3f, M, f, D respectively in a small neighborhood of x o, such that 

for some element hE H -k+ leT). Hence (alf)", E HI by the regularity theorem 
on T. 

We now repeat, and find that 

M".«ad),,) = <h) with some hEH I _(k_1) = H2 - k • 

Hence (a 1f)",EH2• Continuing in this way, we see that (ad)", E Hoc' in other 
words, (a I f)'17 gives rise to the same functional as a Coo function on T, and is 
equal to such a function almost everywhere. Furthermore, (ad)", is equal tof 
locally at xo' Hence we have proved what we wanted, that f is Coo locally at 

xo' 
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If in the regularity theorem we make the assumption that g is real 
analytic, then it is true that f is also real analytic. The proof, by Morrey and 
Nirenberg, is reproduced elegantly and briefly in 

Bers et ai, PDE, Proceedings of the summer seminar, Boulder, Colorado, 
lecture by Bers and Schechter, lnterscience (New York, 1964), pp. 207-
210. 

So the proof is only three pages long, and consists of a series of estimates to 
show that the Coo function obtained has a convergent power series. The proof 
actually uses parts of the Coo theory, and the basic estimate. 

We stated the regularity in Theorem 4 for a locally L2 function f. 
Actually the proof is equally applicable for any distribution. We recall that a 
distribution T on the open set U is a linear map 

having the following property. Given a compact set K in U, there exists a 
finite number of differential operators D I , ••• ,Dm such that if cp E C,,""'( U) 
and supp cp is contained in K, then 

ITcpl ..; m~IIDicpll, 
I 

where II II is the sup norm. The definition of a distribution on the torus T is 
the same, mutas mutandis, except that we don't have to mention the compact 
set K, and we take cp E C oo(T), i.e. we take cp to be periodic. It is then clear 
that the distributiollS on T are exactly the elements of the spaces Hs for all s. 
The regularity theorem on Rd then states: 

TheOl'em 5. Let T be a distribution on U. Let g E C oo( U), and let L be an 
elliptic operator of order k on U with Coo coefficients. Assume that LT = g. 
Then T = T" for some h E C oo( U). 

Proof. The same as that of Theorem 4. Instead of writing the integral of a 
function times f, i.e. instead say of writing 

we write 

There is no other change. 
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Weak and Strong Ana(~'t;c;t)' 

§1. COMPLEX THEOREM 

Theorem 1. Let E be a Banach space over the complex numbers, and let A 
be a subset of the dual space E' which is norm determining, i.e. for vEE we 
have 

IAvl 
Ivl == supW' AEA,A::I= 0 

Let U be open in C and let f: U ~ E be a mapping such that: 
i) For each AEA, the function s ~ Aof(s) is analytic. 
ii) For each compact set K C U, we have 

sup If(s)1 < 00. 
sEK 

Then f is analytic. 

Proof. (Cf. A. E. Taylor, Functional Analysis, p. 206.) We use the fact that 
we are in the complex case, and prove that the Newton quotients form a 
Cauchy family for h ~ O. In other words, we prove that f is differentiable. It 
suffices to prove that 

If(S + h) - f(s) _ f(s + k) - f(s) I 4Mlh - kl 
h k <? 

where M is a bound for f in a disc of radius r around s, and Ihl. Ikl < r /2. 
Since A is norm determining. it suffices to prove our inequality with Aof 
replacing f. and hence we may assume that f is complex valued, with values 
bounded by M, and we may also assume that f is analytic. In that case. 
Cauchy's formula or integral forms of the mean value theorem show that the 
desired inequality holds. The constant 4 is of course irrelevant. Any fixed 
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number would do as well. The proof follows from the identity 

f(s + h) - f(s} f{s + k) - f(s) 

h k 

1 r f(z)(h - k) 

= 2'fTi Jc (z - s - h)(z - s - k)(z - s) dz, 

where C is a circle around s, of radius r. 

In some applications, e.g. those in Chapter XIV, § 11, one wants to prove 
analyticity of the kernel starting from the analyticity of the operator, in their 
dependence on s. For that one does not know a priori that the kernels are 
continuous in s, and one needs an additional lemma. 

by 

Lemma. Let D be the open disc centered at 0 in C, and say of radius 1. Let 
fE efoc(D), and assume that for (Lebesgue) almost all pairs (a, r) with 
aEC, r > 0 and lal + r < 1, we have 

( fds = 0, 
JC,(a) 

where Cr(a) is the circle of center a and radius r. Then there exists a 
holomorphic function which is equal to f almost everywhere on D. 

Proof (lowe this proof to Dale Peterson.) For n ;;;. 2 define 

f,,(w) = :2 f f f(w + x + iy) dxdy. 

!D 
" 

Permuting integrals by Fubini shows that 

( J,ds=O 
JC,(a) " 

for almost all (a, r) with lal + r < 1 - .! , r > O. Since fE efoc(D), one can 
n 

take a limit under an integral sign to show thatf" is continuous on (l - .! )D. 
n 

By the usual criterion it follows thatf" is holomorphic on (l - .! )D. On ! D 
n 
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we have the estimate 

f f If - Inl dx dy = f f : Iff [J( w) - j{ w + x + iy)] dx dy I dw 

! D ! D 

..-; f f : [ f f Ij(w) - j{w + x + iy)1 dW] dx dy 

lD tD 

..-; sup f f Ij(w) - j(w + x + 1»)1 dw, 

! D 

where the sup is taken for all x + iy E /, D. By the dominated convergence 
theorem, as n ~ 00 the expression on the right tends to 0, thereby proving 
that {fn} is L I-Cauchy on ! D. By Lemma I of Chapter VII we know that 
{jll} converges uniformly on compact sets, whence converges uniformly to a 
holomorphic function, which is equal to j almost everywhere on ! D. We have 
therefore proved our assertion locally in the neighborhood of a point, which 
suffices for our lemma, after making translations. 

The lemma is used in contexts where one wants to deduce the analyticity 
of a kernel defining the operators, as in Theorem 12, Chapter XIV, § 11. 

Observe that the set A is not assumed to be a linear subspace of the dual 
space (actually a not too serious matter), but more importantly is not closed. 
In this respect, the complex theorem differs from the real theorem given in 
the next section, and these theorems find different applications in different 
contexts where neither seems to cover the other. 

Even though the next theorem is not used in the book, it is illuminating to 
include it, and lowe it to J. Gamlen. The proof of Theorem 12 in Chapter 
XIV, § 11 is modeled on it. 

Let Z be a locally compact space with a positive measure j1.. We write dz 
instead of dj1.(z). Let U be an open set in C, and let 

s ~ Rs = R(s), sEU, 

be a family of bounded operators in e(Z, j1.). We assume that each operator 
Rs can be defined by a kernel 

r(z, z'; s) 
where 

r:ZxZxU~C 

is (Borel) measurable, i.e. 

RJ(z) = L r(z, z'; s)j(z') dz' 
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Theorem 1. Assume that: 

i) For (Il ® Il)-almost all z, z' the function 

s ~ r(z, z'; s) 
is analytic. 

ii) For any compact subset K C U there exists a kernel 

MK(z, z'} > sup Ir(z, z'; s)1 
sEK 

which when convolved with a function in L 2(Z) yields a function in 
L2(Z). 

Then s ~ Rs is weakly analytic, in the sense that for each f, g E e2(Z), 
the function 

s ~ <R,f, g) 
is analytic. 

Proof By the dominated convergence theorem applied to the function 

r(z, z'; s)j(z')g(z) , 
dominated by 

MK(z, z')lf(z')llg(z)1 

which lies in e1(Z X Z), we conclude that s ~ <R,J, g) is continuous. It 
suffices now to show that for an arbitrary circle C surrounding a disc in U, 
we have 

(1) Ie ds f f r(z, Z'; s)f(z') g(z) dz'dz = O. 
z z 

The integrand is majorized by 

Mdz, z')lf(z')11 g(z)l· 

The assumption that Me maps L 2(Z) into itself implies that 

f f Mdz, z')lf(z')11 g(z)1 dz' dz 
z z 

exists. By Fubini's theorem, the expression under the integral sign is in 
e1(Z X Z), and therefore the triple integral (I) can be taken in any order. 
Using hypothesis (i), we conclude that the integral is 0, as was to be shown. 
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Corollary. Assumptions being as in Theorem 2, the operator valued map 
s I---? Rs is analytic. 

Proof. This is a special case of Theorem 1. 

In the complex case, complex differentiability implies the existence of a 
power series expansion. The proof for Banach valued mappings is the same as 
for complex valued functions. In the real case, analyticity must be defined in 
terms of the power series. 

The fact that we dealt with a complex variable in Theorem 2 was 
essential. lowe to Gamlen also the following counterexample in the real case. 
We take H = e2(Z). Let 

For j, g E f(Z) we have 

ei(m+n)s 

r(m, n; s) = ---­m1n2 

(R(s)j, g) = ~ 
ei(m+n)s --

2 2 j(m) g(n) . 
mn 

Take 

Then 

is not analytic. 

§2. REAL THEOREM 

mn;*O 

j = ( ... , 0, 1, 0, ... ) 

g(n) = 1/ n. 

(R(s)j, g) = ~ 

for m, n =1= ° 

On the other hand, we have the following theorem of Browder, valid in 
the real analytic case ("Analyticity and partial differential equations," Am. J. 
Math. 84 (1962). pp. 666-710). 

Theorem J. Let U be an open set in Rd and let 

j: U~E 

be a mapping into a real or complex Banach space E. Let HI' H2 be real or 
complex Banach spaces, and let 

E X HI X H2 ~ R or C, (1.1., V, w) I---? (II., v, w) 
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be a continuous trilinear map which induces an isometric embedding of E 
into the Banach space of bilinear forms Bil (HI' Hz), i.e. such that if u E E, 
then lui = sup I<u, v, w)1 for (v, w)E HI X Hz, lvi, Iwl '" 1. Assume that 
for each (v, w) E H I X H 2 the function 

x H <f(x), v, w) 

is analytic. Then f is analytic. 

Proof The theorem is local, and so we may assume that U is a disc 
around the origin, with coordinates x = (Xl' ... ,xd). We recall the trivial fact 
that a power series 

'\:' a x p , ••• x Pd = '\:' a x P 
..::. P I d"::' P 
P P 

with coefficients ap in a Banach space converges absolutely in a neighborhood 
of 0 if and only if there exists C > 0 and r > 0 such that for all p we have 

lapi '" Cripl. 

If this is the case, then the power series defines a Coo function, say g(x), and 

where p! = PI! ... Pd!. 

a = p 

DPg(O) 

p! 

Let B be the unit ball in HI X H2 (with the sup norm), and for (v, w) E B 
let Av. w be the functional 

By assumption, each function Aof is analytic for I.E B, and therefore has a 
power series expansion, such that the derivatives satisfy 

The constant C(A) and the "radius" rCA) depend on A, and we first show that 
they can be selected independently of A. For each positive integers m, n let 
Bm , n be the subset of A E B such that for all p we have 

IDP(Aof)(O)1 .;;; mnippL 

We contend that this subset is closed. It suffices to prove that for any X 

mapping 
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is continuous (let x - 0). We do this by induction on Ipl. It is clear for 
Ipi - O. Assume it for Ipl, and let Iql - Ipi + 1. Let e be a unit vector in the 
direction of the new partial derivative. Then 

We let h range over a sequence {h,,} tending to O. Each map 

DP(Aof)(x + he) - DP(Aof)(x) 
A ~ h 

is a continuous linear map by induction hypothesis. By the uniform bound­
edness theorem, the limit taken over the h" for n ~ 00 is also continuous 
linear, thereby proving our contention. 

We see that B is the union of the closed sets B", m' and consequently some 
B", m contains an open ball in the product space by Baire's theorem. (Cf. Real 
Analysis,) If this open ball is centered at a point (VI' V2)' the differences of 
vectors (WI' w~ near (VI' v~ will lie itt B, and will contain a small ball around 
(0, 0). This implies that we can pick our constants C(A), r(A) independently of 
A",w for (v, w) in a small ball in HI X H 2• 

Let bp : HI X H2 ~ R or C be the bilinear map 

b . ( ) ~ DP(A",wof)(O) 
p. v, W p!. 

The uniform estimate above implies that bp is continuous, i.e. 

and there are constants C, r such that for all p, 

Ibpi ~ Cripl. 

Therefore the series 

converges in a neighborhood of 0 in Rd. Evaluating at enough 

(v, w)EHI X H2 
shows that 

f(x) - ~ bpxP 
P 
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for all x close to 0 in Rd. Hence f is analytic as a map into Bil(H\ X H 2). In 
particular,j is Coo, and 

DPf(O) 
bp = --,-. p. 

Since E is a closed subspace of Bil(HI x H 2), it follows that bp E E. This 
proves our theorem. 

Remarks. The theorem is used in several contexts. First, when E 
= End(H) is the Banach space of endomorph isms of a Hilbert space H, and 
when the trilinear map is the natural one, 

(A, v, w) ~ (Av, w) 

for A EEnd(H), and v, wEH. 
Second, in the representation theory when one wants to prove that certain 

vectors are analytic, one usually does this in cases where they satisfy an 
elliptic differential equation, say weakly. In that case one can apply first the 
regularity theorem in the analytic case, to the functions obtained by composig 
a given map with functionals, and then one can apply Theorem 3 to conclude 
that the original map x ~ 'IT(x)v in the Hilbert space is analytic. 



BibliographJ' 

[AK] N. AKNlEZlIR and I. GUZMAN, Theory of Linear Operators in Hilbert 
Space, Translated from the Russian, New York: Ungar, 1961. 

[AR] J. ARTHUR, Harmonic Analysis of Tempered Distributions on Semisimple 
Lie Groups of Real Rank One, New Haven: Yale, 1970. 

[BA] V. BARGMANN, "Irreducible unitary representations of the Lorentz 
group," Ann. Math. 48 (1947), pp. 568-640. 

[BE, GE] BElUlZIN-GELFAND-GRAEV-NAIMARK, "Group representations," AMS 
transl., pp. 325-353. 

[BR] F. BRUHAT, "Representations des groupes localement compacts," Uni­
versite de Paris, 1969-1970, 1971, mimeographed. 

[Du, LA] M. DuFLO and J. P. LABESSE, "Sur la formule des traces de Selberg," Ann. 
Sci. ENS (1971), pp. 193-284. 

[EL] J. ELSTRODT, "Die Resolvente zum Eigenwertproblem der automorphen 
Formen in der hyperbolischen Ebene," Teil I, Math. Ann. 203 (1973), pp. 
295-330; and Teil n, Math. Zeitschr. 132 (1973), pp. 99-134. 

[FA 1] L. F ADDEEV, "Ex.pansion in eigenfunctions of the Laplace operator on the 
fundamental domain of a discrete group on the Lobacevskii plane," AMS 
Transl. Trudy (1967), pp. 357-386. 

[FA 2] , "On Friedrichs' model in the theory of perturbations of a 
continuous spectrum," AMS Transl., Trudy (1964), pp. 177-203. 

[FR] K.. FRIEDRICHS, "On the perturbation of continuous spectra," Comm. 
Pure Appl. Math. :I. (1948), pp. 361-406. 

[GE, Fo] I. GELFAND, S. FOMIN, "Geodesic flows on manifolds of constant negative 
curvature," Uspehi Mat. Nauk. 7 (1952), pp. 49-65. 

IGE, GR] 1. GELFAND, M. GRAIlV, 1. PJATECKII-SHAPIRO, Representation Theory and 
Automorphic Functions. Moscow, 1966; translated, W. B. Saunders, 1969. 

1GB, NA] 1. GELFAND and NAIMARK, Unitiire Darstellung klassischer Gruppen. 
Akademie Verlag, 1957. 

419 



420 BIBLIOGRAPHY 

[GE, P-S] I. GELFAND and I. PJATECKII-SHAPIRO, "Theory of representations and 
the theory of automorphic functions," Uspehi Mat. Nauk. 14 (1959), AMS 
Transl. 26 (1963), pp. 173-200. 

[Go I] R. GODEMENT, Analyse spectrale des fonctions madulaires, Seminaire 
Bourbaki, 1964. 

[Go 2] , "The decomposition of L 2( G If) for r = SL2(Z)," Proc. Sym-
posia pure Math., AMS, 9 (Providence, R. I., 1966), pp. 211-224. 

[Go 3] , La formule des traces de Selberg. Seminaire Bourbaki, 1962. 

[Go 4] , Introduction aux travaux de A. Selberg. Seminaire Bourbaki, 

[Go 5] 

[Go 6] 

[H-C I) 

[H-C 2] 

[H-C 3J 

[H-C 4] 

[H-C 5] 

[H-C 6] 

[H-C 7) 

1957. 

---, "The spectral decomposition of cusp forms," Proc. Symposia 
pure Math., AMS, 9 (1966), pp. 225-234. 

---, "A theory of spherical functions," Trans. Am. Math. Soc. 73 
(1952), pp. 496-556. 

HARISH-CHANDRA, "Automorphic forms on semisimple Lie groups," 
Springer Verlag Lecture Notes 62, 1968. 

---, "Discrete series for semisimple Lie groups I," Acta Math. 113 
(1965), pp. 241-318. 

---, "Discrete series for semisimple Lie groups II," Acta Math. 116 
(1966), pp. 1-111, especially p. 71. 

---, "Harmonic analysis on semisimple Lie groups," Bull. Am. 
Math. Soc. 76 (1970), pp. 529-551. 

---, "Invariant eigendistribution on a semisimple Lie algebra," 
Publ. Math. IHES No. 27 (1965), pp. 609-658 and I-54. 

---" "Plancherel formula for the 2 X 2 real unimodular group," 
Proc. Nat. Acad. Sci. U.S.A. 4 (1952), pp. 337-342. 

---, "Spherical functions on a semisimple Lie group I," Am. J. 
Math. 80 (1958), pp. 241-310; and II, pp. 553-613, especially pp. 576 and 
582. 

fA fairly complete bibliography of Harish-Chandra's works occurs in Warner's book, 
Harmonic Analysis on Semisimple Lie Groups, Springer-Verlag, 1972.] 

[HE I] 

[HE 2] 

[HE 3J 

[HE, Jo] 

S. HELGASON, "Analysis on Lie groups and homogeneous spaces," 
Regional conference series, AMS, No. 14, 1972. 

---, Differential Geometry and Symmetric Spaces. New York: Aca­
demic Press, 1962. 

---" "A duality for symmetric spaces with applications to group 
representations," Advances in Math. (1970), pp. 1-154. 

S. HELGASON and K. JOHNSON, "The bounded spherical functions on 
symmetric spaces," Advances in Math. 3 (No.4, 1969), pp. 586-593. 



[JA, LA] 

[KA] 

[KN, ST] 

[Ku] 

[LA I] 

[LA 2] 

[LA 3] 

[MA 1] 

[MA 2] 

[McD] 

[NE] 

[PE 1] 

[PE 2] 

[PO] 

[PU] 

[ROE 11 

[ROE 2] 

[Rosl 

BIBLIOGRAPHY 421 

H. JACQUET and R. LANGLANDS, "Automorphic forms on GL2," Springer 
Verlag Lecture notes 114, 1970. 

T. KATO, "Perturbation of continuous spectra by trace class operators," 
Proc. Japan Acad. 33 (1957), pp. 260-264. 

A. KNAPP and E. STEIN, "Intertwining operators for semisimple groups," 
Ann. Math. 93 (1971), pp. 489-578. 

KUBOTA, Introduction to Eisenstein series, New York: Halsted Press, 
1973. 

R. LANGLANDS, "Eisenstein series," Proc. Symposia pure Math., AMS, 9 
(1966), pp. 235-252. (There is also a dittoed unpublished manuscript 
giving complete proofs.) 

---, "Euler products," Yale lectures, 1967. 

---, "Problems in the theory of automorphic forms," Yale lectures, 
1969. 

H. MAASS, "Lectures on modular functions of one complex variable," 
Tate lecture notes, Bombay, 1964. 

---, "Uber eine neue Art von nichtanalytischen automorphen 
Funktionen und die Bestimmung Dirichletscher Reihen durch Funktio­
nalgleichungen," Math. Ann. 121 (1949), pp. 141-183. 

1. McDONALD, Spherical functions on a group of p-adic type, Ramanujan 
Institute Publications, Madras, 1971. 

E. NELSON, "Analytic vectors," Ann. Math. 70 (1959), pp. 572-615. 

H. PETERSON, "Uber den Bereich absoluter Konvergenz der Poincar­
eschen Reihen," Acta. Math. 80 (1948), pp. 23-63. 

---, "Zur analytischen Theorie der Grenzkreisgruppen," Teil I, 
Math. Annln. 115 (1937), pp. 23-67. 

A. POVZNER, "On the expansion of arbitrary functions in characteristic 
functions of the operator -~u + cu," Math. Sb. 32 (No. 74, 1953), pp. 
109-156. 

L. PUKANSZKY, "The Plancherel formula for the universal covering group 
of SL(R, 2), Math. Ann. 156 (1964), pp. 96-143. 

W. ROELCKE, "Uber die Wellengleichung bei Grenzkreisgruppen erster 
Art," Heidelberger Akad. Wiss. Math. 1953-1955 (1956), pp. 159-267. 

W. ROELCKE, "Analytische Fortsetzung der Eisensteinreihen zu den 
parabolischen Spitzen von Grenzkreisgruppen erster Art," Math. Annln. 
132 (1956), pp. 121-129. 

M. ROSENBLUM, "Perturbation of the continuous spectrum and unitary 
equivalence," Pacif. J. Math. 7 (1957), pp. 997-1010. 

[SA, SH 1] P. SALLY and J. SHALlKA, "The Fourier transform of SL2 over a 
non-archimedean local field," to be published. 



422 BIBLIOGRAPHY 

[SA, SH 2J , "The Plancherel formula for SL(2) over a local field," Proc. 
Nat. A cad. Sci. U.S.A. 63 (1969), pp. 661-667. 

[SAJ I SATAKE, "Theory of spherical functions on reductive algebraic groups 
over p-adic fields," Publ. Math. IHES 18 (1963), pp. 1-69. 

[SE IJ A. SELBERG, "Discontinuous groups and harmonic analysis," Pmc. Inter­
nat. Congress, (Stockholm, 1962), pp. 177-189. 

[SE 2] --~~~~~~- -, "Harmonic analysis and discontinuous groups in weakly 
symmetric Riemannian spaces with applications to Dirichlet series," 
Colloquium on zeta junctions, (Tata Institute, 1956), pp. 47-87. 

ISH] J. SHALIKA, "Representations of the 2 X 2 unimodular group over local 
fields to appear." 

ISH, TAl J. SHALIKA and S. TANAKA, "On an explicit construction of a certain class 
of automorphic forms," Am. J. Math. 91 (No.4 1969), pp. 1049-1076. 

[SH] G. SHIMURA, Introduction to the arithmetic theory oj automorphic junctions, 
Iwanami Shoten and Princeton University Press, 1971. 

lSI] C.L. SIEGEL, "Some remarks on discontinuous groups," Ann. Math. 
46 (1945), pp. 708-718. 

[ST I] E. STEIN, "Analysis in matrix spaces and some new representations of 
SL(N, C)," Ann. Math. 86 (1967), pp. 461-490. 

[ST 2] , "Analytic continuation of group representations," Advances 
Math. 4 (No.2, 1970), pp. 172-207. 

[TAK I] R. TAKAHASHI, "Sur les fonctions spheriques et la formule de Plancherel 
dans Ie groupe hyperbolique," Jap. J. Math. 31 (1961), pp. 55-90. 

IT AK 2] , "Sur les representations unitaires des groupes de Lorentz 
generalises," Bull. Soc. Math. France 91 (1963), pp. 289-433. 

[TAM] T. TAMAGAWA, "On Selberg's trace formula," J. Faculty Science, Tokyo, 
Sec. 1,8 (Part 2, 1960), pp. 363-386. 

[VI] N. VILENKIN, "Special functions and the theory of group representa­
tions," AMS translation of monographs 22, 1968. 

[W A] G. W ARNER, Harmonic Analysis on Semisimple Lie Groups, Springer 
Verlag, 1972. 

[WEJ A. WElL, "Sur certains groupes d'operateurs unitaires," Acta Math. 111 
(1964), pp. 143-211. 

Note. The above bibliography makes no claim to completeness. Vilenkin has a good 
extensive bibliography, as does Warner. 



Symbols Frequently Used 

p. 2 

p. 2 

p. 4 

p. 5 
p. 19 

p. 19 

p. 23 

p. 41 

p. 46 

p. 46 

p. 46 

tp*I/t{X) = £tp(Xy---I)!J;(y)dy 

J- (x) = j(x- 1) or J( -x) (specified in each context) 

'l7 1(tp)v = £tp(x)'I7(X)v dx 

tp*(x) = tp(x- I ) 

Sn. m: Functions J such that J(r(O)yr(O'» = e -in~(y)e -in/}' 

r(fJ) = ( cosO Sino) 
- sin 0 cos 0 

H,,: Subspace of H consisting of those v such that 'I7(r(O))v = ein(Jv. 

pea) = 0:( a)I/2, p(x) = p(a) 

J-L.(an) = pCa)"' 

if x = ank. 

H (s) = space of functions whose restriction to K IS in L 2 and 
satisfying J(any) = p(ay+ }'(y). 
'l7s is the representation on Jf(s), 'l7s {x)J(y) = J(yx). 

p. 47 tp'(x) = J/(kxY+ I dx in the context of spherical functions. In the 

context of Fourier series, tp,,(O) = ein(J. 

p. 49 Cc ( G, K) = continuous functions with compact support invariant 
under conjugation by elements of K. 

p. 51 Cc(G II K) = continuous functions with compact support and bi­
invarian t under K. 
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p. 68 D(a) = p(a) - p(a)-l 

p. 69 w = ( _ ~ ~), 
p. 69 Harish transform 

Hf(a) = pea) (f(an)dn = D(a) ( f(x·-1ax)di 
'J; JA\G 

p. 70 A + = {aEA, pea) ;;;. l} 

p. 74 Mellin transform 

Mg(s) = ig(a)p(a)s da 

p. 78 Spherical transform 

p. 89 

p. 90 

p. 94 

p.102 

Sf(s) = MHf(s) = f!(x)!fs(x)dx 

00 xn 
exp(X) = """ -£..J n! 

n=O 

d'IT(X)v = dd 'IT(exP(IX)V)j 
t 1=0 

E - or E_ = ( 

ad(X)Y = [X, Y] 

~ ~ 

-i 

p. 105 H + = ED Hand H - = ED H 
n even n n odd n 

- i ) 
-I 



p. 105 

p. 132 

p. 132 

p. 149 

p. 120, 
150 
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Ad(y)X = yXy-1 

G' = set of regular elements, i.e. having distinct eigenvalues. 

H( p., t:) or H(s, t:), those functions in H(s) which have character t:, 
where E: is a character of {± l}. 

A A 

H(m) = EB Hand H<-m) = EB H 
n .. m n noe;;-m n 
nEm nEEm 

p. 192 Gl1 (g) == algebra of differential operators generated by the Lie de­
rivatives. 

p. 193 ~ denotes the centralizer of whatever comes after it. 

p. 228 °L 2(r\ G) consists of those functions f such that 

p. 243 

p. 244 

r f(ng)dn = 0 
JrN\N 

for an g, and every cuspidal subgroup N with respect to r. 

Z(cp,y, 2s) =1 cp(ay)p(a)-2s da 

E(cp,y, s) = ~ Z(cp, 'Yy, 2s) = TZ(cp,y, 2s) 
rN\r 
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Absolute value of operator, 159 
Adjoint of operator, 369 
Adjoint representation, 102, 105, 137 
Admissible, 26, 105 
Analytic map, 98 
Analytic vector, 99, 198 
Analyticity, 411 
Asymptotic expansion, 83 

Basic estimate, 40 I 
Bi-invariant, 51 
Bounded operator, 355 
Bounded representation, I 
Bruhat decomposition, 210, 252 

COO vector, 93 
Cartan decomposition, 139 
Casimir operator, 194 
Centralizers, 193 
Character, 19,46 
Closed operator, 370 
Coefficient functions, 29, 47 
Compact groups, 26 
Compact operator, 10, 232, 383 
Complementary series, 123 
Completely reducible, 10 
Complete reducibility, 234 
Contained (operators), 370 
Coset spaces, 37 
Cusp, 222 
Cusp form, 228 
Cuspid ai, 219 
Cuspidal part of resolvent, 295, 299 

Dense subspace, 8 
Derived representation, 94 

Dirac sequence, 5 
Discrete series, 107, 120, 179 
Distributions, 394, 409 

Eigenfunctions of Casimir, 199 
Eigenfunctions of Laplacian, 314 
Eisenstein, formalism, 310 

functions, 33. 
operator, 339 
series, 244 
transform, 346 

Elliptic operators, 389 
Embedding, 9 
Equivalence, 9 
Essentially self-adjoint, 372 

Fixed vector, 25 
Fundamental domain, 223 

g-isomorphism, 106 
Generate topologically, 61 
Generators and relations, 209 
Green's functions, 287 

Harish transform on A, 49, 69, 148, 153 
Harish transform on K, 154, 166 
Highest weight vector, 104 
Hilbert-Schmidt operator, 127 
H(s),46 

Induced representation, 44 
Infinitesimal isomorphism, 106 
Integral formulas, 67, 134 
Intertwining operators, 9 
Invariant measure, 31 
Invariant subspace, 8 
Irreducible, 9 
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Isomorphism, 9 
Iwasawa decomposition, 39 

Jordan space, 383 

K-bi-invariant, 51 
K-finite, 25 

L 2-kernel, 12 
Laplacian, 270 
Lie algebra, 89 
Lie derivative, 90 
Lifting of weight m, 187 
Lowest weight vector, 104 

Mellin transform, 49, 74, 248 
Meromorphic family of operators, 38 
Mock discrete series, 120 
Morphism, 9 
Multiplicity, 10 

Occur, 9 
One parameter subgroup, 90 
Orthogonal decomposition, 10 

Paley-Wiener space, 75 
Partial isometry, 156 
Plancherel formula, 16, 82, 173 
Polar decomposition, 155 
Polynomial growth, 227 
Positive definite function, 62 
Principal series, 47 
Projections, 363 

Rapidly decreasing, 249 
Regular element, 132 
Regular map, 27 
Regularity theorem, 404, 407 
Representation, 1 
Resolvent formula, 319 
Resolvent of Laplace operator, 275 
Resolving form, 213 

INDEX 

Schur's lemma, 362 
Self-adjoint, 310 
Siegel set, 235 
Spectral family, 365 
Spectral measure, 378 
Spectral theorem 

for bounded operator, 360 
for compact operator, 10 
for unbounded operator, 378 

Spherical function, 47, 55, 199 
Spherical transform, 18 
Star closed, 12, 54 
Strictly admissible, 26, 129 
Strongly continuous, I 
Symmetric operator, 310 
Symmetry of Laplace operator, 280 

Theta transform, 240 
Topological generator, 61 
Trace, 14, 124, 128 
Trace class, 128, 158 
Trace in discrete series, 150 
Trace in induced representation, 49, 147 
Type of function, 244 
Type of operator, 297 

Unimodular, 2 
Unipotent, 219 
Unitarization, 108 
Unitary, I 
Unitary character, 46 
Universal enveloping algebra, 192 
Upper half-plane, 41 

Weak analyticity, 411, 415 
Weak topology, I 
Weil representation, 211 
Weyl element, 69 
Weyl group, 69 
Whittaker equation, 290 

Zeta transform, 243 
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